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Chapter 1 

General Introduction 
 

Today’s state of the art semiconductor electronic devices utilize the charge 

transport within very small volumes of the active device regions. The structural, 

chemical and optical material properties in these small dimensions can critically affect 

the performance of these devices. It is therefore crucial to characterize the material 

properties, which are directly related to the electronic band structure, quantitatively 

and at the nanometer scale for better understanding of the devices. The strain state of 

semiconductor materials, apart from the local electrostatic potential, is one of the most 

important material properties, which modifies the electronic band structure. Thus, 

engineering of nanoscale devices relies heavily on insight obtained from the 

characterization of the local stress-strain state. 

High spatial resolution is a key requirement when characterizing material 

properties at the nanoscale. Transmission electron microscopy (TEM) is a well 

established technique to resolve device structures at the atomic level. TEM is widely 

used for local property analysis using diffraction contrast imaging in bright field (BF) 

and dark field (DF) conventional TEM, phase contrast imaging in high-resolution 

TEM (HRTEM), energy filtered imaging in energy-filtered TEM (EFTEM), using 

diffraction in selected area electron diffraction (SAED) or convergent beam electron 

diffraction (CBED) as well as utilizing microanalytical methods such as electron 

energy loss spectroscopy (EELS) and energy dispersive X-ray spectroscopy (EDXS). 

Although conventional techniques may reveal the strain state qualitatively, numerical 

image processing algorithms are required to extract quantitative information. 

The elastic interaction of the fast electrons with the crystalline material inside 

the microscope is reflected in their wave function at the exit surface of the electron-

transparent TEM sample: 
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where  is the electron wave vector inside the crystal, g0k
r r  is the reciprocal lattice 

vector,  and gAr grϕ  are the amplitude and the phase of the diffracted beam and grΔ  

stands for the variations in the crystal periodicity of reciprocal space vector gr .  In 

absence of variations in specimen composition, thickness or specimen bending grϕ  

represents the geometric phase which describes local deviations of the lattice fringes 

from the positions in the ideal, un-strained crystal. 

  Quantitative measures of the strain can be obtained by extracting the grΔ

gr

 term 

using different techniques. One way to visualize the variations in crystal periodicity is 

the analysis of the lattice fringe shifts in HRTEM using the technique referred as 

geometric phase analysis (GPA). Another approach, which is defined here as “Dark-

field Inline Electron Holography (DIH)”, relies on the reconstruction of ϕ  from a 

focal series of DF images. 

 The present dissertation is based on several manuscripts which are already 

published or in press, where I am the first author or co-author. The thesis is organized 

in the following order. Chapter 2 is devoted to the fundamentals of image formation 

inside the TEM: the electron-matter interaction, its effect on the electron wave 

function and the resulting image. In chapter 3, experimental TEM techniques for 

characterization of the strain state in semiconductor materials are discussed using a 

Si/SiGe model heterostructure. It includes the preparation methods to achieve the 

required specimen quality for quantitative analysis and the fundamentals of strain 

analysis using HRTEM related techniques. In Chapter 4, the strain state in metal 

oxide semiconductor field-effect transistor (MOSFET) channels is investigated by the 

DIH method using strain engineered 45nm p-MOS transistor arrays [1]. The 

experimental advantages over strain mapping by HRTEM will be discussed. Chapter 

5 is dedicated to compositional and structural analysis on InGaN quantum wells 

(QWs) in high efficiency green light-emitting diodes [2]. Low electron dose HRTEM 

and DIH techniques are exploited to overcome the well-known electron beam induced 

modification of InGaN QWs inside the microscope. In Chapter 6, strain mapping is 

used as a complementary technique to correlate the structural, chemical and optical 

properties at the nanometer scale [3]. A GaN/AlGaN model heterostructure is 

investigated using EELS, plasmon mapping by EFTEM and strain mapping by 

HRTEM. As a special topic, advances in dedicated sample preparation for TEM are 

2 
 



reviewed in Chapter 7 [4]. Finally, conclusions and future work is summarized in 

Chapter 8. 
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Chapter 2 

Electron-matter interaction and image formation 
in the TEM 

 
 

Abstract: 

When an electron beam passes through a thin slice of a material, it interacts 

with the atoms in that volume, and its wave function is changed, imprinting in it 

information about the electron-matter interaction. The aim of characterization by 

using electron beams is to retrieve information about small volumes of the material. 

Therefore, it is important to understand how these interactions, namely elastic and 

inelastic scattering processes, are encoded into the electron wave function and how 

the wave function forms the image in the TEM. For the scope of this dissertation, the 

following chapter will focus on elastic scattering processes in crystalline 

semiconductor materials as well as how the electron wave is translated to an image in 

TEM.    



2.1    Interaction of the electron beam with crystalline 
 material 

 

The interaction of a single electron with a crystalline material can be described 

by solving the Schrödinger equation given by [1]: 
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where )(rrψ  is the wave function of the fast electron at the specimen exit surface,  is 

Planck’s constant, 

h

)(rV r  is the crystal potential and ,  and  are the 

acceleration voltage, the rest mass and the charge of the electron, respectively. The 

potential 

AU 0m e

)(rV r  of a periodic crystal can be formulated as a Fourier series: 
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where  is the mean inner potential of the crystal, g0V r  is the lattice vector in 

reciprocal space and   are the Fourier coefficients of the crystal potential. The 

mean inner potential,  is the atomic potential averaged over the volume of the 

crystal.   

gV r

0V

)(rV r , as a function of position, is shown graphically in Fig. 2.1.  

 

 

 
 
Fig. 2.1: Schematic diagram showing the potential change with respect to atomic position. 
 
  

 6



 Inserting Eq. (2.2) into Eq. (2.1), the following formulation can be obtained: 
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where the wave number   of the fast electron is defined as: 0k
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 Assuming the electrons travel only in directions 0k
r

 and gk rr
+0  , the general 

solution for Eq. (2.3) corresponding to the electron exit wave function can be 

described as a Fourier series [1]: 
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where  is the Fourier coefficient corresponding to reflection gH r gr ,  is the electron 

wave vector in the crystal. The complex coefficient  can be written as: 

0k
r

gH r

 

                                                      (2.6) gi
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where  is the modulus and gA r grϕ  is the phase of the reflection gr . Therefore, the exit 

wave function contains the electron wave phase term of grϕ [1]. 

 
 
 
 
 
 
 
 
 

 7



2.2 Image formation in the transmission electron 
microscope 

 

Image formation in the transmission electron microscope is commonly 

described using the Abbé imaging process, as shown graphically in Fig. 2.2. The exit 

wave function translates to reciprocal space at the back focal plane of the objective 

lens of the microscope. The reciprocal space wave function (its squared amplitude is 

the diffraction pattern) can be formulated by the Fourier transform (FT) of the exit 

wave function as follows: 

 
    

    

                                (2.7)                               

 
where  is the coordinate of the Fourier space [2]. k

r

 The aberrations in the objective lens of the microscope give a phase shift to 

each diffracted beam, which is modeled in terms of the contrast transfer function 

(CTF) of the microscope, )(kT
r

[2]: 

     )()( kiekT
sr

χ=                                                   (2.8) 
 

in which the aberration function, )(k
r

χ

sC

, can be simplified as follows, including only 

the spherical aberration coefficient, , and defocus, fΔ  of the objective lens: 
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                                   (2.9) 

 

The aberrated wave function at the back focal plane of the objective lens, )(~ k
r

Ψ , is 

given by: 
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The wave function in the image plane, )(~ rrΨ , is the inverse Fourier transform (FT-1) 

of the aberrated wave function 
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where the summation includes all the diffracted beams passing through the objective 

aperture positioned in the back focal plane [3]. 
 
 

 
  

Fig. 2.2: Schematic diagram showing the Abbé theory of image formation in the transmission 
electron microscope. 
 

 

 The contrast in the image is simply the position-dependent intensity, )(rI r : 
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 For 0=gr  the intensity equation, describing the bright-field (BF) image 

contrast, is reduced to 2
0)( ArI =

r , where is the modulus of Fourier coefficient of 

the transmitted beam. In conventional TEM, the image intensity is formed by 

recording only the moduli of the complex Fourier coefficients; the information about 

the phase of the electron wave function is lost. In HRTEM, transmitted and diffracted 

beams included in the objective aperture are used for image formation, where the 

phase differences between

0A

0=gr , and nonzero gr ’s results in periodic contrast. 
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Therefore, HRTEM image contrast relies on phase differences, but the phases of the 

electron beams are not measured individually.  

 In contrast to conventional and high-resolution TEM, electron holography is a 

technique that aims to reconstruct the phase of the electron wave directly. Apart from 

material properties like internal electrostatic potential or magnetic fields, electron 

holography is also sensitive to strain fields. Another “phase” in electron microscopy is 

the geometric phase in HRTEM images, which describes the shifts of lattice fringes as 

phase shifts in Fourier space. In the following chapters, these two “phase” terms are 

exploited in order to derive quantitative strain information that is not accessible using 

conventional imaging techniques.  
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Chapter 3 

Quantitative nanometer scale strain analysis in 
Si/SiGe heterostructures 

 
 

Abstract: 

Experimental TEM techniques for characterization of local strain in Si/SiGe 

model heterostructures are discussed including the preparation methods to achieve the 

required specimen quality for quantitative analysis and the fundamentals for strain 

analysis using HRTEM related techniques. Application of a peak-finding method and 

geometric phase analysis (GPA) is demonstrated. The required imaging conditions as 

well as the limitations of GPA are addressed. A modified version of GPA, which is 

based on the analysis of the reconstructed exit wave function, is proposed to 

overcome artifacts arising from the imperfect objective lens in the TEM.  
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3.1 Strain in epitaxially grown Si/SiGe hetero-
structures 
 

Heterostructures with lattice mismatch can be grown without introducing 

misfit dislocations if the films are below a certain critical thickness. The mismatch is 

then completely accommodated by biaxial lattice strain. For Si1-xGex on Si, 

compressive strain in the Si1-xGex layer parallel to the interface requires that the lattice 

constants perpendicular to the interface adjust independently to minimize the elastic 

energy. The lattice constant perpendicular to the interface must be increased because 

of the Poisson’s ratio effect. The resulting tetragonal distortion in the so-called 

pseudomorphic growth lowers the energy of the interfacial atoms at the expense of 

stored strain energy within the coherent layers [1]. 

  
Fig. 3.1: Schematic diagram showing the lattice mismatch between Si and SiGe film (left), 
and the unstrained state due to the formation of misfit dislocations (middle), and the strained 
state in the case of coherent film growth (right). The lattice constants for Si and Ge are taken 
from Ref. [4]. 
 
 
 The atomic positions and strain in the coherently grown heterostructure can be 

determined by minimizing the macroscopic elastic energy [2]. When Si and Si1-xGex 

with lattice constants  and (see Fig. 3.1) form a heterostructure, the lattice 

constants of the heterostructure are given as follows, assuming the lattice constant 

parallel to the plane of the interface to remain unchanged throughout the structure: [3] 
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where “ ||“ and “ ┴ “ indicates the lattice constants parallel and perpendicular to the 

plane of the heterostructure interface, respectively. Assuming the substrate thickness 

 is infinite, . The shear modulus in the <001> directions within the 

(001) plane, , is given by: 

Sih ||||
1 SiGeSi aa
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001
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where  and  are the elastic constants. The elastic constants of Si, Ge, and Si1-

xGex are given in Table 3.1. 

11C 12C

 The strain components in the strained layer are determined by: 
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Fig. 3.2 shows the schematic diagram and typical BF image of the Si/Si0.7Ge0.3 model 

structure. In this case, the strained Si0.7Ge0.3 layer has = -1.24 % and = 

0.95 %.  

||
1 xxGeSi −

ε ⊥
− xxGeSi1

ε

 

 Lattice constant (Å) 11C  (GPa) 12C  (GPa) 

Si  5.4309 165.7 63.9 

Ge  5.6575 128.5 48.3 

xxGeSi −1  GeSi xaax +− )1(  GeSi xCCx 1111)1( +−  GeSi xCCx 1212)1( +−  

 
Table 3.1: Material properties for Si, Ge and SiGe alloy [4]. 
 
 Taking the Si substrate as the reference, a relative strain, , can be 

defined as the change in the lattice constant of the strained layer relative to the Si 

lattice as follows: 
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It will be convenient to use the relative strain for the following measurements, 

because the strain in the strained structure is to be measured relative to the strain in 

the reference layer which is defined as zero. Unless otherwise stated, the strain values 

will be given relative to the reference substrate material. 

 

 

Fig. 3.2: (a) Schematic diagram of the Si/SiGe heterostructure. A SiGe film with 30% Ge and 
a nominal thickness of 30 nm was grown by molecular-beam epitaxy on a (001)-oriented Si 
substrate at 500 °C and subsequently capped by a Si layer of 200 nm [Si/SiGe 
heterostructures were grown by Erich Kasper and his group at Stuttgart University. See ref. 4 
for an overview]. (b) Growth rate vs. growth time of the SiGe film. c) Cross-sectional BF 
image of the heterostructure. 
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3.2 TEM sample preparation techniques for 
quantitative strain analysis 

 

Quantitative strain analysis based on HRTEM ideally requires the preparation 

of specimens of very high quality. Specimens so prepared therefore should have a 

uniform thickness (< 30 nm) with relatively flat surfaces. The most widely used 

preparation method for hard materials to achieve electron transparency is mechanical 

thinning followed by successive final ion beam milling (a detailed review on sample 

preparation is given in Chapter 7). The more conventional way of performing 

mechanical thinning from pre-cut specimen is to grind a concave impression 

(polishing in a basin shape) or dimple, thinning the center of a disk to 3 mm in 

diameter and about several tens of microns thick, so that final thinning by Ar ion 

milling can then be performed. During ion milling it is necessary to take into account 

the fact that preferential thinning might occur at the interface, in this case at the 

Si/SiGe interface. This effect is minimized by reducing the incidence angle of the 

accelerated Ar ions relative to the sample surface. Fig. 3.2(a) shows a HRTEM image 

of the Si/SiGe interface along the [110] zone axis. The ion milling was performed 

with the precision-ion-polishing system (PIPS, Gatan, Pleasanton, USA) using 

accelerated Ar ions operated at 4.0 keV. The beam angle of incidence for both ion 

guns was set to 8°. The sample was in continuous rotation mode to minimize the 

redeposition of the sputtered material. The major artifact in conventional ion milling 

is the modification of the sample surface of the crystalline material. The resulting 

surface amorphization can be minimized by lowering the ion beam energy and also by 

avoiding the temperature increase at the specimen surface. The high quality HRTEM 

image in Fig 3.2(b) was obtained from a specimen prepared by ion milling with 

progressively lowering the of the Ar ions energy (from 4.0 to 0.2 keV) in a liquid 

nitrogen cooled stage.  

Another mechanical thinning method prior to ion milling is tripod polishing. 

The specimen is mounted on a tripod polisher and first mechanically polished on one 

side, using a sequence of progressively finer diamond lapping films (from 30 μm to 

0.1 μm). The surface is then briefly polished with a cloth wheel using colloidal silica 

(0.05-0.02 μm) to attain the final polish. By introducing a wedge angle during final 

polishing of the other surface, it is possible to obtain an electron transparent wedged 

 16



edge. Fig. 3.2(c) displays an HRTEM image from a sample prepared by automated 

tripod polishing using the AlliedTech MultiPrep System with successive low energy 

ion milling mounting the sample in a cooled stage. To avoid specimen bending, which 

is another detrimental effect in the conventional preparation technique, the wedge 

angle had to be limited to 1.0°-1.5°. Apart from the high surface quality obtained by 

reducing the ion milling time considerably compared to the conventional method, 
 

 
 
Fig. 3.2: [110] HRTEM images of a Si/SiGe interface from cross sectional TEM samples 
prepared by different techniques: (a) Dimple grinding and final Ar ion beam thinning at 4.0 
keV energy at an incidence angle of 8°. The high energy ion bombardment causes excessive 
heating of the specimen and surface damage by amorphization. (b) The artifacts can be 
decreased by lowering the accelerating voltage of the Ar ions (1.0-0.2 keV) and liquid 
nitrogen assisted cooling of the specimen stage. (c) Tripod polishing and final low energy Ar 
ion milling (1.0-0.2 keV) with liquid nitrogen cooling. The surface damage is minimized by 
decreasing the ion milling time. (d) Focused ion beam lift out using Ga ions at 30 keV energy 
followed by final thinning at 5 keV. The bombardment by heavy Ga ions results in surface 
amorphization and Ga implantation. The quality of the HRTEM image is further reduced by 
the limited minimum thickness achievable by this method. 

 17



 
much larger specimen areas are possible to obtain for quantitative HRTEM analysis. 

Focused ion beam (FIB) milling using Ga ion is widely employed in sample 

preparation for TEM, especially to investigate particular points on semiconductor 

devices with sub-micron positional accuracy. Short sampling time, ease of providing a 

flat cross-section and a positional accuracy better than 0.5 µm are its main advantages. 

Although FIB is quite useful for characterizing device structures, the samples are 

usually quite thick for HRTEM observations, as shown in Fig 3.2(d). The specimen 

was prepared by the lift-out technique. The severe surface damage introduced by high 

energy 30 keV Ga bombardment may be reduced by lowering the energy to 5 keV for 

the final polish. However it was still not possible to obtain the required quality for 

quantitative analysis. Another major drawback of high energy ion milling is the Ga 

implantation, which introduces errors during strain analysis of the crystalline 

structures. 
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3.3   Direct strain mapping from HRTEM images 
 

 Direct strain mapping relies on the assumption that a HRTEM micrograph of a 

coherent structure recorded under proper conditions represents the geometry of the 

lattice. The positions of the image maxima/minima depend on specimen thickness and 

orientation, imaging parameters such as defocus and microscope alignment, etc, and, 

thus do not necessarily coincide with the projections of the atom columns [5]. 

Nevertheless, a constant spatial relationship between the image intensity 

maxima/minima and the projected atom columns can be assumed on a local scale. A 

mismatch in lattice constants between a strained epitaxial Si1-xGex layer and the 

reference lattice of the Si substrate results in a cumulative displacement, , as shown 

schematically in Fig. 3.3. It is possible to determine the displacement that is defined 

as the difference between real atomic position and the reference lattice position as 

follows: 

nu

 

                                                                                              (3.8) ∑ −= ⊥
−

n

SiGeSin aau
xx

0
)(

1

 
It is also necessary to consider the relaxation which occurs due to the thinning of the 

TEM specimen. HRTEM is very insensitive to the displacements in the direction of 

the transmitted electron beam. Such in-plane displacements are expected to be small, 

however more exact measurements for these displacements requires finite element 

simulation of relaxation. Lattice relaxation of the SiGe film with increasing distance 

from the interface was minimized by deposition of an epitaxial Si capping layer 

following the growth of SiGe film. 

 

 

 

 

 

 
 Fig. 3.3: Schematic diagram of displacements in a HRTEM image. 
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 A widely used approach to determine the lattice displacements relies on the 

use of image processing algorithms which work in real image space. Displacements 

are measured by superimposing a two-dimensional reference lattice extrapolated from 

a non-distorted region of the material to the experimental one, built up from the set of 

intensity maxima in the HRTEM image. Fig. 3.3a summarizes the procedures 

involved in the so called peak-finding methods by using Lattice Distortion Analysis 

(LADIA) [6,7] as an example. The detection limit for displacements from HRTEM 

images is seriously influenced by the noise coming from an amorphous surface layer. 

For noise reduction, besides Bragg- and band-pass filters, the Wiener filter has been 

found to be the most efficient. The Wiener filter is a type of linear filter that is applied 

to an image adaptively, tailoring itself to the local image variance, and preserving 

edges and other high frequency parts of the image, assuming Gaussian white additive 

noise. In order to define the positions of the intensity peaks, a cross-correlation factor 

(XCF) calculation [8] was performed between the experimental micrograph and a 

template motif. Here, the template motif is created by averaging over 20 single motifs 

which are chosen from an undistorted region in the micrograph. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 3.4: Outline of two image processing algorithms for quantitative distortion analysis from 
HRTEM images: (a) Lattice Distortion Analysis (LADIA), (b) Geometric Phase Analysis 
(GPA). 
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The cross-correlation function (XCF) of the experimental image and the 

template is calculated at each pixel position : pqr

 
                     [ ] [ ]∑∑ ><−⋅><−−=Φ

i j
tempijtempimapqijimapq IrIIrrIr )()()( ,           (3.9)  

                    
where  and  are the intensities of the image and the template, respectively, 

and < > and < > are their mean values. The subtraction of the mean values 

substantially removes the influence of slow variations of the background intensity on 

the XCF. To calculate the displacement of every intensity peak, lattice fitting should 

be used firstly in a selected distortion-free region. The peaks of the XCF are used to 

calculate a regular lattice (reference lattice), , by a least square fitting procedure 

[9]: 

imaI
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tempI
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where  is the origin of the reference lattice,  and  are the base vectors and u  

and  are the indices of the reference lattice points. The reference lattice is 

extrapolated over the entire image and all intensity peaks  are indexed. The 

displacement of every peak position from its extrapolated position can be calculated 

as (Fig 3.3), 

0,0R 0a 0b

v
'
,vuR

 
                                                        .                                         (3.11) vuvuvu RRR ,
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,, −=Δ

 
The strain along any direction can be calculated as ),( nm

            

                                          00,,, / nbmaRR vunvmuvu +−= ++ε  .                              (3.12) 

 
 Fig 3.5 shows the HRTEM image of the whole Si/SiGe hetrostructure along 

the [110] zone axis and the corresponding two dimensional out-of-plane strain, yyε , 

map. The value of the maximum strain within the Si1-xGex layer (given as isolines in 

Fig 3.5b) reaches (1.73 ± 0.20) %. Taking the experimentally measured in-plane 

strain, xxε , of (0.02±0.20) % into account, the tetragonal strain state of the 

heterostructure is lower than the theoretical predictions ( = 2.21 % with respect to bulk
yyε

 21



unstrained Si, calculated using elastic constants given in Table 1), which might be 

attributed to the thin foil relaxation of the TEM specimen. 

     

    
Fig. 3.5: (a) [110] HRTEM image of the Si/SiGe heterostructure. b) Tetragonal out of plane 
strain measured using peak finding algorithm LADIA.   
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3.4 Strain mapping using Geometric Phase Analysis 
 
 Another approach to measure displacements in HRTEM images is based on 

geometric phase analysis (GPA) [10,11], which operates in reciprocal space, analyzes 

the spatial frequency phase shift, and expresses the lattice distortions in terms of this 

shift. If we consider the periodic fringe image with periodicity gr/1  in gr  direction, 

the image contrast can be represented as the Fourier series: 
 

                                                      ∑ ⋅=
g

rgi
g eHrI

r

rr
r

r )2()( π ,                                        (3.13) 

 
where )(rI r  is the image intensity at a point rr , gr  are the spatial frequencies 

corresponding to the Bragg reflections, and H  are the Fourier coefficients. The 

complex values  can be expressed as: 

gr

gH r

 
                                                             ,                                       (3.14) )( giP

gg eAH
r

rr =

 
where  is the amplitude of the sinusoidal periodic contrast corresponding to planes gAr

gr  and  determines the phase shift of this sinusoid with respect to the reference 

point. In the presence of variations in the lattice periods, the Fourier coefficients 

depend on the coordinate 

gPr

rr . The symmetric Fourier components of a real image (e.g. 

 and ) are complex-conjugates of each other, so the contrast for each system 

of planes 

gH r gr−H

gr  can be described as: 

 
                                             )).(2cos()(2)( rPrgrArI ggg

rrrrr
rrr +⋅= π                           (3.15) 

 
 )  in reciprocal space represents the distribution of the complex scattering 

factor around the corresponding reflection 

(rH gr

gr  and can be extracted by inverse Fourier 

transformation as: 
 
                                   [ ])()()()( 1 gkMgkkHFTrH gg

rrrrrr
rr −⋅−⊗= − .                      (3.16)  
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where,  is the current vector in reciprocal space and k
r

)( gkM rr
−  is a mask in 

reciprocal space. The field )(rPg
r

r  of phase shifts can be interpreted as a field of 

displacement, u(r)   

                                                      )(2)( 0 rugPrPg
rrr

r ⋅−= π .                                    (3.17) 

 
If the term  is constant (note that  is only constant if the thickness, composition, 

and orientation of the sample do not change), the local strain, which is the derivative 

of the displacement, can be calculated from 

0P 0P

)(rPg
r

r  as follows: 
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Fig. 3.6: Flow of geometric phase reconstruction process as an example demonstrated for 
Si/SiGe interface in [110] orientation: The diffractogram is calculated by Fourier transform of 
the HRTEM image (from Fig 3.5 (a)). Two non-linear Bragg reflections (in this case, <111> 
reflections) are selected by applying a mask. The isolated reflections are moved to the center 
and the inverse Fourier transform is applied. The resulting periodic lattice fringe images and 
the corresponding phase shift of the periodicity are given in B1-B2 and P1-P2, respectively. 
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The flowchart in Fig 3.4(b) outlines the main steps of the GPA algorithm, 

which is implemented in DigitalMicrograph (e.g. as a plug-in provided by HREM 

Research [12]). The diffractogram in Fig. 3.6 is computed by the Fourier transform 

(FFT algorithm) of the HRTEM image of the Si/SiGe heterostructure in Fig 3.5. 

The Bragg reflection intensity maxima are selected for phase analysis. In this example, 

two <111> beams are selected, masks around the reflections are applied and the 

masked images are transferred to the center of the reciprocal space to produce the 

phase images. The diameter of the mask will determine the effective spatial resolution 

and precision. A compromise between spatial and spectral resolution must be 

established to obtain reliable strain information. In the current case, a Lorentzian 

mask of radius 4/gr  was centered on the Bragg spot gr  in the Fourier space. An 

inverse Fourier transform of the centered reflection is computed and the phase 

information of the transformed complex images is extracted as displayed as P1 and P2 

in Fig 3.6. The two-dimensional displacement field can be determined from P1 and P2 

as follows: 
 

                                           [ 2211 )()(
2
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].                                 (3.19) 

 

where  and  are the vectors which correspond to the lattice in real space defined 

by the reciprocal lattice vectors 

1ar 2ar

1gr  and 2gr . The two-dimensional strain tensor, ε , 

given by the gradient of the displacement field can be described as  follows: 
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Fig 3.7(a) and 3.7(b) are the two main components of the strain tensor, xxε  

and yyε , respectively, calculated using phase images P1 and P2 following Eq. (3.20). 

Strain relative to the reference Si substrate is given as color-coded maps. The average 

in-plane strain xxε  determined from the dashed box 2 in Fig 3.7(a), which represents 

the SiGe alloy film, is -0.02 % and its standard deviation is 0.02 %. The average xxε  

over the dashed box 1 in Fig 3.7(a), which represents the Si substrate, is 0 % and its 

standard deviation is 0.02 %. Both average values are within their standard deviations, 
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which means that the SiGe alloy film grew epitaxially keeping its lattice constant in 

the x direction equal to that of the Si substrate. The average out-of-plane strain, yyε , 

within the film measured from the dashed box 4 in Fig 3.7(b), is 1.71 % and its 

standard deviation is 0.26 %, and the yyε  in the Si substrate from the dashed box 3 is 

measured as 0.07 % with a standard deviation of 0.20 %. As expected, a lattice 

mismatch in the growth direction due to the tetragonal distortion of SiGe lattice was 

observed. However, as in the case of strain measurements by peak finding methods 

like LADIA, GPA showed lower values than the theoretical expectation by 

macroscopic elasticity theory ( yyε  = 2.21 %) [13]. 

 

  
Fig. 3.7: In-plane, xxε , and out-of-plane, yyε , strain maps of a Si/SiGe heterostructure 
calculated by GPA are shown in (a) and (b), respectively. The spatial resolution defined by 
the reciprocal mask radius is 1.6 nm. (c) Integrated line scan profiles (marked as dashed 
rectangles in a) and b), from A to B averaged over 20 nm) across the interface are showing 
the strain evolution. At both interfaces a pronounced strain gradient is observed. As 
highlighted with green, this gradient extends over ca. 5 nm. Similar observations are reported 
by other authors [11]. Such gradients may arise from transients in the Ge flux and 
interdiffusion or segregation of Ge during the layer growth. 
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3.5 Geometric Phase Analysis for a complex-valued 
exit face wave function 

 
 Although GPA is an efficient approach to measure displacements, it relies on 

the assumption that the positions of the maxima and minima in the HRTEM image are 

not displaced by the aberrating contrast transfer function of the microscope. Errors 

may result when strain gradients are present and when gradient of the aberration 

function is non-zero, 0≠∇χ , for the spatial frequency used for the analysis [14]. The 

errors can be minimized by following some experimental guidelines such as [15]: 

• avoiding regions where the fringe contrast changes rapidly; 

• analyzing centrosymmetric or symmetry-related reflections; 

• choosing conditions (thickness and defocus) where the fringe contrast 

is maximal, to reduce the effective lens transfer function; 

• carrying out the analysis at different defocus values. 

 Fig. 3.8 shows HRTEM images of the Si/SiGe interface ([011] zone axis) 

acquired at different defocus values (enlargements are shown as subset images) using 

the Zeiss SESAM microscope equipped with a 200 keV FEG. The effect of defocus 

variations on the measured strain values is investigated using a script implemented in 

DigitalMicrograph, based on the original publication by Hytch et al [13]. The line 

profiles in Fig. 3.9(e) display the measured tetragonal strain across the interface 

obtained from a series of images acquired at different defocus values ranging from -80 

nm to 60 nm. Spurious strain fluctuations are observed at the interface, which might 

be misinterpreted as compressive strain reaching up to 1%. 

 It is not straightforward to analyze the effect of the gradient of the aberration 

function on the strain maps obtained from HRTEM images using GPA. The lateral 

displacement of the spatial frequencies in the image due to the spherical aberration of 

the objective lens increases strongly with the spatial frequency. The effect is rarely a 

problem on LaB6 instruments due to their limited coherence. However, on FEG 

instruments like SESAM (Cs=1.2 mm), with their high coherence resulting in a strong 

contribution of high spatial frequencies, this effect is quite pronounced. Depending on 

the spatial frequencies transferred and the defocus, the delocalization at the interface 

can be up to several nanometers [16]. From an experimental point of view, the 
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accuracy of GPA mainly depends on the signal to noise ratio, but not on the spatial 

resolution of the HRTEM image. For the Si/SiGe structure, it is sufficient to resolve 

the (111) planes by choosing an appropriate size for the objective aperture. In the case 

of 7-beam imaging, for which only the undiffracted beam 0gr  and the six first-order 

diffracted beams 1gr±  contribute to the image intensity, not only the extension of 

delocalization can be minimized, but also the non-linear image contributions are 

reduced. 

 

 
Fig. 3.8: HRTEM images of the Si/SiGe interface ([011] zone axis) acquired at different 
defocus values (enlargements are shown as subset images) using the Zeiss SESAM 
microscope equipped with 200 keV FEG. 
 

An alternative approach to minimize the artifacts arising from the aberrated 

wave function is to reconstruct the exit-face wave function )(0 rrΨ  from a focal series 

of HRTEM images and apply the GPA directly to the wave function. The GPA 

analysis of HRTEM images may only retrieve the difference between the geometric 

phase and the phase of the central beam and is therefore strongly affected by 

variations in the sample thickness and the mean inner potential. To overcome this, a 

modified version of the GPA-algorithm has been implemented in DigitalMicrograph 

which can handle complex wave functions (see reference [17]). The full resolution 

exit-wave reconstruction (FRWR) [18] software is used for the reconstruction. The 

algorithm relies on the solution of a set of non-linear equations describing the image 
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formation by propagating between the specimen exit surface image plane at  

and the focal planes at which the images have been recorded. During each iteration, 

estimates of the wave functions at the different focal planes are made by replacing the 

wave function amplitude 

0=Δf

)(rf
r

ΔΨ   with the experimental image amplitude )rr

0

(I . The 

wave function in the exit surface plane is then estimated by a weighted average [19] 

of the wave functions back-propagated from the different focal planes to .  =Δf

Precise image alignment is necessary prior to reconstruction because no 

microscope can record a series of 10-20 HRTEM images without mechanical drift 

between the images. The initial alignment of the images is performed manually 

between successive images, which is only a rough alignment because the contrast of 

the images in the focal-series is changing due to the defocus change. Therefore, the 

alignment is refined in each iteration step by calculating the relative image shift vector 

)(r ′r  minimizing the square of the Eucledian distance between two images: 
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where the minimum of  occurs at the same relative shift as the maximum of the 

cross correlation 

)(2 r ′rξ

) Ir sim )((exp rI rr
⊗−  of the images )(exp rI r  and )(rI sim

r . 

 The flux-preserving reconstruction algorithm updates the wave function 

amplitudes via weighing the spatial frequency components of the update by the 

strength by which they appear in the experimental image. The iteration is done 

through the following loop by [18]:   

• propagating the estimate of the exit wave function to each of the n 

focal planes with defocus nfΔ  according to: 
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• estimating )(r
nf
r

ΔΨ′  at each focal plane by updating the wave function 

amplitude using the following steps: 
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  where  and )(rI sim
f
r

Δ ),( frEs Δ
r are the simulated image intensity and  

  spatial  coherence envelope function, respectively. 
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• obtaining a new estimate of the exit surface wave function by 

computing a weighted average of the back-propagated )(rf
r

ΔΨ′ . The 

back-propagation is done by multiplying the wave function in 

reciprocal space with the complex conjugate of the contrast transfer 

function (CTF), )),(exp( nfqi Δ− χ . Each of the back-propagated wave 

functions is weighted by the corresponding envelope function 

),( n  when determining the new estimate for the exit surface 

wave function. 

s fqE Δ

Fig 3.9(a) displays the average-weighted complex-valued exit wave image 

reconstructed from a focal series of HRTEM images (a subset is shown in Fig 3.8). 

Unlike in GPA, where the diffractogram is obtained via FFT of the HRTEM image, 

the reconstructed diffraction pattern shown in Fig 3.9(b) allows not only to identify 

the local crystal tilt but also to minimize the excitation error. As marked in Fig 3.9(b), 

<111> reflections were selected using a circular mask with the size corresponding to 

1.6 nm spatial resolution. A cosine function which produced a gradual transition of 

the mask value from 1 to 0 within the outer 20% of the mask radius was used for 

smoothing the edges of the circular masks. The resulting in-plane and out-of-plane 

strain maps are displayed in Fig 3.9(c) and 3.9(d), respectively. The average xxε  from 

dashed box 1 in Fig 3.9(c), which represents the Si substrate, is 0 % and its standard 

deviation is 0.05 %. Both average values in 1 and 2 are within their standard 

deviations. The average out-of-plane strain, yyε , within the film measured from the 

dashed box 4 in Fig 3.9(d), is 1.83 % and its standard deviation is 0.13 %, and the yyε  

in the Si substrate from dashed box 3 is measured as 0.01 % with a standard deviation 

of 0.14 %. The integrated profiles xxε  and yyε (from A to B and C to D, respectively) 

shown in Fig 3.9(f) do not only reveal the artifact-free strain evolution across the 

interface, but also provides higher precision compared to the strain profiles acquired 
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Fig. 3.9: (a) Complex-valued exit-face wave image and, (b) diffraction pattern reconstructed 
from focal series of 15 HRTEM images (defocus values were refined by the reconstruction 
algorithm resulting in a mean defocus step of 7.92 nm). (c) In-plane and, (d) out-of-plane 
strain maps calculated using <111> reflections. Strain profiles obtained from (e) HRTEM 
images at different defocus values and, (f) complex-valued exit-face wave image. 
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from each HRTEM images at different defocus planes (Fig 3.9(e)), due to the 

increased signal-to-noise ratio in the reconstructed exit wave image. 
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3.6 Comparison of the methods 
 
Both LADIA and GPA approaches are based on the same assumption that 

phase shift between intensity maxima and atomic positions is zero or constant. Image 

information from many beams is used for displacement measurements based on 

LADIA, whereas only two reflections are required for analysis based on GPA. 

Different pairs of reflections can be used and compared for the validity of the 

measurement. In GPA, global averaging in reciprocal space is used for the noise 

reduction. The reference area has to be chosen very precisely. In reciprocal space, the 

determination of Bragg peak positions may have large error mainly due to averaging 

of the information from reference and strained areas. On the other hand, in LADIA 

noise reduction can be made in real space, which enables to measure localized 

displacements such as in sharp interfaces. Using only local information in Fourier 

space, compared to LADIA, GPA is affected less from the lens aberrations. In the 

presence of defects in the region of interest, GPA is more convenient to apply, since 

LADIA requires defect free periodic or nearly periodic structure. GPA on complex-

valued exit face wave function can be used to reduce the artifacts arising from 

aberrations of objective lens. However, the method suffers from the necessity for 

highly stable experimental conditions and/or focal series reconstruction algorithm 

which can handle complex image alignment as well as non-linear image formation. 

For the Si/SiGe structure investigated here, the average out-of-plane strain 

values are measured as (1.73 ± 0.2) % for LADIA and (1.71 ± 0.26) % for GPA. The 

minor difference is still within the precision windows of the two methods. This 

difference may result from averaging procedures (the size and the position of the box 

used for averaging). Such deviations may also result from the difference of size and 

the position of the reference area. For GPA, this depends on the precision in centering 

the reciprocal mask on the reflection of interest. For LADIA analysis, it depends on 

the precision in determination of the unit cell vectors and precision in fitting of 

positions of the maxima in XCF. GPA analysis on the complex-valued exit wave 

function revealed (1.83 ± 0.13) % average out-of-plane strain within the SiGe layer. 

Although the measured values are higher compared to those obtained by LADIA and 

GPA, they are still lower than the predicted by elastic calculations (2.21 %). 
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It is unlikely that these low values result from incorrect measurements of 

deformation as the system investigated here presents ideal conditions for strain 

mapping using LADIA or GPA. Imaging artifacts are minimized for centrosymmetric 

crystals [11], the lattice fringe spacings analyzed are much larger than the point-to-

point resolution of the microscopes (  = 0.314 nm, point-to-point resolution: 0.20 

nm for SESAM, 0.17 nm for JEOL 4000EX and 0.12 nm for JEOL-ARM1250). 

Indeed, the precision (in deformation maps at 1.6 nm spatial resolution) in GPA on 

reconstructed exit wave function is 0.13 % which is much higher than average 

precision obtained in GPA on single lattice images thanks to the improved signal-to-

noise ratio from focal series reconstruction (see Fig 3.9 e) and f) for comparison). The 

reason for the low value of measured strain is most probably due to the specimen 

preparation prior to HRTEM investigation.  

Sid111

Two free surfaces introduced during specimen preparation relax the stresses 

and hence modify the strain state with respect to the bulk [20,21]. In the case of very 

thin sample, one should consider the plane stress conditions rather than plane strain 

[22]. The important parameter to consider is the ratio of the strained film thickness to 

the specimen thickness. For example, the strain measured by GPA of 2.5 nm thick 

InGaN quantum wells (see Chapter 5 for the details) has been shown closer to that of 

a bulk specimen. However, the SiGe film investigated here has a layer thickness of 

(27 ± 0.5) nm (estimated from the contrast in HRTEM image shown in Fig 3.5(a)), 

which is probably greater than the specimen thickness. Recent CBED analyses on 

very similar but thicker samples indeed show that as the specimen thickness becomes 

smaller, the measured deformation values approach those of expected in plane stress 

conditions [23]. According to the finite element modeling (FEM) results [23], in the 

limit the strain would be 1.7 % (with respect to Si lattice) in the SiGe layer which 

corresponds to the measured value by GPA and LADIA (for a detailed FEM analysis 

on similar Si/SiGe heterostructures see Ref. [13]) 

The accurate measurement of strain relies on the knowledge of the local 

composition at the region of interest. In the presence of compositional variations 

which change the size and the shape of the lattice unit cell, the undeformed state of 

the SiGe lattice is not the same everywhere. Both LADIA and GPA (see strain profile 

in Fig 3.7(c)) revealed strain gradients over ca. 5 nm. Even for GPA on complex exit 

wave function, where the minimization of objective lens distortions ensures the 
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imaging of interfaces without broadening, strain gradients extending over 4 nm (Fig 

3.9(f)) were observed at spatial resolution of 1.6 nm. Such strain gradients may arise 

from transient in the Ge flux and interdiffusion or segregation of Ge during the layer 

growth. Similar observations are reported on SiGe islands [24] and SiGe films [11] 

grown on Si substrate. 
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Chapter 4 

An efficient, simple and precise way to map 
strain with nanometer resolution in 

semiconductor devices 
 
 

Abstract: 

 

The development of the dark-field electron holography technique and its 

application to map strain in strain-engineered gate channel in a 45 nm p-MOSFET 

structure is presented. The technique combines a large field of view of several μm 

with high precision (better than 0.01 %), high spatial resolution (better than 1 nm), 

and very loose experimental requirements not possible with any other technique 

currently available. 
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4.1   Introduction 
  

 The ability to measure local strain on the nanometer scale is an essential tool 

for characterizing modern nanostructured materials. Local stress fields affect 

materials mechanical and electronic properties, may induce diffusion, or control mass 

transport during growth, being responsible, for example, for self-organisation and 

growth of quantum dots. Strain-induced alteration of the band structure in 

semiconductors is being utilized for increasing the mobility of charge carriers in 

modern MOSFET and DRAM structures and with that the device performance [1,2]. 

Being able to map strain with high spatial resolution and a large field of view of at 

least 1 μm is therefore crucial for developing modern microelectronic devices. In this 

chapter, a simple method is presented for measuring the 2-dimensional strain tensor 

with high precision, a large field of view, and better than 1 nm spatial resolution. This 

method can be applied on any standard TEM and minimizes electron dose on the 

investigated specimen [3]. 

Among all kinds of radiation being used to measure strain, i.e. neutrons [4], X-

rays [5], electrons [6-10], or light [11], electron scattering based techniques, because 

of the small wavelength and high scattering strength of electrons, and the possibility 

to focus them into small volumes, offer the highest spatial resolution. Within the field 

of electron scattering techniques applied for strain mapping, real-space methods 

relying on the analysis of the phase shift of scattered electron wave functions, namely 

the geometric phase analysis of HRTEM images [9] or dark-field off-axis holography 

(DOAH) [10,12], offer generally a higher spatial resolution than methods analyzing 

the geometric distortions in local diffraction patterns [6-8]. 

The dark-field inline holography (DIH) method presented in this chapter also 

relies on data collected in real space, but, in contrast to HRTEM-GPA or DOAH does 

not derive the strain information from the position of interference fringes of the 

scattered electron wave, but instead from variations in the intensity of dark-field TEM 

images with defocus. The resulting nonnecessity to sample fine interference fringes at 

a sufficiently high magnification allows for optimum use of the number of pixels in 

the detector and severely reduces the sensitivity to detector distortions which almost 

invariably occur in today's fiber-optically coupled CCD detectors. Also, as it will be 

described, in contrast to DOAH, the DIH strain mapping technique applied here has 
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virtually no requirements on the spatial coherence of the illuminating electron beam, 

making it much more widely applicable. 
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4.2   Experimental 
 

 Fig. 4.1 shows the experimental setup and contrast mechanism that is being 

made use of in DIH. Diffraction-based techniques [4-8] analyze tiny shifts in the 

diffraction plane (strongly exaggerated in Fig. 4.1(a)) while scanning a (small) probe 

relative to the sample. Such shifts in reciprocal space are caused by local lattice 

distortions and with that changes in scattering angle and correspond to a phase shift in 

real space. According to the diagram shown in Fig. 4.1(a), because of the tilted 

illumination the transmitted beam ( 0k
r

) is blocked by the objective aperture located in 

the back-focal plane of the objective lens (diffraction plane) positioned on the optical 

axis of the microscope. By proper choice of the tilt angle different diffracted beams  

 

 
 
Fig. 4.1: (a) Diagram illustrating the principle of dark-field inline holography. A diffracted 
beam gr  is selected using the objective aperture and dark-field images for at least 3 different 
planes of defocus (Δf1…Δf3) are recorded. Lattice distortions (indicated by regions of 
different lattice constant A and B) lead to locally varying diffracting conditions and produce 
bright and dark features in places where the diffracting condition changes, as highlighted by 
the green circles in the inset. (b) Experimental dark-field inline holograms of a p-MOSFET 
structure. At the boundaries of regions of different lattice constant, i.e. SiGe (in the source 
and drain - see Fig. 4.2) and Si (in the substrate and also the gate channel), bright and dark 
bands (highlighted by red arrows) appear as illustrated in (a). 
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( ) can be aligned with the optical axis of the microscope. The only difference 

to conventional dark-field imaging is that the images are recorded at at least 3 

different planes of defocus. Fig. 4.1(b) shows subareas of 3 differently focused (220) 

dark-field zero-loss filtered images of a 45 nm p-MOSFET structure (see Fig. 4.2 for 

a bright-field image) recorded on the SESAM [13] (Carl Zeiss NTS) using a 2k x 2k 

fiber-optically coupled US1000 CCD camera (Gatan). The SESAM's in-column 

MANDOLINE filter was used for removing the contribution of inelastically scattered 

electrons to the recorded dark-field images. Defocus values of Δf1 = -9 μm, Δf2 = 0 

μm and Δf3 = +9 μm were achieved by varying the objective lens current. This task of 

recording a focal series is fully automated on most TEMs. An objective aperture with 

a diameter of 10 μm has been used to limit the resolution of these images to 0.77 nm. 

The in-focus (Δf2 = 0) dark-field image provides the local intensity of the diffracted 

electron beam. 

gk rr
+0

 

 

 
Fig. 4.2: Bright-field image of the 45nm technology p-MOSFET structure of a commercial 
processor used for the work presented here. The individual transistor components are labeled. 
The thin TEM samples have been prepared conventionally, i.e. by cutting a thin slice from a 
commercial processor and mechanically grinding it using a tripod polisher (AlliedTech). The 
resulting wedge-shaped sample was then polished using a beam of argon ions accelerated at 
low voltages (500 V) while cooling the sample to liquid Nitrogen temperature (Fischione, 
Model 1010).  
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4.3   Results and discussion 
 

 For small changes in defocus the corresponding phase of the diffracted 

electron wave function may be determined from a finite difference approximation of 

the transport of intensity equation (TIE) [14] 
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where In( rr ) is the intensity of the image at defocus Δfn. The Fourier component of the 

crystal potential at the reciprocal lattice vector gr  is given by 

 

                                                                                                                                  (4.2)            [ ] ( )[ ]rrgigfiVV elggg
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In absence of variations in local composition, specimen thickness, and diffracting 

condition (see also [15] for a discussion of the effect of the column approximation on 

the phase and amplitude of diffracted beams in the context of analyzing strain fields) 

the phase )(rg
r

rφ of the diffracted wave function defines the geometric phase [9,10]  
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and may be reconstructed by inverting the 2-dimensional Laplace operator  in 

expression (4.1). Here 

2
⊥∇

rrΔ  is the displacement field and  is the phase of the Bragg 

beam for the perfect crystal. In places where the strain state of the sample changes, i.e. 

where variations in the strain occur: 

0
grφ
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the Laplacian of the geometric phase )(2 rgeom
rφ⊥∇  and with that the change in the 

image intensity with defocus are non-zero which can easily be seen by comparing the  

dark- field images shown in Fig. 4.1(b).  
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 In case the change in defocus Δf between images is large, as in the case 

presented here, very small details in the geometric phase obtained by the TIE will not 

be accurately reconstructed. Therefore, a combined approach which corrects high-

resolution inaccuracies in the TIE reconstruction by refining the initial TIE result 

using a non-linear reconstruction algorithm [16,17] is applied. This algorithm also 

correctly treats partial spatial coherence of the illuminating wave function. The 

resulting geometric phase is shown in Fig. 4.3(a). Since this approach reconstructs the 

phase of the diffracted wave function directly, no phase wrapping is involved, which 

is why the phase in Fig. 4.3(a) is presented on a gray scale of -5π…+5π. 

 The reconstruction of the two-dimensional strain tensor requires the geometric 

phase maps of two [9,10] or more [18] non-colinear reflections and has already 

become a standard procedure. For the pMOS transistor structure investigated in this 

chapter only the lateral strain component εxx along the (220) direction was of major 

interest because of its effect on the charge carrier mobility within the gate channel. If 

only a single component of the strain tensor is required, it suffices to record dark-field 

inline holograms only for a reflection along the direction of interest. We have 

therefore restricted ourselves to present here only experimental data for the (220) 

reflection required to reconstruct the horizontal strain component εxx, as shown in Fig. 

4.3(b). 

 While the dark-field images used for reconstructing the strain map in Fig 

4.3(b) (see Fig. 4.1(b) for sub-regions of 3 of these images) have been sampled using 

a pixel size of 0.58 nm (24000 times magnification at a CCD pixel size of 14 μm) the 

successful application of GPA of HRTEM images requires a sampling at least 10 

times as fine, requiring a 100 times higher electron dose on the sample in order to 

achieve the same number of counts per pixel. In addition, the contrast of lattice 

fringes in HRTEM images is very often less than 10 % [19] which requires an even 

higher electron dose, in order to achieve signal-to-noise properties sufficient for 

producing high-precision displacement maps. The lattice-resolution HRTEM image 

shown in the inset in Fig. 3b has been recorded at the JEOL ARM1250 high-voltage 

TEM (point-to-point resolution: 0.11 nm) [20] on photographic film and was then 

digitized using a 2k x 2k CCD camera with a spatial sampling of 0.058 nm. The 

number of detector pixels was the same as for the low resolution images (2048 x 2048 

pixels) so that the 10 times higher spatial sampling results in a field of view of only  
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Fig 4.3: (a) Geometric phase reconstructed from a focal series of 15 dark-field inline electron 
holograms for the (220) reflection. The defocus step fitted by the full-resolution wave 
reconstruction (FRWR) software [16] was 3.98 μm. Above the phase map a bright-field image 
of the contacts is shown. (b) Map of the εxx strain component extracted from the geometric 
phase map shown in (a). The gate channels are compressively strained. As in (a), a bright-
field image showing the electrical contacts is shown above the strain map. (c) Vertical strain 
profiles extracted from the narrow boxes in the εxx map shown in (b). The color of each plot 
corresponds to the color of the dot in (b) defining the line profile's origin. The profiles have 
been averaged across the width of the 11.7 nm (20 pixels) wide boxes shown in (b). (d) A 2k 
x 2k pixel HRTEM image from the region marked as dashed square in (b) is recorded with the 
largest possible field of view (0.1 μm x 0.1 μm) to still allow applying GPA. Dashed white 
arrows indicate the electron beam induced modification at the Si/SiGe interfaces. 
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0.1 μm x 0.1 μm, i.e. only 1/10th of that of the dark-field images. However, the strain 

profiles presented in Fig. 4.3(c) show that a field of view of at least 0.2 μm is 

necessary to include both the gate channel as well as a (narrow) reference area of 

undistorted perfect crystal. Also, as indicated with dashed arrows in Fig. 4.3(d), the 

large electron dose, aided possibly by the high electron beam energy of 1250 keV, 

seems to have triggered strain-induced diffusion of Ge from the source and drain into 

the surrounding silicon crystal. This effect could not be observed in any of the images 

recorded at lower magnification, demonstrating the fact that strain mapping by DIH is 

much more suitable for beam sensitive materials than GPA of HRTEM images. 



4.4   Conclusion 
 

 While it is quite obvious that the electron dose requirements of strain mapping 

by DIH are much lower than for HRTEM-GPA they are also much lower than for 

DOAH. In addition to the much simpler experimental setup of inline holography 

compared to off-axis holography, the inline technique has the additional advantage of 

being able to freely adjust the signal-to-noise ratio independent of exposure time or 

illumination conditions. Since the signal is produced by variation of the image 

intensity with defocus, high-precision strain maps may be extracted from noisy low-

dose data by choosing a large defocus step [17]. 
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Chapter 5 

A non-damaging electron microscopy 
approach to map In distribution in InGaN 

light-emitting diodes 
 
 

Abstract: 

Dark-field inline electron holography and, for comparison, high-resolution 

transmission electron microscopy are used to investigate the distribution of indium in 

GaN-based commercial high-efficiency green light-emitting diodes (LEDs) consisting 

of InGaN multi quantum wells (QWs). Owing to the low electron doses used in inline 

holography measurements; this technique allows to map the indium distribution 

without introducing any noticeable electron beam-induced damage which is hardly 

avoidable in other quantitative transmission electron microscopy methods. Combining 

the large field of view with a spatial resolution better than 1 nm, it is shown that the 

InGaN QWs exhibit random alloy nature without any evidence of nanometer scale 

gross indium clustering in the whole active region. 
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5.1   Introduction 
  

 The origin of the bright light emission of the InGaN LEDs has been 

investigated extensively during the past decade. Various experimental observations 

such as nanometer scale compositional fluctuations or indium clustering [1,2], gross 

or step-like monolayer well width variations [3,4] or quantum dot (QD) like growth 

[5] were supported by theoretical calculations to explain the reason for the 

localization of the excitons [4,6] in the InGaN epilayers of these devices. Being able 

to extract chemical and structural information at nanometer scale, different TEM 

techniques like HRTEM, Z-contrast imaging by high angle annular dark field 

scanning transmission electron microscopy (HAADF-STEM) as well as electron 

energy loss spectroscopy (EELS) and X-ray energy dispersive spectroscopy (XEDS) 

have been extensively exploited to reveal the structure-property relationship. Among 

all the proposed mechanisms mentioned above, the nanometer scale large 

compositional fluctuations in InGaN QWs has been controversially questioned due to 

the extreme sensitivity of InGaN under the electron beam doses required to realize 

these characterization methods [2,7]. The application of dark-field inline electron 

holography (DIH) is exploited to map the compositional distribution determined from 

the phase-map derived strain map in the active region of the LED without alteration of 

the original heterostructure.  
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5.2   Experimental 
 

 Cross-sectional TEM specimens were prepared from commercial high 

efficiency green LEDs by mechanical tripod polishing and low energy Argon ion 

milling in a L-N2 cooled stage (accelerating voltage: 500 V, stage temperature: -160 

C°) to minimize the ion beam-induced surface damage. HRTEM experiments were 

performed using a JEOL 4000EX operating at 400 kV to characterize the QW 

interfaces, well width fluctuations and to measure the local compositional variations 

via the strain derived from geometrical phase analysis (GPA) [8]. A two-beam 

condition with strongly excited (0000) and (0002) beams was used for image 

formation to minimize artifacts due to optical distortions in the microscope and to 

increase the signal-to-noise ratio at relatively low electron beam currents [1,9]. The 

contrast pattern in the [11-20]-zone axis of the wurtzite structure, that is frequently 

used for the HRTEM imaging of the nitrides, is extremely sensitive toward small 

variations of the imaging conditions, which reduces the area to be reliably 

investigated to very small extensions. Therefore, lattice fringe images were taken 

under two-beam conditions by only exciting the (000-2) and (0002) beams which is 

possible with a minimum number of other excited beams by tilting the sample about 

5° out of the [1-100]-zone axis along the [11-20] direction. Delocalization contributes 

significantly to the phase shift of the (0002) fringes, resulting in a shift of the strain 

profiles extracted across the interfaces. It is therefore necessary to center the (0002) 

beam on the optical axis where the phase shift by the aberrated objective lens is zero 

independent of Δf (for a detailed analysis on the effect of the beam tilt on the image 

formation, see Ref. [9]). By the use of off-axis conditions, the thickness sensitivity of 

the contrast pattern of the images is reduced compared to conventional zone-axis 

HRTEM images due to an increase in extinction distances. The loss of resolution for 

planes perpendicular to the interface plane does not hamper the composition 

evaluation, which only requires the measurement of the (0002)-fringe distances. 

The DIH experiments were performed using SESAM microscope (Carl Zeiss 

NTS) [10] equipped with a monochromated 200 kV field emission gun (FEG). The 

electron beam was tilted in such a way that the (0002) reflection was aligned parallel 

to the optical axis of the microscope. A small (diameter of 10 µm) objective aperture 

was used to block the undiffracted beam as well as all other reflections. The specimen 
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was tilted to a (0002) two-beam diffraction condition. The illumination semi-

convergence angle was limited to 0.040 mrad to optimize the spatial coherence of the 

electron beam, which in turn decreased the electron dose rate to which the specimen 

was exposed. It can be shown that the signal-to-noise properties of the images by 

HRTEM and DIH are comparable for equal pixel size. For the optimized 

magnification used for the DIH experiments (31000x), the electron dose was reduced 

by approximately two orders of magnitude compared to the high dose HRTEM 

experiments (calculated values for electron dose rates in SESAM operating at 200 kV: 

a) in HRTEM mode, the illumination angle = 0.5 mrad, the magnification = 250000x, 

the electron dose rate = 2.96*105 e/nm2s; b) in DIH mode, the illumination angle = 

0.03 mrad, the magnification = 20000x, the electron dose rate = 9.26*102 e/nm2s) The 

geometric phase images were reconstructed using the non-linear full-resolution wave 

reconstruction (FRWR) [11,12] algorithm. The FRWR algorithm automatically and 

self-consistently corrects for geometric distortions produced by large changes in the 

objective lens defocus. The indium distribution was obtained from the geometric 

phase image using an in-house developed script implemented in the 

DigitalMicrograph (DM) (Gatan, Inc.) software (see Appendix 1 for the DM script). 
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5.3   Results and discussion 
 

  An HRTEM image of the active region of the device consisting of four InGaN 

QWs with the GaN buffer layers is displayed in Fig. 5.1. Fig. 5.2(a) shows an 

HRTEM image of two 2.7 ± 0.3 nm thick InGaN QWs with well-defined defect-free 

interfaces from the active region as indicated by the dashed square in Fig. 5.1. The 

indium concentration x can be derived if the tetragonally distorted (0002) lattice 

spacing is known, assuming pseudomorphic growth. For the strain calculations, the 

 

 
Fig. 5.1: (0002) two-beam HRTEM image showing the active region of a bright green LED, 
extracted from a commercial device, used for the work presented here. The active region 
consists of four InGaN QWs separated by GaN barrier layers.  The dashed square marks the 
area shown in Fig. 5.2. 
  

thick-film approximation is assumed [1]. The variation in spacing of lattice fringes 

has been measured by GPA by choosing only the (0002) reflection in reciprocal space, 

and the indium concentration shown in Fig. 5.2(b) was derived following Vegard’s 

law, using calculated values for elastic constants [13]. The profile scans within the 

two QWs (Fig. 5.2(d)) revealed average indium contents of (20.1 ± 1.7) % and (21.1 ± 

1.8) % without remarkable gross compositional fluctuations. The standard deviation 
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of the variations inside the reference area, which defines the inherent noise of the 

GPA is calculated as 1.3 % and is comparable with the fluctuations within the QWs. 

 

 
Fig. 5.2: (a) (0002) two-beam HRTEM image of the 2.7 nm thick QWs from a region 
represented as a dashed square in Fig. 5.1. (b) Indium distribution given as a color coded map. 
The resolution of the concentration map was limited to 1 nm by the Gaussian mask used for 
GPA. (c) Concentration profiles along the growth direction, averaged over 10 nm and (d) 
within the QWs and the reference GaN buffer layer averaged over a width of 1 nm. 
 

 

 The HRTEM image presented here was acquired within the first minute of 

exposure to the electron beam (15 – 20 A cm-2). Increasing the exposure time however, 

electron beam-induced modification of the specimen has been observed similar to 

those reported in previous studies [14,15,16].  This beam damage results in nanometer 

scale bending of the lattice fringes and thus localized strain modulations inside the 

QWs which are then interpreted as inhomogeneous indium distribution or clustering.  
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Fig. 5.3 (a) [11-20] HRTEM image of a single InGaN QW with corresponding FFT image (b). 
The local strain variations are obtained with GPA (resolution: 1.6 nm), using the phase 
images of {1110} reflections as indicated in (b). (c) Strain mapping across the InGaN QW 
showing the tetragonal out of plane [0001] deformation, εyy, with respect to the GaN buffer 
layer. (d) 2D in-plane [1100] deformation, εxx, across the interface. (e) The averaged strain 
across the InGaN layer and the strain fluctuation within the layer are given as line scan 
profiles in the directions a and b as indicated in (c) (integration width of the profiles 
correspond to the width of the green boxes). 

  
Fig. 5.4 (a) [11-20] HRTEM image and the corresponding εyy, out-of-plane strain map, (b). 
The strain across the QW and the strain fluctuations within the QW are shown in (c) and (d), 
respectively. 
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Fig. 5.3(a) shows [11-20] HRTEM image of a single InGaN QW and the GaN barriers 

(the power spectrum is given in 5.3(b)). The sample was prepared using FIB and the 

image was obtained on JEOL ARM operating at 1250kV. The out-of-plane [0001] 

strain, εyy, which is the only significant deformation due to the lattice mismatch, is 

given as 2D color map in Fig. 5.3(c). Fig 5.3(d) shows the corresponding in-plane [1-

100] deformation, εyy. The line scan profiles in Fig. 5.3(d) show the average out of 

plane strain across the QW, in the direction a, as indicated in Fig. 5.3(c), and the strain 

fluctuations within the QW in the direction b. The maximum εyy within the QW 

reaches 5.5% which corresponds approximately to In concentration of 35%, much 

larger than the nominal value (20%). Even higher fluctuations in In concentration up 

to 45% were measured in another FIB sample investigated under similar experimental 

conditions (Fig. 5.4). 

Although the exact mechanism of the irradiation damage is still unclear, it is 

obvious that the modification of the QWs occurs faster with increasing electron dose 

rates. Because of the high electron dose required to produce high quality HRTEM 

images it cannot be guaranteed that GPA strain measurements in this material system 

are not affected by beam damage. To overcome this problem we have exploited dark-

field inline electron holography (DIH) [17] which requires about two orders of 

magnitude smaller electron doses. This technique is able to provide quantitative 

analysis at nanometer spatial resolution. Inline electron holography techniques are 

based on the reconstruction of the exit face wave function from the set of TEM images 

recorded at different planes of defocus (inline holograms). DIH reconstructs relative 

phase differences in a single diffracted beam, which give direct access to the changes 

in the geometric phase [18,19] and with that variations in the lattice spacing.  

 Fig. 5.5(a) shows sub-areas of the set of dark field inline holograms recorded 

with a sampling of 0.25 nm per pixel. The influence of the inelastically scattered 

electrons on the image formation was minimized using the SESAM’s in-column 

MANDOLINE energy filter. The reconstructed geometric phase image is shown in 

Fig. 5.5(b).  The spatial resolution of the reconstruction is limited to 0.8 nm, matching 

the experimental resolution defined by the objective aperture. The indium distribution 

in the whole active region of the LED, in Fig. 5.6(a), was obtained from the geometric 

phase image (Fig. 5.5(b)). 
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Fig 5.5: (a) shows the sub-areas (the size of the sub-areas correspond to the size of the dashed 
square in Fig. 5.1 (30 nm by 30 nm) of the (0002) dark field holograms. (b) displays the 
geometric phase image covering the whole active region of the LED reconstructed from 11 
dark field images. 
 

The composition profile extracted along the growth direction (Fig. 5.6(b)) 

shows oscillations, which appear as negative contribution at the interface and as 

double step within the QWs. These artificial oscillations may result from the mask 

applied to limit the spatial frequency in reciprocal space as well as from the abrupt 

step of the mean inner potential at the interface between the GaN and the InGaN. 

These oscillations would be less pronounced if a gradual chemical transition is present 

at the interface [9]. On the other hand, the oscillations are stronger compared to the 

ones observed in profiles obtained from HRTEM-GPA analysis (Fig. 5.2(c)) due to 

the increased multiple scattering contribution for thicker TEM samples used for DIH 

experiments. 

To avoid the effect of artificial oscillations, it is necessary to extract the line 

profiles within the QWs. The profiles (1.6 nm integration width) shown in Fig. 5.6(c) 

reveal 20.8 ± 1.2 % and 22.5 ± 1.4 % indium fraction within the two inner QWs. The 

precision in the analysis calculated from the noise in the reference area (green profile 

in Fig. 5.6(c)) is 0.6 %. Comparing the compositional fluctuations within the QWs 

with the noise in the measurements, we have found no evidence for significant 

deviation from the indium distribution expected for a random alloy. Random alloy is 
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defined as following. The indium atoms are distributed randomly on the In/Ga sites, 

as would be expected from a simple ternary solution, without any tendency for the 

indium atoms to cluster together (for detailed analysis, see Ref. [20]). 

The average indium concentration obtained from DIH is slightly higher than 

the GPA analysis, which might be due to the strain relaxation in the thin HRTEM 

specimens used for GPA analysis (20 - 30 nm) [7,9,14]. Although the DIH technique 

does not require a high quality thin TEM specimen, it is desirable to optimize the foil 

thickness to minimize the thin foil relaxation and projection related problems. 

 

 

Fig 5.6: (a) Indium distribution map derived from the geometric phase image in Fig. 5.5(a). 
(b) The composition profile extracted along the growth direction (horizontally averaged over 
40 nm). (c) The composition profiles extracted within the QWs and within the reference GaN 
buffer layer (averaged over a width of 1.6 nm). 
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5.4   Conclusion 
 

 Recently, strain maps covering a large field of view have also been 

reconstructed from dark-field off-axis holography (DOAH) measurements [18]. While 

DIH experiments may be performed on a standard TEM, DOAH requires some 

special equipment: an electrostatic biprism, a very bright electron gun, and, for a large 

field of view, a Lorentz lens. The poor resolution provided by standard Lorentz lenses 

(the spherical aberration coefficient typically being about 8000 mm) and the 

requirement to sufficiently sample the fine interference fringes in off-axis holograms 

allow this technique to achieve a resolution of about 4 nm for a comparable field of 

view [18]. Most importantly, DOAH requires the presence of an area of undistorted 

material at least as large as the region of interest and immediately adjacent to it. The 

commercial LED samples used in this study featured additional QW structures below 

and above the investigated area, making the application of DOAH impossible. 

 In conclusion, it is shown that the dark-field inline holography technique is 

ideally suited to map strain with very high precision at high spatial resolution, and a 

large field of view in beam-sensitive specimen. The technique is applied to map the 

composition of InGaN/GaN multiple QWs, which are very easily damaged by high 

dose electron beams.  For comparison the same sample is analyzed using low-dose 

HRTEM-GPA. Within the error bars of the two techniques, the results agree very well. 

The slightly higher indium content measured by DIH compared to the HRTEM-GPA 

results may also be attributed to reduced thin-film strain relaxation in the thicker TEM 

specimen areas used in DIH experiments. Also, the error bar of the indium content 

extracted from the DIH experiments is smaller than in the HRTEM-GPA case. 
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Chapter 6 

Correlating the structural, chemical and optical 
properties at nanometer resolution 

 
 

Abstract: 

Valence electron spectroscopic imaging (VESI) techniques, taking advantages 

of the energy-losses suffered by inelastic scattering of the fast electrons in the 

transmission electron microscope, offer an inherently high spatial resolution to 

characterize the electronic structure of materials close to the Fermi level. The 

combination of an electron monochromator and a highly dispersive imaging energy 

filter, which has become available only recently, allows reliable measurements of 

local bandgaps on the nanometer scale. In addition, the correlations of structural, 

chemical and optical properties can be revealed via VESI using monochromated 

electrons with a high spatial resolution. The following study demonstrates that 

plasmon mapping can be used to retrieve structural information of a material, such as 

strain, while the bandgap profile is strongly related to the local chemical composition. 
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6.1   Introduction 
 

Intelligent design of materials and devices on the basis of nanometer scale 

structuring requires the development of characterization tools being able to visualize 

the relevant material properties with high spatial resolution. Electron spectroscopic 

imaging techniques in the TEM offer an inherently high spatial resolution. This is 

either achieved in a STEM by using a sub-nm electron probe scanning across the area 

of interest [1] STEM-SI or by recording images from a selected energy-loss range by 

making use of an electron energy filter, EFTEM [2]. In comparison to the STEM-SI 

method, valence-loss EFTEM usually provides shorter acquisition time and better 

spatial sampling which can efficiently enhance the imaging quality and prevent 

potential artifacts [3]. In recent years, EFTEM has become one of the most efficient 

methods for chemical composition mapping in materials on the nanometers scale [2]. 

In the EFTEM configuration, a certain energy-loss range is selected by a mechanical 

slit located in the energy-dispersive plane of the energy filter, which allows energy-

filtered imaging or diffraction with a defined energy window. 

 For energy-losses below 50 eV, EFTEM maps contain material-specific 

information about volume, surface, and interface plasmons or single-electron 

excitations from the valence into the conduction band [4] which is why this technique 

is referred as valence-loss EFTEM. These excitations reflect the dielectric response of 

the materials to the electric field imposed by the transmitted fast electrons; thus they 

can be utilized for mapping of the corresponding electronic and optical properties [5]. 

It is not until recently that the development of monochromators and aberration-

corrected energy filters has made valence electron energy-loss spectroscopy (VEELS) 

and valence-loss EFTEM powerful techniques. Owing to the non-isochromaticity of 

energy filters, there is a minimum useful size of the slit width for EFTEM studies. The 

excellent isochromaticity of the recently developed MANDOLINE filter included in 

the column of the SESAM microscope (Carl Zeiss, Oberkochen, Germany) [6] 

considerably increases the energy resolution of EFTEM mapping at low energy losses.  

GaN and AlxGa1-xN alloys are among the direct wide-bandgap semiconductors 

which possess desirable optoelectronic properties for various applications such as 

light-emitting diodes (LED) and high-frequency, high-temperature electronics. In a 

direct semiconductor the minimum of the conduction band lies directly above the 
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maximum of the valence band in reciprocal space. Therefore, for bandgap 

measurements of direct semiconductors using VEELS, no momentum transfer 

perpendicular to the fast electron propagation direction is required to excite the 

electrons from the valence band into the conduction band. Thus the VEELS intensity 

is usually proportional to the joint density of states (JDOS) of the material [7]. 

Valence EFTEM is comparable to VEELS in this sense and the collection aperture 

directly determines the desired momentum transfer depending on different 

semiconductor transitions of interest.  

Here, a reliable 2-dimensional (2D) EFTEM mapping of bandgaps using an 

Al45Ga55N/GaN heterostructure is demonstrated with the use of monochromated 

electrons at the spatial resolution limit dictated by the fundamental limitation of the 

delocalization of the inelastic scattering process, i.e., not limited by microscope 

aberrations. A volume-plasmon map on the same structure provides the local chemical 

composition and reveals a transition region at the interface.  This compositional 

gradient was observed to coincide with the local strain gradient measured by the GPA 

method [8].  Both the compositional as well as the strain transition regions are 

considerably broader than that of the bandgap map. It was thus shown that valence 

EFTEM provides an effective access to local chemical, optical as well as structural 

properties at high spatial resolution. A thorough correlation of the structural, chemical 

and optical properties has not been demonstrated before with the highest possible 

resolution, which is of profound importance to understand material behaviors. 
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6.2   Experimental 
 

The Al45Ga55N/GaN structure was grown on [0001] sapphire by metal-organic 

chemical vapor deposition (MOCVD). Cross-sectional TEM specimens were prepared 

by the double-dimpling method followed by a final thinning using a precision-ion-

polishing system (PIPS, Gatan, Pleasanton, USA). Owing to the electrostatic Ω-type 

monochromator and the improved stability, the energy resolution of the microscope 

defined by the full-width-at-half-maximum (FWHM) of the zero-loss peak is below 

0.1 eV for routine applications. The in-column MANDOLINE filter provides high 

dispersion and high transmissivity. Since the signal-to-noise ratio is crucial in 2D 

bandgap mapping, we used a monochromator slit which gives about 0.2 eV energy 

resolution with the collection semi-angle defined by the objective aperture of 3 mrad. 

A series of images was acquired at energy losses from 2.5 to 5.5 eV with an energy-

loss increment of 0.2 eV and an energy-selecting slit of 0.25 eV. For volume plasmon 

mapping of the Al45Ga55N/GaN/sapphire structure, a series of images was acquired at 

energy losses from 2 to 30 eV with an energy-loss increment of 0.4 eV and an energy-

selecting slit of 0.45 eV. HRTEM images were analyzed by the GPA method [8] to 

characterize the strain fields across the interface. 
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6.3   Results and discussion 
 

 In Fig. 6.1(a) an image constructed from the EFTEM series is shown where all 

images at energy losses ranging from 2 to 32 eV are summed up, i.e., all the plasmon 

energies of the 3 materials (Al45Ga55N/GaN/sapphire) are included in the micrograph. 

To circumvent the potential limitations of the VEELS technique [9], we chose a 

specimen area with a sufficiently small thickness where artifacts due to Čerenkov 

radiation and surface effects are negligible in the studied material system [10]. To 

extract the bandgap energy from each image pixel of the EFTEM series we used the 

method described by Kimoto et al. [11], where the first apparent intensity increase  

in the local energy loss spectrum is taken as the bandgap value. The 2D bandgap map  

 

 
Fig. 6.1: (a) An integration of energy-filtered images showing the Al45Ga55N / GaN / sapphire 
structure. (b) Bandgap mapping (pixel size = 6 nm) of the region marked in (a), corresponding 
bandgap values can be read from the color-coded legend. (c) Line profiles extracted from the 
3D EFTEM stack indicating the bandgap difference to be about 0.8 eV. 
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obtained by this technique is shown in Fig. 6.1(b), and the corresponding bandgap 

values can be read from the color-coded legend. These bandgap values are highly 

consistent with recent theoretical calculations [12]. A similar bandgap map was 

presented recently Tsai et al. [13] using non-monochromated electrons. However, the 

energy resolution one can achieve without a monochromator is limited so that the 

bandgap onsets are difficult to be extracted from the EFTEM series. 

No abrupt bandgap transition between Al45Ga55N and GaN is observed, as 

revealed from the intermediate bandgap energies of about 3.7 eV close to the interface. 

This apparent gradual change of the band gap can be mainly attributed to the inelastic 

delocalization arising from the low energy losses involved. A rough estimation of the 

inelastic delocalization length parameter d50, within which 50 % of the total 

delocalized intensity is contained, suggests that at an energy loss of 2 eV with a 

kinetic energy of 200 keV for the fast electrons, d50 is larger than 11 nm [14]. This 

figure is close to the transition region revealed in Fig. 6.1(b), indicating a relatively 

sharp interface bandgap profile between the materials. An approximate expression of 

the d50 based on the single atom calculation shows that: [14] 
 
                  (6.1

    
)d 4/3

50 /5.0/6.0 Eθλθλ ≈≈

where λ  is the electron wave length, θ  is the median angle of inelastic scattering and 

Eθ  is the characteristic scattering angle, indicative of a large delocalization length at 

low energy losses. In a recent [15] paper we reported about the possibility to improve 

this fundamental limitation of spatial resolution at low energy losses by using dark-

field valence spectroscopic imaging. This makes VEELS and valence-EFTEM 

powerful tools in retrieving the structural and electronic information of materials on 

the nanometer scale [15]. At the edge of the specimen, a thin layer (green) of 

materials with a bandgap value of about 3.5 eV is visible, which arises from the glue 

line due to specimen preparation. Figure 6.1(c) shows the extracted spectra from the 

3D EFTEM data stack. The bandgap onset difference between GaN and Al45Ga55N 

was measured to be about 0.8 eV, consistent with previous studies [10].  

In Fig. 6.2(a), a map of the Al45Ga55N/ GaN/ sapphire structure is shown using 

the volume plasmon peak energies obtained from the EFTEM image stack. The peak 

energies were acquired by a least-squares fit of a polynomial function to the plasmon 

peak for each image pixel. Note that the thin glue line (in white color) on top of the 
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Al45Ga55N layer gives plasmon peak energy of about 24 eV. A line profile of the 

plasmon peak energies is shown in Fig. 6.2(b) drawn across the GaN and Al45Ga55N 

interface in the position marked by the box in Fig. 6.2(a). The plasmon peak energy 

for GaN is (19.61 ± 0.04) eV and (20.21 ± 0.11) eV for Al45Ga55N. It is clearly 

revealed that the drop of the plasmon peak energy across the interface is far from 

abrupt; whereas the Al profile obtained by a line-scan of the corresponding L-edge 

energy loss displays a rather sharp picture.  

 

 
 

Fig. 6.2: (a) Plasmon mapping of the Al45Ga55N(red)/ GaN(green)/ sapphire(white) structure, 
respective plasmon energies can be read from the legend. (b) A line-profile acquired from the 
region marked in (a) showing the plasmon energy difference together with an Al profile 
across the interface obtained by the L-edge energy loss from the corresponding element. 

 

One reason could be attributed to a gradual variation of the bandgap across the 

interface because the plasmon peak energy depends on the bandgap value as [3] 
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where  is the valence electron density, e  is the electronic charge, n 0ε  is the 

permittivity of space,  is the electron rest mass and E  is the bandgap value. 

However, this would explain only a variation of the plasmon-peak energy by about 

0.8 % by moving from pure GaN to Al45Ga55N. In addition, the bandgap mapping 

shown in Fig. 6.1(b) displays a relatively sharp transition, similar to that of the Al 

distribution, despite the fact that the inelastic delocalization degrades the attainable 

spatial resolution. Therefore it is concluded that the bandgap variation is not the main 

reason for the plasmon-peak energy variation. 

0m g
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Another reason for a variation of the plasmon peak energy is a change of the 

valence electron density, [16] arising from changes of the unit-cell volume for 

instance [17]. In order for more detailed insight into the variations of the unit cell 

across the interface, HRTEM investigations are performed followed by GPA at the 

corresponding regions. Fig. 6.3(a) shows a HRTEM micrograph acquired from the 

interface, where only (0002) planes are visible as shown in the enlargement.  

 The position of the interface is marked by arrows. A 2-beam configuration 

(excitation of mainly the (0000) and (0002) reflections) was exploited in order to 

increase the signal-to-noise ratio. Due to the lattice mismatch, the Al45Ga55N layer is 

compressively strained in the growth direction under coherent deposition conditions. 

  

 
 
Fig. 6.3: (a) Off-zone-axis HRTEM image across the interface. Only (0002) planes are 
visible. (b) 2D tetragonal strain map in the growth direction. (c) A line-profile acquired from 
the region marked in (b) showing the strain gradient at the interface.  
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The 2D strain map obtained by applying GPA across the interface is given in Fig. 

6.3(b). The strain evolution at the interface is shown in Fig. 6.3(c) as an integrated 

line profile from the region marked with a white box in Fig. 6.3(b). The local lattice 

parameter change in the growth direction was measured as (2.08 ± 0.16) % with 

respect to the undistorted GaN layer. In contrast to the chemistry profile, shown in Fig. 

6.2(b) where the transition of the Al concentration profile across the interface is below 

10 nm, the strain map reveals a rather broad distribution, very much like the plasmon 

peak energy profile. Owing to the fact that the plasmon peak position is directly 

linked to the valence electron density, the peak energy is a measure of unit-cell 

volumes. As the two independent measurements of strain and plasmon peak energy 

closely coincide, this reflect strong microscopic and spectroscopic evidences that the 

plasmon peak energy mapping can also be used for strain mapping [18], with a spatial 

resolution on the nanometer scale. Because the plasmon peak energy can be measured 

with accuracy below 0.5 %, variations of the unit-cell volume as small as 1.5×10-4 

nm3 are detectable.  

Taking into account the high spatial resolution of this technique of less than 2 nm 

[19], this is a very promising method for the analysis of strained-layer systems. On the 

other hand, both the bandgap and the chemistry profiles in our study exhibit a 

relatively abrupt change with similar trend, which provides a direct microscopic 

evidence to demonstrate the correlation of the optical properties with respect to the 

corresponding chemistry characteristic. 
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6.4    Conclusion 

 

The combination of an electron monochromator and a highly dispersive 

imaging energy filter provides reliable measurements of local bandgaps on the 

nanometer scale. In addition, the structural, chemical and optical properties of 

materials can be correlated via valence electron spectroscopic imaging with 

monochromated electrons at high spatial resolution. Although the limited brightness 

of the electron source in the TEM used in this study and the need for a 

monochromator, which further reduces beam intensity, limit the signal to-noise ratio 

and with that the attainable spatial resolution, the measured widths of plasmon and 

strain profiles of about 30 nm are very distinct from those of the bandgap and Al 

concentration profiles which are significantly narrower about 15 nm and below 10 nm, 

respectively. This demonstrates that plasmon mapping can be used to retrieve 

structural information of a material, such as strain, while the bandgap profile is 

strongly related to the local chemical composition.  
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Chapter 7 

Dedicated sample preparation techniques for 
transmission electron microscopy 

 
 

Abstract: 
 Successful TEM depends on many parameters, one being the preparation of 

high quality specimens. With the tremendous advances in spatial and spectral 

resolution of state of the art microscopes, the quality of the samples examined has 

become a major limiting factor for quantitative analysis at the nanometer scale. Most 

of the preparation techniques currently in use have been exploited for many years in 

the microscopy laboratories around the world. There is numerous literature available 

which describes the existing techniques in detail, such as the earlier book by Hirsch et 

al [1], the books by Goodhew [2,3], the textbook by Williams and Carter [4], a series 

of book compilation by the Materials Research Society during 1990’s [5-8], the 

Handbook of Microscopy [9] and, very recently, a comprehensive handbook set by 

Ayache et al [10,11]. Also an interactive data base has become available for sample 

preparation methods covering applications from material science to biological and 

earth sciences [12].  

 Each material and each field of electron microscopy application may require 

its own specific preparation technique. In the following context it will not be possible 

to cover all approaches systematically and in detail. Therefore, a short overview of the 

major preparation techniques will be followed by several examples of state of the art 

applications, mainly for nanometer scale characterization. For a more comprehensive 

and technical description of each particular method, the reader should follow the 

dedicated literature referred throughout the specific chapters. Manufacturers 

producing sample preparation tools may provide useful and complete information for 

dedicated applications of the methods described here [13-16]. 
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7.1 Indirect preparation methods 
 

 The indirect methods, often referred as replica techniques, have been mainly 

used in earlier times to extract information about the surface topography or fracture 

surface of materials where the resolution of the nanometer sized features was the 

limiting factor for scanning electron microscopy (SEM) investigation [17]. Replica 

techniques can be divided into four main classes as (i) direct replicas, (ii) indirect 

replicas, (iii) extraction replicas, and (iv) freeze fracture replicas. 

Direct replicas rely on the shadowing of the materials surfaces by deposition 

of thin metal film (usually Pt or W) at an oblique angle, which is then fixed by C 

deposition. The resulting shadowing metal-carbon surface film is then isolated by 

dissolution of the material investigated. The technique is mostly used for metals and 

semiconductors, but also applicable for electron beam sensitive materials like 

polymers. For characteristic film thicknesses like 5 nm for Pt and 30 nm for C, the 

surface topography can be revealed as good as with 1 nm height and 3 nm lateral 

resolution [18]. 

Indirect replicas are prepared mainly in the absence of appropriate solvent for 

the material investigated. Therefore, first, the topographical print of the surface is 

obtained by molding using liquid polymer. The direct replica procedure is then 

applied to the plastic mold resulting in a negative impression of the surface 

morphology. The resolution is poorer compared to direct replicas, but surface features 

in the order of 10 nm are resolvable. 

Extraction replicas are used mainly to investigate submicron size inclusions or 

precipitates in the metal matrix. It involves stepwise etching of the matrix material to 

expose the inclusions on the surface. A 10 to 30 nm thick carbon film is then 

deposited under vacuum as a supporting material. The matrix material is then further 

dissolved revealing the inclusions trapped within the carbon film. The main limiting 

factor for this method is the availability of the solvent that dissolves the matrix 

selectively but also avoids the formation of new products like oxide particles [19]. 

Freeze fracture replicas are prepared to investigate the ultrastructure of the 

rapidly frozen biological samples [20]. Four main steps of the method include (i) 

rapid freezing of the specimen, (ii) fracturing it at low temperature (170 K or lower), 

(iii) making the direct replica of the newly exposed frozen surface by vacuum-
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deposition of carbon or platinum, and (iv) cleaning the replica using bleach or acids to 

remove the biological material. The critical feature of the freeze-fracture technique is 

the tendency of the fracture plane to follow a plane through the central core of frozen 

membranes, splitting them into half-membrane leaflets. The resulting views of the 

membranes give three-dimensional perspectives of cellular organizations revealing 

the distribution of internal membrane proteins. Fig. 7.1 displays an example of a 

freeze fracture overview of lipid droplets (LD) in a lipid laden macrophage and their 

association with endoplasmic reticulum (ER) membranes [21].  

  

 
 
Fig. 7.1: Freeze fracture replica image of lipid droplets (LD) in a lipid laden macrophage and 

their association with endoplasmic reticulum (ER) membranes (reproduced from Ref. [21]). 
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7.2 Preliminary preparation techniques 
 
  Preliminary preparation steps are necessary in most of the cases prior to 

thinning the specimen to electron transparency. The techniques suitable for individual 

materials systems vary depending on its properties, e.g. whether it is ductile or brittle, 

soft or hard, porous or bulk, or conductive or nonconductive. 

 Sawing is necessary to cut thin slices from a bulk sample. Wheel or wire saws 

with abrasive blades or wires are used to obtain slices as thin as one hundred microns. 

While cutting speed varies from mm/h to mm/min depending on the material, water 

cooling and lubricants help to prevent temperature rise. Alternatively, electrochemical 

saws for conducting materials or acid saws without abrasives are used to avoid 

mechanical damage on the sample. 

 Ultrasonic cutters are used to cut different shapes of small dimensions (few 

millimeters) from hard material specimens. A hollow cutting tool vibrates laterally at 

high frequency and cuts into the specimen with the aid of abrasive containing 

lubricant or water.  

 Punching can be used for ductile metallic materials, where small disks 

(generally with a disk diameter of 3 mm) can be punched out from thin metal foils 

(100 μm). 

 Mechanical polishing is necessary for thinning the specimen either in plan-

view or cross-section geometry and to obtain smooth scratch-free and flat surfaces by 

removing the mechanical damage due to cutting or sawing. A rotating disk (20 – 30 

cm in diameter) with variable speed, which holds the polishing platforms or cloths 

with abrasive powders spread on it, is used for polishing the specimen under water 

cooling. Several steps are performed starting from coarse-grinding to final surface 

cleaning by using progressively finer-sized abrasives (e.g. silicon carbide, diamond, 

alumina or boron carbide, with grain sizes from 100 µm down to 1 μm). As an 

alternative to ultrasonic cutters or punching tools, disks can be prepared from crystals 

glued to 3-mm thick rods. 

 Dimpling is a widely used method to thin the center of a pre-cut flat disk with 

a diameter of 3 mm prior to final thinning of the specimen by means of 

electrochemical polishing or ion milling. Using this procedure, the specimen thickness 

in the center of the disc is reduced generally from 100 μm to 5-10 μm. The specimen 
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is centered and rotated on a variable-speed rotating axle, while a rotating grinding 

wheel made of bronze or steel grinds a dimple in the center. Progressively finer 

abrasives (3 – 0.1 μm in grain size), generally a paste containing a lubricant, are used 

to obtain a scratch-free final polish on both sides, while the depth of dimple is 

controlled and regulated precisely by a micrometer sensor and counterweight load. 

 For fine particles or fibers, which are hardly possible to handle or too soft, and 

for very brittle samples, embedding is necessary prior to other thinning methods. The 

sample is placed into a mold and immersed into a liquid resin which is then hardened 

by polymerization. For porous materials, infiltration-embedding can be performed, 

where the resin also fills into the gaps in the material. Embedding is specially needed 

for sample preparation using ultramicrotomy methods.  

 Chemical fixation is required mainly for hydrated biological samples prior to 

dehydration. Fixatives, either aldehydes or strong oxidants, are used to transform the 

protein gel into a cross-linked network so that the structure is preserved during 

subsequent dehydration. 
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Fig. 7.2: Several examples for preliminary preparation tools used in TEM specimen 

preparation: (a) punching tool, (b) wheel saw, (c) ultrasonic disk cutter, (d) wire saw, (e) 

rotary grinder/polisher, (f) dimple grinder. 
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7.3 Cleavage techniques 
 
 Cleavage is a relatively simple, quick and inexpensive method to prepare TEM 

samples without artifacts arising from further thinning procedures [22]. The technique 

requires materials to cleave or fracture, therefore its application is mainly limited to 

hard materials such as semiconductors, glasses, silicon carbide or sapphire. The 

procedure involves initiation of mechanical stress induced micro-cracking (generally 

using a diamond tip) of a back-thinned substrate (100-150 μm) along weakly bonded 

atomic planes. For instance, for epitaxially grown compound semiconductors such as 

GaAs with [001] surface orientation a 90° wedge is formed by initiating cleavage on 

the (110) and ( 011 ) planes to obtain an electron-transparent edge [23]. The wedge is 

then mounted on a support grid using conductive epoxy as shown in Fig. 7.3(a).  

 A more delicate variation of cleaving, known as the small-angle cleaving 

technique (SACT), has been developed to achieve larger electron-transparent regions. 

In this case, the sample is first scribed on the pre-thinned side at a small angle to a 

standard cleavage plane (15-30°), and than cleaved along the scribe line. For a Si 

(001) wafer for instance, the back-side of the wafer is scribed and cleaved along a 

{120} plane. The cleavage can preferably be performed under water, as the liquid will 

control the stress field during fracture, improving the quality of the cleaved edge [24]. 

Sufficient back-thinning is essential to minimize the artifacts such as cleavage steps or 

tears. A second cleave is made from the front side of the wafer. The scribe is made 

along a {110} plane and cleaved along this standard cleavage plane resulting in a 

small-angle wedge. For a more detailed description and various applications the 

reader is referred to the following references [22, 25, 26].  

 Whereas the short preparation time (less than an hour) enables to examine the 

films or coatings very soon after their growth, the technique can be used as a quick 

pre-thinning method prior to focused-ion milling as well [27]. It is particularly useful 

for samples that contain amorphous material, which may not be prepared using ion-

assisted methods due to the severe artifacts induced by ion implantation. Fig. 7.3(b) 

displays the view of a Yb/Si specimen prepared by SACT [28]. At the tip of the 

wedge, the specimen is thin enough even for HRTEM, as shown in Figure 3c. 

 81



 
Fig. 7.3: (a) Orientation of a 90° wedge crystal on a special support grid. (b) Visible light 

microscopy image of a Yb/Si film prepared using the SACT. (c) Si wedge with a silicide film. 

The inset is an HRTEM image of the substrate (reproduced from Ref. [28]). 
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7.4 Chemical and electrolytic methods 
 
 Preparation of electron transparent specimens by means of chemical and 

electrolytic methods has been developed mostly in the earlier years of electron 

microscopy. These methods have been applied to broad range of materials [29-31], but 

mainly to metallic and semiconductor materials to avoid strain hardening and 

preparation artifacts due to high temperatures or ion irradiation [32]. The main principle 

of the methods relies on the polishing of the thin slice of material by chemical 

dissolution. In the case of electrolytic methods the thinning occurs as an anodic 

electrochemical dissolution of a conductive material. For both chemical and electrolytic 

thinning, there are two basic techniques. In the window technique, the mechanically pre-

thinned specimen is immersed into an appropriate solvent to obtain a thin foil with 

relatively flat surfaces. The area of interest is defined by isolating the rest of the 

specimen from the solvent. In the more widely used twin-jet polishing technique, the 

electrolyte is introduced as a thin jet through a nozzle towards the surfaces of the pre-

cut specimen to localize the dissolution effect. 

 For either method, the availability of the appropriate solvents is the key factor. 

A broad range of recipes for etching solutions can be found in the literature [32, 33]. 

The solution temperature is kept low to control the etching rate. In the case of 

electrolytic polishing, the applied voltage and current as well as the electrode 

materials influence the thinning rate. In many cases it is difficult to find the 

appropriate electrolytic solution, potential condition, current and adequate 

temperature for complex or multiphase materials. However, if the correct conditions 

are fulfilled, this technique has been successfully applied to multiphase materials such 

as metal alloys e.g. Cu-Cr or Mo-C [34] and semiconductor multilayer materials e.g. 

heterostructure systems of GaAs, AlAs, InP and HgTe [35, 36]. 

 Since the thinning process does not introduce mechanical stress on the 

specimen, etching methods are particularly essential for the investigation of defects in 

deformed materials. The bright-field TEM image shown in Fig. 7.4 reveals the 

dislocation network in a deformed polycrystalline Cu alloy prepared by electrolytic 

polishing. The original defect density is maintained by avoiding any preparation-

related strain hardening.  
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Fig. 7.4: Bright-field image of a dislocation-network in a polycrystalline Cu specimen 

prepared by electrolytic etching. Potential difference of 35 V at 100 mA was applied to etch 

the specimen in HNO3/Methanol solution (1:2 volume ratio) at -50° C (specimen and the 

image courtesy of: Marion Kelsch, unpublished results). 
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7.5 Ion beam milling 
 
 One of the most widely spread specimen preparation techniques for TEM is 

ion-beam milling [9, 37]. The basic setup for ion milling requires an ion gun attached 

to a vacuum chamber (with a pressure in the order of 10-5 mbar). It involves 

bombardment of a mechanically pre-thinned specimen with energetic ions (typically 

Ar+) which are accelerated and formed into a focused ion beam (Fig. 7.5 and 7.6 

display the basic setup and examples for ion milling equipments, respectively). 

Mechanical thinning (down to 10-30 μm) is required prior to ion milling, which 

involves dimple grinding and polishing of the sample. The specimen surfaces should 

be smoothly polished which is favorable for the final high quality of the sample.  

 

 
 

Fig. 7.5: Schematic diagram of an ion milling machine. Ar gas is introduced into the 
ionization chamber where potential difference creates Ar ions accelerated towards the rotating 
specimen. 
 

 In addition to the improvements of the specimen stage in terms of design and 

materials used [38], advances in modern electronics have allowed very precise 

manipulation of the ion beam in several ways such as modulating or focusing it tightly 

(e.g. 350 µm FWHM at 5 keV - 800 µm FWHM at 5 keV for broad beam guns) or 

controlling the incidence angle (typically from 10° to 1°) by retarding fields [39]. 

Different setups, like single or double sector thinning, accurate alignment and 

positioning of ion beams on the specimen surface and rotation of the specimen 

(generally at a few rpm) have made ion milling a precise and effective method, and 

enabled not only plan-view but especially cross-section sample preparation.  

 85



 In the earlier efforts of improving the final surface quality of the specimens, 

geometrical models for ion beam erosion revealed that the main characteristic features 

of milling process (sputtering rate, topographical modifications, irradiation damage, 

etc.) depend on the incidence angle of the ion beam with respect to the specimen 

surface [40]. During preparation of cross-section TEM samples of multilayer structures 

for instance, differential thinning effects can be minimized by milling at low angles 

(down to 1°), so that the layers with slow thinning rate protect the fast milling layers 

from the ion beam. The preferential thinning at the interfaces can be further reduced by 

rocking the specimen, so that the ion beam does not travel only along the interfaces [41]. 

Fig. 7.7 shows defocused dark-field (DF) images of a Si/SiGe heterostructure to 

demonstrate the influence of the ion beam incidence angle and of the rotation of the 

specimen on the topographical surface quality. Using an incidence angle of 8° at 4 kV 

accelerating voltage of the Ar ions and a specimen oscillation limited to ±20°, 

preferential thinning coupled with re-deposition of sputtered material [42] results in 

topographical modification (as marked with black arrows in Fig. 7.7(a)). Reducing the 

incidence angle down to 2° and allowing complete rotation of the specimen, these 

artifacts can be minimized as shown in Fig. 7.7(b). 

 

 
 
Fig. 7.6: Low energy ion milling equipments showing the evolution of device development: 
(a) modified ion-milling machine equipped with low-energy ion guns and cooling stage. (b) 
Commercially available ion-milling device. 
  

 Another detrimental effect of ion beam sputtering is the formation of 

amorphized surface layers, which has been one of the major limiting factors for 
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quantitative analysis of HRTEM images [42]. Many artifacts, like radiation induced 

defect agglomeration or segregation, are further triggered by beam heating of the TEM 

specimen during the thinning process [43]. Both experimental and theoretical studies 

have shown that under normal ion milling conditions, temperatures of up to several 

hundreds of °C can be generated at the specimen surface [44]. The improvements in 

specimen stage design including the specimen holders assisted with liquid nitrogen 

(LN2) cooling helped to avoid excessive heating of the specimen [45].  

 However, the most remarkable and pronounced improvement of the surface 

quality is achieved with the advent of stable ion sources operating at ultra-low 

energies (in the energy regime from 100 eV to 500 eV) producing beam sizes as small 

as a few microns [46]. Fig. 7.8(a) and 7.8(b) show HRTEM images of Si/SiGe 

interfaces obtained from two specimens prepared under different conditions. The first 

specimen (Fig. 7.8(a)) was thinned with 4 keV ions at an incident angle of 8° at both 

sides. In addition to the reduced contrast due to the additive noise from amorphized 

surface layers, the image clearly shows large contrast variations, which are more 

pronounced in the vicinity of the interface and prohibit both, reliable qualitative and 

quantitative analysis. The second specimen is prepared by lowering the ion beam 

energy consecutively (from 4 keV to 0.2 keV) while thinning the specimen from both 

sides in a LN2 cooled stage. By reducing the amorphous damage-layer thickness, high 

contrast HRTEM images can be obtained as shown in Fig. 7.8(b). In addition, the 

pronounced contrast variations are eliminated revealing the defect-free structure of the 

interface. 

 Reactive ion techniques are also available to reduce the artifacts arising from 

Ar ion milling. Reactive ion beam etching (RIBE), where the inert gas is replaced by 

reactive gases (mainly halogen-containing gases), has shown to reduce the ion milling 

induced defects, e.g. in II-VI compound semiconductors like  CdTe and ZnS by using 

iodine ions for thinning [47]. Chemically assisted ion beam etching (CAIBE), where 

the reactive gas is kept in contact with the specimen while it is being milled with Ar 

ions, can be applied to III-V group semiconductors like InP, where the formation of In 

islands by Ar milling is avoided [48]. 
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Fig. 7.7: Largely defocused DF images of a Si/SiGe heterostructure to demonstrate the 
topographical artefacts due to preferential thinning. a) The specimen is thinned at surfaces, 
top and bottom surface, using Ar ions and an accelerating voltage of 4 kV at an incidence 
angle of 8° while oscillating at a sector field of ±20°. Preferential sputtering across the 
interface and re-deposition of sputtered material modify the surface topography as marked 
with black arrows. b) The artifacts due to preferential thinning are minimized by reducing the 
incidence beam angle to 1°, while rotating the specimen continuously. The defocus in a) and 
in b) are identical, Δf = -25 µm.  
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Fig. 7.8: HRTEM images of a Si/SiGe interfaces obtained from two different specimens 
under similar imaging conditions using a JEOL 4000EX TEM operating at 400 kV. (a) The 
specimen is thinned with 4 keV ions at an angle of 8° from both sides simultaneously without 
cooling. (b) The sample is simultaneously thinned from both sides using a liquid nitrogen 
cooled stage with energies consecutively lowered from 4 keV down to 0.2 keV while the 
incident beam angle was slightly decreased from 8° to 6° in the final low-energy ion milling 
step. 
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7.6 Tripod polishing 
 
 The tripod polishing method was originally developed to prepare site-specific, 

Si semiconductor device TEM specimens with large transparent areas [49]. The 

application of the method has been extended to broader range of hard materials like 

other types of semiconductors and ceramics or composite materials [50]. The basic 

setup relies on mechanical wet polishing of a pre-cut specimen on a rotating wheel 

using a hand-held tripod sample holder (Fig. 7.9(a)). A sequence of progressively 

finer diamond lapping films (with a granularity ranging from 30 μm to 0.1 μm) is used 

as abrasive material while reducing the rotation speed (typically from 100 rpm to 10-5 

rpm) accordingly. The specimen surface is then briefly polished with a cloth wheel 

using colloidal silica slurries (with a grain size of 0.05 µm to 0.02 μm) to attain a 

scratch-free final polished surface. By introducing an angle between the first polished 

surface and the opposite surface during final polishing, it is possible to obtain an 

electron transparent wedge. In addition to preparation TEM specimens in either plan-

view or cross section format (Fig. 7.9(b)), the method is widely used for pre-thinning 

prior to focused ion beam milling or for backside polishing of integrated circuits [51]. 

 

 
 
Fig. 7.9: (a) Schematic diagram of tripod polishing. (b) Diagram of tripod wedge specimens 
prepared for plan-view and cross-section investigations. 
  

 Although mechanical thinning by tripod polishing is a delicate operation, the 

introduction of automated and mechanically more stable tripod polishing systems (Fig. 

7.10) has allowed controlling key parameters like specimen thickness, polishing speed, 

applied load and wedge angle with high precision and high reproducibility [52]. 

Consistent sample rotation, oscillation and load provide uniform material removal and 
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eliminate the artifacts that are associated with manual polishing. The desired wedge 

angle remains intact throughout the thinning process by letting only the sample contact 

with the abrasive. 

 

 
 

Fig. 7.10: Automated tripod polishing machine for precise control of specimen thickness, 
wedge angle and applied load. A simpler hand-held version is shown in the upper inset. 
     

 In Fig. 7.11 a cross-section bright-field image of an array of pMOS transistors 

extracted from an integrated circuit demonstrates the high precision in TEM sample 

preparation achieved for semiconductor devices with repeating structures. Much larger 

electron-transparent areas with uniform thickness are achievable compared to 

conventional preparation methods. In addition, by optimizing the wedge angle 

depending on the material system investigated bending of the thinner regions of the 

specimen and, thus, artifacts like bending contours are avoided.  
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Fig. 7.11: Bright-field TEM image of a pMOS transistor array (the enlargement displays the 
main components of the single transistor) obtained from a cross-section specimen prepared by 
tripod polishing. Relatively large electron transparent areas with uniform thickness are 
achievable compared to conventional sample preparation, e.g. using dimple grinding and ion 
milling.  
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7.7 Ultramicrotomy 
 
 Ultramicrotomy has been routinely used for the preparation of soft biological 

materials using glass knifes since the 1950s [53]. The development of instrumentation 

and introduction of defect-free diamond knifes in the early 1970s enabled the use of 

ultramicrotomy also for the preparation of different hard materials such as metals, 

ceramics, semiconductors and composites [54-55].  

 Ultramicrotomy is a technique used to prepare thin slices with a thickness less 

than 100 nm. The preparation process is purely mechanical relying on plastic 

deformation and/or micro-crack initiation that propagates and extends into the sample. 

Bulk materials that are strong enough to resist the cutting force and remain rigid can 

be prepared without any additional support. When the sample is soft, porous, small or 

too brittle embedding in resin or in epoxy is necessary. A typical basic setup of an 

ultramicrotome device is demonstrated in Fig. 7.12. The procedure involves trimming 

of the sample block on one side to a pyramidal shape in order to produce a very small 

surface area (Fig. 7.13(a)). Harder materials require smaller areas. The sample is 

mounted into an ultramicrotome holder to section thin slices onto a liquid, in most 

cases distilled water. The sections should be then collected onto the supporting grids 

(Fig. 7.13(b)). 

 

 
 
Fig. 7.12: (a) Ultramicrotome for sectioning thin lamellas from biological and industrial 
materials. (b) Schematic diagram of ultramicrotomy: The specimen, generally embedded in 
resin or epoxy, is moved precisely across the knife edge with the help of oscillating specimen 
holder. Thin slices of material are then collected from a liquid medium onto the specimen grid. 
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 The technique can be used at room temperature or at low temperature (cryo-

ultramicrotomy). Samples prepared by ultramicrotomy do not undergo any irradiation 

damage, chemical mixing or preferential thinning. Additionally, many thin sections can 

be prepared in a relatively short time. However, mechanical damage of the specimens, 

like compression in soft samples or formation of cracks in brittle samples, can still be a 

limitation.  

 

 
 
Fig. 7.13: (a) Trimmed specimen block of human dentin with a pyramidal shape. (b)  
Ultrathin slices of material on a mesh Cu grid (sample courtesy of: Birgit Bussmann, 
unpublished results). 
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7.8 Focused ion beam milling 
 
 Although the early development of focused ion beam (FIB) workstations has 

been driven by the microelectronics industry due to their unique site-specificity and 

performance for chip modification and circuit failure analysis, the FIB is being 

realized as a powerful characterization and sample preparation tool for almost any 

materials system ranging from hard materials [56,57], e.g. like metals, semiconductors 

or ceramics, to soft matter [58,59], e.g. like polymers or biological materials. 

 The principle of sample preparation in a FIB instrument, which generally 

consists of an ion gun attached to a scanning electron microscope column (referred as 

dual-beam or cross-beam), relies on sputtering off the material by scanning the ion 

beam over the region of interest (Fig. 7.14(a)). Originally, Ga has been used as a 

liquid metal ion source (LMIS) because of its low melting point – which is near room 

temperature – and its ease of focusing it into a very fine probe. Over the years, the 

resolution of focused ion beam milling has improved dramatically from 50-100 nm to 

5 nm or better whereas higher milling rates are achieved with the increased beam 

currents (higher than 50 nA) [60]. More recently, inductively coupled plasma (ICP) 

sources are incorporated into FIB systems [61]. The use of heavier ions like Xe at 

higher beam currents enabled much higher sputter rates allowing preparation of larger 

area cross-sections [62]. 

 Three fundamental FIB techniques to prepare TEM lamellae are (i) the H-bar or 

trench method [63], (ii) the in-situ lift-out method [64] and (iii) the ex-situ lift-out 

method [65]. Prior to cutting, a metal or a carbon layer should be deposited on the area 

of interest to protect the surface during the specimen milling process. In the H-bar or 

trench technique, a thin slice of material should be mechanically polished to a thickness 

of approximately 50 μm, fastened to a special support grid (Fig. 7.14(b)) and mounted 

vertically in the FIB. 
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Fig. 7.14: (a) Principle of a two-beam (ion-electron) FIB. Schematic diagrams of TEM 
samples prepared by different FIB thinning techniques: (b) H-bar or trench method, (c) ex-situ 
lift out and (d) in-situ lift out. 
 

The FIB is used to cut two trenches from each side and a thin electron transparent slice 

or lamella remains connected to the bulk material. The in-situ lift-out method relies on 

extraction of a thicker lamella (up to ~5 μm) from a site-specific region, which is then 

transferred to a TEM half grid using a micromanipulator. The probe of the 

micromanipulator is attached to the sample by FIB metal deposition and then the 

sample that was lifted out is attached to a TEM grid (Fig. 7.14(d)). Consecutively, the 

TEM sample is further thinned to electron transparency. TEM samples prepared in such 

a way can be additionally thinned in the FIB. For the ex-situ lift-out method, a lamella 

from a site-specific region is milled to electron transparency. Both sides and the base of 

the sample are cut by the ion beam. The sample is then transferred from the FIB onto a 

carbon-coated TEM grid (Fig. 7.14(c)) using an electrostatic micromanipulator under an 

optical microscope. Samples prepared in this way are not very suitable for further 

thinning. Lift-out methods are significantly faster compared to H-bar technique, since 

no mechanical pre-thinning is required. 

 Despite the fast and precise micro-sampling achieved over the years, the 

application of FIB sample preparation for quantitative analysis at the nanometer scale 
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has been limited due to severe sample damage resulting from heavy ion implantation 

during the sputtering process. Various procedures as well as different ion sources have 

been applied to reduce or repair these damages [66,67]. For semiconductor materials, 

amorphized surface layers (typically 30 nm thick side wall damage for Si sample 

prepared at 30 keV) are formed proportional to the accelerating energies used for FIB 

milling. Improved FIB columns operating at energies as low as 1-2 keV have been 

available, reducing the modified layer thickness to few nanometers [68]. In addition, 

new column designs like triple beam systems are commercialized, combining a 

focused low-energy noble gas ion beam column (Ar+, Xe+) with a FIB and an SEM 

column. Small diameter low energy scanning Ar ion beam (500-1000V, 10 nA, 100 

μm) coincident with SEM imaging provides precise control of the lamella thickness 

during the final polishing process [69]. Fig. 7.15(a) displays the lift-out lamella of a 

YAG-bicrystal material before and after the in-situ Ar ion polishing at 1 keV. 

Reduced surface damage and roughness improves the HRTEM image quality 

allowing the structural characterization of the bi-crystal grain boundary (Fig. 7.15(b)). 

  

 
 
Fig. 7.15: In-situ low energy Ar ion milling: (a) Lift-out lamella of a YAG bi-crystal before 
and after 1 keV Ar polishing. Monitoring the polishing procedure by SEM allows precise 
control of the minimum thickness as well as the surface damage of the lamella.  (b) HRTEM 
image of the bi-crystal grain boundary after final polishing (Sample courtesy of: K. Hartmann, 
TEM imaging: S. Irsen, unpublished results). 
 

 Although the FIB is more frequently used in the field of semiconductor 

materials, with the development of the in-situ lift-out technique it has become a 

powerful tool to prepare thin sections from mechanically unstable material systems like 

polymers, biological samples or materials with porous structures. Fig. 7.16 
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demonstrates the use of the FIB for the preparation of samples consisting of dense SiC 

fibers in a relatively porous and polycrystalline SiC matrix (Fig. 7.16(a)). Different 

thinning properties of the fibers and the polycrystalline matrix lead to mechanically 

unstable samples, as has already been shown on the same samples that were prepared 

by classical ion-milling or wedge-shape polishing methods [70]. Thickness differences 

across the fiber/matrix interface hindered detailed studies across that interface. The 

TEM sample preparation of this material with the FIB was a challenging enterprise. 

First, a platinum strap was deposited directly onto the region of interest in order to 

protect the sample and to additionally improve the mechanical support. FIB milling was 

then carried out using the gallium ion source operated at 30 kV (Fig. 7.16(b)). The TEM 

lamella was lifted out using an in-situ micromanipulator (Fig. 7.16(c)) and fastened to a 

Cu-grid. Pores in the matrix were filled with Pt (Fig. 7.16(d)) and only selected parts 

were thinned using Ga ions to a thickness of around 50 – 70 nm (Fig. 7.16(e)). By this 

way the prepared samples are robust enough to be handled and additionally they offer 

thin areas for a detailed TEM investigation (Fig. 7.16(f)).  
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Fig. 7.16: In-situ lift out technique to prepare cross-section from a porous composite material: 
(a) Secondary electron image of SiC fibers in a porous SiC matrix and the Pt layer deposited 
onto the area of interest. (b) Sectioning of a thin lamella by sputtering of the material by 
focused Ga ions at 30 keV. (c) Extracting the lamella using a micromanipulator to mount on a 
support grid. (d) Filling the pores in the matrix with Pt prior to final thinning. (e) TEM 
lamella after the final thinning at 5 keV. (f) Annular dark-field STEM image of the cross-
section (specimen courtesy: Tea Toplisek, FIB sample preparation by Bernhard Fenk, ADF-
STEM investigations by Vesna Srot, unpublished results).  
 

 

 

 

 

 

 

 

 

 99



7.9 Combination of different preparation methods 
 
 Over the past decades, sample preparation techniques have evolved 

remarkably in terms of precision, reliability and reproducibility parallel to the 

requirements for state of the art characterization techniques. However, depending on 

the physical, chemical or structural nature of the material to be characterized, 

combination of different preparation methods are generally applied to overcome the 

challenges as well as to reduce the preparation-related artifacts. 

 Tripod polishing is a useful technique to prepare wedge specimens from hard 

materials with relatively uniform and large electron-transparent areas. The control of 

mechanical stability at the final stage of thinning might be difficult for brittle 

materials. In addition, residual polishing artifacts rising from chemical slurries or fine 

particles may alter the surface quality. Alternatively, combining tripod thinning with 

successive final low-energy ion milling (typically 2.0 – 0.5 keV), it is even possible to 

obtain high-quality specimens for HRTEM, as shown in Fig. 7.17. The figure displays 

an HRTEM image of a pMOS transistor, where uniform image contrast across the 

channel region allows quantitative analysis like nanometer-scale strain mapping for 

instance. 

 Modification in the composition of irradiation-sensitive alloys and compounds 

as a consequence of ion bombardment has been known for many years. Tripod 

polishing can be used as an alternative to dimple-grinding to achieve thinner 

specimens prior to ion-milling. Fig. 7.18 displays an HRTEM image of the active 

region of a light-emitting diode consisting of ion-beam sensitive InGaN quantum 

wells, where the specimen was prepared by tripod polishing [71]. Since the time 

necessary for final ion-beam thinning is remarkably reduced (typically on the order of 

5 to 10 min at 2.0 keV for Si) compared to conventional techniques (typically several 

hours at 4 keV for a dimpled Si specimen), sample preparation of such materials can 

be realized without alteration of the original structure allowing reliable quantitative 

analysis. 
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Fig. 7.17: HRTEM image of a PMOS transistor channel region obtained from a specimen 
prepared by automated tripod polishing followed by low energy Ar ion milling at 0.5 keV. A 
homogeneous specimen thickness and flat exit surfaces are necessary to obtain HRTEM 
images with uniform contrast across the field of view (see the enlargements from dashed 
squares). 
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Fig. 7.18: (0002) HRTEM image of the active region in a high-efficiency light-emitting diode. 
Two 2.5 nm-thick InGaN quantum wells with sharp bottom and diffused upper interfaces are 
shown in the enlargement. Reduced ion milling times for the final ion thinning successively to 
tripod polishing minimizes the alteration of composition and morphology and reveals the 
original structure of the ion-beam sensitive InGaN multi quantum wells for quantitative 
analysis. 
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Chapter 8 

Conclusions and future work 
 

Strain mapping techniques at nanometer scale are becoming more and more 

important as the downscaling of the semiconductor devices continues. The main 

objective of the research presented here is to characterize the strain state very locally, 

two-dimensionally and quantitatively. HRTEM coupled with geometric phase analysis 

was optimized to convert the atomic position information into strain information. The 

HRTEM images should be taken under optimum conditions to maximize the lattice 

fringe contrast. Based on the standard deviation of strain measurements on Si/SiGe 

model structures, it can be estimated that GPA can detect strains as small as 0.1-0.2 % 

on a scale of 2 nm. However, it is important to note that the specimens are necessarily 

thin, which allow strains to relax significantly (based on the comparison of the 

experimental results with the theoretical calculations) with respect to the bulk state. In 

addition, the technique is not fully developed for sample areas where strong strain 

gradients exist. Application of GPA directly on reconstructed complex-valued exit-

face wave function is proposed to minimize the artifacts rising from objective lens 

aberrations and to improve the precision by increasing the signal-to-noise ratio 

compared to single HRTEM images. 

Dark-field inline holography method proposed in this study addresses the 

limitations of HRTEM based GPA. Unlike in HRTEM (images are acquired at zone 

axis), the reconstruction of the geometric phase is achieved by isolating the reflection 

of interest in two-beam Bragg diffraction condition inside the microscope. The phase 

of the diffracted beam is therefore much less sensitive to thickness variations and 

local changes in specimen orientations. Non-necessity for imaging lattice fringes 

breaks the barrier of the limited field of view, while at the same time the low electron 

dose required for image formation reduces the electron-beam induced modification of 

the original structure. Application of DIH on compressively strained p-MOS 

transistors shows that 10 times larger field of view is achievable compared to HRTEM 

(typically 100 nm square) allowing simultaneous strain mapping on multiple transistor 

channels. Semiconductor devices like InGaN-based LEDs are possible to investigate 

without introducing In clusters. Since the method is based on dark-field imaging, 
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thicker samples are desirable which in turn reduces the thin foil relaxation as 

demonstrated by comparison with the experimental HRTEM results on InGaN LEDs. 

Strain mapping can be used as a complementary technique to correlate the 

structural and optical properties of semiconductor devices as well. Based on the 

comparative case study on an AlGaN/GaN heterostructure, it has been demonstrated 

that plasmon mapping by EFTEM can be used to extract the strain information with 

an accuracy below 0.5%. 

The application of geometric phase analysis using complex-valued exit-face 

wave function can be further improved based on the use of all available reflections, 

where the contribution of each reflection is additionally weighted by its intensity. 

Over the existing “two non-collinear reflection” formalism, it will be possible to 

increase the signal-to-noise ratio in the phase images, thus the precision in the strain 

maps.  

Due to the increasing complexity of state-of-the-art semiconductor devices, 

three-dimensional strain analysis will become a key technique in the near future. The 

dark-field holography method should therefore be expanded to three dimensions. An 

alternative method is currently under development which is based on a new dark-field 

tilt-focal series reconstruction algorithm. It is aimed to characterize the strain state in 

embedded crystalline nanoparticles and semiconductor nanostructures with complex 

geometries. 
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Appendix 
 
DM script for strain analysis 

The strain analysis on geometric phase images reconstructed using DIH 

method was carried out by digital image processing using DigitalMicrograph script 

language. The following script was used to derive the tetragonal out-of-plane strain 

from the phase images calculated by FRWR reconstruction algorithm. 

 

//Strain calculation 

number width,height 

number scaleX,scaleY 

string unitString 

 

number cz = 0.51420,l=2; 

getnumber("Lattice constant in vertical direction (nm):",cz,cz); 

getnumber("Reflection order:",l,l); 

number lg = l/cz; 

 

Image img := getfrontimage() 

img.getSize(width,height) 

img.getScale(scaleX,scaleY) 

img.getUnitString(unitString) 

 

Image Gy := CreateFloatImage(img.getname()+"_Eyy",width,height) 

Gy  = (offset(img, 0,-1)-offset(img, 0,1))/(2*scaleY); 

Gy /= (-2*Pi()*lg); 

 

Gy.setScale(scaleX,scaleY) 

Gy.setUnitString(unitString) 

Gy.showimage() 
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