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1. PREFACE

Since the early days of plasma physics, it is known that plasma is more than a hot gaseous state of matter. The electric charge of the plasma constituents (usually electrons and ions) allows for collective behavior and the time scales of electron and ion dynamics are well separated. Thus, plasmas exhibit a rich variety of phenomena which are unknown to ordinary gases and contribute to the compelling properties of this state of matter. The wealth of phenomena, their relevance for astrophysical and technological applications, and their impact on other fields have driven plasma research for almost a century now and have provided much insight into the formation of static structures, oscillatory instabilities, waves, and turbulence.

With respect to structural formation, the coupling parameter $\Gamma$ is an important quantity. It is defined as the ratio of electrostatic interaction energy of nearest neighbors and the thermal energy of the particles. For most plasmas the coupling parameter is small, and the combination of collective behavior and gradients in density, temperature, or flow velocity, gives rise to large scale modes which themselves modify the plasma. This mutual interaction of charged particles and large scale electromagnetic fields determines the dynamical nature of plasmas. Thus, structural formation in the regime of weak coupling is dominated by instabilities and waves, which are frequently in a turbulent state. On the example of drift waves, the first part of this thesis deals with structural formation in the regime of weak coupling. Here, the recent advances are driven by numerical and theoretical approaches while an experimental verification of many predicted processes is missing. Thus, this thesis pays special attention to the diagnostic challenges related to structural formation in plasma turbulence.

In a strongly coupled system ($\Gamma > 1$) the coupling energy exceeds the thermal energy and the spatial configuration of the particles is of importance. In this regime the systems are in a liquid, solid, or even crystalline state due to the strong interaction of nearest neighbors. To study the structural and dynamical properties of strongly coupled systems, the second part of this thesis focuses on complex plasmas. Here, special attention is paid to the formation of crystalline structures in finite dust clouds and their dynamical properties.

Although the processes in the regime of weak and strong coupling differ fundamentally, diagnostic challenges are common to both fields. In both cases, novel diagnostic methods with high spatio-temporal resolution are required to achieve further progress. Therefore, this thesis stresses especially the diagnostic advances in both fields. The thesis ends with concluding remarks and an outlook on future experiments. The author’s publications in peer-reviewed journals and the main contributions to international conferences are listed and compiled at the end. The author’s journal publications are marked and cited consecutively as “J-1”, “J-2” etc. and, in an analogous manner, the conference articles are referenced as “C-1”, “C-2” etc.
The work presented here was mainly conducted at the Christian-Albrechts-Universität zu Kiel with contributions from O. Arp, B. Brede, F. Greiner, S. Harms, M. Hirt, M. Kroll, A. Piel, I. Teliban, and T. Trottenberg. The early synchronization experiments of drift waves were a close cooperation with T. Klinger and coworkers. The drift wave simulations have been provided by V. Naulin. MD-simulations were performed in close cooperation with the group of M. Bonitz. They further provided theoretical support for the analysis of Yukawa balls. The stereoscopic investigations of Yukawa balls were a joint activity with the group of A. Melzer in Greifswald.
2. WEAKLY COUPLED PLASMAS

Most plasmas are weakly coupled. In this regime the formation of large-scale structures and their dynamics are governed by linear, nonlinear and frequently turbulent wave phenomena. As a consequence, the investigation of plasma instabilities has a long tradition in plasma physics. Today, the basic instability mechanisms are quite well understood and are subject of many handbooks and introductions to plasma physics, e.g. [46, 140, 181]. Even for the nonlinear dynamics considerable progress has been achieved [34, 53, 97, 108, 255, 302]. However, nonlinear processes and plasma turbulence are still subject of intensive research. This chapter will give a brief introduction to plasma turbulence research with a focus on large-scale structures in drift wave turbulence and related diagnostic problems.

2.1 Status of Research

To give a comprehensive overview of the current understanding of waves and turbulence in plasmas is certainly beyond the scope of this thesis. However, the progress for many instabilities is closely linked to methodical progress, e.g. the development of new diagnostics, new concepts, or advances in numerical modeling. Hence, the development in the field of a certain instability mirrors the general progress to some extent. Among the most prominent instabilities in magnetized plasmas are drift waves. They belong to the class of universal instabilities, because they are driven by gradients in plasma pressure which are common for bounded laboratory plasmas and especially for fusion plasmas. For a fusion reactor, i.e. the quest to produce and confine a hot and dense plasma, transport processes caused by instabilities turned out to be a major problem [96, 97]. Thus, considerable effort has been spent to investigate the linear, nonlinear and turbulent dynamics of drift waves. The following paragraphs will give a brief overview of the current status of research on drift waves, their transport properties and ways to control them.

2.1.1 Drift Wave Instability

The first experimental observations of drift waves were made by D’ANGELO et al. [52, 49, 51] whereas the theoretical basis was founded independently by MOISEEV and SAGDEEV [184] as well as JUKES [118]. Shortly after that, LASHINSKY [148] and CHEN [41, 42, 43, 44] identified the universal character of the instability and linked the observations with microscopic physical processes. They proposed a local and linear drift wave model, which gave an acceptable description of the observations. Improved nonlocal models with arbitrary density profile were developed [45, 47, 59, 60] and the role of the radial electric field and the resulting $E \times B$ rotation of the plasma was first described by MARDEN-MARSHALL et al. [164].
2. Weakly Coupled Plasmas

The basic ingredients of these models are shown in Fig. 2.1. If a density gradient in radial direction, an axial magnetic field $B$, and a density perturbation with a finite wavelength parallel to $B$ are combined, the electron response along $B$ causes a potential perturbation. The resulting azimuthal electric fields and the related $E \times B$ drifts yield to a propagation of the density perturbation with diamagnetic velocity in the azimuthal plane. The typical eigenmodes of drift waves in cylindrical geometry have an integer azimuthal modenumber, e.g. $m = 2$ in Fig. 2.1. The destabilization of drift waves is related to a phase shift of density and potential perturbations which arises due to a finite resistivity along the magnetic field. In general, any perturbation of the parallel electron response, e.g. by collisions or Landau damping, is destabilizing. This stresses that drift waves are three-dimensional objects, although the parallel wavelength is typically much longer than the perpendicular wavelength.

To describe saturation processes, mode coupling, and drift wave turbulence, nonlinear models are mandatory. Quite simple but nevertheless powerful nonlinear models rely on the HASEGAWA-MIMA [81] and HASEGAWA-WAKATANI equations [82]. The
Fig. 2.2: Spatio-temporal drift wave dynamics of a driven Hasegawa-Wakatani model. The three rows correspond to the unperturbed case, active exciter with a co-rotating field, and active exciter with counter-rotating field, respectively. The four columns show the density fluctuations, their frequency power spectrum, and the spatio-temporal density fluctuations measured with an artificial azimuthal probe array. The corresponding frequency-modenumber power spectra are plotted in the right column. From Ref. [J-1].

latter are two coupled nonlinear partial differential equations for density \( n \) and vorticity \( \nabla_\perp^2 \phi \):

\[
\frac{\partial}{\partial t} \nabla_\perp^2 \phi + \mathbf{V}_E \times \mathbf{B} \cdot \nabla \nabla_\perp^2 \phi = \nabla_\parallel J_\parallel + \mu_w \nabla_\perp^4 \phi \tag{2.1}
\]

\[
\frac{\partial}{\partial t} n + \mathbf{V}_E \times \mathbf{B} \cdot \nabla (N_0 + n) = \nabla_\parallel J_\parallel + \mu_n \nabla_\perp^2 n \tag{2.2}
\]

with \( J_\parallel = -\sigma_\parallel \nabla_\parallel (\phi - n) \). Note that the coupling of the equations is realized by the parallel current, i.e. the dynamics parallel to \( B \). The nonlinearity results from the advection term \( \mathbf{V} \cdot \nabla \). Although these models cannot explain the observed anomalous transport in fusion experiments, they already allow to study analytically and numerically a number of nonlinear processes. Especially the formation of large-scale structures can be studied in the framework of these models [96].

With increasing computational power sophisticated nonlinear models were developed, and the modeling of drift wave turbulence is still subject of intense research [53, 97, 255]. Many mechanisms are discussed to cause or at least to be related to the observed transport, e.g. coherent structures [98, 137], streamers and zonal flows [53, 119]. However, the experimental verification of these concepts is difficult because measurements with high spatio-temporal resolution are required [53].

Parallel to the investigation of drift wave dynamics and the related transport, there have been various attempts to control transport, e.g. with feedback experiments which were only partly successful [12, 232, 258, 279]. More promising results were obtained with biasing experiments. The basic idea behind these experiments is a transport
suppression by sheared flows [274]. Sheared flows are known to play a key role for transport barriers, which are responsible for the L-H transition in fusion devices [271, 298, 299]. Additionally, sheared flows are the central element of zonal flows [53], which attracted much interest due to their influence on turbulence and transport in fusion devices. Interesting results were reported in Refs. [225, 271, 303].

A completely different approach to reduce plasma fluctuations was triggered by the improved understanding of nonlinear dynamics. It was shown that many chaotic systems can be stabilized with chaos control techniques [135, 250]. A successful application of this concept to weak drift wave turbulence was demonstrated [75]. In contrast to the other methods, not all fluctuations were suppressed. Instead, a single mode was stabilized to suppress the other modes. Experiments in Kiel and Nancy showed that drift wave dynamics can be influenced with spatio-temporal driver signals [149, J-1]. This control method is capable to synchronize selected drift modes in a weakly turbulent plasma state and the synchronization process is well described by a driven Hasegawa Wakatani model [Fig. 2.2]. Recently, this control method was shown to work even for flute modes [35] and a detailed picture of the synchronization process [J-2, J-3] and related fluctuation-induced transport [J-3, J-4] was obtained. Interestingly, the latter are some of the very few investigations where transport processes were studied spatio-temporally.

To conclude, there is plenty of experimental progress related to linear and nonlinear drift waves but the advances in understanding drift wave turbulence and related structural formation are basically driven by theory and simulations. This dissatisfaction status is attributed to the fact that experiments are lacking diagnostics with a spatio-temporal resolution comparable with that of simulation codes. Hence, one of the experimental key issues today is the quest to image plasma turbulence.

2.1.2 Imaging Plasma Turbulence

The results of theory and computer simulations have taught us that high spatio-temporal resolution is mandatory for the investigation of structural formation in plasma turbulence. Typically, the temporal resolution should be of the order of the ion-gyrofrequency and a spatial resolution better than the drift scale parameter \( \rho_s = c\sqrt{m_iT_e/eB} \) is desired for density and potential measurements. Technically this means sampling rates close to 1 MHz and a spatial resolution of a millimeter or less. Unfortunately, today this combination is beyond the specifications of any available diagnostic. Nevertheless, there are several attempts to construct diagnostics which fulfill these requirements at least partially.

Statistical Techniques

Conditional averaging (CA) is one of the most frequently used techniques to detect a coherent signal fraction (large-scale structures) in a broad-band and incoherent background. The method of CA to extract a coherent signal fraction was first used by Townsend [286]. Later Kaplan and Lauffer [122] as well as Kovaszny, Kibens and Blackwelder [139] systematically used this method to investigate fluid turbulence. Its first application to plasmas was reported by Huld and coworkers [99]. Since then it has been used to investigate the role of large-scale structures in many experi-
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In most studies in linear magnetized machines [39, 78, 99, 100, 209, 267, 268], simple magnetized tori [71, 76, 204, 266, J-5], tokamaks [10, 27, 55, 64, 89, 115, 240], and stellerators [77, 151] special attention was paid to the cross-field transport related to the observed structures. Because of its experimental and computational simplicity, the main advantage of CA is the high spatial resolution that can be obtained by using just two probes and a scanning technique. On the one hand, this allows to achieve a spatial resolution of a few millimeter, but on the other hand one obtains only the average evolution of the coherent signal fraction, which might differ from the dynamics of individual structures [1]. Later studies concluded that the conditional average is a good representation of the coherent signal fraction if the trigger condition is selected carefully [19, 114].

Another common statistical method and a close relative of CA [1, 79, 208] is the analysis of cross-correlation functions (CCF). Compared to CA, this method has the benefit of producing an unbiased average. In addition, it can be performed on the same data set used for CA, i.e. CCF is a classical two probe technique which gains its spatial resolution from a scanning technique. It has been successfully used to compute spectral estimates of fluctuation induced transport [221] and wavenumber and frequency spectra [23]. Further, it served well for topological studies of drift waves [163, 226, 247]. However, CCF is a phase sensitive method and thus CCF-results do not allow to make statements on fluctuation amplitudes, which are essential for transport measurements. In many cases similar results are observed with CCF and CA. This similarity is frequently used to stress the validity of the results. However, the close relation between unconditional (CCF) and conditional statistics (CA) [1, 79, 208] does not support this conclusion, and the reliability of spatio-temporal CA- and CCF-results is still an open question.

Finally, it should be mentioned that other statistical techniques exist and have been used to characterize drift wave turbulence locally, e.g. crossphase analysis [198], scaling laws [143], and bispectral analysis [233, 234], which is believed to be helpful for the detection of zonal flows [109].

Diagnostic Arrays

Besides statistical techniques, a second branch of diagnostics has developed during the last 20 years. This type of diagnostic aims to image the plasma dynamics via a synchronous multichannel recording, e.g. electrostatic probe arrays [113, 150, 165, 192, 202, 226, 239, 249, 317] or spectroscopic arrays [206, 318]. Their spatial resolution is limited by probe size, plasma disturbance, and finally the technical efforts per channel. Typical spatial resolutions of down to 1 cm are achieved, and typical array sizes are about $10 \times 10$ channels, which is too poor for advanced turbulence investigations like energy cascades or transport barriers. However, the temporal resolution is in most cases by far sufficient. In many cases sample rates of some MHz are achieved which is almost one order of magnitude higher than necessary. Despite of their low spatial resolution many nice experimental results document the experimental and diagnostic progress in the field, e.g. on destabilization of drift waves[121, 241, 248], their transition to turbulence [38, 136], change of instability type [35], the influence of sheared flows on stability [121, 259], and on structures in turbulence and their transport properties [62, 192, 226, 269, 306, 319]. Some examples are reviewed in Fig. 2.3.
Fig. 2.3: Typical results of spatio-temporal diagnostics obtained with different techniques for various experimental configurations. (a) Cross correlation analysis of a helicon discharge in a simple magnetized torus [J-5], (b) conditional averaging result in the scrape-off layer of the stellerator W7-AS [77], (c) conditional averaging result in the linear device VINETA [306], (d) cross-correlation analysis of probe array data for a ECRH-plasma in the torsatron TJ-K [225], (e) probe array recording at the simple magnetized torus TORPEX [62], (f) images of the scrape-off layer of the tokamak Alcator C-Mod using the gas puff imaging technique [272]. Note, that in all measurements large-scale structures are clearly identified.
Recently TERRY and coworkers introduced an intensified high speed (250kHz) CCD camera with 64 x 64 pixel and a storage capacity of 300 frames. In combination with gas puffs they showed that short sequences of turbulence with high spatial and temporal resolution can be visualized in the edge of a fusion plasma [272]. Although this sophisticated system comes close to the desired specifications, the spatial resolution is still about a factor of 2 – 3 too small, and the temporal resolution as well as the short recording times are not satisfying.

### 2.2 Spatio-Temporal Diagnostics

The general conclusion of Sect. 2.1 is that drift wave turbulence requires diagnostics with demanding spatio-temporal resolution to allow for an experimental investigation of structural formation. How this goal can be achieved is subject of this section. It reports on the prospects and limitations of spatio-temporal plasma diagnostics, introduces new developments, and discusses their applicability to plasma turbulence research.

#### 2.2.1 Statistical Techniques

On the one hand, statistical techniques provide high spatial resolution on the expense that only the average evolution of the coherent signal fraction is accessible. On the other hand, the coherent signal fraction in a turbulent system might be small and contain a wealth of large-scale structures with different dynamical properties. This apparent contradiction raises a number of questions: How reliable are the results of statistical techniques like CA and CCF? What are their prospects and limitations? Are there possibilities to improve their performance? Answers to these questions are summarized in the following paragraphs.

**Basics of Conditional Averaging**

The common CA setup consists of two probes which simultaneously record a pair of time series, $f_{RP}$ and $f_{MP}$ [Fig. 2.4(a)]. One probe, called reference probe (RP), is located at a fixed position while the movable probe (MP) scans an area of interest. The typical procedure of CA requires that an event in the signal of the reference probe, $f_{RP}(t)$, lies within a prescribed amplitude interval and has a positive (negative) slope. Each time this trigger conditions is fulfilled, a short subseries (sequence) $f_{MP,k}(t^*)$ with $t^* \in [t_k - \Delta, t_k + \Delta]$ is selected from the time series, $f_{MP}(t)$ at the movable probe. $\Delta$ specifies the length of the subseries and is usually taken to be of the order of the correlation time of the signal. The subseries $f_{MP,k}(t^*)$ are considered independent because they are not allowed to overlap. Finally, the CA-result is calculated by averaging over all subseries $f_{MP,k}(t^*)$. Formally this reads

$$\langle f_{MP}(t^*) \rangle_{ca} = \langle f_{MP,k}(t) \mid f_{c1} \leq f_{RP}(t_k) \leq f_{c2} \wedge \dot{f}_{RP}(t_k) \geq 0 \rangle$$ (2.3)

with $f_{c1}$ and $f_{c2}$ denoting the lower and upper bound of the trigger window. The spatial resolution of CA results from a repetition of the above described procedure at all positions of the movable probe.
Fig. 2.4: (a) Data processing scheme for conditional averaging. A sequence of length $2\Delta$ is taken from the movable probe signal at a time $t_k + \tau$ for each trigger event $t_k$ found in the reference signal. Skipping a part of the reference signal after each detected trigger event avoids overlapping sequences. (b) Adding noise to a well-defined large-scale structure results in a finite probability for trigger events at wrong times. Those sampling steps which satisfy the trigger condition (window plus positive slope) are marked by circles. Two cases of wrong trigger events can be distinguished: (1) trigger errors are events without any coherent signal fraction being involved (left). (2) trigger jitter events are those with a slight deviation in $t_k$ due to noise (center). From Ref. [J-6].

Theoretical Description of Conditional Averaging

To provide a better understanding of CA, it is worth to model the process. For this purpose the trigger condition is of central importance. Only a trigger condition which is specific for the coherent signal fraction assures a simple interpretation of the CA-result. Unfortunately, specific trigger conditions are difficult to define as they require a-priori knowledge of the structures, e.g. their shape. Therefore, it happens with a certain probability that the trigger condition is fulfilled by background fluctuations. In general, two typical scenarios can be distinguished [Fig. 2.4]:

1. trigger errors, i.e. a situation where noise causes a trigger event without any coherent structure being involved.

2. trigger jitter, i.e. a structure is recorded with a time shift due to noise.

To study their effect on CA and to provide a better understanding of CA an analytic model was derived [J-6]. Assuming large-scale structures being embedded in noise, it was shown that

$$\langle \tilde{f}(t^*) \rangle_{ca} = \frac{\sum_{j=-\Delta}^{\Delta} p(t_k + j) f_{coh}(t_k + j)}{\sum_{j=-\Delta}^{\Delta} p(t_k + j)} [1 - M_{err}], \quad (2.4)$$

where $M_{err}$ denotes the relative number of trigger errors and $p(t_k + j)$ is the probability for a trigger event at a time $t_k + j$. From the factor $[1 - M_{err}]$ in Eq. (2.4) it is directly seen, that the amplitude of the CA-result decreases with an increasing number of trigger errors. Whether the relative number of trigger errors is small or large is provided by the model as well:

$$M_{err} = \left(1 - \frac{M_{coh}}{M} \right) \sum_{j=0}^{2\Delta} p_{err}(t_k), \quad (2.5)$$
where $M$ is the maximum number of sequences that can be placed within the recorded time series, $M_{coh}$ is the number of coherent events, and $p_{err}$ is the probability for a trigger event due to noise. This equation shows that $M_{err}$ is small if the time series contains many coherent events, e.g. a wave embedded in noise. However, if the noise level is high or if coherent structures are rare, i.e. a typical situation in turbulence, $M_{err}$ cannot be neglected. Thus our model shows that trigger errors have a severe influence on the amplitude of the CA-structure.

The influence of trigger jitter is not easily extracted from Eq. (2.4) and requires a detailed probabilistic treatment of the problem [J-6]. Essentially, the incoherent background introduces a finite probability for a shifted trigger positions [Fig. 2.4] and this probability becomes large if the coherent signal fraction is not significantly larger in amplitude than the incoherent part. Thus, the averaging process results in a broadening and damping of the CA-structure which is already substantial if the amplitudes of coherent and incoherent signal fraction are comparable [J-6].

Further, our model showed that CA is not scale sensitive if the common trigger condition [Eq. (2.3)] is used. Using a trigger window neither allows to detect only structures of a given amplitude nor does the temporal extent of a propagating structure reflect its spatial dimension in general. However, it was shown that CA recordings allow to measure the crossphase between density and potential fluctuations [J-5].

To benchmark our model, it was compared to CA of synthetic data. Figure 2.5 shows that both trigger effects cause a significant amplitude reduction of the detected coherent structures even for large structure amplitudes. Finally, the CA-results of synthetic data were found to agreed well with our model predictions [J-6]. Additional validation results from experimental data [J-5, J-7], where indeed a significant amplitude reduction was observed. Thus, it was demonstrated that our model contains all essential ingredients of CA and that the standard CA-method has severe limitations. Especially transport related to the coherent signal fraction is significantly underestimated. Moreover, if the CA-amplitudes are not reliable the closely related CCF method [1, 79, 208] would yield similar results, but for the same data set CCF would rely on a better statistical basis.

Improved Conditional Averaging

Once the problem of amplitude reduction is recognized, the question arises whether an improved trigger condition can avoid this and help to retrieve reliable estimates of transport processes. In order to identify trigger errors and trigger jitter we introduced a correlation analysis of the CA-result [J-7]. The basic idea behind this is the following: If the CA-analysis allows to observe some structures, although their amplitude may be reduced, it is possible to use the CA-structures as a first estimate for the shape of the true structures, i.e. as a kind of matched filter. Computing the crosscorrelation function (CCF) between CA-result and all selected subseries, it is possible to identify and select only those events which are neither trigger errors nor subject of trigger jitter. The results of this improved CA scheme were again tested with synthetic data. Figure 2.5(a) shows that the improved conditional averaging technique is able to recover the true structure amplitudes and the event statistic [Fig. 2.5(b)] reveals that this improvement is achieved by suppression of trigger errors and trigger jitter. We showed as well that this finding is reproduced with experimental data [J-7]. Therefore,
Fig. 2.5: Comparison of standard (circles) and improved CA-process (triangles) using synthetic data, i.e. randomly distributed Gaussian shaped structures. (a) Amplitude of CA-results as a function of structure amplitude. The dashed line indicates matching amplitudes. (b) shows the corresponding trigger event statistic for the amplitude scan shown in (a). The filled markers denote the number of correctly detected structures. The open markers give the number of trigger errors. Note that the number of trigger errors almost drops to zero for the improved CA-process (triangles) while the amplitudes are well recovered. From Ref. [J-7].

our improved conditional averaging scheme allows to obtain reliable information on structure amplitude. Consequently, the previous statement on the limitations of CA has to be extended: CA outperforms unconditional statistics if sophisticated trigger conditions are used. Further, this result stresses that the limitations of CA are closely linked with the trigger condition. Especially, spatial trigger conditions might improve CA even further.

2.2.2 Multiprobe Techniques

As discussed in Sect. 2.1, diagnostic arrays are lacking spatial resolution, but in many cases their temporal resolution is more than sufficient. This finding provokes the following questions: Does the low spatial resolution affect the measurement result? Are the observed structures reliable with respect to amplitude, shape and trajectory? If not, is it possible to identify the origin of the artifacts and can we remove them by data processing techniques? Finally, is it possible to enhance the resolution of diagnostic arrays?

Limitations of Diagnostic Arrays

Before discussing any measurement from probe arrays, it is essential to investigate the limitations of diagnostics arrays, especially to study the effects of a low spatial resolution on structure dynamics. From Shannon's theorem, it is well known that a sampling frequency is required which is twice as high as the highest frequency to be measured. Transferred to spatial scales, this should not be violated for probe arrays. However, in many cases the structure size is close to the Nyquist limit. Hence, mea-
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Fig. 2.6: Characterization of a Gaussian shaped structure of $\sigma = a/2$ measured with a probe grid with grid size $a$. The structure has a fixed amplitude and moves with constant velocity along a straight line. (a) Structure amplitude and (b) trajectory of the structure measured with (red) and without (blue) application of super-resolution. (c) shows the typical spatial distortion of the structure. The super-resolution result is shown as bold contour lines. The result without application of super-resolution (dashed contours) and a high-resolution image of the structure (color) as plotted for reference. (d) visualizes the achievable resolution with (bold contours) and without (dashed) application of super-resolution using the superposition of two Gaussian structures (color). After Ref. [J-8].

measurements of structure amplitude, trajectory and shape should be studied carefully. For this purpose we used a virtual probe array consisting of $8 \times 8$ probes on a square grid. This array with grid size $a$ was used to detect a Gaussian structure with $\sigma = a/2$ propagating with constant amplitude and velocity along a straight trajectory. Note, that this synthetic structure was studied with a virtual array and thus the results cannot be attributed to noise or probe displacements. The results are plotted in Fig. 2.6 [J-8]. In Fig. 2.6(a), the amplitude of the structure along its trajectory is plotted, which is an important quantity because it determines the lifetime and the transport properties of a structure. Strong amplitude fluctuations are observed, although the structure should have a constant amplitude (dotted line). Additionally, the trajectory does not follow the original path [Fig. 2.6(b)]. The trajectory basically consists of orthogonal parts which are aligned with the grid vectors of the probe array. Further, the maximum positions (squares) are not uniformly distributed along the trajectory, although they are measured with a fixed sample rate. They tend to focus close to probe positions, and hence the measured structure velocity shows strong modulation. Even the structure shape is strongly distorted [Fig. 2.6(c)]. Finally, the results show that even two structures in a distance $a$ are not resolved [Fig. 2.6(d)]. Astonishingly, a systematic analysis revealed [J-8] that these distortions and errors are quite large even for structures with $\sigma = a$, i.e. structures which are significantly larger than the spatial Nyquist limit. Therefore, the low spatial resolution of diagnostic arrays is a severe limitation, especially as this is a general finding and not limited to Langmuir probe arrays. Additionally, the consequences are aggravated by the fact, that the spatial resolution of diagnostic arrays has technical and practical limitations [see Sect. 2.1.2].
Fig. 2.7: (a) high-resolution image of turbulent density fluctuation obtained from a Hasegawa-Wakatani-drift wave model [196]. Red (blue) regions indicate positive (negative) amplitudes. The image is based on a data set of 256 x 256 data points. (b) Result of simple interpolation applied to a spatially down sampled data. The data basis is identical to (a) but uses only 12 x 12 data points to mimic the typical resolution of a probe array. (c) Result of super-resolution algorithm applied to the same down sampled data as used for (b). Normalization and color code are identical for all plots. From Ref. [J-8].

Super-Resolution Algorithm

A possible solution of the resolution dilemma are super-resolution algorithms, i.e. numerical schemes to enhance the resolution. The roots of super-resolution are in the field of computer vision, i.e. object recognition and tracking in satellite [203] or medical images [224, 211]. Here, typical applications of super-resolution techniques use several high-resolution images (∼ 1 Mpixel) to produce a super-resolution image with even higher resolution. In general, super-resolution techniques require three basic steps to enhance the resolution of an image:

1. A series of low-resolution images is taken where all images are identical except for local or global subpixel shift due to object or camera motion.

2. The spatial shifts between images are estimated by computation of the optical flow field [20, 33, 94, 158, 167, 273].

3. The information of optical flow is used to register all images in a master frame which is resampled to produces a high-resolution image.

Although several super-resolution algorithms are described in literature, they are not applicable to spatio-temporal plasma diagnostics. While the first and third step do not cause severe problems, the second but most important step uses spatial derivatives which are subject of large errors for images consisting of just 10 x 10 pixels. Therefore, we developed a novel super-resolution algorithm which uses the high temporal resolution and a local correlation analysis to estimate the velocity field [J-8].

A basic performance test, using the same synthetic data as before, is plotted in Fig. 2.6. The results are encouraging. The structure amplitude is now fully recovered.
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[Fig. 2.6(a)], the trajectory follows the original path and the strong velocity modulation is significantly reduced [Fig. 2.6(b)]. Further, the structure shape is not distorted [Fig. 2.6(c)] and the increase of resolution is obvious [Fig. 2.6(d)]. These results show that the algorithm can handle the simple situation of an isolated structure without noise being involved.

In a next step we had to show that the algorithm can handle complex situations like turbulence, where many irregular shaped structures are involved, which obey complicated rules of motion. To demonstrate the applicability of super-resolution to turbulence data without lacking a well defined reference, simulations based on the Hasegawa-Wakatani drift wave model were performed. The simulations provided data with high spatial (256×256 pixel) and temporal resolution. A typical snapshot of density fluctuations with full spatial resolution is plotted in Fig. 2.7(a). To simulate a typical plasma diagnostic, the data was downsampled by a factor 23, i.e. the initial resolution of 256 × 256 was reduced to 12 × 12. The simple interpolated, low-resolution image is shown in Fig. 2.7(b). Clearly, the large-scale properties are similar, but the amplitudes are significantly lower and many small-scale structures have disappeared or merged to larger ones. Figure 2.7(c) bases on the same undersampled data, but this time the super-resolution algorithm was applied. The overall agreement with Fig. 2.7(a) has improved significantly. Now, the amplitude and shape of the structures are in good agreement. A more detailed study involving the temporal evolution showed that the super-resolution method at least doubles the resolution. Moreover, it removes all low-resolution artifacts, i.e. amplitude modulation, trajectory errors, and shape distortions [J-8]. Therefore, this novel super-resolution algorithm solves the resolution dilemma of diagnostic arrays and allows to retrieve reliable spatio-temporal recordings of a turbulent system.

2.2.3 Comparison of Statistical and Multiprobe Diagnostics

In Sect. 2.2.1 and 2.2.2 the prospects and limitations of both diagnostic branches have been discussed separately. Regarding the statistical methods CA and CCF, one question remained unanswered. It is still unclear whether the averaging process and the sequential recording introduce systematic errors. Fortunately, a direct comparison of both techniques is now feasible. The super-resolution algorithm allows to achieve a similar spatial resolution and its results were shown to be reliable. Hence, an application of both techniques to identical experimental conditions, should give a definite answer.

For this purpose, a Langmuir probe array consisting of 63 probes has been constructed and carefully calibrated [J-9]. This array and a 2D-scanning system were assembled in the linear, magnetized discharge arrangement KIWI [150]. Typical measurements of weak drift wave turbulence are plotted for both techniques in Fig. 2.8. The different columns depict the spatial fluctuation pattern for improved conditional averaging (left) and for four typical snapshots measured with the probe array [Fig. 2.8(a)-(d)]. The CA-result is a monopole-like structure, i.e. it reproduces the results of previous experiments using CA at this device [78] and at other devices [76, 77]. However, the probe array recording shows that the typical situation is not a monopole. In two thirds of the cases more than a single pronounced maximum is observed [Fig. 2.8(a)-(d) and Fig. 2.9(a)]. At first glance a surprising result because both
Fig. 2.8: Comparison of conditional averaging and a probe array recording. (a)-(d) typical spatial fluctuation pattern recorded with a 2D probe array for weak drift wave turbulence in the experiment KIWI. Density enhancements (reductions) are colored red (blue). The corresponding azimuthal fluctuation patterns at radial position $r = 2$ cm are plotted below. The distance between local density enhancements is additionally marked. The conditional averaging result for the same data set is plotted on the left hand side. After Ref. [J-9].

Fig. 2.9: (a) Distance distribution of two neighboring maxima as illustrated in Fig. 2.8. For subseries with a single maximum, the distance is set to 0. (b) The solid line is the CA-result as shown in Fig. 2.8. The dashed line is the sum of cosine functions with wavelength $d$, which is determined from each subseries used for the CA-process. The distribution of $d$ is shown in plot (a). After Ref. [J-9].
techniques use the same data set. However, the wavelength distribution \(d\) measured with the probe array shows that the monopole simply consists of a superposition of monochromatic waves [Fig. 2.9(b)] [J-9]. Thus, the averaging process of statistical techniques can modify the result significantly. This is problematic, especially with respect to its physical implications. While large-scale monopoles are frequently taken as an indication of an inverse cascade in turbulent systems, a multi-mode situation does not support this interpretation.

To conclude, our measurement showed that even an improved conditional averaging technique reproduces structure size and amplitude only locally, i.e. close to the position of the reference probe. Globally, the fluctuation pattern of the CA-result differed significantly from a real spatio-temporal recording and this deviation is unambiguously related to the averaging process. Note, that this observation holds for unconditional statistical methods as well, because they involve a similar averaging process [J-9].

### 2.3 Synopsis

Motivated by the fact that the investigation of turbulence and related structural formation processes requires diagnostics with demanding spatio-temporal resolution and the circumstance that the available plasma diagnostics are not yet able to provide this, we have systematically investigated the prospects and limitations of current statistical and spatio-temporal diagnostics.

On the one hand, our results [J-6, J-7, J-9] showed that conditional and unconditional statistical approaches are well suited to obtain a local image of large-scale coherent fluctuations. If special attention is paid to the trigger condition, conditional averaging allows to retrieve absolute amplitude information and hence to estimate transport by means of cross-phase measurements of density and potential fluctuations [J-5]. Nevertheless, the results showed as well that the averaging process is an important limitation. It inhibits non-local imaging of the coherent signal fraction with just two probes. Only if a single structure type is buried by noise, the global average reflects the individual structure. Unfortunately, this does not apply to plasma turbulence and hence the prospects of statistical approaches are localized measurements only.

On the other hand, a systematic investigation of the properties of diagnostic arrays revealed limitations of similar importance [J-8]. It turned out that the low spatial resolution of diagnostic arrays causes strong distortions of amplitude, shape, velocity, and trajectory of a structure. However, these are essential quantities for the investigation of structural formation. This insight and the fact that the resolution of diagnostic arrays has reached technical limitations required a fundamentally different approach to enhance the spatial resolution of probe arrays. For this purpose we developed a super-resolution algorithm for plasma turbulence studies. Using super-resolution, it was demonstrated that it is possible to gain spatial resolution and to overcome the resolution dilemma.

To summarize, our investigations showed that diagnostics on the basis of arrays are capable to achieve the demanding spatio-temporal resolution requirements for plasma turbulence studies if novel data processing techniques are used. A combination of this
resolution enhancement with the technique of gas puff imaging [272] should allow to study zonal flow dynamics in detail and to contribute significantly to the understanding of transport processes in plasma turbulence. For many low $\beta$ plasma experiments already the combination of super-resolution and probe arrays should yield a sufficient spatio-temporal resolution to investigate the details of structural formation experimentally.

Finally, it is important to note, that the future evaluation of spatio-temporal recordings will rely mostly on statistical techniques. Operations like detection, extraction and tracking of structures are indispensable parts of any spatio-temporal investigation of plasma turbulence. A first interesting concept has been introduced recently [192] and conditional averaging is certainly a promising candidate if spatio-temporal trigger conditions are used [J-6]. The presented results [J-6, J-7, J-9] provide a solid basis for this future development.
3. STRONGLY COUPLED PLASMAS

The classical way to enter the regime of strong coupling is a combination of low temperature and high density. Typical examples are high density plasmas, degenerated electron liquids [104] and laser-cooled ions [57]. However, a closer inspection of the coupling parameter

\[ \Gamma = \frac{Q^2}{4\pi\epsilon_0 a_{w,s}} \frac{1}{k_B T}, \]  

(\(Q\) is the particle charge, \(a_{w,s}\) denotes the Wigner-Seitz radius, and \(T\) is the temperature) reveals that highly charged particles will allow to observe strong coupling at moderate temperatures and low densities. These conditions are mostly achieved in complex (dusty) plasmas. Besides electrons and ions, a complex plasma contains a third comparably large and heavy species, namely dust particles. These micrometer sized particles typically attain several thousand elementary charges and play a role in astrophysical situations [295] and technical application [31]. In addition, complex plasmas are an ideal tool to study fundamental properties of strongly coupled matter experimentally. This chapter will briefly review the current status of research in the field of complex plasmas. Here, the focus is on the formation of three-dimensional (3D) dust clouds, their structure, and their dynamical properties.

3.1 Status of Research

The discovery that the dust particles in a complex plasmas can from crystalline structures [88, 178, 276] has opened a new field of research which allows to obtain a microphysical picture of strongly coupled matter. After 10 years, a broad spectrum of experiments, simulations, and theoretical approaches has achieved a considerable understanding of structural and dynamical processes in complex plasmas. A complete survey of the entire field of complex and dusty plasmas is beyond the scope of this thesis. For additional information the reader is referred to monographs [26, 31, 186, 262, 295, 296] and reviews on special topics in dusty and complex plasmas [69, 157, 180, 179, 187, 189, 213, 244, 260, 261, 291, 301, J-15]. Here, just a brief overview is given to introduce into the field and to formulate experimental objectives for this part of the thesis. A detailed description of previous research results is postponed to Sect. 3.2 to allow for a discussion in conjunction with own research activities.

3.1.1 Basics of Complex Plasmas

Compared with other strongly coupled systems, complex plasmas have a few advantages. First of all, they are stable at laboratory conditions. Second, typical densities of \(1 \cdots 50\) particles per \(\text{mm}^3\) and particle diameters of a few micrometers result in a high optical transparency and macroscopic dimensions of dust clouds. This transparency
can be used to illuminate particles at arbitrary position, i.e. even in the center of a cloud, and resolve the scattered light of individual particles with conventional CCD-cameras [63, 110] or to manipulate them [171]. Third, the charge-to-mass ratio of dust particles is small, and thus the dynamic response is slow. The dust plasma frequency $\omega_{pd}$ is in the order of several Hertz, and therefore the frame rate of CCD-cameras is sufficient to study dynamic processes in detail. Finally, the system is only subject of moderate damping due to friction with the neutral gas background, and thus many interesting dynamic phenomena, e.g. waves, can be investigated at a kinetic level. Especially for two-dimensional dust systems, the phase space evolution of all particles is experimentally accessible which provides a unique opportunity for a detailed comparison of experiment and theory. The latter is certainly the foundation of the success of complex plasma research.

One of the most important parameter in a complex plasma is the particle charge. Except for astrophysical situations [304], the particle charge is determined by the ambient plasma. For an isolated particle in a collisionless plasma the orbital motion limit (OML) model [6, 191] can be used to determine the floating potential at its surface. With help of a simple capacitance model [305] the particle charge is estimated. However, the validity of the OML model is questionable for many discharge conditions where different processes have to be taken into account, e.g. streaming ions [18, 102, 145, 199], collisions [36, 128, 193], and dense packing of dust particles [86, 309]. Measurements of the dust charge have been performed by means of resonance methods [178, 288], wave phenomena [92, 93, 231, 230] and particle collisions [138]. Unfortunately, none of them can easily be adapted to measure the particle charge in finite 3D dust clouds. Additionally, many plasma parameters cannot be measured with high precision in vicinity of dust so far. Thus, model-based calculations of the particle charge suffer from large uncertainties.

To understand dust confinement and dust dynamics, several forces are important. For large particles, the gravitational force exceeds all other forces because it scales with the volume of the particles. Due to the high particle charge, Coulomb forces are important for both, particle confinement and particle interaction. Furthermore, thermophoretic forces due to temperature gradients in the neutral gas [112, 238, 270] and friction with ions and neutral gas [61] cannot be neglected for dust particles. While gravitational, Coulomb, and thermophoretic forces as well as neutral gas friction are well understood, the ion drag force is still subject of intensive research activity. There are several models for the ion drag force [18, 101, 103, 123, 125, 126, 127, 130], but a complete self-consistent model is not yet available. On the one hand, the self-consistent treatment of the charging and shielding problem of particles is aggravated by the requirement to include streaming ions and collisions. On the other hand, a correct description of the contribution of scattered ions to the momentum transfer is not trivial. Although the recent models reflect considerable progress, the debate on the description of the ion drag force has not yet settled.

### 3.1.2 Confinement and Structure

To confine dust particles inside a plasma, the gravitational force has to be balanced. Thus, dust confinement is typically achieved in the plasma sheath region above an electrode where strong electric fields are present [152]. The trapping of the dust parti-
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Fig. 3.1: Examples for experimental realizations of 3D dust clouds: (a) Dust cloud in an inductively coupled rf-discharge. Note that the dust grains form vertical chains due to a strong and directed ion flow. From Ref. [314]. (b) Structure of a multilayer crystal using small particles and high gas pressure to avoid chain formation. Coexistence of hcp (green) and fcc (red) lattices is observed. From Ref. [316]. (c) Typical dust cloud at microgravity conditions. A dust free zone (void) establishes in the center of the discharge due to ion drag forces. After Ref. [74, 188] (d) If gravity is compensated by thermophoresis, similar voids are observed. From Ref. [238].

icles in horizontal direction is established by depressions of the electrode surface [218] or flat metal rings on the electrode [288]. However, this results in a very anisotropic confinement potential. The confinement in vertical direction is much stronger and thus these dust clouds are mostly 2D systems which nevertheless can form highly ordered crystals with a hexagonal lattice structure [88, 178, 276]. Further, the supersonic ion flow towards the electrode is focused below each particle [169, 170, 177, 195, 253]. In multilayer systems, the resulting positive space-charge attracts particles in a lower layer. This process is responsible for chain formation observed in all dust clouds which are confined in regions of strong electric fields, i.e. regions with strong ion flows [see e.g. Figure 3.1(a)]. This alignment vanishes if small particles and high gas pressure are used [Fig. 3.1(b)] [87, 219, 316]. However, extended homogeneous 3D plasma crystals cannot be generated this way and investigations of dust dynamics are not feasible due to strong damping.

To produce extended 3D dust clouds, different approaches were followed. MERLINO and coworkers confined dust in a magnetized anodic plasma [16, 280] and investigated dust acoustic waves. Later, similar experiments on dust dynamics were performed in other discharges [68, 231, 230, 277]. To produce 3D plasma crystals, a number of experiments have been performed at microgravity conditions. These experiments have provided many interesting observations, e.g. of localized crystalline structures [197], of complex plasma boundaries [9, 37], of coalescence of complex plasma fluids [111], of transport properties [66, 67], and of low frequency waves and instabilities [129, 214, 243, 311]. However, the most striking observation was the formation of a dust free zone (void) in the center of the discharge [188, 197]. It was proposed that the ion drag force is responsible for the formation of voids [Fig. 3.1(c) and (d)] [74, 293, 292, 290]. The combination of simulations [3, 147, 146], experiments [134, 222, 238, 308], and recent ion drag models [101, 103, 123] were able to verify this. Although it was shown very recently that a void closure can be achieved [154], the formation of void-free crystalline dust clouds is still an important issue. Such dust clouds
3. Strongly Coupled Plasmas

3.1.3 Dynamic Properties of Complex Plasmas

Most investigations on complex plasmas were focused on dynamic phenomena. New types of waves have been predicted and observed, e.g. dust acoustic waves [228], dust ion acoustic waves [50, 264], and dust lattice waves [168, 210]. Many nonlinear wave phenomena, e.g. shocks [161, 194, 243] and mach cones [56, 84, 175, 242] were studied and the role of compressional and shear waves in solids and fluids has been discussed [183, 215, 297, 300]. Certainly the detailed investigations of the solid-fluid phase transition are a highlight of complex plasma research [172, 254, 251, 275]. Recently, a growing interest on liquid complex plasmas can be noted. Several investigations aim at a deeper understanding of transport and diffusion processes in strongly coupled liquids [67, 66, 117, 156, 155, 201, 229, 294]. However, such dynamic properties were mostly studied in 2D complex plasmas.

3.1.4 Finite Systems

Systems consisting of just a few particles are of special interest, because their structural and dynamical properties strongly depend on the number of particles. Already THOMSON [282] investigated the structure of charged particle clusters in view of his atomic model. Although his results did not explain the structure of atoms, they mark the starting point for research on finite strongly coupled systems. In the field of non-neutral plasmas his ideas have been developed much further [57]. Using Penning and Paul traps [207] it was shown that the regime of strong coupling can be reached
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Fig. 3.3: Phase transition of finite Coulomb crystals: (a) MD-simulation of an ion cloud at a temperature near melting. The dots are the ions on the outer shell. From Ref. [245]. (b) Dependence of the transition temperature on cloud size. Note that smaller clouds tend to melt at lower temperatures. From Ref. [245].

for laser-cooled ions [54, 307]. With refined experimental techniques the ions were found to arrange on nested shells [72] and for large ion clouds bcc order was observed [Fig. 3.2] [30, 107]. The same results were obtained with molecular dynamics simulations [57, 83, 289] and it should be noted that the particle arrangement, especially those for closed shell configurations are very similar to those of noble gas [162] and metal clusters [13]. This finding is a hint that geometric constraints might determine the structure of small systems to a large extent. Nevertheless, approaching large clusters the shell formation should vanish and regular volume order should appear. This transition was predicted for ion clouds containing about $10^4$ ions. However, recent experiments show that even small clouds ($N \sim 10^3$) can show bcc or fcc structure [190]. Further experiments investigated structural transitions due to resonant instabilities [131] and Coulomb bicrystals [95, 166]. In general it can be stated that many theoretical predictions [57] for these systems are not yet verified by experiments, e.g. the size dependence of the melting process [Fig. 3.3] [245]. The main reason for this is that the ion clouds are about 20 times smaller than complex plasma clouds with the same particle number and that the ion dynamic is too fast to track individual ions. Hence, these experiments are restricted to the analysis of the average structure of ion clouds. However, Huang et al. [116] demonstrated that such experiments are generally possible in complex plasmas. Klindworth et al. were able to show that the structural and dynamical properties of finite 2D cluster strongly depend on the particle number [133]. Further experiments and simulations treated normal modes [174], phase transitions [182], and structural properties of these systems [24, 252]. Nevertheless, for 3D systems experimental investigations are still missing, although they promise to answer many of the open questions.
3.1.5 Experimental Objectives

Although there are many open questions in complex plasmas, a striking challenge is the confinement and investigation of three-dimensional void-free dust clouds. Their structural and dynamical properties are mostly unexplored and the available predictions of theory and simulations lack an experimental verification. Especially, a detailed knowledge of finite strongly coupled dust clouds would certainly contribute to the general understanding of strongly coupled matter. Thus the experimental objectives of this part of the thesis are:

- Is it possible to produce compact dust clouds at laboratory conditions?
- Is it possible to reach the regime of crystallization?
- What are the structural properties of these clouds?
- How do they compare to other strongly coupled systems, e.g. laser-cooled ions?
- How can we measure the phase space evolution of such a 3D system?
- Is it possible to study the dynamical properties of strongly coupled dust clouds?
- Are liquid states or phase transitions experimentally accessible?
- Is it possible to generalize the obtained results?

3.2 3D Dust Clouds

To achieve these objectives, a number of dedicated experiments were performed. In a first step, the mutual interaction of dust particles and plasma was investigated (Sect. 3.2.1). This allowed us to address the confinement problem in a second step (Sect. 3.2.2), especially because we aimed at a quantitative understanding of the dust confinement. Once dust is trapped, new diagnostics are required to observe 3D dust clouds at a kinetic level. Recent progress in this field is described in Sect. 3.2.3. Finally, the Sect. 3.2.4 and 3.2.5 report on the current understanding of the structural and dynamical properties of 3D dust clouds.

3.2.1 Dust-Plasma Interaction

On the one hand, the presence of dust particles in a plasma might change characteristic plasma parameters, such as electron and ion densities, temperature, and plasma potential [4, 73, 85, 304]. On the other hand, plasma induced forces and especially the ion drag force are known to influence the structural properties of dust clouds [74, 253], but in both cases experimental verifications of theoretical predictions are rare [134, 176, 312, 313]. Nevertheless, the interpretation of many processes relies on an accurate knowledge of these quantities. In most cases plasma density, potential and temperature are obtained from Langmuir probe measurements [132], but how reliable are probe measurements in dusty plasmas? Further, how does dust affect the plasma? How important is the the Havnes effect [85] at moderate dust densities? How important are other effects like recombination on the dust particles? Is it possible to test...
the theoretical predictions for the ion drag force experimentally, i.e., can we measure the ion drag force on a single isolated grain in the regime of low collisionality? The following paragraphs summarize recent activities to answer these questions.

**Influence of Dust on Plasma Density**

As mentioned above, measurements of the plasma density are usually performed with Langmuir probes [14, 160, 244, 278], which allow for high spatial resolution. Although Langmuir probes are generally regarded as a reliable instrument, their application bears some difficulties and limitations. First, an absolute measurement of densities demands for a good knowledge of the appropriate probe geometry [36, 132]. Second, in complex plasmas the active area of the probe surface can be reduced by deposition of dust grains [132]. Third, the probe can modify the dust density in its vicinity. Finally, an appropriate probe theory is mandatory. Especially, the presence of a magnetic field complicates the analysis of probe characteristics even further. In most cases the gyration of the electrons and ions has to be taken into account and demands for more sophisticated theories [144] than the classical OML [191] or ABR [7] theories.

To validate Langmuir probe measurements, independent and absolute measurements of densities, temperatures and potentials are required. In dust-free magnetized plasmas a suitable method for the measurement of the electron density is the resonance cone technique, which has been applied earlier in laboratory [25, 65, 105, 212, 216, 217] and ionospheric plasmas [236]. Although resonance cone measurements do not pro-
Fig. 3.5: Comparison of experiment and theory for the ion drag force in a collisionless plasma. KM03 refers to the ion drag model of Khrapak [125]. The model of Barnes [18] is labeled BM92. The particle radius \( r_p \) is plotted for reference. (a) Collection radius \( b_c \) for weak ion-dust interaction (\( \beta < 1 \)). (b) Collection radius \( b_c \) for strong ion-dust interaction (\( \beta \gg 1 \)). (c) Ion drag force for strong interaction.

Institute the high spatial resolution of Langmuir probes, they allow for absolute density measurements without calibration and they are insensitive to contamination. To study the applicability of the resonance cone technique in dusty plasmas, systematic measurements were performed with a standard resonance cone setup [Fig. 3.4(a)] [J-10]. For dust densities up to \( n_d = 5 \times 10^8 \text{m}^{-3} \) and large dust particles \( (r_p \geq 10 \mu \text{m}) \) typical resonance cone curves were measured [Fig. 3.4(b)] and good agreement with a dust free description [65, 142] was found [Fig. 3.4(c)]. Additional measurements allowed to rule out that damping or scattering due to density inhomogeneities around the highly charged dust particles affect the resonance cone structure [Fig. 3.4(d) and (e)]. In summary, the resonance cone method was shown to be applicable to dusty plasmas.

This finding allowed to investigate the influence of dust on plasma density using both, Langmuir probe and resonance cone measurements. In our experiment, both techniques consistently found an electron density reduction of one third compared with the dust free situation [J-10], i.e. the resonance cone technique was successfully used to validate the Langmuir probe measurements. Further, a thorough evaluation of the Langmuir probe results [287] showed that the ion and electron density reductions were equal. For high dust densities, i.e. a situation where the Havnes parameter \( P = \frac{4\pi \lambda_{D,e}^2 r_p n_d}{\lambda_{D,e}^2} \) [85] is larger than one, the electron density reduction is predicted to exceed those of the ions [73]. In our case the Havnes parameter was small \( (P < 0.01) \) and consistently an additional electron density reduction was not observed. However, the results showed that the dust had a notable influence on the plasma even at moderate dust densities because it basically acted as a loss surface. Especially for extended dust clouds, which are confined in a region of negligible plasma production, this finding has severe consequences. The dust charging and the shielding processes should differ in the bulk of the cloud and closer to its surface. Further dust-free discharge simulations are not suitable to estimate the plasma parameter of a dusty plasma. The importance of recombination processes was recently pointed out for the self-consistent modeling of dusty plasmas under microgravity conditions [2] and additional experimental evidence was reported by KLINDWORTH et al. [134]. Only for small clouds with just a few particles and hence a diameter of just a few interparticle distances, the density reduction due to recombination is certainly negligible.
3.2. 3D Dust Clouds

Ion Drag Force

The force exerted on highly charged dust particles by streaming ions is an important aspect for the transport of dust particles [199, 256, 257] and the formation of voids [74, 188, 293] in radio frequency discharges. Although there are several models for the ion drag force in a collisionless regime [18, 123, 125, 130], only few experiments study the drag force quantitatively, e.g. Refs. [124, 310, 312, 313]. These experiments were performed in a parameter regime, where the influence of ion-neutral collisions during the scattering in the field of the dust particle cannot be neglected. Our experiments [J-11] were the first dedicated ion drag investigations in a collisionless situation. The ion drag force and the collection radius $b_c$ were measured for weak ($\beta < 1$) and strong ($\beta \gg 1$) ion-dust interaction using monoenergetic ion beams and superthermal ion drifts to deflect free falling particles [Fig. 3.5]. For low values of beta ($\beta < 0.2$), i.e. high beam energy ($E_B < 3$ eV), already the model of BARNES [18] was found to give a suitable description, if the correct screening length is used. For large particle radii ($r_p \approx \lambda_D$), the ion drag force is mainly due to the collection of ions. Therefore, the collection radius $b_c$ was directly calculated from the measured drag forces [Fig. 3.5(a)]. It was found that, at high ion energies, the collection of streaming ions was correctly described by the OML model [191]. For superthermal ion drifts ($\beta \approx 50 \cdots 122$), however, the OML model predicts collection radii $b_c > \lambda_D$. In this case, the collection radius was overestimated by the model of BARNES [Fig. 3.5(b)]. The critical parameter $b_k$ from KHRAPIK model [125] gave a better description of the capture of slowly streaming ions by highly charged particles and reproduced the measured ion drag forces [Fig. 3.5(c)]. Recently, NOSENKO et al. [200] repeated our experiments for $\beta = 16 \cdots 60$ and found good agreement with a slightly modified KHRAPIK model and thus they validated our results. Thus, our experiments have shown that the ion drag model of BARNES is not suitable for $\beta > 1$ and that a much better description is provided by the models of Khrapak.

3.2.2 Dust Confinement

Based on an improved understanding of the forces on dust particles, it is possible to tackle the confinement problem. In general, the recipe for dust confinement is simple: A sedimentation of particles in the plasma sheath can be avoided, if small particles, thermophoresis, or microgravity conditions are used. Further, if sufficient electric fields are provided to prevent a Coulomb explosion and if the ion drag force is small, it should be possible to observe stable void-free dust clouds. Unfortunately, this combination is difficult to achieve. Especially the experiments at microgravity conditions have taught us that typical discharge arrangements with plasma densities of $n > 10^{14}$ m$^{-3}$ always result in a strong ion drag force and related void formation. This section summarizes the recent experimental progress to produce void-free dust clouds. Two alternative discharge arrangements and their capability to confine dust were investigated. These investigations aimed at a detailed understanding of the dust confinement which is essential for any analysis of structural and dynamical properties of dust clouds.
Confinement in Magnetized Anodic Plasmas

One approach to confine void-free dust clouds goes back to MERLINO and coworkers [17, 280]. They reported dust confinement close to a biased anode at the end of a Q-machine. Their observations provided first evidence that the coupling parameter of these dust clouds is large and might even be sufficient for the formation of a Coulomb crystal [17]. While the dust confinement close to the anode remained unclear, the confinement at the opposite side was assumed to be provided by a double layer. To analyze the confinement in detail, our experiments were performed with a similar experimental setup [Fig. 3.6(a)]. Our potential measurements clearly showed that the dust confinement is not related to the formation of double layers [Fig. 3.6(b)]. Instead, the axial confinement and the size of the dust cloud were quantitatively explained by an effective potential well formed by Coulomb and ion drag forces [Fig. 3.6(c)]. Additionally, a self-consistent model was formulated [J-12]. Based on probe measurements, it allowed to derive parameters which are not accessible by direct measurements, like ion temperature, ion drift velocity, and dust particle charge which are important for further investigations on structural formation and wave propagation. Our model revealed that the dust is highly charged \( Q = 3100e \), that the ion drift velocity is slightly superthermal and that the ion temperature \( k_B T_i = 0.1 \) eV is slightly higher than that of the neutral gas. First, these parameters show that the system is in a strongly coupled state and that indeed Coulomb crystallization could take place. It thus confirmed the observations and interpretations of BARKAN [17] and indeed PILCH et al.[220] re-
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Fig. 3.7: (a) Side view of the discharge arrangement for Yukawa balls. The lower electrode is heated \((T < 90^\circ \text{C})\). The vacuum vessel is grounded and keep at room temperature. The dust cloud is confined inside a glass cube where the upper and lower side are left open. The inset shows an image of a large dust cloud with 1 cm in diameter. (b) A thin slice at the front side of the cloud is illuminated. The particles basically arrange in a hexagonal lattice. After Ref. [J-13].

ally observed crystalline regions in these dust clouds very recently. Second, the \(E/p\) values, which denote the energy gain between two collisions, indicate that our experiments were not performed in a collisional regime. Although this is of minor importance for the confinement, it is important for the stability of the dust cloud with respect to dust density waves. So far dust acoustic instabilities were studied in the collisional regime only, e.g. Refs. [15, 280]. Our experimental setup allowed to investigate the kinetic regime of dust acoustic waves and to test related theories for the first time [see Sect. 3.2.5].

Confinement in RF-Discharges

A different approach to confine void-free dust clouds is motivated by experiments, simulations and theories on void formation [5, 74, 188, 238]. Those results showed that a void-free dust confinement at moderate plasma densities is hampered by the inherent ion flows towards the discharge boundaries. As a consequence, we have modified the usual setup of an asymmetric capacitively coupled rf-discharge [Fig. 3.7(a)]. To establish a vertical temperature gradient the rf-electrode was heated to \(T = 60 \cdots 80^\circ \text{C}\). The grounded vacuum vessel was kept at room temperature. The resulting thermophoretic force should balance gravity for particles with a radius \(r_p < 3 \mu \text{m}\), i.e. allow for dust levitation in the bulk plasma. In addition to the experimental setup used by ROTHERMEL [238], we proposed to place a glass box with squared cross section on the electrode. The glass box was left open at the top and at the bottom. For low discharge power \((P < 10\text{ W})\), we discovered that dust, which was dropped into the glass box, formed spherical void-free clouds [J-13]. A picture of a laser illuminated dust cloud (Yukawa ball) consisting of roughly 10000 dust particles is shown in the inset of Fig. 3.7(a). Already if only the front of such a dust cloud was illuminated with a laser sheet, interesting structural properties were observed [Fig. 3.7(b)]. The particle arrangement was static and particles on the surface of Yukawa balls seemed to have preferably 5 or 6
Fig. 3.8: Experiments on the confinement of Yukawa balls: (a) Superposition of multiple video frames. As soon as the discharge is switched off, the trapped particles fall down. Their motion is only affected by gravity and the thermophoretic force. (b) Vertical component of the experimentally determined thermophoretic force field. In 'red' regions the thermophoretic force exceeds gravity, in 'blue' regions gravity is dominant. The solid line shows where both forces balance. (c) Trap potential obtained from PIV measurements and fluid simulations. (d) A horizontal section through the trap center reveals an almost parabolic confinement. From Ref. [J-14].

nearest neighbors. Moreover, the particles did not form vertical chains, i.e. we found first evidence that the Yukawa balls were in a solid or even crystalline state.

To achieve a quantitative description of the dust confinement, fluid simulations with the SIGLO-2D code [28, 29, 265] in combination with additional experiments were performed [J-14]. The results are summarized in Fig. 3.8. It was found that thermophoresis alone was not sufficient to explain the confinement [Fig. 3.8(a)]. By means of particle imaging velocimetry (PIV) experiments the thermophoretic force field was measured [Fig. 3.8(b)]. It was found that thermophoresis contributed about 70 percent to the vertical confinement and that the radial confinement and the remaining 30 percent in vertical direction were provided by plasma induced forces, namely electrostatic fields due to surface charges on the glass [J-14]. Further, the fluid simulations showed that the Yukawa balls were confined in a region where the plasma production was negligible. Due to the low plasma density ($n \approx 10^{13} m^{-3}$) and the weak electric fields the ion drifts were significantly below the ion sound speed. The resulting ion drag
force was about two orders of magnitude smaller than the electrostatic confinement force. Hence, it could be neglected and chain formation is not expected. The confinement provided by the combination of gravity, thermophoresis and electric fields is plotted in Fig. 3.8(c) and is in very good agreement with the experimental observations [Fig. 3.8(a)]. It yields the correct levitation height, its depth is sufficient to trap particles with a few thousand elementary charges and even its asymmetry was observable for huge clouds in the experiment [J-14]. For further structural analysis and especially for comparison with simulations and with other strongly coupled systems, it is important to note that the trapping potential is essentially isotropic and parabolic for dust clouds with a radius of less than 2 mm, i.e. $N < 1000$ particles. Furthermore, for the trapping process an interaction of dust and plasma, as proposed by TOTSUJI [285, 284], is not required. The particle trap is provided by external forces only and thus our trap geometry is closely related to those of Penning and Paul traps [207]. This allows for a direct comparison of the structural properties of Yukawa balls and trapped laser-cooled ions.

### 3.2.3 3D-Diagnostic

The success of 2D plasma crystals and liquids is mostly attributed to the unique possibility to observe the system at a kinetic level. However, a conventional video microscope is not offhand applicable to 3D systems because it is not able to resolve the depth position along the optical axis and second the optical properties of macro lenses restrict the observable volume to a thin layer due to the necessity of a large aperture to collect enough light for particle detection. For the early experiments, only scanning video microscopes [219, 316, J-13] and a color-gradient based system [8] were developed and used for 3D diagnostic. The first consists of a standard video microscope which is mounted on a translation stage [Fig. 3.9(a)]. Scanning along the optical axis allows to illuminate and observe a sequence of slices of a trapped dust cloud. Using a laser sheet which is significantly thinner than the typical interparticle distance, the 3D coordinates of particles are determined from the variation of the particle brightness in subsequent frames. Although this diagnostic setup is simple and allows to cover volumes of the order of a few cubic centimeters, the sequential image recording limits its application to static particle configurations, i.e. liquid systems or dynamical processes cannot be studied. With a color-gradient based system these processes are accessible. Here, the particle cloud is illuminated with two overlapping laser sheets of different color and the depth information is deduced from the particle color. The trade off for the instantaneous measurement of the particle positions is a reduction of the observable volume to a few interparticle distances in depth because the aperture problem is not solved. Additionally, the sophisticated setup [8] requires a thorough calibration to achieve good spatial resolution and a conversion of the particle positions into absolute units. Finally, aligned particles are only separable if an additional camera with a different perspective is used.

To conclude, scanning video microscopy and color-gradient based diagnostics are first steps towards a versatile 3D diagnostic but their performance and/or usage are not satisfying. The following paragraphs will introduce two recent developments for 3D diagnostic, stereoscopic imaging [Fig. 3.9(b)] and digital holography [Fig. 3.9(c)].
Fig. 3.9: Selected 3D diagnostics: (a) Top view of the scanning video microscopy setup. A vertical laser sheet illuminates a thin slice of the dust cloud. Images are taken at right angle by a CCD-camera with a macro lens. Camera and laser are mounted on a common translational stage to image all slices of the dust cloud during a scan. (b) The stereoscopic imaging setup consists of three cameras with perpendicular optical axes. The dust cloud is illuminated from two sides with an expanded laser beam. (c) Setup for digital inline holography. The expanded laser beam is the reference wave and interferes with the object wave at the CCD sensor. An interference pattern for a single particle is sketched on the monitor. From Ref. [J-15].

**Stereoscopic Imaging System**

A simultaneous determination of dust particle positions can be achieved if the particle cloud is observed with at least two cameras from different perspectives \[120, C-3\]. Such a stereoscopic imaging system (SIS) is sketched in Fig. 3.9(b). Three cameras with perpendicular optical axes are used to image the volume around the intersection of their optical axes. The particles are illuminated by two expanded laser beams and observed in forward scattering to maximize their brightness. The resolution of SIS is comparable to those of SVMs and the frame rate \( f > 100 \) fps allows to study fast dust dynamics, e.g. even the thermal fluctuations of the particles around their equilibrium position. Due to the aperture of the lens system the focal depth of each camera is limited to about 3 mm, which implies that presently only small dust clouds with \( N \leq 100 \) particles are accessible with SIS. At first glance, three cameras should allow for an unambiguous determination of the 3D position of all particles even if the particle images overlap in one camera image. However, our results showed that the probability for shadowed parti-
Fig. 3.10: Challenge of stereoscopic imaging: The sophisticated reconstruction of particle positions is additionally complicated by the finite particle size in each camera image. This results in a certain probability that a particle (red) is shadowed in all camera images.

icles [see Fig 3.10] has to be taken into account even for small dust clouds and especially for larger particle numbers an unambiguous position reconstruction becomes increasingly difficult. However, for small dust clouds, our reconstruction algorithm solves this problem and typical measurements with this system are presented in Sect. 3.2.4 and 3.2.5.

**Digital Inline Holography**

Since most problems discussed so far are caused by lenses, it stands to reason to use an imaging system without lenses. A well developed technique to encode 3D information in a single image is holography. In general, this method does not require any lens for the imaging process. Although it has never been used in the field of dusty plasmas, applications in other fields report promising results. In fluid dynamics [91], micrometer sized tracer particles immersed into a fluid were used to measure turbulent velocity fields. For biological applications, digital holographic microscopes are well developed [58, 106]. Further, it was demonstrated, that micrometer sized particles can even be resolved if a CCD-sensor is used instead of holographic photo plates [223]. It was shown that digital holography works for particle densities up to 10 per mm$^3$ and that the errors in particle position are just a few particle diameters if amplitude and phase information are used for particle detection [205]. Therefore, digital inline holography (DIH) should be applicable to dusty plasmas as well.

However, to apply holography to dusty plasmas additional problems have to be considered and solved. First, the particles are immersed in an incoherent light source, the plasma. Thus, it is questionable whether a sufficient signal to noise ratio can be achieved for a reliable hologram recording. Second, the particles are confined in a plasma reactor, i.e. in a vacuum chamber. This implies a number of technical challenges, i.e. to cancel out vibrations and to minimize the disturbance of the plasma chamber which separates the particles and the optical setup. Third, a very short exposure time ($\tau \ll 1$ ms) is required to avoid that the thermal motion of the particles...
Fig. 3.11: Digital inline holography of dusty plasmas: (a) Contrast enhanced hologram of dust particles in a rf-discharge (top). A sketch of the hologram is plotted below. (b) Reconstruction of the hologram in a distance $d_0 + \Delta$. Two particles (A, B) are labeled and their focus planes are marked with red circles. (c) Illustration of the reconstruction geometry. The reconstruction planes shown in (b) are indicated by empty squares. The dust cloud is symbolized by the yellow sphere. (d) Focused particles with a distance $\Delta_{\text{front}} - \Delta_{\text{rear}} = 40$ mm, to illustrate that DIH overcomes the usual problem of a limited depth of focus.

destroys the interference pattern. Finally, it has to be demonstrated that its spatial resolution can compete with other 3D diagnostics.

Lately, we were able to demonstrate that the mentioned obstacles can be overcome. In our optical setup [Fig. 3.9(c)], the reference wave is a plane wave realized by an expanded laser beam. It illuminates the spherical particles. The small fraction of the scattered light is the object wave. Since both have a fixed phase relation, their interference pattern is detectable with the sensor of our CCD-camera. The typical hologram of a point-shaped object, which is a reasonable approximation for a spherical dust particle, is a Fresnel zone plate (FZP) plotted on the monitor in Fig. 3.9(c). It consists of concentric dark and bright rings. Figure 3.11(a) depicts a contrast enhanced hologram of dust spheres with radius $r_p = 10 \pm 2 \mu m$ inside a rf-discharge. The FZPs of individual dust particles are easily recognized with help of the schematic drawing below. To extract particle positions, it is necessary to reconstruct the particle cloud from the holographic recording. For a digital hologram the reconstruction is done numerically.
This enables us to use both, amplitude and phase information of the reconstructed image. Note, that the latter is inaccessible in a classical holographic setup. The numerical reconstruction bases on Huygens principle. Every point of the hologram is regarded as the origin of an elementary wave whose amplitude is defined by the intensity of the hologram at this point. The superposition of all these elementary waves forms the reconstructed object. The mathematical formulation of this principle is the Fresnel-Kirchhoff integral and numerical solutions are described in Ref. [246]. Numerical reconstructions of a part of our hologram in a distance \( d_0 + \Delta \) [Fig. 3.11(c)] are shown in Fig. 3.11(b). Each image shows several particles which are located at different distances \( d_0 + \Delta \). To demonstrate that the depth of focus of this setup covers several centimeters, Fig. 3.11(d) shows sharply focused particles at the front and rear side of the glass box. Using the PECA-method proposed by PAN et al. [205] our spatial accuracy is in the order of a few particle diameters [141]. Thus, our experimental results show that DIH is a suitable and powerful method to determine particle positions in 3D dust clouds.

### 3.2.4 Structural Properties of Yukawa Balls

To investigate the structural properties of Yukawa balls, we used the methods of scanning video microscopy and stereoscopy so far. These methods allow to obtain answers on a number of quite fundamental questions: First, are Yukawa balls liquid or solid? Is it possible to observe crystalline states? Second, are the structural properties affected by the finite size of the system? Third, are Yukawa balls similar to other strongly coupled systems like trapped laser-cooled ions? Does screening affect their structural properties? Finally, are the structural properties determined by geometric considerations or by the mutual interaction of the particles?

#### Global Properties

To answer the first question, it is instructive to look at the coupling parameter \( \Gamma \). For an extended system the solid-liquid phase transition should occur around \( \Gamma_c = 170 \) [104]. If screening is included, this value almost increases exponentially with \( \kappa \) [80, 235]. Further, finite size effects increase the melting temperature [245] and thus for a system with \( N = 100 \) particles and \( \kappa = 0.5 \cdots 1.0 \), already values of \( \Gamma_c > 800 \cdots 1360 \) are required. For Yukawa balls, measurements of the particle density reveal a typical Wigner-Seitz radius \( a_{ws} = 0.35 \pm 0.05 \) mm. Thus, crystalline Yukawa balls require particle charges of \( Q \geq 2000e \). Based on recent charging models [128] and plasma simulations, charge calculations show that this value is reasonable for Yukawa balls [J-14]. Unfortunately a direct charge measurement has not been feasible, but a test of the LINDEMAANN criterion [153] allowed us to show that Yukawa balls are crystalline systems, which are close to the melting point [J-13].

#### Particle Arrangement

Once the particle arrangement is measured, the crystalline structure of Yukawa balls can be analyzed in detail. Fig. 3.12a visualizes the typical structure of an experimentally generated Yukawa ball. Using cylindrical coordinates \( z \) and \( \rho = \sqrt{x^2 + y^2} \), a clear
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Fig. 3.12: Structure of a $N = 31$ cluster. (a) Particle positions in cylindrical coordinates in the $\rho$-$z$ plane. The red dots are the average particle positions of a (5,26) configuration. The dashed lines indicate the shell radii. (b) Structure of the inner shell. (c) Voronoi analysis of the corresponding outer shell with $N_o = 26$. Pentagons are blue and hexagons are green. The particle positions are marked with dots. All plots show experimental results. From Ref. [J-15].

formation of shells is observed. The inner shell consists of 5 particles whereas 26 particles form the outer shell. While the inner shell is a symmetric double-tetrahedron [Fig. 3.12(b)] which represents a typical closed-packed structure, the Voronoi-analysis of the outer shell shows a pattern of hexagons and pentagons [Fig. 3.12(c)]. The same particle arrangement is expected for a 2D hexagonal lattice being bent to a sphere. Repeating this type of analysis for measurements of about 50 clusters consisting of 100 to 500 particles [C-4, J-16] revealed that the shell structure with its hexagonal lattice with pentagonal defects is the generic structure of Yukawa balls. Furthermore, the experimental data allowed us to compare the intershell distance $d$ with the typical interparticle distance $b$. With $d = (0.86 \pm 0.06) b$ [C-2] an excellent agreement with local icosahedral ordering ($d_{ico} = \sqrt{3}b/2 = 0.866 b$) was found [83]. Therefore, our experiments showed that Yukawa balls are crystals which have the same type of structure as laser-cooled ions [57, 83]. Moreover, the structural properties are fully reproduced in our molecular dynamics and Monte-Carlo simulations [22, 159, C-1, J-16]. Further, the so-called magic configurations, which are very stable clusters due to closed shell configurations, are similar to those arising from pure geometric considerations [159, 162, C-1].

Influence of Screening

Although the similarity of the structures of Yukawa balls and laser-cooled ions are striking, the latter are pure Coulomb systems, while the particle interaction in Yukawa balls is weakened by screening. This raises the question whether these systems are really identical or whether the screening substantially changes the structure. In Fig. 3.13(a) the experimentally determined cluster radii are compared with simulations for pure (dashed) and screened (solid) Coulomb systems. The experimental observations were found consistent with the simple picture that screening weakens the
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Fig. 3.13: Influence of screening: (a) Cluster radii as a function of cluster size (particle number). For comparison the cluster radii from MD-simulations are plotted. The dashed line marks the result for pure Coulomb interaction, while the solid line is computed for a screening length $\lambda = 0.5$ mm ($\kappa = 1.2$). (b) Shell radius as a function of shell occupation. The dashed line refers to unscreened Coulomb interaction [83, J-16]. From Ref. [C-4].

interparticle repulsion and that the same trapping force results in a higher density of the screened particle system. At first glance this interpretation even holds if the cluster radii are normalized with the interparticle distance [Fig. 3.13(b)]. The measured shell radii as a function of shell occupation agree well with the radii of a pure Coulomb system (dashed line). However, a close inspection hints at a systematic deviation. The inner shells are slightly smaller and the outer shells are slightly larger than predicted for a pure Coulomb system. Taking into account that the surface density ($N_s/R_s^2$) for an unscreened system is constant, the slight deviation in Fig. 3.13(b) would yield a parabolic density profile with higher density inside. To substantiate this finding, the shell occupation number was studied as a function of cluster size [Fig. 3.14(a)]. Compared to the Coulomb case, this comparison showed that Yukawa systems contain fewer particles in the outer shells while the population of the inner shells was enhanced. According to systematic MC- and MD-simulations this change of shell population can only be attributed to screening [21]. From MD-simulations best agreement with the experimental shell population was obtained for a screening parameter $\kappa \approx 0.65$ which agreed well with estimations based on experimental parameters [J-16].

Besides experiments and simulations, analytic calculations were performed [90, J-16, J-17]. Starting with a one-component plasma containing $N$ particles with charge $Q$, a parabolic trapping potential $\Phi = \alpha r^2/2$, and a screened interaction potential $V \sim Q^2 e^{-\kappa r}/r$, a variational approach for the minimum energy configuration, with the restriction that the density $n$ is positive and $\int n(r)d^3r = N$, yields a radial density
Fig. 3.14: Density profile of Yukawa balls: (a) Experiments (symbols) and simulations (lines) on the shell population of three-dimensional clusters. The dashed line marks the simulation results for unscreened Coulomb interaction of the particles. The solid line results from simulations with a screening parameter $\kappa r_0 = 0.6$ where $r_0$ is the stable distance of two particles in the absence of screening. (b) Radial density profiles obtained from a fluid model for different screening parameters. The results of MD-simulations are marked by symbols. Note that the density profile for an unscreened system is constant while screening introduces a radial density gradient. After Ref. [J-16, J-17].

The density profile is given by

$$ n(r) = \frac{\alpha N}{4\pi(N-1)Q^2} \left( c(\kappa, R) - \frac{\kappa^2 r^2}{2} \right) \Theta(R - r), \quad (3.2) $$

where $c(\kappa, R)$ is a constant depending on the cluster radius $R$ and $\kappa$ only. For $\kappa = 0$, Eq. 3.2 becomes independent of radius, i.e. a Coulomb system has a constant density profile. For increasing values of $\kappa$, $c(\kappa, R)$ increases and thus the average density increases. Further, the term $\kappa^2 r^2/2$ describes a parabolic decrease of density with radius. Thus, this fluid model fully reproduced the experimental findings of cluster compression and a parabolic density profile.

However, the fluid description was found to deviate from simulation results for small particle numbers and larger value of $\kappa$. Although the inclusion of correlation effects was shown to cure this [90], the fluid approach is not a valid approximation for systems containing just a very few particles. Especially for systems with $R \approx \lambda_D$, the question arises whether the structure is still affected by screening. For this purpose, we investigated the metastable states of Yukawa balls. Figure 3.15 shows the metastable configurations observed for a $N = 31$ cluster and the probability to observe a certain realization as function of $\kappa$. Analyzing the shells radii for the different metastable configurations revealed that the radial density profile steepens for increasing particle number on the inner shell [J-18]. Further, the simulations showed that the probability for configurations with higher particle number on the inner shell increases with increasing $\kappa$. Thus, it was shown that screening steepens the density profile even for small clusters. Moreover, these experiments showed that a radially inhomogeneous
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Fig. 3.15: Experiments on metastable configurations of Yukawa balls: (left) Average structure of the inner shell. The particle arrangement is shown for clusters with $N_i = 4$, $N_i = 5$, and $N_i = 6$ particles. Additionally, the results of a Voronoi analysis (blue: pentagons, green: hexagons, yellow: defect) of the corresponding outer shells are plotted. All plots show experimental results. (right) Probability of realization of configurations with $N_i = 3$, 4, 5 and 6 particles on the inner shell for a $N = 31$ cluster as a function of screening length $\lambda_D$. The experimental probabilities are indicated by the horizontal stripes. From Ref. [J-18].

Fig. 3.16: Forces exerted on a test charge $q$ inside a homogeneously charged spherical shell. $\Omega_a$ and $\Omega_b$ denote the surface fraction seen at opposite sides for a fixed solid angle.
density profile is characteristic for screened particle interaction regardless of the cluster size.

**Basic Construction Principle**

Guided by the fluid model [J-17], a quite simple explanation for the radially inhomogeneous density profile exists. Figure 3.16 illustrates the forces acting on a particle inside a homogeneously charged sphere. The force $F_a$ depends on the distance and on the charge seen at a certain solid angle which is proportional to the shell surface fraction $\Omega_a \sim r^2$. In a pure Coulomb system, the net force on a particle inside a homogeneously charged shell is zero because the Coulomb force decreases proportional to $r^{-2}$ and thus the contribution from opposite sides cancel. For a Coulomb crystal this means that inner shells in a Coulomb system do not experience a force from outer shells. However, for a screened Coulomb interaction this symmetry is broken. The nearest-neighbor interaction becomes dominant and a particle on an inner shell feels a radially inward-directed force. Therefore, a local force equilibrium for a shell configuration can only be reached if the radially inward-directed force is compensated by additional charges (i.e. particles) on inner shells. The result is a radial density gradient, as observed in experiment and simulation [J-16, J-18] as well as predicted by the fluid model [J-17].

**3.2.5 Dynamic Properties**

The previous section delivered a detailed insight to the structural properties of strongly coupled systems. This section focuses on dynamic processes in strongly coupled systems. While a number of investigations on wave propagation and related instabilities exist [17, 68, 70, 185, 230, 231, 277, 280, 315], phase transitions, normal modes, diffusion and viscosity have not been explored so far, because these investigations require true 3D diagnostics like SIS or DIH. The following paragraphs discuss recent progress in the field of dust acoustic instabilities and first experiments on dynamic processes in Yukawa balls.

**Dust Acoustic Instability**

So far the experiments on dust acoustic waves (DAW) were performed in the collisional regime [17, 68, 70, 185, 230, 231, 277, 280, 315]. Their dispersion relation has been measured and compared with fluid models [227]. In general, good agreement was observed if additional effects like streaming ions [230] or dust charge fluctuations [315] were taken into account. Our experiments were performed in the collisionless regime where quite different physical processes play a role [J-12]. In particular, the ion flow velocity becomes comparable with the ion thermal velocity and the excitation of the DAW is dominated by ion kinetic effects. In this regime fluid models fail and it is interesting to test the validity of kinetic models [237].

To measure the dispersion relation, self-excited and driven [281] DAWs were studied. Figure 3.17(a)-(c) show typical wave patterns. The typical saturation amplitudes were found to be $\tilde{n}_d/n_{d0} \approx 30\%$, which implies that nonlinear effects might play a role. Due to the finite size of the dust clouds, the classical spectral analysis and singular value decomposition were used to exclude systematic errors. The latter additionally
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Fig. 3.17: Analysis of the wave pattern of a dust-acoustic instability. (a) Spatial dust density from a single frame of a movie. Dark regions indicate high dust densities. The horizontal lines mark the region of interest (ROI). (b,c) Dust density in the ROI for two subsequent frames ($\Delta t = 8.3$ ms). The wave crests are marked with dotted lines for comparison. (c) Same as (b) for the subsequent frame. The displacement of the peaks shows the propagation. (d) Measured and theoretical wave dispersion. Open and closed circles are used for self-excited and synchronized waves, respectively. The kinetic theory [237] is shown as solid line. The inset shows the real part (solid) and imaginary part (dashed) of the kinetic theory over a wider range of wave numbers. (e) Comparison of the measured growth rate with kinetic theory. From Ref. [J-12].

allowed to determine local wave numbers and growth rates [J-12]. To compare experiment and theory, the parameters of our self-consistent discharge model were used [J-12], which involves no free parameter. Figure 3.17(d) shows that kinetic theory gives a close description of the real part of the measured dispersion. For the self-excited mode and at small wave numbers even the growth rates agree with the prediction of the kinetic theory while at large wave numbers the theory overestimates the growth rate [Fig. 3.17(e)]. The fact that the self-excited mode appears at small wave numbers, is a strong indication that this deviation is related to finite size, nonlinear, or strong coupling effects which are not included in the kinetic model of ROSENBERG [237]. From recent experiments PILCH et al. [220] concluded that the frequency cut-off hints at a finite size effect [263].
Dynamic Processes in Yukawa Balls

In Sect. 3.2.4 it was shown that Yukawa balls are solids. However, the coupling parameter was close to the predicted value for a phase transition to a liquid state. Therefore, it is tempting to investigate whether liquid Yukawa balls are observable in a slightly different parameter regime. For 2D plasma crystals the neutral gas pressure and the discharge power were identified to allow for a continuous variation of the coupling parameter and hence to study the melting process in its very details [173, 172, 253]. An important experimental detail for these measurements is that the confinement of the 2D crystal changes only marginal. For Yukawa balls the situation is different. As shown in Sect. 3.2.2, the trapping is realized by a combination of thermophoresis, gravity and plasma induced forces [J-14]. Additionally, the trap is very sensitive to variations of neutral gas pressure and discharge power, which has impeded a detailed investigation of phase transitions so far. Nevertheless, first promising observations were made [Fig. 3.18]. With the stereoscopic imaging system we were able to record a shell transition in a small cluster \((N = 31)\) [J-15, J-18]. Without external stimulus a particle from the outer shell started to move radially inwards and approached the inner shell. [Fig. 3.18(a)]. The radial positions of the other 30 particles stayed nearly constant. This transition was a very slow, gradual process. It is different from the hopping motion
observed in 2D crystals occurring on the time scale of the Einstein frequency of nearest neighbor oscillations, which is of the order of a few Hertz \([40]\). Taking into account that the motion of the particles was dominated by friction with the neutral gas the energy dissipated by the particle motion can be estimated to 45 meV which is of the order of the thermal energy of particles at 300 K. Even more important, this is slightly higher than the energy barrier of \(\Delta E = 34\) meV between ground and metastable states found in simulation. Hence, this measurements consistently showed that metastable configurations are thermally accessible in experiments at room temperature.

Further, these observations allowed to study the variation of the density profile. The particle density is defined as the reciprocal volume of the Wigner-Seitz (WS) cell \(V_{WS}\) per particle. Figure 3.18(b) shows the average WS volume \(V_{WS}\) for all particles on the inner shell as a function of the radial position of the traveling particle. For \(r > 0.55\) mm, the cell volume \(V_{WS}\) was computed only for the four particles belonging to the inner shell. For \(r < 0.55\) mm, the traveling particle was included. For comparison, the WS cell volumes for the (4,27) and (5,26) configurations are indicated by the short solid lines. Figure 3.18(b) reveals that a slight but significant decrease of \(V_{WS}\) was observed, i.e. the particle density on the inner shell increases for a (metastable) configuration with higher \(N_i\). Thus, different metastable configurations have different radial density profiles and the density gradient steepens with increasing \(N_i\). This nicely verified our results on the structural properties of metastable states discussed in Sect. 3.2.4 and shows how close structural properties and dynamic processes are linked in these systems.

Shell transitions are of enormous importance in melting processes, because transitions among metastable states mark the onset of melting. Since smaller systems should melt at lower temperatures than larger systems \([245]\) our experiments on small Yukawa balls promise to gain insight into the microscopic processes of phase transitions in finite strongly coupled systems. Even for large Yukawa balls \((N > 6000)\), we have first observations of liquid and solid regimes \([J-13]\), which indicate grain boundary melting \([48]\).

### 3.3 Synopsis

In the previous sections various experiments have been described. To stress their relation and to link the obtained results, this section provides a brief summary. Guided by the experimental objectives [see Sect. 3.1.5], four subtopics were investigated experimentally to extend the current understanding of strongly coupled 3D systems.

The first set of experiments aimed at a better understanding of the dust-plasma interaction. For this purpose a new diagnostic method for magnetized dusty plasmas, the excitation of lower hybrid resonance cones, was introduced \([J-10]\). It was shown that the resonance cone method provides absolute measurements of the free electron density in a dusty plasma. Thus, it was used to validate Langmuir probe results and the combination of Langmuir probe and resonance cone diagnostic enabled us to prove that the plasma is influenced even at moderate dust densities. The Havnes effect was found negligible, but the plasma losses at the dust particle surface were significant and caused a notable reduction of plasma density \([J-10]\). The importance of recombination processes for extended dust clouds was pointed out and it was concluded that only for
small clouds the reduction of plasma density due to recombination processes is negligible. In addition, our fundamental experiments on the ion drag force in a collisionless regime and the detailed comparison with competing theoretical models [J-11] allowed to conclude that the generation of dust crystals without chain or void formation demands for very low plasma densities.

The second set of experiments was performed to produce small void-free dust clouds. They further aimed at a detailed understanding of the dust confinement to provide the basis for a meaningful discussion of the structural and dynamical properties of the confined dust clouds. In our first experiment dust was confined in a magnetized anodic plasma [J-12]. Our measurements unambiguously showed that the dust confinement is not provided by a double layer. Electric fields and ion drag forces were shown to generate a stable confinement region, which agrees very well with the experimental observations. Further important plasma parameters have been derived from a self-consistent discharge model [J-12]. Thus, we could conclude that the dust particles are certainly in a liquid state and that crystallization might occur. However, due to the low collisionality of the plasma and the strong ion drifts, the particles are expected to form chains. Moreover, the dust cloud was found to be unstable with respect to dust acoustic waves. Thus, this discharge arrangement was used to investigate the dynamics of finite dust clouds, but it is not favorable to produce 3D plasma crystals. Using a different experimental setup, we discovered that spherical 3D plasma crystals (Yukawa balls) can be generated at laboratory conditions [J-13]. Detailed experiments showed that the dust is confined in a low density plasma [J-14]. These measurements showed further that the confinement potential is essentially parabolic and that only external forces, i.e. electric fields, thermophoresis, and gravity are required to explain the observations. A dust-plasma interaction is not needed to trap the particles. Thus, this trap has strong similarities with Penning and Paul traps used for the generation of ion-crystals.

To investigate the structural and dynamical properties of 3D dust clouds, established (SVM) and novel (SIS, DIH) diagnostics were used [J-15]. While the scanning video microscopy (SVM) allowed to study the structural properties of Yukawa balls, a stereoscopic imaging system was developed to observe Yukawa balls at the kinetic level [C-3, 120, J-18]. The temporal and spatial resolution were shown to be sufficient to access the dynamics of Yukawa balls in detail [J-18]. However, the application of SIS is limited to small dust clouds. To measure the dynamics of large dust clouds a setup for digital inline holography (DIH) was developed and tested. We were able to demonstrate that DIH is applicable to dusty plasmas. The obtained spatial resolution is competitive with other 3D diagnostics, but in addition we showed that DIH does not suffer from a limited depth of focus [see Sect. 3.2.3]. Hence, with SIS and DIH two powerful methods exist to study the phase space evolution of 3D dust clouds.

These diagnostics enabled us to investigate the structural properties of finite crystalline dust clouds for the first time. Besides the proof that Yukawa balls are crystals [J-13], we showed that the generic structure of Yukawa balls is the formation of nested shells with a hexagonal lattice structure on each shell. To adapt this hcp-lattice pentagonal defects are required and observed in the experiment. Thus, concerning the shell formation and the structure on the shell, Yukawa balls are close relatives of ion-crystals [57]. However, a detailed structural analysis revealed that the screened Coulomb interaction
in Yukawa balls requires a radially inhomogeneous density profile to establish a force equilibrium [C-2, J-16, J-17]. The selective generation of metastable configurations of small Yukawa balls allowed us to show that this basic construction principle even hold for systems where the screening length and system dimensions are comparable [J-18]. In general, our results stress previous findings that the shell formation reflects geometric constraints and that the boundary (trapping) condition determines the structure of finite systems to a large extent. However, our results unambiguously show that the mutual interaction of the particles and especially its range determines the detailed shell arrangement and shell population. Therefore, the differences of Yukawa balls and ion-crystals permitted to investigate the influence of the interparticle interaction on structural formation in finite strongly coupled particle clouds.

Beyond the structural properties, we performed first investigations on the dynamics of these 3D dust clouds. The experiments in magnetized anodic plasmas allowed to measure the dispersion relation of dust acoustic waves in a kinetic regime [J-12]. A detailed comparison of experiment and kinetic theory revealed a good agreement. Nevertheless, deviations of the measured from the predicted growth rates as well as an observed frequency cut-off were interpreted as indications for nonlinear and finite size effects. For Yukawa balls, we were able to show that the regime of a solid-liquid phase transition is experimentally accessible. We observed shell transitions in small Yukawa balls as well as solid and liquid regions in large Yukawa balls. Both observations show that detailed investigations are generally feasible.

To conclude, our experiments and simulations on the structure and dynamics of 3D dust clouds provided many interesting results, which shed light on the structural and dynamical processes in finite strongly coupled systems. Especially the discovery of Yukawa balls, their close relation to ion-crystals, and the development of true 3D diagnostics promise a deeper understanding of 3D dust clouds in near future.
4. CONCLUDING REMARKS

Within the last century a substantial understanding of plasma physics has been achieved. Nevertheless, in nearly all fields of plasma physics several phenomena are only partly understood, certain parameter regimes are almost unexplored and still new fields emerge. This thesis has focused on recent progress in two of these fields, the rather old but vivid field of drift wave turbulence as well as the still young research field of complex plasmas. Especially the demand for new experimental techniques to access the spatio-temporal evolution in both fields was addressed. In this thesis novel techniques have been introduced, developed and tested. In the field of drift wave turbulence, a super-resolution method for very low resolution data was introduced and benchmarked. It was verified that this method is a solution to the resolution dilemma of diagnostic arrays and that statistical techniques are in general not competitive. Further, the diagnostic advances which are achievable with super-resolution indicate that a number of experimental investigations on transport processes in turbulent plasmas are now feasible, which so far were just accessible with numerical and theoretical techniques.

In the field of complex plasmas, our discovery of Yukawa balls allowed to study the dynamical and structural properties of finite crystalline particle arrangements in its very details for the first time. The combination of novel experimental techniques and simulations matching the experimental conditions provided the unique opportunity to identify the basic physical processes which determine the observed structural and dynamical properties of Yukawa balls. In addition, our experiments have proven the close relation between Yukawa balls and trapped laser-cooled ions. Thus, the results on Yukawa balls might stimulate research in other fields where finite strongly coupled systems are of interest. So far, Yukawa balls seem to be a typical strongly coupled systems, which however offers unique experimental possibilities. The near future will show whether they can trigger a similar research activity as the 2D plasma crystals and contribute to a more fundamental understanding of strongly coupled matter.
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