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Introduction

The numerical simulation of non-convex minimisation problems in the theory of phase tran-
sitions, e.g., in martensitic crystals, can be based on a variational model advertised after
the work of Ball & James [BJ1, BJ2]. The model consists in the minimisation of an energy
functional 7 : A — R among deformations in A C W'?(;R™) of a bounded Lipschitz
domain 2 C R*. With a non-convex functional W : R™*™ — R and a linear functional
® : WhHr(Q; R™) — R, the variational model reads:

(P) Minimise I (v) := / W(Vv)dz + ®(v) among v € A.
Q

For non-quasiconvex functionals W, infimising sequences are generically enforced to develop
oscillations and the infimum of I on A need not be attained: (P) may fail to have minimisers.
Weak limits of infimising sequences describe averages and solve a relaxed and a generalised
formulation of (P). A priori and a posteriori error estimates for the numerical approximation
of macroscopic quantities attached to (P) are the main concerns of this thesis. The theoretical
results are illustrated by numerical experiments for three specifications of (P).

Ezample 1 (Homogeneous two-well problem). Set  := (0,1) x (—=2,2), A := Wy *(Q; R?),
W (F) := dist(F, {diag(£1,0)})?, and ® := 0.

Ezample 2 (Non-homogeneous four-well problem). Set Q := (0,1)%, I'p := [0,1] x {0},
Iy == 00\ T'p, A = W(:R?), and W(F) := dist((F + F7)/2,A)? for A :=
{£diag(1,1)/10, = diag(—1,1)/10}. Define g € L*(I'y;R?) by g¢(s) := (0,1/20) for
s € (1/4,3/4) x {1}, g(s) := 0, else, and set ®(v) := — [. g-vds forv € A

Ezample 3 (Scalar three-well problem). Set Q := (0,1)? and up(z,y) := w(z) + w(y) for
(r,y) € Q and w as in Example 4.7.3. With W (s) := dist(s, {(0,0), (1,0), (0,1)})?,
f = —divDW*(Vup), and A := up + Wy *(Q), define ®(v) := — [, fvdz for v € A.

The estimation of inf,, ¢ 4, I(vs) for a finite dimensional space A;, C A has been proposed
by Chipot et al. and Luskin et al. We give refined estimates and show that our bounds are
sharp for two-well problems. Figure 1 shows the result of a numerical experiment defined by
Example 1 and reflects the ideas for the proofs.

In some cases the weak limit of an infimising sequence for (P) solves a convexified problem
(P**). The numerical approximation of (P**) has been investigated by Carstensen & Plecha¢
for two-well problems. We generalise their results to N-well problems, other error estimators,
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and analyse stabilised functionals which are important if N > 2. In Figure 2 we displayed
the numerical approximation of a four-well problem defined by Example 2.

Infimising sequences for (P) generate Young measures which solve a generalised problem
(GP). Discretisations of (G P) have been discussed by Nicolaides & Walkington and Roubi¢ek
et al. and available error estimates concern the decay rate of the energy. We prove a priori
and a posteriori error estimates for a macroscopic quantity and propose a fully adaptive
algorithm. Figure 3 shows the numerical solution delivered by the algorithm for (GP) in
Example 3.

The numerical approach of direct minimisation replaces A in (P) by a finite dimensional
subspace Aj,. Figure 1 shows the volume fractions of a local finite element minimiser of a sta-
bilisation of I in Example 1. The volume fractions indicate whether a deformation gradient
is close to diag(1,0) or close to diag(—1,0). The gradient of the numerical solution oscillates
between the two minima of W on different scales depending on the distance to (0,1) x {2}.
Chipot et al. [CC, CCK] and Luskin et al. [Lul, LL2]
established

inf I(v,) < C h'/?
vhlgAh (Uh) - ’
for two-well problems independently of growth condi-
tions. The introduction of different scales, motivated
by an idea by Prohl [Pr1] for two-well problems with
quadratic growth, allows to prove the estimate

L
inf I(vy) < C hP/PHL) (1 +log, (h<1—p)/<p+L)))

v EAp
of Theorem 4.4.1 for the lamination level L; L =1
in case of a two-well problem. A technique due to
Chipot & Miiller [ChM] yields sharp estimates for two-
Figure 1: Volume fractions of a lo- well problems with p = 1 and is generalised in The-
cal minimiser of a stabilisation of I orem 4.5.1 to verify that our estimate is optimal for

0
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restricted to 4, in Example 1. L=1,

1
inf I(v,) > ChP/@HD (1 + log, (h‘l—P)/@“))) "
vp EAR

Using the optimal convergence rates we comment on the stabilisation of finite element
schemes by introducing a surface energy term with a non-physical, mesh-size dependent
parameter. Further numerical experiments indicate that it is difficult to find global finite
element minimisers for  without the utilisation of appropriate a priori knowledge of optimal
discrete deformations. For other approaches to the direct numerical minimisation of I we
refer to [Ch, CK, GP, LL1, Li, Pr2, Pr3].

Oscillations do not occur in the relazed formulation (P?) which replaces W by its qua-
siconvex hull W% in the definition of I. Solutions for (P%) are exactly the weak limits
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of infimising sequences for (P) [Da. For the numerical analysis of (P%) we assume that
W = W** is convex, choose a finite dimensional subspace A, C A, and consider a discreti-
sation of (P**):

(Pr) Minimise I**(vy) := / W**(Vuy) dz + ®(vy,) among vy, € A,,.
Q

State of the art techniques are available for the efficient approximation of (P**): Figure 2
shows the discrete deformation of 2 and the modulus of the resulting stress field of a numer-
ical approximation for (P**) in Example 2. The solution was obtained with a stabilisation
of I** on an adaptively refined mesh with 11,098 degrees of freedom. A posteriori error
estimates define the adaptive mesh refinement strategy: For solutions u and w for (P**)
and (P;*), respectively, Theorem 5.4.2 shows,

|DW**(Vu) — DW**(Vuh)H%g(Q) <C  inf | DW** (Vup) — Th||l2@) + hoot., (1)

negly

where h.o.t. denotes higher order contributions
and B : SY(T)™" — R’ is a linear operator. 12
Related residual based error estimates have been
proved by Carstensen & Plechac for scalar and
vectorial two-well problems [CP1, CP2| and we ol
generalise those results to N-well problems and
averaging error estimates [CB]. The comparison
of (1) with the a priori result of Theorem 5.4.1,

| DW**(Vu) — DW**(Vup)| 220 oaf N -
<C inf -
<O inf, I9(u=v) |z

indicates limited efficiency of the a posteriori es-
timate. Indeed, Theorem 5.4.3 establishes the
converse estimate of (1) with different expo-
nents,

il’lf ||DW** (V’U,h) — Th||L2(Q)

TRESH(T)n X7
BTtp=g

Figure 2: Discrete deformation of €2 and
modulus of the resulting stress field for a
solution of a stabilisation of (P;*) in Ex-
ample 2.

< C||[DW*™(Vu) — DW* (Vup)|| 120 + h.ot.

The degenerate nature of W** causes this “reliability—efficiency gap” [Ca3] and implies that
solutions for (P**) may be non-unique so that we cannot expect error estimates for u — uy.
Moreover, the degeneracy of W** makes the computation of finite element minimisers for 7**
difficult, especially when more than two energy wells are involved. Therefore, we analyse a
stabilisation of I** in Theorem 5.8.1, which is for v, € A, defined by

I (uy) = /Q W™ (Von) dz+ B(0) + 3 Wl Vo]l Zaca,
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where [Vuy]|g denotes the jump of Vv, over an edge F in a triangulation of 2. We state
a priori and a posteriori error estimates for I’* in Theorem 5.8.2, discuss the choice of 7,
and comment on the results of some numerical examples using the stabilised functional.
We also prove local regularity of DW**(Vu) for N-well problems following a technique due
to Carstensen & Miiller [CaM] and indicate how microscopic information, i.e., information
about oscillations of infimising sequences for (P**), can be reconstructed from a solution
or an approximation of a solution for (P**). For the numerical analysis of related relaxed
problems we refer to [CPP, CPr, NW2].

An alternative way of approximating (P) is to consider the generalised formulation (GP)
in which the space of admissible deformations B, appropriately enlarged, is a subset of the
product space of A and the set of Young measures Y M (Q; R"*™). The weak limit u of any
infimising sequence for (P) is part of a solution (u,v) € B for (GP) [R] and the associated
Young measure v describes oscillations of the infimising sequence in a statistical way [B1].
Choosing an appropriate discrete subspace By C B, a discretisation of (GP) reads:

(GPy4;) Minimise I(vp, piap) = / W (s) digp,z(s) dz + @(vy) among (vp, pan) € Bap-
Q Rnxn

Figure 3 displays a numerical solution for (G P,},) specified by Example 3. The plot shows an
adaptively refined triangulation of €2 and the discrete Young measure support restricted to
three different elements. The employed algorithm activates atoms, indicated by circles, which
are needed to attain the minimum of I on Bg,p. After recalling a discretisation process due to
Roubicek [R] we prove a priori and a posteriori error estimates for the adaptive approximation
of the macroscopic quantity A € L?*(Q; R"*™) appearing for a solution (u,v) € B for (GP)
as the Lagrange multiplier for the constraint

Vu(z) = / sdvg(s) for a.e. z €
Rnxn

which is included in the definition of B. If A, is the Lagrange multiplier in (GP,;) and if
W = W** we establish an a priori error estimate in Theorem 6.4.2,

1A = Aullzo(e) <C 1nf |V (v —vp)||2(0) + h.o.t., (2)

and an a posteriori error estimate in Theorem 6.4.4,

1A — )\h||L2 <C inf  ||Ay = 7allz2e) + hoot. (3)
Esl(T)nxn
Brp=g
A perturbation argument for (P;*) given in Lemma 6.4.1 leads to the proofs of the estimates
(2) and (3) and we discuss a converse estimate of (3) in Remark 6.4.3 which holds with
different exponents:

inf ||)\h_7_h||L2 <C||/\ /\h”LZ +h0t
TRE€SH(T)PX™
Brp=g
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Figure 3: Adaptively generated triangulation and Young measure support restricted to three
different elements for a solution of (GP,;) defined by Example 3. Circles mark activated
atoms.

Besides those error estimates we analyse convergence of other important quantities such as
Young measure support and microstructure region in a scalar three-well problem. Since
(GPy},) defines a linear optimisation problem, standard routines could be employed to solve
it directly but as (GP,) involves a large number of degrees of freedom it is preferable to
solve the problem iteratively. We use the a posteriori error estimate (3) to embed the “Active
Set Strategy” due to Carstensen & Roubi¢ek [CR] into an adaptive mesh refining algorithm.
The resulting numerical scheme (Algorithm (Ag***?), page 100) performs well for scalar
problems; in the vectorial case the reduced optimisation problems are still too large. For
other discretisations of (GP) and other numerical experiments we refer to [NW1, Kr, R, KrP].

We summarise our conclusions from the analysis and the numerical examples as follows:
We verify that finite element minimisers develop branching structures in direct minimisation
schemes but their numerical computation appears difficult. The numerical analysis of relaxed
formulations is restricted to problems in which the quasiconvexification of the energy density
is convex and easy to compute; then, efficient tools for the numerical approximation are
available. In practice, stabilisations have to be considered to cope with the degenerate nature
of the convexified functional. The numerical approximation of Young measure solutions is
recommendable if the convex hull of the energy density is complicated or if the energy density
is temperature- and /or time-dependent. Efficient tools for the Young measure approximation
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are available but in a numerical realisation large linear optimisation problems may cause
difficulties.

The rest of this thesis is organised as follows. We give a short description of the math-
ematical model in Chapter 1 and describe the mathematical framework of relaxation in the
calculus of variations in Chapter 2. Chapter 3 provides some useful results about approxi-
mation properties of finite element spaces. In Chapters 4, 5, and 6 we discuss the numerical
approximation of (P), (P**), and (GP), respectively.

The author gratefully acknowledges stimulating discussions and constant support by Pro-
fessor Carsten Carstensen. Moreover, the author is thankful to Andreas Prohl for valuable
discussions on branching laminates. It is the author’s pleasure to thank all colleagues at the
“Lehrstuhl fiir Wissenschaftliches Rechnen” at the University of Kiel for good cooperation.
He would also like to thank his co-workers in other projects for successful collaboration:
Carsten Carstensen, Georg Dolzmann, Stefan Jansche, Roland Klose, and Petr Plechac. Fi-
nally, he thankfully acknowledges financial support by the DFG through the Graduiertenkol-
leg “Effiziente Algorithmen und Mehrskalenmethoden”.

Kiel, September 2001 Soren Bartels
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Throughout this work we use the following notation.

Real Numbers, Vectors, and Matrices

N non-negative integers

VA integers

R real numbers

[a, b] closed interval
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Rso positive real numbers
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\Y% gradient

e(u) symmetric gradient of u

div divergence

w, (bounded) Lipschitz-domain in R

o2 boundary of 2

I'p C 00 closed non-empty Dirichlet-part of the boundary

Iy =00\Tp Neumann-part of the boundary
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weak convergence
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Chapter 1

Mathematical Model

1.1 Introduction

In this chapter we briefly describe a mathematical model of phase transitions in crystalline
solids proposed and analysed by [BJ1, BJ2, CK, E1, E2, Fo, Pi, Za]. We employ a varia-
tional description of a quasi-static hyper-elastic material behaviour and then comment on
the modelling of an energy density that captures effects of different variants in martensitic
crystals. Even though a missing characteristic length scale of the material under consid-
eration leads to non-existence of classical solutions, the model allows to compute the most
relevant macroscopic effects of the physical situation.

1.2 Phases and Variants in Crystals

When steels or other metals undergo a change in temperature one often observes that the
crystalline structure of the material changes. For high temperatures one typically notices a
stable phase which is called the austenitic phase. The low temperature phase is called the
martensitic phase and has less stability and symmetry than the austenitic one.

6

7
G

<

Figure 1.1: Temperature-dependent transition from a cubic to a tetragonal atom lattice.

For certain Indium—Thallium alloys the transition temperature is #y = 70°C' and there is

1



one cubic variant of martensite. This means that for temperatures above 6, the atoms are
arranged in cubes. At low temperatures in the austenitic phase there are three tetragonal
variants, i.e., the atoms are arranged in parallelepipeds (cf. Figure 1.1).

Alloys that undergo phase transitions are often called shape memory alloys since they
jump back from a deformation into their original position whenever they are heated above
the transition temperature. Among practical applications of shape memory alloys are tools
of microscopic size that can be operated by changing the surrounding temperature.

Interesting arrangements of different variants and phases can be observed when a material
changes from austenite to martensite. Figure 1.2 shows interfaces between different twinned
martensitic phases. It is interesting to see that the twinning of two martensitic variants
forms needles and branches close to the interface to another variant.

(]

Figure 1.2: Interfaces between different variants in a Cu-Al-Ni single crystal. The part of
the specimen shown is about 2 mm x 3 mm (courtesy of C. Chu and R.D. James, University
of Minnesota).

The different variants of the austenitic and the martensitic phase may be represented
by matrices. In a material that undergoes a cubic to tetragonal phase transition we may
identify the cubic phase with the 3 x 3 identity matrix, and the three tetragonal variants
with diagonal matrices that have two entries less than one and one which is larger than
one. Then, one cell in the atomic grid is the image (up to rotations and translations) of the
unit cube under one of the mappings defined by the four different matrices. In the above
mentioned Indium-Thallium alloy for example, the matrices Uy, ..., Us are defined through
the constants o = /1 — ¢ and 8 = /1 + 2¢ for € ~ 0.026 by

1 15} « «
U = 1 , U= & , U= B , Us= «a
1 « « B

We will assume in the following that the temperature 6 satisfies 8 € (0,60y), for some
9[,,0(] € R such that 0; < 6y < 0.



1.3 Variational Formulation

Let us assume that the material under consideration occupies the bounded Lipschitz domain
) C R? and that outer body forces and loads which are described by functions f : O — R?
and g : 'y — R®, where I'y = 0Q \ I'p and T'p C 01, act on the material.

Then, the quasi-static mathematical description of a hyper-elastic material behaviour
states that the deformation due to the forces f and g minimises the energy functional

/W ), Vu(x dx—/f dx—/FNg(s)-u(s)ds

among all admissible deformations
A={ve W (R / W(0(x), Vo(z)) dz < oo, v|r, = up, det Vo > 0}

for given boundary data up € W'=Y/PP(I'p; R?). Here, W : (01, 0y) x R®*3 — R is the stored
enerqy function or energy density of the material. The parameter p in the definition of A
depends on growth conditions of W and we assume A # ().

The function W should have the following properties:
(i) A natural restriction to a physically admissible energy density is material frame indif-
ference [Ci2], i.e., for all F € R**3 f € (0r,0y), and all proper rotations @ € SO(3) there
holds

W (0, F) = W(0,QF).
(i) “Natural growth conditions” are

W(,F)— oo, detF — 0",
W(,F) — oo, |F|— oc.

(iii) The energy density should reflect the material’s symmetry, i.e., for a given set G C R3*3
of matrices that form the symmetry group related to the material, there holds, for all § €
(GL,QU), Fe R3><3’ and all R € G,

W(,RFR") =W, F).

(iv) “Mathematical growth conditions” state that there exists p > 1 such that, for all § €
(01,0y) and F € R3*3 there holds

clFIP —C<W(,F) <C(F|P+1)

where ¢, C > 0 are positive constants.



1.4 Cubic to Tetragonal Phase Transition

For a cubic to tetragonal phase transition the Cauchy-Born rule allows a passage from a
discrete atomistic model to a continuum one [Za] and it asserts that the energy density
W has local minima at the preferred variants U, and Uy, ...,U; for 8 > 6, and 6 < 6,
respectively.

We will suppose that the material inherits the symmetry group of the high temperature
phase, i.e., of the austenitic phase. Then, the symmetry group G consists of all 24 mappings,
represented by matrices, R € R**3, that map the unit cube into itself.

Material symmetry and frame indifference imply that the energy density has local minima
at all matrices

F € {QRU,R" : Q € SO(3), R € G}

forj=0if 0 > 6y and j = 1,2, 3 for § < . Note that for § < 6, it suffices to only use one of
the matrices Uy, Uy, Us since for all 1 < 7,k < 3 there exists R € G such that U; = RU,RT.
If < 6y and W(0,Us) = W(0,Us) = W(0,U,) and if we require that for all

F e R”"\ {QRU;R" : Q € SO(3), R€ G, j =2,3,4}

we have W (0, F) > W (0, U,) one can show that W (#,-) is non-convex [Lu2].

An energy density for the cubic to tetragonal transition that satisfies all the above con-
ditions and restrictions has been modelled by Ericksen and James. We refer to [Lu2] for
details. A simple model of the energy density in the martensitic phase is given by

W(F) = min dist(F,{QU; : Q € SO(),j = 1,23}
-7: bt

where dist(F, A) := mingea |F — G| for A C R**3. Note that this energy density does not

satisfy the condition W (F') — oo for det F' — 0%.

1.5 Rank-One Connections and Surface Energy

Let us assume that # < 6, is fixed. Due to non-(quasi-)convexity of the energy density
minimisers for I do in general not exist (cf. Chapter 2). Instead, infimising sequences for
the energy functional develop oscillations between different variants. To understand those
oscillations it is important to observe that energy minima related to the matrices Uy, ..., Us
are rank-one connected, i.e., for some @) € SO(3) the difference QU; — Uy is a matrix of
rank one for j, k = 1,2,3, 7 # k. The physical meaning of a rank-one connection is that two
variants, e.g., Uy and Us, in the austenitic phase can coexist in the sense that there exists a
deformation v € WH*°(€; R?®) such that for almost all 2 € § there either holds Vuv(z) = QU,
or Vu(z) = Us with non-vanishing portions. A rank-one connection of two deformation
gradients is schematically depicted in Figure 1.3.

4



X X X X X /V\\\ v ¥ vv =U1
BoE R BB B ® B B R

© o0 0 o0 © 0O 0 0 0 O

0O 0 0 0 O o o o o vv=QU,

Figure 1.3: Cubic variant (left) and mapping to two compatible or rank-one connected
variants in the martensitic phase (right).

Typically, deformation gradients of infimising sequences for the energy functional oscillate
on a very fine scale between two or more local minimisers of the energy density. Such a
behaviour is not too surprising as Figure 1.2 suggests. The only problem of the mathematical
formulation is that it lacks the physical scale on which oscillations should occur. A scale
may be introduced by adding an additional term to the energy functional which avoids that
infinitely many interfaces between two different variants can occur [KM, Mii]. Such terms
usually penalise the so called surface energy and are modelled by higher order (generalised)
derivatives and involve a very small parameter. Such extended mathematical models admit
solutions but they are not well suited for numerical approximations as the small parameter
in the surface energy term is usually much smaller than a realistic mesh-size.

1.6 Multi-Well Energies

Assume that 6 < 6 is fixed and that the energy density is given as the minimum of N elastic
energies corresponding to N different variants, i.e.,

W (F) = min W;(F). (6.1)

1<j<N

Here, F' = Vu denotes the deformation gradient of some u € W'?(Q; R®). Frame indifference
implies that the energy density can be represented as a function of FFT. Suppose it is
minimised at (FFT)'/2 = E; so that E; is the stress-free strain of the j-th phase. A Taylor
expansion then shows

W;(F) = W;(E)) + % < C((FF")'? — E;),(FF")'? — E; > +O(|(FF")'* — E;|*)

where C = D?W;(E;) is a positive definite, symmetric fourth order tensor and < -,- >
denotes the scalar product in R¥*3. If we assume small displacements dv = u — id we may
set

F=1+40Vv, E;=1+6E;, W;(E)) = 8w,
Then, there holds

W;(F) = (52(— < C(e(v) — Ej),e(v) — Ej > +wj) +0(6°)



where £(v) = (Vv + Vo) /2 is the symmetric part of the displacement gradient. Hence a
linearisation of (6.1) is given by

1
W(E) = min (= < C(E — E}),E — E; > +w;)

1<G<N 2

for E € R}>. This function W will serve as a model energy density throughout this work.

Note that W has local minima on SO(3){F., ..., Fy} while W has local minima on the finite
set {(FLFD)Y2, ..., (FyFE)Y/?} if Fy are the minima for W;, j = 1,..., N.



Chapter 2

Relaxation Methods in the Calculus
of Variations

2.1 Introduction

The mathematical model motivated in Chapter 1 is studied in some of its mathematical
aspects in this chapter. We recall some facts about existence and non-existence of solutions
for variational problems and their relaxations. The problem under consideration reads:

(P) Find u € A such that I(u) = igﬁ[(v).

Given a bounded Lipschitz domain Q C R* and up € W'=Y/PP(I'p; R™) with T'p C 99 as a
part of the boundary,

A={veW"(Q;R™) :v|p, =up}

is a non-empty closed convex subset of W1?(Q; R™). The energy functional I is for v € A
defined by

I(v) ::/QW(VU)dx—/Qf-vdac—/rNg-vds.

The function W : R™™ — R is assumed to be continuous, f € LY (Q;R™), and g €
LP (I'y;R™) with p’ such that 1/p' +1/p = 1, 1 < p,p’ < co. Moreover, we assume the
growth conditions

c|FIP —C <W(F)<C(FP+1) for all FF € R™™. (1.1)

Note that the upper bound in (1.1) implies that I(v) < oo for all v € WHP(Q; R™).

Under certain conditions on W existence of solutions for (P) can be shown by the direct
method in the calculus of variations [Da]. The following sections are devoted to the case in
which these conditions are not satisfied.



2.2 Infimising Sequences and Non-Existence
of Solutions

The growth conditions guarantee existence of bounded sequences that realise the infimum.
Lemma 2.2.1 ([Da]). There exists a sequence (vj)jen such that v; € A for all j € N and
lim I(v;) = inf I(v).

g o) = 1)

Moreover, there exists a constant C > 0 such that ||vj|lwirrm)y < C and v € A such that
for a subsequence (vy)ken there holds

v = v (weakly) in WP (Q; R™).
Proof. Let u € A. The growth conditions (1.1) yield

cVullTogy = CIQ = 1 fllw @ llullzo@) = gllpw oy llull oy < I(u).
A Poincaré inequality with a fixed function @p € A shows
lullze@) < llu = @pllre@) + lpllze@) < CIV(u = tp)l|zee) + lipllLe) < ClIVull + C".
Then, the continuous embedding of W?(Q) into L”(€2) and a trace inequality imply
AV 0y — ClI Vi) — € < T(a).

The left-hand side defines a polynomial ¢ with g(s) — oo for s — co. Hence, I is bounded
from below so that there exists a sequence (v;) that realises the infimum of I on A. Since
we have I(v;) <inf,ec4I(w)+ 1 for j large enough and since we assume p > 1, the uniform
bound for v; in W'?(Q) then follows from

eIVl = ClIVosllee@) = €' < I(v;) < inf I(w) + 1.

The existence of a weak limit v € A follows from the Banach-Alaoglu Theorem together
with the fact that A is weakly closed. O

Remark 2.2.1. If f = 0 and g = 0 the proof still shows existence and boundedness of
infimising sequences for p = 1.

In general, the weak limit of an infimising sequence is not a global minimiser for I as the
following example shows.
Ezample 2.2.1 ([Mi]). Let Q := (0,1)%, A := {u € W12(Q) : ulpq = 0}, W(F) = f2 +
min{(fy — 1) (fo + 1)?} for F = (f1,f2) € R?, f = 0, and ¢ = 0. Then, there holds
inf,e4 I(v) = 0 but I(v) > 0 for all v € A.

Proof. The fact inf,c 4 I(v) = 0 follows from constructing for each € > 0 a function v. € A
such that I(v.) < e (cf. Chapter 4 below or [Mii]). Assume I(v) = 0 for some v € A. Then
Ov/0xr = 0 almost everywhere in 2 so that v is constant along almost every line parallel
to (1,0) in © and the boundary conditions imply v = 0. But then dv/dy = 0 so that
W(Vv) =1 almost everywhere in 2. This clearly contradicts the assumption I(v) =0. O



2.3 Quasiconvexity and Relaxed Problem

Definition 2.3.1 ([Mo]). A function W : R*™ — R is said to be quasiconvez if for all
F € R"™™ there holds

1
W(F)<  inf _/ W (F + Vo()) d
vewbee(airm) [Q Jq
v|lpa=0
Remarks 2.3.1. (i) Every convex function W : R™*™ — R is quasiconvex.
(ii) For n = 1 or m = 1 quasiconvexity of W is equivalent to convexity of W.
Quasiconvexity of W is the right notion of convexity to guarantee existence of global

minimisers for /.

Theorem 2.3.1 ([Mo]). If W is quasiconver then the functional I is sequentially weakly
lower semicontinuous on A and (P) admits solutions. O

Definition 2.53.2. For W : R*™*™ — R we define the quasiconvexr hull W€ of W by

1

WI¥(F) := inf — | W(F+V d for all FF € R™*™.

)= Uy [ wE+vi@)ds  fora
Vga=

Remarks 2.3.2 ([Da, R]). (i) W9 is the largest quasiconvex function below W.

(ii) If W is quasiconvex then W% =W

(iii) f n =1 or m = 1 then W% = W**, where W** is the convex hull of W which is the
largest convex function below W and for F' € R**™ given by

M
j=1

M M
S 0=1,>0F=F}
j=1 j=1

With the quasiconvex hull W% of W, we define the relazed problem (P%) as follows.
(P%) Find u € A such that I%°(u) = inft I%(v).
veE

Here, 1% is for v € A defined by

I%(v) ::/QW‘IC(VU)dx—/Qf-vdx—/r g-vds.

We then have the following relaxation result.

Theorem 2.3.2 ([Dal). (i) (P%) admits a solution.

(i1) infy,e 4 I(v) = infye 4 17(v).

(iii) Each infimising sequence for (P) has a subsequence whose weak limit in W'P(Q; R™) is
a solution for (P%°).

(iv) Each solution for (P9) is the weak limit in W1P(Q; R™) of an infimising sequence for
(P). O



The following definition gives a necessary condition for a function to be quasiconvex.
Definition 2.3.3. The function W : R"™™ — R is said to be rank-one convez if for all
A, B € R*™™ such that rank (A — B) = 1 and A € (0, 1) there holds

WAA+ (1 —-X)B) < AW(A) + (1 — W (B).
The rank-one conver hull W™ of W is the largest rank-one convex function below W.

Remarks 2.3.3 ([Daj). (i) Every quasiconvex function is rank-one convex.
(ii) There holds W** < W¥ < W™ < W.
(iii) We refer to [Da], Theorem 5.1.1, for a representation formula of W€,

The lamination convex hull of a set of matrices is related to zero sets of rank-one convex
functions.

Definition 2.3.4. For a set K C R™ ™ the lamination conver hull K of K consists of all
F € R"™™ such that there exist Ej; € R™™, g, € [0,1], a;x € R*, nj, € R™, |n;x| =1,
j=0,1,2,..,L, k=1,2,...,27, such that F = E; and

Ejir = 0jxEjr100 1+ (1 — 0j k) Ejy12k,

Ejyror = Ejr126-1 = jk @ Nk,

EL,k: € K.
For F' € K'¢ the smallest possible number L is called the lamination level.

The construction of the lamination convex hull is best illustrated by binary trees, cf.
Figure 2.1.

EOI
E 11 E12
E21 E22 E23 E24
Figure 2.1: Construction of F' = Ej; in the lamination convex hull of {E,; : j =1, ..., 4}.

2.4 Young Measures and Generalised Problem

In this section we recall the notion of Young measures. Young measures are mappings from
2 into the space of probability measures on R™™ and allow the computation of certain
limits of weakly convergent sequences. Throughout this section we assume p = 2.

Definition 2.4.1. Let PM(R"*™) be the set of probability measures on R**™ i.e., the set of

all non-negative Radon measures p satisfying fRnxm du = 1. The set of L? Young measures
Vo (; R™™) is defined as

Vo( RV = {u € L2(Q; PM(R™™)) - / / I5[2 dva(s) dz < oo}.
Q JRaxm
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Here v, := v(z) € PM(R"*™) for almost all x € Q and the index w in LY (2; PM (R™™))
stands for “weakly* measurable”, i.e., given any v € Co(R™™) := {w € CR™™) :
limy| 00 w(s) = 0} the mapping © — [4.xm v(s) dvy(s) is Lebesgue measurable in Q.

Remark 2.4.1. Note that L°(Q; PM (R"*™)) is a subspace of the dual space of the separable
space L'(Q; Co(R™™)) (cf. [Ed]) with the duality pairing given for g € L'(Q; Cy(R**™))
and p € Ly (€ Co(R*™)) by

<u,g>=// 9(z, 8) dpz(8).
Q JRrXm

Weakly convergent sequences generate Young measures in the sense of the following
theorem.

Theorem 2.4.1 (Fundamental Theorem on Young Measures [B1, R, Sc, Y]). Let
(v;)jen, where v; € L*(Q; R*™™) for all j € N, be bounded, i.e., there exists C > 0 such that
|lvjl[z2() < C for all j € N. Then, there exist v € Yo(S; R"*™) and a subsequence (vy) such
that, for all h € Co(R™™) := {g € C(R™™) : sup,cgnxm (1 +|$|*)7|g(s)| < 00}, there holds

h(vg) = h(s) dv,(s) (weakly) in L*(Q). O

RnXm

The following corollary is an immediate consequence of the theorem and shows how Young
measures appear as generalised solutions for non-convex variational problems.

Corollary 2.4.1. Let (uj)jen, u; € A for all j € N, be an infimising sequence for (P), i.e,
lim; o I(u;) = infye 4 I(v). Then, there exist u € A, v € Yo(i R ™), and a subsequence
(ur)ren such that uy, — u (weakly) in W12(Q) and, for all h € Cy(R*™),

h(Vug) — h(s) dvy(s) (weakly) in L*(9).
Moreover, there holds

lim | W(Vug(z))dz = /Q o W (s) dvy(s) dz

k—oo Jq

and
Vu(z) = / s dvg(s) for a.e. x € Q.
Rn)(m

Proof. The existence of an L? Young measure and a weak limit with the announced properties
follows from the boundedness of infimising sequences in W'?(Q; R™), Theorem 2.4.1, and
(1.1). O

The Young measure v generated by the gradients of an infimising sequence (u;);en for
(P) describes oscillations in that sequence in a statistical way [B1]. Together with the weak
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limit 4 we obtain the most relevant information about (P). Expressing the limit of I(u;) in
terms of v and v we observe that (u,v) solves the generalised problem (GP).

( Seek (u,v) € B,
B :={(v, n) € WH(QR™) x Yp(; R™™) -
(GP) Vlrp = up, VU(T) = [pnum § dig(s) for ae. z € Q,
3(v))jen € WH2(QR™) : oy, —* pin L (Q PM(R™™)) },
| such that I(u,v) = inf(, yyep I(v, ).

Here, the generalised energy functional I is for (v, u) € B defined by

To)= [ [ W) o= [ 1) vwrde— [ a(s)-0(s)ds.

N

The condition
H(Uj)jEN C Wl,Q(Q;Rm) : 5V’Uj ¥ U in L;;O(Q, PM(RnXm))

means that p is a gradient Young measure, i.e., there exists a sequence (v;) in WH2(Q; R™)
whose gradients generate p in the sense of Theorem 2.4.1. This condition can be dropped if
n=1orm=1[R, Pel, Mii.

The following theorem shows that (G P) is a generalisation of (P). Limits in B refer to the
(weak, weak*) topology in W12(Q; R™) x Vo (2; R"*™). We define + : A — B by u — (u, dv,),
where for almost all z €  and allv € C(R™™) the probability measure dyy ;) € PM (R**™)
satisfies [puxm U(5) ddvu) = v(Vu(z)). The mapping ¢ defines a continuous embedding of
A into B.

Theorem 2.4.2 ([R], Proposition 5.2.1). (i) (GP) admits a solution.

(i) inf,e 4 I(v) = ming, mep I(w, ).

(i1i) The embedding 1 : A — B of each infimising sequence for (P) has a convergent subse-
quence whose limit is a solution for (GP).

(iv) Each solution for (GP) is the limit of the embedding v : A — B of an infimising sequence
for (P). O

The next statement is based on Carathéodory’s Theorem and shows that there exist
solutions (u,v) € B for (GP) for which the Young measure v has a very simple structure.
Moreover, the theorem motivates the discretisation of (GP) in Section 6.2 below.

Theorem 2.4.3 ([R], Corollary 5.3.3). There exists a solution (u,v) € B for (GP) such
that for almost all x € Q the probability measure v, is the convex combination of at most
n+ 1 Dirac measures. U

12



Chapter 3

Approximation in Finite Element
Spaces

3.1 Introduction

This chapter contains the main tools for the proofs of a posteriori error estimates. Based
on the notion of a regular triangulation we define a weak Clément-type approximation op-
erator that has an additional orthogonality property. This property shows that volume
contributions in a posteriori error estimates may be neglected if given right-hand sides
are smooth enough. The operator has been introduced in [CV, Ca2, CB, BC1] and used
for proofs of a posteriori error estimates for second order partial differential equations
[CV, Ca2, CB, BC1, CBJ] and also for variational inequalities [BC2]. We recall some results
from [CB, BC1, BCD] about the approximation of boundary data and their effects on the
global discretisation error. Finally, we recall an averaging operator from [CB| which allows
for very simple reliable error estimation and adaptive mesh refinement.

3.2 Regular Triangulations

Let 7 be a regular triangulation of the bounded, piecewise affine Lipschitz domain 2 C R"
into triangles (n = 2) or tetrahedra (n = 3) in the sense of [Cil], i.e., no hanging nodes,
domain is matched exactly, Q = Urpc7T. We suppose shape regularity in the sense that 7~
satisfies the maximum angle condition [BS]. The extremal points of T € T are called nodes
or vertices and N denotes the set of all such nodes. For a given Dirichlet part I'p C 09 of
the boundary let K := N \ I'p be the subset of free nodes. The set of edges (n = 2) or faces
(n=3) E = conv{zy,...,2,} CIT for z1,....,2, € N and T € T is denoted as £. We assume
that I'p, and hence also I'y = 09 \ I'p, is matched exactly by edges or faces so that we may
partition £ = EqUEp U Ey by setting Exy :={E € E: ECTy},Ep:={E€&:ECTp},
and £q := £\ (€p U Ex). The union of all edges UE = {x € Q: IT € T, v € T} is the
skeleton of edges in 7. We define

LY(T) := {pr € L°(Q) : pu|r constant for all T € T}
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and
SYT) :={un € C(Q) : up|r € CH(T) and Vuy|r constant for all T € T}.
Moreover, we set
Sp(T) = {un € SY(T) : unlr,, = 0} € W;*()
where
W) == {v € W"(Q) : v|p, = 0}.

and write S} (7) and Wy (Q) if Tp = 9Q. Let (¢, : z € N) be the nodal basis of S'(7),
ie., @, € SY(T) satisfies ¢,(z) = 0 if z € N\ {z} and ¢,(2) = 1. We define a piecewise
constant function hy € L°(T) by setting hr|r = hy := diam(T) for all T € T. Moreover,
we define hg € L*(UE) by setting he|p = hy := diam(FE) for all E € €.

For F € £qg and T1,T, € T with E =T; NT, let ng be the unit vector, normal to £ and
pointing from T} into T5. Then, for an elementwise constant function A, € L£°(7)™*" the
jump [\, - ng] € R™ of the normal component of A, across F is defined by

An - nel == (Al — Anlny) - ne-

Assume g € L?>(I'y). Then, for E € £y and T € T with E C 0T and the outer unit normal
nto ENTy set

An-ng|l =9 — Mulr-n.

Finally, for £ € £q and T7,T; € T such that E = Ty N7y we set wg := T; U Ty while for
Eeé&nyUEp and T € T such that £ C 0T we set wg :=1T.

3.3 Weak Approximation Operator

The following approximation operator J : Hp, () — SL(T) is one key ingredient for the
proofs of refined a posteriori error estimates. We first introduce some additional notation.

In order to modify (¢,|z € K) to a partition of unity (¢,|z € K) we choose for each fixed
node z € N\ K anode ((z) € K and set ((z) := z if z € K. In this way, we define a partition
of N into card(K) classes I(z) := {Z € N : ((Z) = 2}, z € K. For each z € K set

Yo=Y @ (3.1)
)

Cel(z

and verify that (¢,|z € K) is a partition of unity. We require that

Q,={z€Q:0<¢,(x)} (3.2)
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is connected and that ¢, # ¢, implies that I'p N 02, has a positive surface measure. By
shape regularity there exists an (hr, he)-independent constant C' > 0 such that for each

z € K the diameter of 2, h, := diam(f,), satisfies h, < Chy if T C Q,.
For g € L'(Q) and z € K let g, € R be

g e Jo, 92 dz
zr fnz 0, dx

and then define

zeK

The operator J has the following properties.

Theorem 3.3.1 ([Ca2, CB]). The linear mapping J : W5 (Q) — SL(T) satisfies
IV Tell + Ik (0 = Tl + ke (0 = T li2we) < ClIV|

for all o € WS*(Q). Moreover, for all f € L*(Q), we have

B . e 1/2
[ 1o = Terde < 19l (S Rminlf ~ Filirmy) -

zeK

The (hr, he)-independent constant C > 0 depends on the shape of the elements only.

Remark 8.5.1. If f € H'(Q) we have, for all z € K, by Poincaré’s inequality
i — 2 < Ch, 2
min ||f = fellx@.) < ChallV 2.

with an (hr, he)-independent constant C' > 0.

3.4 Approximation of Boundary Data

(3.4)

(3.5)

(3.6)

The next result is needed to estimate the error of the approximation of given Dirichlet data.

Lemma 3.4.1 ([BCD]). Assumeup € W(Tp)NC(Tp), uplg € W?*(E) for all E € Ep,
and let 0%up/0s* denote the edgewise second derivative of up along T'p. Suppose upy, is
the nodal interpolant of up, i.e., upx(z) = up(z) for all z € NN Tp. Then there exists

wp € WH(Q) such that wplr, = up — upy and

lwpllwre < ClIBY?02up/0s 2wy, O

15
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For averaging type a posteriori error estimates it is useful to approximate given Neumann
data by edgewise affine functions. The following lemma gives an estimate for the resulting
error.

Lemma 3.4.2 ([CB]). Suppose g|lg € WH2(E;R™) for all E € Ex and, for each node
z € N NIy where the outer unit normal n on Uy is continuous (hence constant in a
neighbourhood of z as T'x is a polygon), let g be continuous. Assume that

Sy(T,9) = {qn € SHT)™™:VE € ExVz € ENN, ng-qn(z) = 9(2)} (4.2)

is non-void. If Ogg/0s denotes the edgewise surface gradient of g along I'y then, for each
an € Sx (T, g), we have

A _ h1/2 — . )
i (=0l + 100 = - )l

< min  ||M — apll + CIR220:q/0s O
_qhes}vm)ﬂ r = qull + Cllhg “0eg/0s|| 2(r )

Remark 3.4.1. For n = 2 the conditions of Lemma 3.4.2 on ¢ are sufficient to ensure

Sx(T,g9) # 0 [CB].

3.5 Averaging Operators

We now define averaging operators whose definitions are motivated by an averaging error
estimator in [ZZ].

Assume that ¢ satisfies the assumptions of the previous section. Then, the operator

A L2(Q)2™ — Sy (T, g) is for p € L*(Q)?*™ defined by
Ap =) p.ps,
2eN

where p, = @fwzpdx € R¥»™ w, := suppy,, for z € N\ I'y while we incorporate
Ap(2) -np = g(2) for z € NNTy. In case z = E; N E, for two distinct edges E1, By € Ey
with distinct outer unit normals ng,, ng, on E;, Ey at a corner z we choose p, € R?*™ to
be the unique solution to the 2 X m linear system

p:-np, =9|r(2) and p,-ng, = g|E,(2). (5.1a)

In the remaining cases z € E; N T'p for F; € Ey or z = E; N Ey with two parallel edges
E1, By € Ey with the unit tangent vector g, let p, € R2*™ solve

P, nE, =9|g(2) and p,-tg, |w |/ p-tg, dx. (5.1b)

The operator B : L?(Q)"™™ — S'(T)™™ is for p € L*(Q2)™*™ defined by

Bp:= ) p.¢.,

2N
where p, : |w | f pdx € R*™™,
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Chapter 4

Direct Minimisation Techniques

4.1 Introduction

According to the mathematical model of Chapter 1 we consider the variational problem:
(P) Find u € A such that I(u) = inf,e4 I(v).
Here,
A:={ve W (R") : v(z) = Fz for all z € 00},

where 2 C R*, n = 2,3, is a bounded Lipschitz domain, F' € R"*" is a given homogeneous
deformation gradient and serves as the boundary data. For v € W'P(Q;R") the energy
functional I : W'?(Q; R") — R is defined by

I(v) ::/QWg(Vv) d.

Wy is a temperature-dependent, continuous energy density such that, for all G € R**", there
holds

GIP — C < Wy(G) < CIGP +1)

with constants ¢,C > 0 and p > 1. Given a positive integer N and (rank-one connected)
energy wells Fi, ..., Fy € R™™ we restrict ourselves to temperature independent energy
densities of the form

Wy(G) = W(Q) =dist(G,{F;: j=1,..,N})P forall G € R™", (1.1)

This energy density corresponds to the linearised multi-well energy from Chapter 1 but we do
not restrict the analysis to symmetric gradients as that special case follows from considering
W(F)=W((F+ FT)/2).

As described in Chapter 2, existence of minimisers for I can only be guaranteed if W is
quasiconvex. If N > 2 then W from (1.1) is in general not quasiconvex so that minimisers for
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I may not exist. There exist infimising sequences for I and they reveal the most important
information of the physical situation. A conforming finite element scheme replaces A by a
finite-dimensional subspace A, and the resulting minimisation problem admits a solution.
For a family of finite element spaces (Ap)n>0 based on regular triangulations there holds
lim inf I(vy) — inf I(v
h—0 v €Ay ( h) vEA ( ),
i.e., finite element schemes yield infimising sequences. The main result of this chapter con-
cerns the decay rate of the energies and its dependence on the number N > 2 of wells and

the exponent p > 1. We assume throughout this chapter that F'lies in the lamination convex
hull {F;:j=1,..,N}¢of {Fj:j=1,..,N} so that inf,c 4 I(v) = 0.

The a priori analysis in [Lul] for N = 2 states inf,,c4, I(vs) < Ch'/? (independently
of p). Here, h is the maximal meshsize of the underlying triangulation and throughout this
chapter C is a generic, h-independent constant. It is shown in [ChM] that this estimate is
sharp for p = 1 in the sense that there exists a triangulation of the domain Q := (0,1)* C R?
such that inf,, c4, I(vy) > ChY2. In case that N > 2, an iterative construction shows
inf,, ca, I(vp) < Ch'Y/(+L) where L > 1 is the lamination level related to F and Fy, ..., Fiy.
In all cited works, finite element minimisers are constructed by a (iterative) lamination
process and appropriate cut-off functions to satisfy the (averaged) boundary condition.

In physical experiments one observes branching of different variants near interfaces [Sh],
and this effect has been analysed in the continuous case in [KM] for energy densities that in-
volve a surface energy term. Motivated by an idea in [Pr1] for simple laminates and quadratic
growth conditions we show that finite element deformations which exhibit branching struc-
tures on mesh dependent scales give rise to significantly reduced energies. In particular, we
find an explicit dependence of branching structures on growth conditions and lamination
levels: If n = 2, F € {Fy, ..., Fx}* with lamination level L, and if h is sufficiently small we
have

inf I(v) < C PP (1 4 log, (KO- P/@+D))E, (1.2)
v EAp

It is expected that a similar estimate holds for n = 3. We draw the following conclusions
from our analysis: (i) We observe that the scale induced by the finite element space may
be regarded as a scale arising from a surface energy. (ii) Finite element minimisers exhibit
multiscale phenomena with branching structures close to the boundary and interfaces. (iii)
We verify the widely accepted conjecture that growth conditions are related to the amount
of energy stored in interfaces between different phases and that they affect the geometry of
branchings near interfaces. In particular, branching structures of constructed deformations

disappear for the case p = 1 which fits with the known constructions mentioned above.

In the case of two rank-one connected energy wells our construction may be summarised
as follows. We choose a coarse lamination in the interior of the domain of scale O(h!/(P+1).
In a boundary layer of thickness O(h?/(P*1)) we choose a fine lamination of scale O(h?/(P+1)).
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To interpolate between the coarse and the fine lamination we introduce a branching or
refinement region of thickness O(1). In this refinement region the deformation gradient does
not lie everywhere in one of the two wells but is close enough to one of them. The growth
condition for the energy density enters the estimate through the distance of the deformation
gradient to the wells in this region and thus determines the geometry of the branching.
We then employ a sharp cut-off function in the boundary layer to satisfy the boundary
conditions. Finally, we use a nodal interpolation operator and prove the estimate (1.2) for
the resulting discrete deformation.

The arguments which lead in [ChM] to sharp estimates for p = L = 1 may be generalised
to the case p > 1 and show that our estimate is optimal for simple laminates in the sense
that there exist Fy, Fy € RV F = (Fy + Fy)/2 € {F;, F>}*, and a triangulation T of
Q = (0,1)? such that, for each v, € A, satisfying

I(wvp) < C hP/@+D (1 4 log, (R(1-P/(+1)))
there holds

I(vy) > C' pp/(p+1) (1 + logQ(h(l—p)/(pH)))—l/p.

We stress that our analysis is of theoretical interest: It is unlikely that a numerical
scheme will find a correct minimiser. Using a lot of a priori knowledge to define good
initial values for iterative solvers, branching has been observed in numerical experiments
in [LL2]. We use a stabilisation method for direct minimisation schemes by introducing
non-physical surface energy terms and then report on a numerical experiment with different
usage of a priori knowledge. The design of a good numerical scheme for the computation of

infimising sequences is left for future research. For other numerical approaches to the direct
approximation of (P) we refer to [Ch, CC, CCK, CK, GP, LL1, Li, Pr2].

The rest of the chapter is organised as follows: In Section 4.2 we introduce some notation
and definitions and prove a basic lemma that shows our energy estimate (1.2) for simple
laminates (N = 2) and allows for iteration (N > 2). The application of this lemma to a
three-well problem is performed in Section 4.3 to illustrate one iteration step. In Section
4.4 we show estimate (1.2) as the main result of this chapter. Sharp estimates are proved
in Section 4.5. Section 4.6 is devoted to the stabilisation of finite element schemes and we
report on numerical experiments in Section 4.7.

4.2 Basic Lemma

In this and in the following two sections we assume that £ C R? is convex, piecewise affine,
bounded Lipschitz domain. Moreover, we assume that 7 is a regular triangulation of 2.
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Definition 4.2.1. For w C R* and n,n* € R*, |n| = [nt| =1, n-nt = 0, the diameter of
w in direction n is defined by the minimal distance of two half-spaces, given by points z1, 2o
and the normal n, that exclude w, i.e.,

dp(w) = inf{dist(Hl,Hz) H;={z €eR": (-1)i(z — 2;) - n < 0},
HiNw=0, z 6R”,j:1,2}.

The mazimal length of a line segment in w parallel to n* is defined by
lpr(w) :=sup{|s| : s ER,z € w,x+ sn" € w}.

Remark 4.2.1. The quantity s 'd,(w) describes how many line segments parallel to n' and
in distances s > 0 can be arranged in w while £, (w) is the maximal length of such line
segments (cf. Figure 4.1).

Lemma 4.2.1 (Basic Lemma). Let w C R? be a convex bounded Lipschitz domain with
piecewise affine boundary. Moreover, let T be a reqular triangulation that covers w and let
h be the mazimal diameter of elements in 7. Let F = AFy, + (1 — \)F; for F\, F, € R**?
satisfying Fy—Fy = a®n fora,n € R%, |n| =1, and A € (0,1). Assume that n* € R? satisfies
Int| =1 and n-nt = 0. If h is small enough there exists y, € S'(7)? with yp(z) = Fx
for all x € Ow and such that for a € [0,1], v € [0,¢], and 6 € [a, 1] with g:—: > ’%1 and
he, h7, h® < diam(w), there holds

/ dist(Vyn (), {F1, Fy})P da

< C(|8w|h‘5 + dy (w) (R ®D7 4 BT Log(hO0)) 4 dy (w) (w)hlfa).
Remark 4.2.2. The three terms on the right hand side of the estimate of the lemma reflect
energy contributions that arise from a boundary layer, branching structures, and internal

layer interfaces, respectively. Notice that only the second contribution shows dependence on
the growth parameter p > 1.

As a direct consequence we obtain an improved energy estimate for simple laminates.

Theorem 4.2.1. Under the assumptions of Lemma 4.2.1 (with w = Q and 7 = T ) there
holds

/ dist(Vys(z), {F1, FR})P dz < Ch?/PTD (1 4 log, (h-P)/®11)).
Q

Proof. Choosing a =1/(p+1),d =p/(p+ 1), and v = 0, the assertion follows from Lemma
4.2.1. 0

Remark 4.2.3. The logarithmic term vanishes for p = 1. This reflects the fact that no
branching is needed then and we recover the results of [Lul].

20



Proof of Lemma 4.2.1. Let a € [0,1], v € [0, ], and § € [a, 1]. For k£ € Z define

wy i={z €w:kh* <z -n < (k+N)h*},
wp={r€w: (k+Ah* <z-n<(k+1)h*},

and wy := wi Uw? (cf. Figure 4.1).

Figure 4.1: Decomposition of w.

Step 1: Construction of laminates in the interior of w. For x € w, we define a deformation
o, with x being the 1-periodic extension of the characteristic function of I C (0,1) on (0, 1)
to R, by

go(z) := Fiz —a / X(A1) (t/ho‘) dt.
0

The mapping g, has the following properties.
(i) There holds gy € WH*(w).
(ii) There holds Vg, = F — X()\,l)(%) a®n = F in w, and Vi, = F, in w} for each
k € Z with w{ # 0 respectively w? # (. Thereby, w is divided into at most 2d,(w)h ™
convex subdomains wi, 7 =1,2, in which Vg, is constant. The separating interfaces have a
maximal length /1 (w).
(iii) For all m,m* € R, |m| = |m*| = 1, m-m* = 0, with m }f n there holds £,,1 (w}) < Ch®
and d,,(wl) < dp(w), 7 =1,2 and k such that w] # 0.

The properties (i) and (ii) follow directly from the definition of §,. Since each domain
wi lies between two hyperplanes which are orthogonal to nt and which have a distance h®

from each other and since m™* [ nt we have £,,,1 (w%) < Ch?, i.e., we have (iii).
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We will first modify g, in a neighbourhood of dw and then apply a sharp cut-off function
so that it satisfies the boundary condition. Finally, we prove the asserted estimate for
Yn ‘= Ipy, the nodal interpolant of y.

Step 2: Construction of branchings for “twinned martensite - simple austenite” interfaces.
For A C R? let

dpi(z,A) = inf ¢

teR:z+tnlcA

denote the distance of z € R? to A C R? in the direction of n' if it exists and let ¢ be the
unit tangent to Ow. For each connectivity component I', x, 7 = 1, 2, of Ow N Owy, we define a
function g, in a neighbourhood of I', ;, as follows.

(a) Assume that I' is affine, ¢|r, , Jn", and £,. (wi) > 5. The domain

By i=wpN{z €w:dyu(z,Tyy) <h + 217},
is assumed to be connected and we decompose it as follows. Let
wii={x € By : dyr (z,T0p) < B}

Here, K € N, £ € [0, 1) satisfy K = logy(h® ) +2. For j =0, ..., K set

_ K7y KZatl  po
wi,k = {.’If € Br,k . Z m < dnJ_(.’E,FT,k) - h(s S Z m}
=17 . =1
w;,i = {33 € By: h+ Z 5 < dnJ_(.’L',FT,k)}
=0

(cf. Figure 4.3). For 0 < s <1 the intervals I;(s) and I5(s) are defined by (cf. Figure 4.2)

L(s) = 52+ (1 - )2 + (0, %),

4 2
I(s) = s(1— %) +(1—s)(1— %) — (?,0).

172 —

Ii(s) U Ix(s)

A2 12 1-A2 1

Figure 4.2: Intervals I;(s) and I5(s) for the definition of branchings near the boundary.
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An important fact for the subsequent construction of branching laminates is that ;(1) =

(11(0)UI>(0)). With the help of I; and I, the mapping gy : Brx — R? is defined as follows,
( Zr-n s .
a X(A1) (ﬁ) ds for x € w,,
0 .
a/x-nx (&)ds for z € W’ 0<j<K
?jr,k(ﬂﬁ) = Flg— . Il(dj(wj)UIZ(dj(w)) zha . rky ¥ =J 5y
dj(z) = Zd,.(x, Ow] . N 0w ")
a X[l(l)u[2(1)(%) ds for z € w, ;.
\ 0
13
h?/K
h'/2?
h?/2?
3
hy/z (Dzr,k
(Dr,k
1
= O,k
hY &
0
N % W,k
K —
2hY- y hy/zm 0 % =
m=0 TnL
-1
\ O)Ik
==

hoc

Figure 4.3: Partition of B, and branching of the domains in which Vg,;, = F; (blank)
respectively V7, , ~ Fy (shaded).

Figure 4.3 illustrates, how the function g, ; is constructed with the help of I, I and with
scaling and periodification to obtain a self-similar pattern for g, .
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(al) There holds g, € WH*(B, ).
(a2) For all v € w)y, j =0, ..., K, we have

Virk (@) =F1 = X114 (@))0ls(d; (2)) (22 - 1/ (2h%)) a @ n
A | . | )
+ §h 7(X1'2(dj(90))(2j$ -n/(2h%)) + X11(4;(2)) (2’2 - /(2R ))) a®nt.

The mapping ¢, divides wz’k into at most 3 -2/ convex domains wf,’ﬁ, ¢=1,.,L; <329,
of measure ~ h*h” /227 in which Vg, is constant. The joint boundaries have a maximal
length Ch?/27.
(a3) For all m,m* € R?, |m| = |mt| = 1, m - m* = 0, with m }{n there holds KmL(wﬁ,’ﬁ) <
Che /2 and dy(wiy) < CHY/2, j=1,.,Kand =1,.., L;.
(a4) There holds |, (x) — Fz| < Ch*/2K < CR for all z € wliH.
(a5) There holds gr|os, ,nw = JoloB, ynw and Jo = Gk in w, ;.

The assertions (al), (a3), (a4), and (ab) follow from elementary manipulations. To prove
(a2) we remark that for I C (0,1) and

u u/d
G(z) =a / Xf(@)+1(s/d) ds = da / Xf(z)+1(5) ds
0 0
there holds
VG(z) = —dXf(z)+1(u/d) a® V f(z).

Then (a2) follows since Vd;(z) = 2/n*/h".
We may now define a continuous mapping 7; € W1 (w) by setting, for z € w,

" — gr,k(x) ifze Br,ka
() _{ Jo(x)  otherwise.

(b) If T',.j, fails to be affine but ¢|r,  |fn' and 4,1 (wg) > 5k then w; can be divided into
finitely many subdomains @}, such that I, N 0&f is affine so that we have situation (a) for
each of those subdomains after introducing a new coarse lamination of scale O(h*) in each
@f. We assume that the lamination matches the lines that separate the domains wf. We
then modify ¢; to a continuous function g, € W*°(w) as in (a).

(c) Assume that there exists a subset of I, on which || n*. Then, since w is convex,
LpnN{zeR’:z-n=kh*}=0or T, ,N{z € R :z-n=(k+1)h*} = 0. Without loss
of generality we will consider the latter case which is sketched in the left plot of Figure 4.4.
Since we may assume £, 1 (wg) > bhY we may proceed as follows. We introduce a boundary
region wPr of thickness h’ as depicted in the left plot of Figure 4.4. In the remaining part of
wy we introduce one lamination of scale O(h®) such that the lines separating wy, \ wf” from
wi—1 and wP’ are matched by the laminates. We then define a branching of the laminate as
in (a). Finally we modify g, to a function g3 € Wh*(w) as in (a) and such that g3(z) = Fx
for all z € wpPr.
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(d) Assume now that £,.(wg) < 5hY. Note that the number 5 is not essential in the
analysis so that by decreasing it appropriately we may assume that this case only happens
when Wi+ (m+1) = () for some m and such that the domains wyy1, ..., Wetm (O Wr—1, ey Wk—mm)
are such that £, (wgy;) ~ Cpr (Weyjs1) A% =1, m—1. We then define @y, := UL owi+;
and partition @&y as follows. Let M := log,(h"™°) +2, M € N, Z € [0,1], and define for
j=1,.., M,

Jj—1 J
i = {w €wikh® + 3 W/2 <zon < kR + Y W/2).

(=1 (=1

Since we may assume that d,(0x) = O(h?) (note that 0 is piecewise affine) we may also
assume that

M
wpt = {wa:khO‘+Zh7/2e§x-n}

=1

is non-empty and satisfies £, (WZ") ~ b7 /2™ < Ch® and d,,(wP") ~ h®. The decomposition
of wy is depicted in the right plot of Figure 4.4. In each oﬁi, j =1,...,M, we introduce a
lamination of scale Ch®/2% with s = ‘;‘T_g € [0,1] and a constant C' > 0 so that the lines
separating (Iji from c?;i_l and d)i“ are matched by lamination interfaces. We then define
a branching towards the boundary as in (a) (or (b)) but with scales A7 /29 and h®/275%¢,
0=1,..,K;, with K; = log,(277*h*~°) + ¢, instead of h7/2¢ and h® /2%, £ =1, ..., K. Notice
that the branching region refines a lamination of scale O(h®/2%) to a lamination of scale
O(h® /2951 Ki) = O(h?). Finally we modify §3 in @ to a function §, € W1*°(w) as above
and such that §4(z) = Fz for all z € wf’.

Step 3: Definition of the global continuous and discrete deformations. We now have to
modify 7, such that it satisfies the boundary conditions. Let p € C*(w) satisfy p = 0 in a
boundary layer of thickness O(h), p = 1 outside a boundary layer of thickness O(h°) and
|Vp(x)| < C/R° for all z € w. Define, for all z € w,

y(@) = (1 - p(z))Fz + p(x)ja(z).
Then y € Wh*°(w) satisfies y(z) = Fx for all z € 0w and we extend y to Ur \ w by Fz. Let
Y := Ty denote the nodal interpolant of y which, by choice of p, also satisfies the boundary

condition. There holds y,|r = y|r if T € 7 and Vy|r is constant. Since we assume that 7 is
regular we also have that [|VZ,v||re(ury < Cl|V | 1o (ur) for all v € Whee(Ur) N C(UT).

Step 4: Estimation of the energy of the discrete deformation. To estimate
/ dist(Vyp(z),{ F1, F2})P dz
w
we divide the integral into several contributions.
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Figure 4.4: Partitions of wy, if ¢|| nt (left plot) and if £,. (wy) < 5h” (right plot).

I. For all z € wfkﬂ and z € wPl (i.e., in a boundary layer of thickness h’) we have, by

choice of p,

IVy()| < [(Fz — §4(2)) V()| + [p(2) (F + Via(z))|

<
< C(h7|(Fz — ga(2))] + 1),
hence
dist(Vyn(z), {F1, F2}) < [Vyn(z) — Vy(z)| + [Vy(2)| + min [ F|
< C(L+h™°|(Fz — §a()))).

Since the union of all domains wfk“ and wPr defines a strip along dw of width h?, property
(ad) ensures |Fz — gs(z)| < h® while §(z) = Fz in wP’ as defined in (c¢) and (d) of Step 2

so that

/ dist(Vyn(2), {F1, By} dz < Clow|he.

K+1
(Ul u(Uwp ™)

IL. In the branchings defined in (a) of Step 2 the energy in w?, U...Uw/, can be estimated as
follows. In a distance > h from the line segments in whose neighbourhood Vy is not constant
there holds by (a2) of Step 2, Vyn(x) = Vi, € {F1, Fo} + O(h*7). In an h-neighbourhood
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of the line segments, there holds, since o > v, [Vy,(z) — Fj| < C, j =1,2. The K interfaces
separating domains wi,k have a maximal length h* and contribute in an A-neighbourhood

to the energy. In each of the domains wﬁ,k, j =0,..., K there are 2/ line segments of length
h7/27. For one domain B, we have, using | Uj=o, . x wﬁ,k\ < Chot7,

K
/ dist(Vyn(z), {F1, F>})P dz < C / WO dg + C Y "2 hh /2 + CKhh®
B'r,k

Brk =0

< C(hPHe==b7 4 KhhY + Khh®).

Since there are at most C'd,(w)h™® domains B, as in (a) and since vy < « it follows
/ dist(Vyn (), {F1, Fo})P do < Ody (w) (BP0 4+ 117 logy (h*?)).
UBy 1

ITI. There are at most d, (w)h~® many line segments in the interior of w that separate domains
w; and w?. In their h-neighbourhood Vy is non-constant. Since those line segments have a
maximal length £, 1 (w) they yield an energy contribution

/ dist(Vyn(2), {1, By} d < Cdy ()00 ()=,
{wEw:wﬁBT,k}U(Uw;;)

IV. The boundary regions defined in (c) of Step 2 can be estimated as in L.-III. Note that
the number of such domains is independent of .

V. Assume now the situation from (d) of Step 2. In each d)i, j = 1,...,M, there are
RYh~=227=1) many line segments of length h?/27 which contribute to the energy in an h-
neighbourhood. Moreover, from the branchings in &} we obtain a contribution (cf. II.)

pr—a9i(s=1) pp(a=7)9pi(l=s) pr+ag—j(s+1)

Note that by assumption we have 1 > s > (p — 1)/p so that p(1 —s) — 1 < 0. The line
segments in the branching regions lead to an energy

h’y—a2j(s—1) 10g2(2—sjha—5)h1+72—j

and we have log,(2-%/h*~%) < log,(h®?). The summation over the domains @&}, ..., @M and

noting that the boundary layer wZr contributes an amount |Ow|h® shows

/ dist(Vyn (2), {F1, Fy})P dz < Clow|he
Wi

M
+C Z pr—@9i(s—1) (hp(a—v) opi(1=s) py+ag—(1+s)j 4 logQ(ha_‘s)h1+72_j + h1+72—j)
j=1

< C|ow|h® + ChY (h”"‘_(p_l)7 + logy (h®0) R 4 plir=a),

Since hY < Cd,(w) and A7 < C4,.(w) the right-hand side is bounded by the bounds in I.,
I1., and III.
The summation of the contributions in I.-V. proves the assertion of the lemma. O
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4.3 Application to a Three-Well Problem

The explicit dependence of the energy estimate in Lemma 4.2.1 on various quantities related
to w allows for an iterative application. Layers within layers without branching are depicted
in Figure 4.5. We will proceed analogously but with appropriate branching at the boundary
and at interfaces between different variants.

Theorem 4.3.1. Suppose that F = X\(pFy1 + (1 — p)Fio) + (1 = A\)F, for Fi1, Fip, Fy € R?*?
and p, X € (0,1). Moreover, assume that Fi — F» = a ®n for a,n € R? and |n| = 1, where
Fy = pFi1+(1—p)Fi5 such that there exist bym € R?, |m| = 1, m [ n, with Fy; — F1o = b@m.
If h 1s small enough there exists y, € S (T)? satisfying yn(z) = Fz for all x € 0 such that
there holds

/dist(Vyh(a:), {F11, Fyy, FQ})P do < ChP/#+2) (1+ logQ(h(lfp)/(ijz)))Q.

Proof. We start as in the proof of Lemma 4.2.1 and define with Fy, F», («,7,d) = (a1, 71, 1),
and w = (2 a function y after having performed Step 3 in the proof of Lemma 4.2.1. To
each subdomain w C Q outside the boundary layers wpP’ or wf,:’l, and such that Vg|, = Fi,
we want to apply Lemma 4.2.1 with appropriate scales (ag, Y2, d2) (if necessary choosing the
coarsest scale of the branchings in w as (h®2/27 h72/27) for some j > 0), Fi;, Fi2, and p.
This defines a mapping yp|, satisfying yn(x) = Fiz for all x € dw. Since §(z) = Fiz + a for
all z € w and some a € R? the mapping

Q@

[ yn(z)+a forzew,
(x)_{ y(z) for z € Q\ w,

is continuous. The nodal interpolant of 7 then satisfies VZ,5 = Vy, in w\ {z € w :
dist(z,0w) > Ch}. To estimate the energy of this mapping, we have to give an upper bound
for the energy coming from those subdomains in which we modified 3. From the part of €2
that we do not modify we get the contributions of Lemma 4.2.1 (with exponents (1,71, 01)
and domain €2). We now estimate the energy coming from subdomains w as above.

Step 1: Domains w away from the branchings. The mapping ¢ in the proof of Lemma 4.2.1
defines at most d,(2)h~* many domains w; such that d,,(wi) < C and 4,1 (w;) < Ch™ in
which V§ = F;. Lemma 4.2.1 then defines for each such domain w; a function yh\wi, such
that for a; < 9 < g < 09 there holds

/ ) diSt(Vyh(l“)a {Fu, Fm})p dx
ka
< Ch™™ max{dm(w,i), |8w\}(h‘52 + (h”ar(p*lm + pltrz-az logQ(h”"b)) + hl’a”al).

Step 2: Domains in branching regions. In the branchings close to the boundary there are
domains w’y, j = 0,..., K, with K = logy(h®* ") + & and ¢ = 1,..,L; < 329, in which
Vi = F; and dm(wﬁﬁ) < Ch /2, KmL(wfjﬁ) < Ch* /27 and |8wﬁ£| < Ch™/27. To such
domains we apply Lemma 4.2.1 with scales (h®2/27, h72/27 h%). We have to ensure that
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hez /27 > Ch%, j =1,..., K. Since 2K < Ch®1~% this is guaranteed if a; — §; = ap — do. We
then obtain mappings yh|wj,i such that

/4 dist (Vyh(.Q?), {FM; Flz})p dx

gt
r,k

< Chm 9J h52 _‘_hpazf(pfl)w 2j+h1+7raz lo 2fjha2752 -l—h17a2+0‘1 )
82

Note that 0 < log,(277h*27%) < log,(h®2~%). The summation of all such domains shows,
since there are at most d,(2)h~* many domains B, j, in which branchings between F; and
F, are needed,

/ Iy dist (Vyh (37), {FH, Flg})p dx
LJwT:,C

K
< Ol 3T oI 1 (B e @1 j1 4 gl 02 Jog, (por ) 4 pleater)

=0
< CKpn—@ (hf52 + ppaz—(p—=1)72 4 pltme—a2 logQ(haQ—rb) + hl—a2+a1>'

Step 3: Domains within corner domains. We now estimate the energy arising from replacing
a gradient F by a laminate in corner domains as considered in (d) in the proof of Lemma
4.2.1. Here, a domain w in which a gradient equals F} satisfies

|Ow| < ChM 29k d, (w) < CRYJ27HF
and
Ui (w) < ChOt /259 FF
for j = 1,.., M < logy(h" ) and k = 1,..,K; < logy(2 %h* ) < log,(h® ). The
lamination in w using gradients Fy; and Fi, is then on a scale A7 /27%% and h*? /2%7+% and the

branching starts on that scale and refines the lamination by successively dividing h®? /257 +F

and h2/29% by 2 until ho2 /259+k+m = po2 Since p—ps —1 < 0 and s = % <1 we

obtain a contribution

/ dist (Vyh(x), {Flla F12})p dz S Ch71/2j+k
x (h52 + ppaz—(p=1)129j(p—ps—1)9—k 4 pltre—az logZ(Q—thaz—ffz)Qj(s—l) + hl—a2+a1)

S Ch71/2j—|—k (h52 + hpaz—(p—l)"m 2—k + h1—|—’)’2—042 10g2 (2—sjha2—(52) + hl—az—l—al)

hY1 287
27 ho1

We now have to sum all such domains w. Noting that in each domain c?)i there are
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many branching regions and laminates we find

: » M 9si
/Uw dist (Vyn(z), {Fi1, Fi2})" dz < C; > e

K;j
X (Z Qk%(héz 4 ppo2—(p—1)12 4 pltrz—c2 log, (2 *Th2 %) 4 hl—a2+a1))
k=j

S Ch’n—oa 10g2(ha1—51)(h62 + hpaz—(p—l)'yg + h1+72—a2 10g2(2—sjha2—62) + hl—ag—i—al).

Step 4: Estimation of the total energy. The two lamination processes lead to a total energy

/ dist (Vyn(z), {Fi1, Fi2, F2})" dz
Q
S C(h’n 10g2(ha1—51)(h62—a1 + hp(m—(p—l)w—al + hl—l—'yz—az—al 10g2(ha2—52) + hl—a2)
+ R0 4 pper—(p—1)m 4 pltm-a logQ(harél) + hlfm).

For j = 1,2 we choose a; = j/(p+2), v, = (G —1)/(p+2),and 6, = (p+j —1)/(p + 2)
and check that the assumptions on s and ay — d, = a; — d; are satisfied to conclude the
proof. O

Remark 4.5.1. In the previous proof we chose the first lamination such that we have gradients
F; in the branching regions and then replaced F; by another lamination. Some care has to be
taken if one also wants to replace F3 since in the branching regions the deformation gradient
is not exactly equal to F,. Instead, one has a gradient F, + F) with F} = O(h*r="). One
may then replace F, by a lamination and add }7“2 after that process again. The resulting
energy is then estimated with the help of the triangle inequality to obtain the same bound.

Figure 4.5: Iterated lamination in Q (without branching or transition layers) using three
different gradients.
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4.4 Application to Higher-Order Laminates

We now perform the iterative lamination process for arbitrary lamination orders. We will
assume that the boundary data lies in the lamination convex hull of {F, ..., Fx}. To apply
Lemma 4.2.1 we will also assume that two successive normals in the construction of the
boundary data F in the lamination convex hull of { F1, ..., Fiy } are not parallel (cf. Definition
2.3.4).

Theorem 4.4.1. Assume that F € R**? lies in the lamination convex hull of {Fi, ..., Fx}
and assume that if F is constructed as in Definition 2.8.4 forj =0,1,...,.L—1,k=1,2,...,2
the normal n;y, is neither parallel to njy1 0p—1 noT to njy1 2k If b is small enough there exists
yn € SY(T)? satisfying yp(x) = Fx for all x € 00 and such that

inf I(v,) < ChP/®*D) (1 4 log, (hP/ 1)) "
vp €EAp
Remark 4.4.1. Improved estimates for the approximation of volume fractions and Young
measure support as well as for convergence of v, in L? follow from the theorem. We refer to
[Lu2, GP].

Proof. As in the proof of Theorem 4.3.1 we define a deformation y, by successively
replacing a deformation gradient Ej by E;.10x—1 and Ej 9, with the help of Lemma 4.2.1.
If we ensure a,, —6,, = @y — 1 and 7y, —,, = 71 — 01 form =1, ..., L we may set s = ‘;11 :11 €
[0,1] and assume that in a domain w with d,, , ,(w) < Ch**=> or dp, , ,(w) < Chr==1 /2%
and £, ,,(w) < Chot=1/2¥s+K" for k' + k" = k, where k < logy(h*:-172-1), we replaced
a gradient E7_;, by a lamination and branching of Ey, o, and Ef ¢41. Suppose (and check
later) that h®*%-2 ~ hYL-1 so that we only have to consider the latter case. The domain w

contributes to the total energy the amount (cf. the proof of Theorem 4.3.1)

/dist(Vyh(x), {EL2k, Erok—1})" do < Ch7e- /2
% (h(SL +hpaL—(p—1)7L +h1+’yL—aL logQ(haL—tSL) +h1—aL+OLL—1). (41)

We now have to count how many such domains w there are. Let us set a_1 = oy = vy = 6o :=
0 and 9; := min{y;,aj_1}, j = 0,..., L. After the first lamination there are, for j; = £, in
branchings as defined in (a) in the proof of Lemma 4.2.1 and in corner domains, respectively,

- . 2t -, . .

Yo—Q@19J1 T on—4H Yo—a19J1

Womegt £y e 2T S CR
£1=0

many domains w with d,, , (w) < Ch™ /2 respectively d,, ,(w) < Ch" /2%, Since in such a

domain we use a lamination of scale h®2 /27t and a branching starting on scales h®2 /271 p72 /271
while the corner domains themselves start on a scale h72/271, we have

R 252
Fo—0a1 0] Fi—02 0] ] —£ Yo—a19j1 L1 —29]
E R0~ 121<h1 222+§ 2£2ha2 2— 2)<C E pIo—a1951 pi1—a2972
Ji1+j2=k La=j1 J1+je2=k
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many domains w with d,,  (w) < Ch"/2% for m = 1,...,4 after the second lamination.
Iterating the argumentation we find that there are

> g (R = I x (YD 1)

Jjit.+ir—1=k Jit+..+jL_1=k

many domains w in which we have a gradient on level L — 1 and such that d,,,_, m( ) <
Cht-1/2k for m = 1,...,2871. Summing the energy contributions (4.1) for k = 1,..., K <

log, (h®x=1=%-1) we find, noting that "1, D ity ek LS KETL

/ dist (Vyn (), {Epon, Epopr}) de < CEV (IS pieimee) s
Uw
% (h5L + hPOéL—(P—l)”YL + pltrr—ar lng(haL_(sL) + hl_aL+aL—1).

Summing the contribution from each lamination step (since the binary tree might have a
local depth < L) we obtain the following bound on the energy

L
Z Hk: lh’n 1— 041 log (hak 10— 1)
k=1
x k-1 (hdk + (hpak—(p—l)'rk + pltve—ak logQ(hak_‘sk)) + hl—ak+ak_1)_

For j =1,...,L we choose a; = j/(p+ L), v =(—-1)/(p+L),and 6; = (p+j—1)/(p+ L)
so that

(le;llh%—lfaz)h%q logQ(hOtkq*Jk—l)k*l = h k-1 ]OgQ(h(lfp)/(P-f‘L))k*l

We then have inf,, ¢ 4, I(vy) < Ch?/P+D)(1 + log, (h(1—P/(P+D)))L, O

4.5 Sharp Estimates for Simple Laminates

Following the techniques of [ChM] we can prove that the estimate of Theorem 4.4.1 is sharp
for simple laminates (L = 1) in the following sense.

8 (1)> and F = (Fy + F,)/2 = 0. There

ezists a triangulation T of Q = (0,1)? such that, for each y, € S§(T)? satisfying

Theorem 4.5.1. Assume N =2, F} = —F, = (

I(yn) < ¢ hP/@H) (1+ logz(h(l’p)/(pﬂ)))

there holds

1/p
o (2> hP/ 0D (1 4 log, (hO-P/@HD)) 1P < I (y)

C1

for all § € (0,1/3) and ¢y = =2

()2
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The proof of the theorem follows from two definitions and three lemmas. The inverse
estimate seriously depends on the choice of the triangulation.

Definition 4.5.1 ([ChM]). Let T € T, u, € S*(T), and 6 € (0,1/3). Then, with respect to
up, the triangle T is of type + if |Vuy|r — (0,1)] < 4, of type — if [Vup|r — (0,-1)] <6,
and of type 0 otherwise.

Definition 4.5.2 ([ChM]). For h = 1/K, K a positive integer, let 7, be the triangulation
shown in Figure 4.6. Let z = kh/2 for some integer 1 < k < K —1 and uy, € S¢(75). Then,
let K, be the number of triangles T € 7y, satisfying T C [z, 2o + h/2] x [0,1] and which
are of type 0 (with respect to uy). There is a change of phase along the line {zo} x [0, 1]
in A € {xo} x [0,1] if there exist Ty, Ty € T, T1,T» C [zo, 20 + h/2] x [0,1], such that

TiNT, = A, T} and T, are of type — and +, respectively, and T} and 75 have an entire edge
on the line {z(} x [0,1] (cf. Figure 4.6).

1

Figure 4.6: Triangulation 7, for the proof of the inverse estimate (left plot) and change of
phase at point A (right plot).

Lemma 4.5.1 ([ChM]). Let u, € SL(T5) and 6 € (0, 1/3). If there is a change of phase
along the line {zo} x [0,1] in A then the triangle T € T, with T C [zg,z9 + h/2] X [0,1]
having only the vertex A on {xo} x [0,1] is of type 0 (cf. right plot of Figure 4.6). O

The next lemma is proved in [ChM] for p = 1. The proof for p > 1 follows analogously
and uses Lemma 4.5.1.

Lemma 4.5.2. Let yy = (un, vp) € St(Tr)? and assume that (Ko + 1)h < 1/2 for K being
defined through uy. Then there holds

(1—9) 1 / .
< [ dist(Vys {Fy, Fo})P d(x, y).
Pl T DB By 11 = g stV A1 2}V )
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Proof. Elementary one-dimensional integration arguments show

p

Guin ().

8x( ,Y)

1
/ lup(zo, y) [P dy < pP
0

(0,1)?
By choice of F} and F; there holds |0uy/0z P < dist(Vyn(z,y), { F1, F2})?, so that we deduce
1
/ |U,h($0,y)|pdy Spp QdiSt’(vyh(xay)’{FDFQ})p d(xay) (51)
0 (0,1)
Let [a,b] C [0, 1] be such that all triangles in
{T €Ty : T C [z0,0+ h/2] x [0,1] and T has an entire edge on {zo} x [a,0]}  (5.2)

are of the same type + or —. Since Ou,/0y has a constant sign along {z¢} % [a,b] and
|Oup/0y| > 1 — 6 on {xo} X [a,b] we have

/ |un(zo,y) [P dy > w(b — a)Pth. (5.3)

(p+1)2r

For a proof of (5.3) note that we may assume that u,(x,-) has a zero in £ € [a, b] (otherwise
we may subtract uy (g, a) or up(zo,b) to get a smaller integral over (a, b)). Then, we have

un(z0,2)] = | /6 " un(z0, 5)/0y ds| > (1 — 8)IE — 2.

Integration over (a,b) and convexity of (-)?*! show (5.3), i.e.,

b
/ fun (o, >\pdz> / €~ 2P

5 a)pﬂ (b €)p+1) > (1 _5)p 1

p+ 1 g(b - a)p+1.

p+1

If K; is the number of maximal, disjoint intervals [a;, b;] C [0,1] satisfying (5.2), j =
1,..., K, there holds, by convexity of (-)?*! and with ¢ = (1 —§)?/((p + 1)2P),

1 K1 K1
1
/0 |un(zo, y)|P dy > C,Z(bj —a;)"* =K, Z E(bj — ;"
=1 i=1
- pt1 1 : pt1
> K (Y =i —a) = (Do —ay)
Jj= Jj=1

Since each triangle which has an edge on {zo} x ([0,1] \ UJK laj, b;]) is of type 0, and there
are at most Ky such triangles, there holds, using the assumption (Ky + 1)h < 1/2,

i(bj —a;) >1—(Ky+1)h>1/2.

j=1
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By Lemma 4.5.1 there is at least one triangle of type 0 between two line segments {zo} X
laj,b;] and {zo} X [ag, b], 7 # k, so that K; < Ky + 1. Hence,

! d 1
Pdy > .
/0 ‘U/h(x01y)| Yy = 2p+1 (K0+1)p

The combination of the last estimate with (5.1) proves the assertion. O

The next lemma shows how many changes of phase are needed to obtain a small energy. It
follows directly from Lemma 4.5.2 by contradiction. We follow the argumentation of [ChM].

Lemma 4.5.3. Assume y, = (un, vy) € SL(T)? satisfies
/ dist(Vyn, {F1, F3})7 d(z,y) < eih?/ 0 Tog, (R4 0HD),
(0,1)?

Then, if h is small enough so that
R/ Jog, (RU—P/(PHY P < (¢ /e)) P /2

with ¢y as in Theorem 4.5.1 and if Ky 1s defined through uy there holds

(02/01)1/ph—1/(p+1) 10g2(h(1—p)/(p+1))—1/p < Ky+ 1.
Proof. If the conclusion of the lemma is wrong then there holds

(Ko +1)h < (Cz/Cl)l/php/(p+1) logQ(h(l‘P)/(P“))‘l/i” <1/2.
and
pp/(+1) 1Og2(h(1—p)/(p+1)) < (eafer) (Ko +1)7P.

Lemma 4.5.2 then shows that the assumption of the lemma is not true if A is small enough.
U

Proof of Theorem 4.5.1. Choose T = Ty, h = 1/K, and let y, = (up,vp) € SE(T)? be
as in the theorem. Let g = kh/2, 1 < k < K — 1, and let K, be the number of triangles of
phase 0 in [zg, 2o + h/2] x [0, 1] with respect to uy. Since on each triangle of phase 0 there
holds min;_; o [Vy, — F}|P > 6” we have

/ dlSt(Vyh, {Fl, FQ})p dz Z Koéth/Q.
[:Bo,wo—}—h/Z]X[O 1]
Lemma 4.5.3 shows

Ko > cih /@) logy (h(P)/ i) =1/,

Moreover, there are 2h~! many different points x4 of the form kh/2 so that we conclude from
the previous estimate,

/ dist(Vyn(z), {F1, Fy})P dz > 67(ca /1) /Ph=1/@+1) Tog, (BO-P)/@+D)=1/pp2 =1
(0,1)2
= 6P (cy/c1) PP/ @FY) Jog, (ROI—P)/(PH1))=1/p

which proves the statement. O
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4.6 Stabilisation of Finite Element Schemes

The theoretical results of this chapter may be used for the stabilisation of finite element
schemes for the construction of infimising sequences. Since we now know how optimal finite
element deformations look like we may try to enforce the right scales of laminations and
branching through higher order terms. In the following we introduce an artificial surface
energy term that regularises the functional and which scales as a higher order term provided
our energy estimate is optimal.

Lemma 4.6.1. For all v, € S'(T)™, there holds

3 he / Von - ngll? ds < CIREPV 02, -

Ecé&q

Proof. A scaling argument shows the existence of an h-independent constant C' > 0 with

hE/ VenllPds < ClI Vol

for all F € £,. Hence
S / VolPds <C 3 B IVul,en

Ec&q Eecé&q

Since the patches wg form a cover of €2 with finite overlap we deduce the statement. O

Using the previous lemma we may consider the following modified energy functional, in
which v > 0 serves as a stabilisation parameter.

Definition 4.6.1. For v > 0 and v, € A, = {vy, € SH(T)" : vp(z) = Fz for all z € IO} set

o) = 3 K / [Von] P ds + I(vn).

Eec&q

Note that the first summand in I, is the norm of a generalised second derivative such
that I, is convex in the higher order derivatives. This does not necessarily mean that I, is
convex but it guarantees existence of solutions in the continuous case. We therefore expect
that minimisation algorithms such as the Newton-Raphson scheme converge faster for I,

than for 1. Since we know that I(v,) < Ch?/®+1)(1 + logQ(h(I*”)/(ﬁL)))L we choose v > 0
such that the first term is at least of the same order. Infimising sequences are bounded in
WP (; R™) so that for v > p/(p+ L) 4+ 1 we have by Lemma 4.6.1,

Z h / [Vop]|P ds < C||hO~Y /vah”Lp(Q) < Ohp/ L),
Ecé&q

This shows that if our estimate for I(vy) is optimal then the surface energy term is at least
of the same order. We may state the following theorem.

Theorem 4.6.1. For vy > p/(p+ L)+ 1 there holds
inf I(vy) < Jnf L(vs) < CHP/®FD) (1 4 1og, (RPN O
€An

v EAp
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4.7 Numerical Experiments

In this section we report on the results of some numerical experiments. The main example is a
vectorial two-well problem with homogeneous boundary conditions. Our overall observation
is that the performance of the employed Newton-Raphson scheme seriously depends on the
choice of a good starting value. This behaviour underlines the theoretical results in [Ca3]
that state that local minimisers on a certain energy level cluster around local minimisers on
lower energy levels. We start with the description of the employed numerical algorithm.

4.7.1 Minimisation Algorithm

In order to compute local finite element minimisers for the non-convex energy functional we
employ a Newton-Raphson scheme with a line-search correction. The correction step avoids
to stop at a local maximum and consists in trying to find a local minimiser of a function
depending on a scalar variable only. We use the following bisection algorithm to seek for a
local minimiser of a continuously differentiable function g : R — R satisfying g(s) — oo for
|s| = o0.

Algorithm (A¥section)  (3) Choose t; € R.
(b) Choose t; € R such that g(ts) > g(t1) and
ty >t for ¢'(t1) <0,
to < 11 for g’(tl) > 0.

(C) Set tM = (tl + tg)/Q
(d) If g(tar) > g(t1) set ty := tpr. Otherwise, set ¢; := ¢y and

b max{t;,t} for ¢'(ty) <0,
277 min{ty, to}  for ¢'(ta) > 0.

(e) Stop if ¢'(¢;) = 0 and else go to (c).
Remark 4.7.1. Algorithm (A%secton) may terminate with ¢; = t*, even if this is not a local

minimum but a point satisfying ¢'(t*) = 0. We try to avoid however, to stop at a local
maximum.

Algorithm (A¥s¢ctom) js used in the following extended Newton-Raphson scheme.

Algorithm (AME1), (a) Choose u) € Aj; and set j = 0.
(b) Compute the solution v, € Sj(T)™ of the linear system

DL, (u) vy = — DL, (uf).
(c) Run Algorithm (Absection) with initial value t; = —1 for
g(t) = L,(u} + t).
(d) Set u{fl = uﬁl + tiop, ji=g+ L
(e) Stop if DI, (u;) = 0 and else go to (b).

Remark 4.7.2. Since W is piecewise strictly convex the linear system in (b) has a solution.
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4.7.2 Numerical Results

We start with an example that fits into the theoretical framework of this chapter.

Ezample 4.7.1 (Homogeneous two-well problem). Assume N = 2 wells, p = 2, and F; =
diag(1,0) and F, = —F;. Then F; — F; = a®n for a = (2,0) and n = (1,0). We set
F=1F +1F,=0¢R>? and choose Q = (0,1) x (—2,2).

-2

In order to visualise laminations (and possibly branching effects) we define the volume
fraction 0(Vuy,) related to the well Fy of the deformation Vuy,. The mapping 6 : R?*? — R

: Fll Fl?) 2% 2
is for F' = € R°*“ defined b
(F21 Fy Y
0 for F11 S —]_,
Q(F): (]_+F11)/2 for —].<F11§]_,
1 for 1 < Fi;.

Note that 0(Vup(x)) is close to 1 if Vuy(z) is close to Fi and 6(Vup(x)) is close to 0 if
Vuy(z) is close to Fy.

We choose a coarse triangulation 7, consisting of 128 elements which are halved squares
and use red-refinements of 7 to define uniform triangulations 7 of different maximal mesh-
size. Moreover, we try various initial values u) € S}(7)? for Algorithm (ANE1):

(a) Nodal values for u) defined at random of order O(h).

(b) The gradient of the initial deformation u} is a coarse lamination of Fy and F; of scale

O(h1/2).

(c) The gradient of the function v is defined by a fine lamination of Fy and F of scale
O(h*3) in an O(h?/?) neighbourhood of the parts of the boundary (0,1) x {—2,2}
followed by a lamination of scale O(h'/?) in a layer of thickness O(h'/?) and a coarse
lamination of scale @(h'/?) in the remaining part of Q.

Note that u} defined in (a) does not use any a priori information about the problem.
The definition of u} in (b) is motivated by the construction of infimising sequences in [Lul]
that leads to a convergence rate O(h'/?). The analysis performed in Section 4.2 that leads
to a convergence rate O(h%3(1 + log,(h~'/%))) motivated the definition of u) in (c).

The implementation of Algorithm (AN®!) was performed in Matlab in the spirit of
[ACFK, ACF], cf. Appendix A. For various triangulations and initial values according to
(a)-(c) the algorithm terminated after at most 10 iteration steps. The CPU time needed
to solve (P,) or (P,,) on a SUN Enterprise with 14 processors and 14 GB RAM using a
triangulation with 8,385 nodes and with one of the three initial values was a few hours.
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Figure 4.7: Energies I(uj) against number of degrees of freedom for initial deformations
according to (a), (b), and (c) and for the stabilised (stabilised min.) and the non-stabilised
functional (direct min.) in Example 4.7.1.

Figure 4.7 shows the energies of local minimisers against degrees of freedom on a sequence
of uniformly refined meshes for initial values as defined in (a)-(c) and the stabilised as well as
the non-stabilised functional. The theoretical results of this chapter showed that the optimal
convergence rate for I(uy) is 2/3 so that we chose the stabilisation parameter v = 5/3. A
logarithmic scaling on both axes and the fact that inf,c 4 I(v) = 0 allow us to interpret a slope
—« in the plot as a convergence rate 2« (since dof ~ 1/h? in two dimensions). We observe
an experimental convergence rate 4/7 for initial values according to (c) for stabilised and
direct minimisation which is very close to the predicted value. For initial values according
to (a) we do not observe a decreasing energy at all. The initial value defined in (b) leads
to smaller energies than the one defined in (c) for direct and stabilised minimisation. We
assume that the reason for such a behaviour is that the pre-asymptotic range is very large
in this example.

The left plot in Figure 4.8 displays the volume fractions for the local minimiser of I,
obtained with Algorithm (AN%!) and an initial deformation defined by (a). We observe
that there is no structure in the solution and assume that this deformation is far from being
optimal. The middle plot in Figure 4.8 displays the volume fraction for the solution obtained
by Algorithm (AN 1) for an initial value according to (b) and the stabilised functional. The
Newton-Raphson scheme terminated after a few iteration steps and only smoothed out the
initial deformation a bit. When three scales are employed to define an initial value as in
(c) we obtain the solution shown in the right plot of Figure 4.8. Again, the solution does
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Figure 4.8: Volume fractions on (0, 1) x (0, 2) for local minimisers of the stabilised functional
for initial deformations defined by (a), (b), and (c), respectively on a triangulation with
8,385 nodes in Example 4.7.1. Blue colour corresponds to a vanishing volume fraction while
red colour indicates 8(Vuy(z)) = 1. The volume fractions for deformations obtained by
direct (non-stabilised) minimisation showed the same characteristics.

not differ much from the initial value and we do not observe branching at all. The volume
fractions for local minimisers for the non-stabilised functional and initial values defined by
(a)-(c) looked similar to the ones for I, and initial values defined by (a)-(c), respectively,
and are therefore not displayed.

When a lot of a priori information are used to define an initial value, i.e., if the initial value
for an iterative solver captures branching effects, branching has been observed in numerical
experiments in [LL2]. Our numerical results and our analysis however indicate that it is in
general not possible to compute optimal minimisers. Because of the worse convergence rates
proved in Section 4.4 we expect that difficulties increase, when the energy density has more
than two wells.

We close this chapter by commenting on numerical results for problems that do not fit
into the theoretical framework of this chapter but which will be analysed in more detail in
the following chapters.

Ezxample 4.7.2 (Non-homogeneous four-well problem). Assume N = 4 wells, p = 2, F} =
—F; = diag(—a,—a), and F, = —F, = diag(a, —a) for « = 1/10. Let Q = (0,1)?,
I'p=10,1] x {0}, Ty =02\ I'p, up =0, and g(s) = (0,1/20) for s € (1/4,3/4) x {1} and
g(s) = 0 else. We ran Algorithm (AY#1!) with starting value u) = 0 and v € {3/2, 00} to
minimise the functional

L) = [ We)dr= [ gomds+ 30 n [ 9ot

Ec&q
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among all v, € A, = {wy, € SY(T)? : wplr, = up}. Similar to the results obtained in
Example 4.7.1 for initial values defined by (c), we do not observe convergence. Figure 4.9
displays the energies I(uy) — I for the local minimisers of the stabilised (7 = 3/2) and the
original functional (7 = 00) on a sequence of uniformly refined triangulations. The value
Iy :=inf,c 4 I(v) = —0.002 763 was approximated by extrapolation of a sequence of relaxed
energies of minimisers for the convexified functional ** on a sequence of uniform meshes.
Figure 4.10 displays the local minimisers for I, for v = 3/2 and 7 = oo in the left and the
right plot, respectively, on triangulations with 4,225 nodes. The solution is not optimal, as
the body squeezes instead of stretching.

71078

© - direct min.
> - stabilised min.

41073 - . . . N 13 .
10 10 10
dof

Figure 4.9: Energies I(uy) — Iy for Iy = inf,c 4 I(v) against number of degrees of freedom for
the stabilised and the non-stabilised functional in Example 4.7.2.

Ezample 4.7.8 (Scalar three-well problem). For s € R? and sy = 0, s; = (1,0), 5o = (0, 1),
let W(s) = minj—o 12 |s — s;|>. Moreover, let Q := (0,1)? and define up(z,y) = v(z) + v(y)
for (z,y) € Q, where for t € (0, 1),

[ (t—1/4P3/6+ (t—1/4)/8  fort < 1/4,
v(t) = { C(t— 1/4)°/40 — (t — 1/4)3/8 for t > 1/4.

Set f = —div DW**(Vup). We used Algorithm (AV#!) to minimise the functional

I (vp) = /Q W (Von) dz — /Q fondz+ 3 b /E [Von] 2 ds

Ec&q

among all v, € A, = {wy, € S*(T)? : wploa = uplan}. We used an initial value as to satisfy
the non-affine boundary conditions and chose v = 1,3/2,2, co. Algorithm (AV% 1) generated
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solutions for the stabilised (y = 1,3/2,2) and the non-stabilised (7 = oo) functional on a
sequence of uniform meshes. We observe that there is no convergence for the energies, cf.
Figure 4.11. The minimal value [y := inf,c 4 I(v) = 0.056 331 was computed exactly with
the help of the generalised formulation of the problem and the exact solution.
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Figure 4.10: Modulus of the stress field |0}, ,| on the deformed body for local minimisers of
I, for v = 3/2 (left) and v = oo (right) on triangulations with 4, 225 nodes.
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Figure 4.11: Energies I(up) — Iy for Iy = inf,c 4 I(v) against number of degrees of freedom
for the stabilised and the non-stabilised functional in Example 4.7.3.
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Chapter 5

Numerical Analysis of Relaxed
Formulations

5.1 Introduction

As in the previous chapter we start with the mathematical model of Chapter 1 but now allow
more general boundary conditions and outer body forces. The body under consideration
occupies the domain Q C R*, n = 2,3, and is applied to outer body forces f € L*(Q;R"),
g € L>(Tny; R") where 'y = Q2 \ I'p for a relatively closed, non-empty part of the boundary
I'p C 09 so that the mathematical model reads:

(P) Findu € A:={ve WH(QR") : vlr, = up}
such that I(u) = inf, 4 I(v).

The function up € W22(I'p; R*) describes prescribed boundary conditions on I'p. The
energy functional I : A — R is for v € A and the symmetric part of the displacement
gradient £(v) = (Vv + (Vv)")/2 defined by

U)=/QW0(6( dx—/f dx—/FNg(s)-v(s)ds

and involves a temperature dependent energy density Wy : Ri7" — R where Ri;» = {G €
R™ " : G = G"}. For simplicity we assume that the temperature is constant and hence write
W instead of W,.

As described in Chapter 2 if W is not quasiconvex then solutions do in general not exist
and infimising sequences are enforced to develop rapid oscillations. Macroscopic quantities
are captured in the quasiconvex relaxation of the problem, in which W is replaced by its
quasiconvex hull W%, Noting that the quasiconvex hull of W (F) := W((F + FT)/2) only

depends on the symmetric part of a matrix, the quasiconvex hull of W is defined by (cf. [K])

W (FE) = inf / W(E +e(v)(xz))dx  forall E € R},
|Q\ vEW 120 (R") v
v[pa=0
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The relaxed variational formulation is then defined as follows.

Find u € A such that
(P9°) I%(u ) = inf,c 4 ch( ), where for v € A
I(v) = [, W%(e(v)(z)) dz — [, f(z) - v(z) dz — er g(s) - v(s)ds
Then, there exist solutions for (P?) which are exactly the weak limits of infimising sequences
for (P).
In some applications the quasiconvex hull W9 equals the convex hull W** of W and

we make the assumption that this is the case, i.e., we analyse variational problems of the
following form.

(P™) Find v € A such that
I'*(u) = inf,c 4 I**(v).

Here, for v € A the energy functional I** : A — R is defined by

1@ = [ Wee@@)de - [ @)oo [ 0(5)-v(e) ds.

For the numerical analysis of other relaxed formulations, e.g., if W% is polyconvex or rank-
one convex, or a model from micromagnetics, we refer to [B2, CD, CPr, Do2].

Motivated by Chapter 1 we restrict the numerical analysis of (P**) to convex hulls of
energy densities of the form

W(E) = I{un (|CV2(E - E;)[*/2 + w;). (1.1)
]_ ” ’
where N € N, Ey, ..., Ex € R{/V, wi,...,wy € R, and C : REZH — RSP is a symmetric,

positive definite fourth-order tensor so that C'/? is well defined. We have W1 = W** if,

e.g., N =2 and E; and FE, are compatible in the sense that there exist a,b € R" such that
E, - E, = (a®b+b®a)/2.

A numerical scheme for the approximation of solutions for (P**) replaces A by a finite
dimensional space Aj. Then, as in the continuous situation, the resulting problem admits a
solution but deformations are in general not unique so that error estimates for that quantity
cannot be expected.

The numerical analysis for the approximation of (P**) involves three stages and is due
to [CP1, CP2|. First, one computes W** and proves that W** = W%, This only holds for a
few special cases. Second, a certain monotonicity estimate for DW** is needed to define a
unique macroscopic quantity. The last stage consists in the proof of a priori and a posteriori
error estimates. The latter two steps have been performed in [CP1, CP2] for scalar and
vectorial compatible two-well problems. Here, we consider multi-well energies with arbitrary
many wells, compute the monotonicity estimate, and perform the error analysis but only
indicate W% = W** for three examples. Moreover, we comment on efficient a posteriori
error estimates and on the reliability-efficiency gap [Ca3|.

44



The combination of the monotonicity estimate with an argument of [CaM] shows local
regularity of the same quantity for which we derive error estimates. For completeness we
include the proof of the result in this presentation.

Since the convex hull W** of W is degenerately convex the computation of finite ele-
ment minimisers for I** is difficult. A stabilisation method, which has recently been applied
in [CPP, Pr3| to construct numerical schemes that yield strongly convergent infimising se-
quences for (P**) if I involves a strictly convex term in L?, leads to an energy functional with
a piecewise positive definite second derivative. We derive error estimates for finite element
minimisers for the modified functional and then comment on the practical performance of
the stabilised functional especially on its dependence on the stabilisation parameter.

The rest of this chapter is organised as follows. We first present the discretisation of
(P**) and some notation in Section 5.2. Section 5.3 is devoted to the convexification of
W and the uniform monotonicity estimate for DW**. The resulting a priori and reliable
a posteriori error estimates are given in Section 5.4 and we discuss efficient a posteriori error
estimates. After discussing local regularity of stresses in Section 5.5 we present examples
for energy wells that lead to convex relaxations in Section 5.6. For these examples we
show in Section 5.7 how Young measures can be recovered from a macroscopic deformation.
The stabilised energy functional is introduced in Section 5.8 and related error estimates are
derived. Finally, we present the numerical results of some experiments in Section 5.9 after
describing the employed minimisation and mesh refinement algorithms.

5.2 Discretisation of (P**)

For a discretisation of (P**) we choose a triangulation of the piecewise affine domain € that
consists of triangles or tetrahedra. The discrete boundary data upj are defined by nodal
interpolation of up. Then, the lowest order finite element space S'(7) defines

Ap = {Uh S 81(7-)” : 'Uh|FD = UD,h}-

The discrete formulation (P;*) of (P**) then reads

(Pr) { Find uy, € A, such that
h I**(up) = inf,, 4, I (vp).

Definition 5.2.1. For E € R*" and 7 € L*(Q; R2*") define

sym SYm
|Blg == (CT'E,E) = |C'?E]’ and |7llg ¢=/ (@) g1 da.
Q

We start, with an existence theorem and an a priori bound in W1?(Q; R").
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Theorem 5.2.1. For W as in (1.1) there exist solutions u € A and u, € Ay, for (P**) and
(Py*), respectively. For an hr-independent constant C > 0 we have

IV(u—u)| <C.

Moreover, there holds, for all v € Wll)’Q(Q; R"),
/(DW**(e(u)), e(v)) dr — / f-vdr — / g-vds=0
Q Q I'n
and, for all v, € S,,(T)",

[ oW (e, sy do — [ fovdn - [ gomds=0

Proof. The existence of solutions follows from the fact that I** is bounded from below,
that infimising sequences are, by Korn’s inequality, bounded in W2(Q; R"), and that I**
is weakly lower semicontinuous. The boundedness of infimising sequences also implies the
estimate ||V (u—up)|| < ||Vul| +||[Vus|| < C. The Euler-Lagrange equations follow from the
growth conditions of W** which are the same as for W. O

Remark 5.2.1. In general, the deformation u is non-unique (cf. Chapter 2). A unique quan-
tity is defined below in Section 5.4.

5.3 Convexification of Multi-Well Energies

In this section we first characterise the convex hull of multi-well energies and then prove a
monotonicity inequality that is the main ingredient for the error estimates in Section 5.4.

The following formula is contained in [K]. We include the short proof as it is not given in
K].

Theorem 5.3.1. For E € R**" there holds

sym
N N
) (91‘)6[07111]11%’1,12ﬁ?j:1(| ( ; iENI"/ +j§:1 jw;) (3.1)

Let RHS(FE) denote the right-hand side of (3.1). The proof of the assertion follows from
three claims.

Claim 1. There holds W**(E) < RHS(E).

Proof of Claim 1. Assume that (6;)1<j<y € [0,1]" satisfies Z;VZI §; = 1 and attains the
minimum in the right-hand side of (3.1). By the standard representation formula of the
convex hull of W there holds,

M M M
W**(E) = inf {Z 0mW (F) : 0m €[0,1], Frn € RN "0 =1, 0mFrm = E} :
m=1 m=1 m=1
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With M = N, g = O, and F, = E,+ E—Y 0,E;, m=1,..., M, so that Y"1, 0, F, =

E, we deduce

N
O (B + B — ;lejEj)

WE

W*(E) <

1

3
I

N
Om (|C/* (B + E =) 0,E; — En)|* + wp,)

WE

m=1 j=1
N
= [CVX(E =) _0,E)I>+ > bw;
j=1 j=1
_ RHS(E). O

Claim 2. There holds RHS(F) < W(FE).
Proof of Clatm 2. Since
W(E) = |C'*(E — E}) /2 + wy,
for some 1 < k£ < N we may choose 6, =1 and 6; = 0 for j # k in (3.1) to verify
RHS(E)<W(E). O

Claim 3. RHS is convex.
Proof of Claim 3. Let E,F € Rx» and 6; € [0,1], j =1,...,N, and g; € [0,1],  =1,.., N,
be minimising in the definition of RHS(F) and RHS(F), respectively. For s € (0,1),

; := s + (1 — s)p; are admissible convex coefficients. Therefore,

RHS(sE + (1 - 5)F) < [C?(sE + (1 - 5)F zm |2+z(sw]

N N
:|C1/2(3E—SZQjEj+(1—3 (1-29) ZQ] |2+320w] (1-y5) Zgjwj
j=1 j=1
N N
< (5|C1/2(E—ZejEj)\+ §)|CH2(F ZQJ ) +529jwj (1-9))_ ojw;
j=1
N
< 2|CV2(B ZH By 4 25(1 = )|C/ (B = Y 0,,)| [C*(F Zea
j=1

+ (1 — ) CY2(F — ZQ] |2+520w] —s)Zgjwj.
j=1

The inequality 2ab < ;a + vb? for a,b € R and v > 0 shows

N

2s5(1 — 5)|CY*(E — Y 0,E;)||C/*(F Zgj
7j=1
2\@/2 E— ZHE )? +7(1 = )*|C/?(F - Zgg

j=1
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Choosing v = = eventually proves convexity of RHS, i.e.,
RHS(sE+ (1—s)F) <sRHS(E)+ (1-s)RHS(F). O

Proof of Theorem 5.3.1. Since W** is by definition the largest convex function below W

we deduce from Claims 1.-3. that W** = RHS. O
Lemma 5.3.1. Let E € Ry and 0; € [0,1], j =1,..., N, satisfy Z;VZI 6, =1, and
N
W E) = [C2(E - Y 0,8, /2+ Ze w;
j=1

Then, for all G € R**"  there holds

sym ?

(DW*(E),G) = (CG, E — Y _0;E;).

j=1
Proof. Assume E and 60;, j = 1,..., N, are as in the lemma and abbreviate A = Z;\;l 0, F;
and a = Zjvzl f;w;. For any G € R ;" we have

sym
W*(E+G) < |CY*(E+G - A)]*/2 +a.
Hence, there holds

IC?(E+G — A)f/2— |CV*(E - A)/2
(C (E+G A),E+G— A))2 — (C(E — A), E — A)/2
= (C(E — A4),G) +|C*G*/2.

W*(E +G) — W*(E) <

The right-hand side is an upper bound for any G, hence for any F' € R¢*" and h € R we
have

W*(E + hF) < W*(E) + h(C(E — A), F) + h*|C'/?F|?/2.
Since we know from [BKK] that W** € C*(R"*") we have, for |h| < hy,
W*(E + hF)=W"(E)+ h(DW*(E), F) + ¢(h)

with ¢(h)/|h| — 0 for h — 0. Hence, for all |h| < hg there holds

DW(B) ~ (B - ), F) < Z50 4 O P2

and this implies
(C(E — A)— DW™(E),F)=0.

Since F' € R*" was arbitrary we deduce DW**(E) = C(E — A). O

sym
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The monotonicity inequality for DW** is an immediate consequence.

Lemma 5.3.2. For E, F € R{/» there holds

| DW**(E) — DW**(F)|2., < (DW*(E) — DW**(F),E — F). (3.2)

Proof. Let E,F € RX" 6, 0; € [0,1], j = 1,..., N be such that - ;="  g; =1 and

sym ?

N
W*(E) |(C1/2 20 E;) /2+20jwj,
W**( |C1/2 Z‘Q] | /2+ZQJ’U)]

Abbreviating A = Z 0,E; and B = ZJ 1 0;E;, Lemma 5.3.1 shows
|DW**(E) — DW**(F)[3-: = (C(E —A—F+B),E—A—F + B)
and
(DW**(E) — DW*(F),E — F) = (C(E — A— F + B),E — F).
Using > 0; =>_0; =1 we find

(DW**(E) — DW*(F),E — F) — [DW*(E) — DW**(F)%.,
(C (E A—F+B),A-B)
(C(E-A),A-B) - <<C(F—B)A—B>

N
> o(C(E — A),A— E£+Zaq (F — B),B—E,)

=1 =1 (3.3)
N

:ZQ@( E A A Eg, ZOw]—i-wg)
=1

+204< ),B—Ey,) Z‘waﬂ +’U)g)

By the choice of 6;, j =1, ..., N, for each £ € {1, ..., N} the mapping f : [0,1] = R,

5+ |CYV2(E —SZHE (1—3s)E))| /2%—522011)J (1 — s)wy

j=1
has a minimum in s =1, i.e., f'(1) <0, or

N
—(C(E - A),A-E)+ ) fjw;—w, < 0.

=1
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The same argument shows for all £ € {1,..., N},

N
—(C(F = B),B = E;) = Y _ gjw; + w; < 0.

=1

Since g, 0 > 0 the assertion follows from (3.3). O

5.4 FError Estimates for the Numerical Approximation
of (P*)
The monotonicity estimate of the previous section allows to prove error estimates for the

numerical approximation of a macroscopic quantity. This macroscopic quantity is defined
by

o =DW*™(e(u)) and o, = DW*™(e(up))

for solutions u € A and uy, € A, for (P**) and (P;*), respectively. We refer to o and oy, as
the stress and the discrete stress, respectively.

A direct consequence of the monotonicity inequality and the Euler-Lagrange equations
for solutions v and wuy, is the following statement.

Lemma 5.4.1. There holds o,0p, € L?>(Q; R2*"). The stresses o and oy, are unique for (P**)

SYm
and (Py*), respectively, in the sense that if u,v € A and uy, vy, € Ay, are solutions for (P**)

and (Py*), respectively, then there holds
DW**(e(u)) = DW**(e(v))
and
DW**(e(up)) = DW**(e(vy))-

Proof. Since DW**(F) < C|F| and u,u, € WH*(;R") there holds 0,0, € L*({;R").

sym

Let u,v € A be solutions for (P**). By the monotonicity inequality of Lemma 5.3.2 and the
Euler Lagrange equations of Theorem 5.2.1 for u and v there holds

IDW™* (e(u)) — DW*™(e(v))ller < /Q<DW**(€(U)) — DW™(e(v)),e(u — v)) dz = 0.

The uniqueness of o, follows by replacing v and v by u;, and v, in the last estimate. O

5.4.1 A Priori Error Estimate

The first error estimate is an a priori result and shows that the stress is approximated
quasi-optimally,
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Theorem 5.4.1. There holds

llo = onll-r < C inf ||V (u— wp)||-
wpEAp

Proof. The Euler-Lagrange equations for solutions u € A and u, € A, for (P**) and (P;*),
respectively, imply

/Q<a ~ o e(vn)) dz = 0

for all v, € SH(T)". Employing the monotonicity inequality we find for arbitrary v, €
Sp(T)"
lo —onl]z: < /Q(o — op,e(u—up —vp)) da
= /(C_1/2 (0 —on), C%e(u — up, — vp)) dz
<NIC2(0 = oI 22— = )|
Setting wy, = up, + vy € Ay and noting ||C/2¢(v)|| < C||Vv|| proves the statement. O

In general there only holds u € W?(Q; R") and no higher regularity results are known.

Thus the estimate of the previous theorem proves convergence o, — o € L?({; ngm) since

Wps0S*(T) for a family of triangulations with decreasing mesh-size is dense in W'2(Q). The
convergence rate cannot be quantified unless u € W'T%%(Q; R") for some & > 0.

Remark 5.4.1. A result in [Fr| shows o, — ¢ in measure.

5.4.2 A Posteriori Error Estimates

The following estimates are a posteriori error estimates which allow to compute an upper
bound for the error in terms of a discrete solution u; and the triangulation 7.

Definition 5.4.1. For a function 7 :  — R™ " that satisfies 7|7 € WH2(T; R"*") we denote
by divs 7 the elementwise application of the divergence operator to 7, i.e.,

(divy 7)|r = div(r|r).
Theorem 5.4.2. There holds
lo = onllts < Clikr(f +divron)ll +C (3 hallion - nall2am)
+ IR 5B /0 ey
Furthermore, if f € W2(Q; R"), there holds
lo —onlle-r <C  inf _ lon — 7

Th€SY(T39)
3/2 3/2
+C(|1hY?0eg /sl 2wy + 1AV FI| + |hy *03up /05 |2r,))-
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Proof. Let u and u;, be solutions for (P**) and (P;*), respectively. We start as in the proof
of the previous theorem to verify, for w € W2?(Q; R") such that w|r, = up — up, and

VR, € SID(T)n,

1T 2(0 — ap)|2 < /(0 — o e(u — up)) dz
e (4.1)

=/Q<a—ah,s(u—uh—w—vh))d$+/<0—0h75(w)>d$

Q

Since (u — up, —w — vp)|r, = 0, the Euler Lagrange equations for u show

/Q(a—ah, e(u—up—w—uwy))de
:/Qf(u—uh—w—vh)da;—i—/FNg(u—uh—w—vh)ds (4.2)
—/Q(ah,e(u—uh—w—vh))dx

To prove the first estimate we perform an elementwise integration by parts of the form

/T<0h,6(v)>d:v=—/Tdivoh-vdx+/ (on-1) - vds

oT

to deduce from (4.1) and (4.2)

||C’1/2(0 — <7h)||2 < /(f +divron) - (u—up —w —vp) dx
Q

+/r (g—op-n) - (u—up,—w—uy)ds — Z [on -nEg| - (u—up, —w —vp)ds

Ecé&q B

+ /Q((C_l/2 (o0 —op), Cc/? (e(w))) dz.

Choosing v, = J(u — up — w) (where J is applied to each component of (v — u, — w)) the
properties of 7 in Theorem 3.3.1 show

SIC 2000 < C(llhr(f + divy on) [V (= un = w)|
(Y holilon nulleaw) IV @ = un = w)]| + [CF2 ((w)]?).

EcEqUEN

Since |V(u — up — w)|| < [[V(u — up)|| + [|[Vw| and ||CY2(e(w))|| < C||Vw]|, the first
estimate follows from choosing w according to Lemma 3.4.1 and employing the a priori

bound for ||V (u — up)|| < C.
To prove the second estimate we start as above, insert arbitrary 7, € S (7; ¢) in the last
term of the right-hand side of (4.2), abbreviate v = (u — up — w — vy,), note that v|r, = 0,
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and perform an integration by parts to find

/Q(Jh,s(u—uh—w—vh»dx:/Q(ah—Th,e(v))dx+/(7'h,e(v))dx

e (4.3)
= /(ah — Th,e(v)) dx — / div 73, - vdx — / (th - m) - vds.
Q Q T'n

Since div 7, = divy 7, and divy o, = 0 we have

/ divr, -vdr = / divy (1, — o) - vdz < ||hy divy (T, — on)|||hF 0] (4.4)
Q Q
An elementwise inverse estimate shows

A7 divy(h — on)|| < CllTh — ol|. (4.5)

Choosing as above v, = J(u — up, — w), the combination of (4.1)-(4.5) together with the
properties of J proves

1€ 2 (0 — ol < C(low —mull + Il7n -1 — gllzzey + RV FINIV( — un — w)]
+ T2 (0 = o) [1C 2 w)]|.

Choosing w as in Lemma 3.4.1, estimating |V (u —uj, —w)|| < C, absorbing ||C/2 (o —a3)||,
and estimating ||C'/2¢(w)|| < C||Vw|| proves the second estimate. O

5.4.3 Efficient A Posteriori Error Estimates

We briefly discuss some converse estimates of the previous theorem. Note the different
exponents of the term ||o — o3| when compared to the estimates of Theorem 5.4.2.

Theorem 5.4.3. There holds

. 1/2
Ihr(f + divron)ll+( Y helllon - nslll?m)
EecEqUEN
. 1/2 3/2
< C(”U — ol + (Z h }ngé“f - fT“%?(T)) + ||h5/ 89/88||L2(FN))
Ter T
and
inf oy —m|| <|lo—on||+ inf |lo— 7]
ThESN(T39) ThESN(T39)

Proof. The first estimate follows from inverse estimate techniques as in [V1]. The second
estimate follows from the application of a triangle inequality. O

Remarks 5.4.1. (i) The terms on the right-hand sides of the estimates of the theorem involv-
ing f and g are of higher order.
(ii) If o € W (Q; R**™) for some § > 0 than the second term in the right-hand side of the
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second estimate is of higher order.
(iii) Equivalence of norms on finite dimensional spaces shows for all E € £q U &y,

it flon = ellizuny < C(hallon - nelliags) + BL2100/0sl2weryy)-  (46)
TEESN(T§9)|NE

The results in [CB, CBJ] show

inf )||ah —nlP<Cc ) inf  lon = 7el7 2, (4.7)

ThE€SL (T3 Bty TEESN(T39)|wg

The combination of (4.6) and (4.7) with the first estimate of the theorem proves

inf fon =7l < C(llo = onll + Zh? min |1 = frllfar) " + 10 *09/0sl 2o

and hence shows efficiency for the error estimator inf,, cs1 (7,9 |0 — 74| without smoothness
of 0. The point is that we have a constant 1 in the second estimate of the theorem.

Remark 5.4.2. Theorems 5.4.2 and 5.4.3 show the “reliability-efficiency gap” [Ca3] of a pos-
teriori error estimates: If we abbreviate

NzM = inf llon — 7|

we have
Oz +hot. < [lo — onl| < C'nyf3; +hoot. (4.8)

where h.o.t. denotes higher order contributions. Equation (4.8) shows that we have expected
lower computable bounds but non-optimal upper bounds for the error.

5.5 Local Regularity of Stresses

Following the argumentation of [CaM]| the monotonicity estimate of Section 5.3 allows to
prove local regularity of the stresses provided the right-hand sides are smooth enough. For
completeness we include the proof.

Theorem 5.5.1 ([CaM]). Assume that DW™** satisfies an estimate of the form (3.2). Let
u € WH2(Q;R") and assume that o := DW**(e(u)) € L*(Q; R"*") satisfies
divo € W, (% R™).

Then there holds

o € Wh2(Q; R™™).

loc
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Proof. Let M € R™" |M| =1, and n € C*(Q2) with suppn C w C w C Q for some bounded
open set w which lies compactly in 2. For 0 < h < dist(suppn, 0f2) and z € w set

7(z) == (o(z + hM) — o(z)) /A,

e(z) == (u(z + hM) — u(z))/h,

§:=¢€(e).
An approximation argument shows
||e||L2(w) + ||’I’]2 div T“L?(w) S C(”U”Wl,z(Q) + || div 0'||W1,2(Q)) S C
with an h-independent constant C' > 0. Letting A := ¢(u)(x + hM) and B := ¢(u)(x) we
deduce from the monotonicity estimate for DW**,
20 = (C 2 (D™ (4) ~ DW*(B))/n?
< C{DW**(A) — DW**(B),A — B)/h* = C{7,0).

This, integration by parts, and Holder inequalities show

||n<c—1/27||i2(w) < 0/772(7', §) dz = —C/div(UQT).ed:v

w w

= —QC/n(TVn) cedx — C/n2(div7') cedx
w w
< C(Inllwreewllell 2w 17l z2w) + llellz2wlln? div 7| L2w)) -

Absorbing |77 r2w) < C|lnC"/27|| 12 on the right-hand side we observe that ||77]|12() is
bounded by an A-independent constant. We thus have

I e
hlgéllmlh( ) <

for all n € C*°(2) with compact support in Q. This implies the assertion of the theorem. [

Remarks 5.5.1. (i) If u € WH2(Q; R") is a solution for (P**) we have divo = f, so that we
have to ensure f € W,22(Q; R™") to deduce o € W (Q; R*™).

loc loc
(ii) In the case of two compatible wells the result is due to [Se].

(iii) The estimation of ||G||Wll’2(Q-Ran) depends on constants related to C. For estimates
which are independent of critical parameters in C we refer to [CaM].

5.6 Compatible Wells

We now present three examples for sets of matrices {Fi, ..., Ex} C REX% for which W =
W**. For more general results on semi-convex hulls of sets and functions we refer to [BD1,
BD2, Do2, Zh, DKK].
The idea for the proof of W9 = W** is to show W** = W where W' := W”|R?m with
W being defined by
W(F):=W(F+FT)/2) forall F eR",

We start with some basic facts about the hulls of W.
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Lemma 5.6.1. (NZ) The function W' only depends on the symmetric part of a matriz.

(i) There holds W**|gnxn = W**.

(iii) There holds W** < W < We.

Proof. The assertions (i) and (ii) follow from the representation formulae of W7 and W**
(cf. Chapter 2). Since there holds W** < W4 < W™ and W* = W*, W% = W, and

W = W7 on R**" we verify assertion (iii). ]
SYym

To define the sets {E1, ..., Ex} we employ the notion of compatible strains.

Definition 5.6.1. The symmetric matrices Ey, Ey € R{7D are said to be compatible if there
exist a,b € R such that

1
El—EQZE(Cl@b‘{‘b@a)

The next Lemma gives a relation between compatible strains and rank-one connected

gradients.
Lemma 5.6.2. Let E € Ri; " and 0 € [0,1]. If the matrices Ey, By € RES satisfy
0F, + (1 —-0)E, = E, Ei—E=00Qb+b®a)/2 (6.1)
for some a,b € R" then there exist F, Fy € R™™ such that
OF, +(1—-0)F, = F, Fi-F,=a®}, (6.2)
and (F; + F)/2=E;, j =1,2.
Proof. Set F1 =FE1+(1—-0)(a®b—b®a)/2and Fy=E;, —0(a®b—b® a)/2. O

We are now in position to present two examples for which W = W**,

Ezample 5.6.1 (Compatible two-well problem [K]). Suppose that N = 2 and F; and FE, are
compatible. Then, W% = W** = Wre,

Proof. Let E € R*"_ According to Theorem 5.3.1, there exists 6 € [0, 1] such that

sym -
W*(E) = |CY2(E - 0E; — (1 — 0)Ey)|*/2 + 6wy + (1 — O)w,
Set P(E) = 0B, + (1 — 0)B, and E; = E; + E — P(E), j = 1,2. Then E, and Ej are
compatible and satisfy 0E; + (1 — 0)E2 = FE. By Lemma 5 6.2 there exist Fy, Fy € R
such that 0F) + (1 —60)F, = E, I — F, = a®b, and (F) +FT)/2 = E;, j =1,2. Since
W™ is convex along rank-one connections, W < W, and W (E;) < |CY/?(E; — E;)[>/2 +w;,
7 =1,2, we have
Wrc(E) — Wrc(E)

S OW™(Fy) + (1 = 0) W(F)

<SOW(F)+ (1—0)W(F)

=0W((F1 + F{)/2) + (1= ) W((F> + Fy)/2)

=O0W(Er) + (1 - 0) W(Ey)

<O(|CV2(Ey — BV /2 +wi) + (1 — 0)(|CY2(Ey — E)[*/2 + ws)
= |C*(E - P(E))|*/2 + 0w; + (1 — O)w,
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i.e., by Lemma 5.6.1, W** = W7"¢. Hence W% = W**. O

Remark 5.6.1. For an explicit formula of W49 which holds even if E; and E, are not com-
patible we refer to [K].

Ezample 5.6.2 (Compatible four-well problem). Suppose N =4, (E1, Es), (Es, E;) are com-
patible and, for all § € [0,1], (8F; + (1 — 0)Ey,0E, + (1 — §)E3) are compatible. Moreover,
assume that for all (F, w) € conv{(E1,w:), ..., (E4, ws) } we may choose p; € [0,1], 7 =1,...,4,
such that g4 = 0103 and (F,w) = Zj.:l 0;(E;,w;). Then, W** = W =W

Proof. Let E € R" and assume that g; € [0,1], j = 1,...,4, are such that Z?Zl 0; =1 and

sym

W (E) = |C'*(E Z o E;)P/2 + z QjWj-

By assumption we may suppose that gops = 0103. Define P(E) := Z;Zl o;E; and Ej =
E;+FE—-P(E),j=1,..,4. If we set 6 := ps/(01 + 04) and 7y := p; + o4 we have

Set H, := vE, + (1 —v)E, and Hy := vE, + (1 — 7)Es. The pairs (Ey, E5), (Es, E,), and
(H,, Hy) are compatible so that we may associate rank-one connected pairs (F1, F»), (F3, Fy),
and (G4, G9) to them in the sense of Lemma 5.6.2, respectively, such that

(1-6)G1+6Gy=E
7P+ (1 -7k =H
’YF4 + (1 - ’Y)F?, = H2

and (G;+G7)/2=H;,j=1,2,and (F;+F}])/2 = Ej;, j = 1,...,4. We then have, since Wre
is convex along rank—one connections and only depends on the symmetric part of a matrix,

WT(E) = W(E) = W™*((1 — 6)Gy + 0G)
< (1=0)W™(Gy) + S W™(Gy)
= (1—6) W™(H,) + 6 W™(H,)
=1 =)W R+ =7E) + W (yFu+ (1 =7)F)
<Q=0)(YW(F) + (1 —7)W(F)) +(vW(Fy) + (1 —7) W(F)).

We deduce W™¢(E) = W**(E) using for j =1, ..., 4,

W (E) = W(E)) < |C(E; - Ej)PP/2+w; = |C7(E — P(E))]*/2 +w;

as in Example 5.6.1. O
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Example 5.6.3. Assume

E, = diag(—a, —f3,6), E, = diag(a, —8,6),
E3 = diag(a’: ﬁa 5): Ey = diag(_aa ﬁa 5)

for a,8,06 > 0 and w; = d, j = 1,...,4, for some d € R If FF = diag(f1, f2,9) €
conv{Fi, ..., F;} we may set

-1, 1 fo 1

y=Das, s=24s

20 | 2 28 " 2
and define g1 = (1—-9)7y, 02 = (1—=6)(1—7), 03 = 67, 04 = 6(1—7), to ensure the assumption
of Example 5.6.2. The energy density W and its convexification W** fora = =1, § =0,
and w; =0, j =1, ...,4, on diagonal matrices diag(s,?,0) are shown in Figure 5.1.

Ezample 5.6.4 (Scalar three-well problem). Let W : R* — B minj—g12|s — s;|> with
so = (0,0), s; = (1,0), and s, = (0,1). Then W% = W** € C'(R") satisfies a uniform
monotonicity estimate

[DW**(s) — DW™(t)|* < (DW*"(s) — DW™(t))(s — t)

for all s, € R? and is for F = (f1, fo) € R? given by

v 0 for F el
————————— W (F) for F e ITUIITUTY,
R f f? for F e VI,
1 U v 1 I %(fl + f2 — 1)2 for F e VII.

Proof. Since m = 1 there holds W% = W** by Remark 2.3.2. Let ¢ denote the function
defined by the right-hand side of (6.3). We first show how the monotonicity of ¢ can be
proved. Let F € III and G € VII. We then have DyY(F) = 2(fi, f2) and Dy(G) =
(91 + 92— 1,91 + g2 — 1). Therefore,

2(DY(F) — DY(G)) - (F = G) — |DY(F) — Dy(G)|*
=@2hi-g—e+)(e-gn-1)+2L-gn—9p+1)(g—-9—-1) (64
=2(filgz =1 =D+ folr — 92— 1) + (91 + 92 — 1))
Since fi,fs < 0,91 —1 < go < g1+ 1, and g; + go > 1 the right-hand side of (6.4) is
greater or equal than 0 so that we deduce the monotonicity for F' and G. Other cases follow

analogously. The convexity of 7 is an immediate consequence of the monotonicity. Note that
there holds v < W so that ¥ < W** < W since W** is the largest convex function below W.
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Figure 5.1: Plots and contour plots of the four-well energy density defined in Example 5.6.3
with a = =1, § = 0 and of its convexification. The plots show the restrictions of W and
W** to diagonal matrices.

Assume that there exists F' € R? such that (F) < W**(F). Since ¢y = W in ITUIITUIV
we have FF € TUV UVIUVII. Assume F' € I. Then there exist §; € (0,1), j = 1,2, 3,
such that 23:1 6, =1and F = 23:1 6;s; with s; as in the example. Since (s;) = W(s,)
we have ¥(s;) = W**(s;), j = 1,2, 3. Hence, since ¢ is affine on I,

W*(F) > ¢(F) = Z 0;4(s;) = ZG,-W**(SJ-)

which contradicts the convexity of W** so that W**(F') = ¢(F). The cases FF € V,VI,VII
follow analogously. d
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5.7 Reconstruction of Young Measures

If u is a solution for (P%) then u is the weak limit in W'2(Q; R") of an infimising sequence
(u;) in WH2(Q;R™) for (P). The gradients of the infimising sequence generate a Young
measure g in the sense of Theorem 2.4.1 which captures important information about the
materials behaviour on a microscopic scale. If W% = W™ then a Young measure v that
has the same properties as p can be constructed from u. Similarly, a Young measure can be
associated to a discrete solution u,. We will investigate convergence of the discrete Young
measure support for a related problem in Chapter 6.

The main ingredient for the construction of Young measures from macroscopic deforma-
tions are the following relations.

Lemma 5.7.1 ([Pel]). Assume that v € A is a solution for (P%) and (u;)jen is an in-
fimising sequence for (P) such that u; — u. Moreover, assume that (Vu;);en generates the
Young measure p. Then, there holds for a.e. x € €2,

Wele)(@) = [ W+ F)/2) dua(), (7.1)
@) = [ (PP /2du(P), (7.2
supp iy C {F € R™"™ : W*(F+ F")/2) = W((F + F")/2)}. (7.3)

Proof. The proof of the lemma follows from [Pel], Corollaries 4.6 and 4.7, by considering
W(F) :=W(F+ FT)/2). O

Besides (7.1), (7.3), and (7.3), we have to ensure that v is a gradient Young measure,
i.e., generated by a sequence of gradients.

Motivated by the representation formula for W7¢ (cf. [Da], Theorem 5.1.1) we assume
that there exist for each E € RZX" matrices Fi(E), ..., Fy(E) € R™™ and convex-coefficients

sym

01(E),...,0p(E) € [0,1] such that F = ijl 0,(E)F;(E) and

W(E Z 0;( (E) + F/'(E))/2). (7.4)

We then associate to E € R?*" the probability measure

SYym
Z 0;(E)ék; )

and define a Young measure which satisfies the relations (7.1), (7.2), and (7.3) by
vp = p(e(u)(x)) for a.e. x € Q.
Similarly, for a solution uy, for (P;*) we set

vt = p(e(up)(2)) for a.e. x € Q.
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Remarks 5.7.1. (i) Note that the convex-coefficients from the convexification formula do in
general not lead to a Young measure that is generated by gradients.
(ii) In general, one cannot guarantee that (7.4) holds with some finite M.

Ezample 5.7.1 (Compatible two-well problem). According to Theorem 5.3.1 and Example
5.6.1 there holds for all £ € R"*"

W™(E) = W*(E) = |C?(E — 0(E)E, — (1 — 0(E))E2)[2/2 + 0(E)w; + (1 — 0(E))ws

with some A(F) € [0,1]. We may then set E;(E) = E; + E — ((E)E, + (1 — 0(E))E,)
and choose rank-one connected Fi(FE), F5(E) as in Lemma 5.6.2 to define the probability
measure

(E) =0(E)dp ) + (1 = 0(E))drym)

Ezample 5.7.2 (Compatible four-well problem). Under the assumptions of Example 5.6.2 and

with the same notation we define, for E' € R, the probability measure

4
E) = Z Qj(E)dFj(E)
7j=1

where we have to impose g3(E)o4(E) = 01(E)p3(E) to ensure that u(e(u)) is generated by
a sequence of gradients.

Ezample 5.7.8 (Scalar three-well problem). Let W be as in Example 5.6.4. The mapping

(1—f1 f2)d0,0) + f16(1,0) + f20(0,1) for F el
OF for Fe ITUIITUIV,
Fis d (1 = f1)bc0,p) + fio, 1) for FeV,
~ (1 - f2)5(f1,0) + f20¢f,1) for Fe VI,
(‘fll f2 + 1)5% (fitfo+1,f1+f2—-1)
L +3(I-fi+ f2)5%(f1+f2—1,f1+f2+1) for FeVII,

defines p : R2 — PM(R?). The mapping is constructed such that, for all F € R2, we have
in analogy to (7.1), (7.2), and (7.3),

/R2 sdu(F)(s)=F  and . W (s)du(F)(s) = W™ (F)

and supp u(F) = {s € R? : W(s) = W**(s)}.

Remark 5.7.1. Relations (7.1), (7.2), and (7.3) determine p uniquely in the examples so that
vy = p(e(u)(x)) is automatically a Young measure which is generated by gradients.
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5.8 Stabilised Energy Functional

Because of the degenerate nature of W** (cf. Figure 5.1) the second derivative D?I** is
not continuous and positive definite. Therefore, it is very difficult to compute optimal finite
element minimisers for I**. In this section we investigate a stabilisation IJ* similar to the
one considered in Chapter 4. A related stabilisation scheme has been used in [CPP, Pr3] to
construct strongly convergent infimising sequences for convexified problems when the energy
functional involves a quadratic term in L?.

Definition 5.8.1. For v > 0 and v, € A, set

I (on) = ) BplVon]llZagy + 17 (vn)-

Ecéq

We then seek a solution of the stabilised problem (P;*).

" Find uy, € Aj, such that
Fis) I (uny) = infupen, I3 (un)
o hyy) — vpEAp o Up)-

The next result gives estimate for the difference of the energies of solutions for (P;*) and
(Fi5)-
Theorem 5.8.1. There ezists a unique solution uy, € Ay, for (P;%). If v > 1 there holds

£ I (v) <TI* < inf I* o
ol 1w S T (o) < L T (0n) € i

Proof. Since I7* satisfies appropriate growth conditions the finite dimensional minimisation
problem (P,’:’;) admits a solution uy, € Aj. Assume that wy , € A is another solution. By
the monotonicity estimate for DW** there holds

> BBV Uy = wn)Zem) + IDW™ (e (uny)) = DW™ (e (wh ) 13-

Eec&q

<cS / (9 (ny — )] [V (g — wn)])
n / (DW** (£(uny)) — DW**((tn ), e(tny) — e(tny) d.

Since up,, — wp,, € SpH(T)™ the right-hand side equals zero by the Euler-Lagrange equations
for up, , and vy, . Since for v, € S*(T)" there holds

Y hplVonlllzae =0

Ec&q

if and only if v, = 0, we have u;, = vp,. Obviously, we have

nf I (vp) < I (upgy)-
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Since according to Lemma 4.6.1 there holds

-1
Z h[I[V o] ||L2 S glea%h% ||Uh||€V1,2(Q)

Ecéq

and since infimising sequences for I** are bounded, there holds

I (uny) < I (upy) = inf I3*(vp) < inf 17 (vs) + CmaX h

vp EAp v €A
which proves the assertion of the Theorem. O

The error estimates of Section 5.4 have to be modified, as they only hold for minimisers
for I**.

Theorem 5.8.2. Let up, € Ay solve (Py) and let u € A solve (P**). Set
Oy = DW™(e(up,)) and o := DWW (e(u)).
Then, there holds

lo — ongll2-r < Cllhr(f + divron) |+ C( D hzlllon, - nelis)

Ecg

_ 1/2 3/2
+C(Y h M IVunlllzagwy) " + CllBY*02un /0”12 r -
Ec&q
Furthermore, if f € WY2(Q; R"), there holds
lo—onyllz <C inf  lowy =7l +C  inf BT (Vuny — aa)ll
ThE€SK (T59) G ESH (T

+ C(|hY?Beg/0s]| Ly + ||h?er|| + [|h 2 2up /05 2a(r ).

Moreover, if u € H?(Q;R"), there holds

lo = anallts + D REIV (u = un)llizes)

Eec&q

<C inf ([V(u—wn)l® + Y WGV~ wa)lllzey + lullao)l W7V (uny — wa)l)),

wpEAp,
Ec&q
where ||hY'V (up,, — wh)|| < C|RF | roo @)
Proof. The Euler-Lagrange equations for uy, read, for all v, € S;(T)",

S f

Ec&q E

(Vuna], [Vou]) ds + / (s (vn) da — / Fop di — / gup ds = 0.

I'n

We thus observe, for arbitrary v, € Sh(7T)",

”‘7_‘7}1,7”%:—1 < /Q<‘7_‘7h,7>5(“_ v = Up)) dx + Z h7/ [Vuny], [Vun]) ds

Eeéq
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For the proofs of the a posteriori error estimates we bound the first term [,(c — o, e(u —
Up,y — Vp)) dz as in the proof of Theorem 5.4.2. To estimate the second term we employ a
Cauchy inequality to verify

>y / [Vuns) [Von]) ds <3~ BElIhg " [Vuny]llzz e 1 [V oulll 2y

Eeé&q Ee&q

< (> hy 1||[Vuh,7]||2 2
Ecéq E‘) / Z ||h1/2[Vvh]||2 )1/2

Eegq L2(E)

and according to Lemma 4.6.1 there holds

(> ||h1/2[wh1||2 ”
) < O Vull.

Following the lines of the proof of Theorem 5.4.2 we choose v, = J (u — up,, —w) with w as
in Lemma 3.4.1. Then, there holds ||Vu,| < [|[V(u — uny)|| + ||[Vw| < C. For the second
a posteriori error estimate we verify by equivalence of semi-norms on finite dimensional
spaces and a scaling argument that, for all £ € &g, there holds

hg = VP
’ <C inf B2V — qg|?
L(B) =Y esi(Tyxal,, B IVtny — gl

L2(wg)*
By choosing ¢z = qp|., Wwe prove
(X inf RV, — gl e
nxn ’ : -1
2 gesi (Do, ) < O _dnf 05 (Vuny — 0l

The combination of the estimates yields the a posteriori error estimates.
For the proof of the third, a priori, error estimate we employ the monotonicity estimate
for DW** and the Euler-Lagrange equations for u and uy,, to prove

lo = onalEs + SRRV (0 = un )]s
< / (0 = Onpre(t— uny)) do+ 3 /E (9t — )], [V — )]} ds

Ec&q

= /(0 Ohy, (U — Upy — vp)) da
+ 30 1 [ (= un ) V(=g = v s+ 3 0 [ (VL [T ds

Ecé&q Ecéq

(8.1)

< lo = onplle-t IC e (w — uny — vn)ll2

+ > b / (u = uny)], [V (u = upy — vn)] + > R / ([Vul], [Von]) ds

Ec&q Eetq
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Holder and Cauchy inequalities show

> b / (u = uny)], [V(u — uny — vn)]) ds

Eeé&q

< (X BBV (= wn)Bamy) (3 REII

Ee&q Eecéq

and

o, (82
— on)l2em) !

3 hg / (Vul, [Vonl) ds < (7 hall[VullZam) (D 62 NIVullZam) . (s.3)

Ee&q Ee&q Ec&q

Lemma 4.6.1 in Chapter 4 shows

B IV ullzem) < ORIV 0l Eagun)

while a trace inequality [BS] yields
hel|[Vulllizm < Cllullfrg)-

The combination of estimates (8.1)-(8.5) implies the estimate

lo = onalle—s + D RBIV (u = ung)llZeeey

Ec&q

< O(ICe(u = uny = va)l3 + D WEIIV (= uny = a2

Ec&q

y T l[ull 72 |23 Vuall).

Choosing vy, = wy, — up,, for wy, € A and noting |C/2?e(w)| < C|Vw| proves the a priori
error estimate. The bound for ||h)- 'V (wp, — s, )|| follows from a priori estimates for ||Vauy,, ||

and for ||Vull.

O

Remark 5.8.1. A triangle inequality proves a converse estimate indicating efficiency of the
second a posteriori error estimate of the theorem with different exponents. There holds

inf lowy =i+ nf AT (Vung = @)l < o = ong | + 187 (Vu = ung) |

ThESK (T39) g eSY(T)"

+ 1nf llo — 7| + inf |h7 1(Vu—qh)H

ThESK(T539) an €S (T)m>m

The last two terms on the right-hand side are of higher order if Vu and ¢ are smooth enough.

5.9 Numerical Experiments for Convexified Problems

Before we report on numerical results for specifications of (P**) we present the employed
minimisation algorithm to solve (P;%) and the adaptive mesh refinement algorithm that

generates the triangulations in the numerical examples.
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5.9.1 Minimisation Algorithm

For the solution of (F;%) we have to minimise a convex functional with non-continuous
second derivative. We will therefore not apply a standard Newton-Raphson scheme, but
a Newton-Raphson scheme with line-search correction similar to the one from Chapter 4.
We use the following secant method to find a global minimiser of the convex, continuously
differentiable function g : R — R where we set h := ¢'.

Algorithm (A%¢™). (a) Choose ty,t; € R such that h(ty) # h(t1). Set j = 1.
(b) Let a,b € R be such that y(¢) := at + b satisfies y(t;) = h(t;) and y(t;—1) = h(t;j_1)-
Compute ¢;41 such that y(t;+1) = 0.
(¢) Stop if h(t;j+1) = 0. Otherwise, update j = j + 1 and go to (b).

Algorithm (A% is used in the following extended Newton-Raphson scheme.

Algorithm (AN%2). (a) Choose ul € A; and set j = 0.
(b) Compute the solution v, € SL(T)™ of the linear system

DI (u}) vy = —DI*(uf,).
(c) Compute a global minimiser ¢* € R of the function
g(t) = I;*(ud, + ty,)

using Algorithm (A% for h(t) = Dlj;*(ufl + tup) - v, with initial value ¢y = —1.
(d) Set u{fl = ufl + v, ji=7+ 1.
(e) Stop, if DI**(u;) = 0 and else go to (b).

Remarks 5.9.1. (1) We employ a secant method here since we aim to minimise a convex,
continuously differentiable function in Step (c).

(i) The performance of Algorithm (AVE?2) was best when the one dimensional minimisation
in Algorithm (A**“™) was not done exactly. In the numerical experiments we performed the
iteration until we achieved a residual < 1078.

(iii) Note that DZI:;* is piecewise positive definite so that the linear system in Step (b) of
the algorithm admits a solution.

5.9.2 Adaptive Mesh Refinement

Theorem 5.8.2 gives rise to the local contributions (note that divy oy, = 0 if uy,, € S'(T)")

nr(T) = hefllzeery + D (helllony - nallifem) + b5~ NIVunslliias)

Ec&qUéln
ECOT
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and, using the operators A : L?(Q)™" — Sy (T;g) and B : L2(Q)™" — SY(T)™*" from
Chapter 3,

nz(T)? = |lony — Aonallzeey + 17 (Vuny — BVuny) 122)-

We then have the reliable error estimator ng

Cllo —onylles < e =(3_ na(T)?)"*

TET
and the reliable estimator 7z g,

Cllo — onylles < nzr = n2(T)?)"".

TeT

Assuming that Aoy, and BVuy,,, are good approximations of the optimal 7, € S(T; ¢) and
qn € Sl(T)an in

inf Ohy — Th|*+  inf WY (s L — 2
ThES}V(T;g)” hey — Thll S v N, A ( hyy qh)“

we define

Nz,E ;:( Z ﬂZ(T)2)1/2-

TeT

According to Remark 5.8.1 we then have, provided u and ¢ are smooth enough

2~ inf oy, —ml*+  inf Y (Vuy,., — 2
Nz,E ThES}V(T;g)H hoy = Tall qheslmnanT( hy = @)

which indicates efficiency of 7z g.

We call the local contributions ng(7T") and 1z(T) error indicators and use them for adap-
tive mesh refinement in the following algorithm. The parameter © € {0,1/2} allows for
adaptive (© = 1/2) and uniform (© = 0) mesh refinement. For details on the red-green-
blue refinement we refer to [V1]. Input for the algorithm is a coarse triangulation 7p, the
parameter O, and a stopping criterion.
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BEGIN INITIALISATION
CHOOSE INITIAL TRIANGULATION OF Q

SOLVE
SOLVE THE DISCRETE PROBLEM
ON THE ACTUAL TRIANGULATION

ERROR ESTIMATOR
COMPUTE ERROR INDICATORS N
AND ERROR ESTIMATOR 0

|

NO DID THE ERROR
— ESTIMATOR FALL BELOW A GIVEN
TOLERANCE

YES
END

ADAPTIVE REFINEMENT
GENERATE A NEW
TRIANGULATION OF Q

Figure 5.2: Schematic flow chart of the Adaptive Algorithm (AgPe!).

Algorithm (A7) (a) Start with a coarse mesh g, k = 0.
(b) Compute the discrete solution up, of (P;%) on the actual mesh 7.
(c) Compute error indicators ny = nz(T) or ny = ngr(T) for all T' € Ty.
(d) Mark the element 7" for red-refinement provided

nr > 0O ;Illea,])_(k Ny (9.1)

(e) Mark further elements (red—blue—green-refinement) to avoid hanging nodes. Terminate
if the stopping criterion is satisfied; generate a new triangulation 7,1, update k£, and go to
(b) otherwise.

Remarks 5.9.2. (i) The stopping criterion could be, to terminate if ng < ¢ for some £ > 0.
Note that the constants in the error estimate are known in principle from [CF] and an a priori
bound for ||V (u — up4)||-

(ii) Similar error estimators have been used in [CP3, CJ] for adaptive mesh refinement.

5.9.3 Numerical Results

We now report on numerical results for a compatible four-well problem as in Example 5.6.2
and on results for two other problems considered in more detail in Chapters 4 and 6.
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Ezample 5.9.1 (Non-homogeneous four-well problem). Let n =2, N =4, C=1d, a = =
1/10, w; = 0, j = 1,...,4, By = diag(—«,—f), B, = diag(eo, —f), E5 = diag(a, ), and
E, = diag(—a, 8). We choose Q = (0,1)?, f =0, up =00n I'p :=[0,1] x {0}. The function
gison 'y := 00\ I'p defined by

0 otherwise.

g(s) = { (0,1/20) if s € (1/4,3/4) x {1}

The physical situation is depicted in Figure 5.3. The coarse triangulation 7, consists of 64
triangles, cf. Figure 5.4.

Remark 5.9.1. Note that g does not satisfy the assumption of Lemma 3.4.2. Nevertheless, a
small modification of the proof of Lemma 3.4.2 shows that the same estimates are still valid.

The implementation of the algorithms was performed in Matlab and we refer to [ACFK,
ACF, Ca4, Ca5] and Appendix A for details. We ran Algorithm (A% 2) to compute solutions
for (Py*) on triangulations generated by Algorithm (Ag""**") with initial value u) = 0.
The performance of Algorithm (AV%?) was dependent on the choice of the stabilisation
parameter . The algorithm terminated after at most ten iteration steps and a few hours of
CPU time for v = 1 on a SUN Enterprise with 14 processors and 14 GB RAM. The algorithm
did not provide a solution within 50 iteration steps for v = 5/4 on a uniform triangulation.

R RRREEE!

Figure 5.3: Specification of (P**) in Example 5.9.1.

Figure 5.4 shows a sequence of the deformed triangulations 7o, ..., 75 generated by Algo-
rithm (A‘f‘/igp e} with refinement indicators 1z and v = 1. We observe a refinement towards
the part of the boundary on which g # 0 and to the Dirichlet part of the boundary.
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Figure 5.4: Sequence of deformed triangulations generated by Algorithm (A‘f?;”ti”el) in Ex-

ample 5.9.1.

Figure 5.5 shows the deformed bodies and the modulus of the stress field |0y, ,| for uniform
(left plot) and adaptive mesh refinement (right plot) on triangulations with 16,512 and
11,098 degrees of freedom, respectively. We observe that large stresses are located to smaller
areas on the adaptively refined mesh. For the uniform triangulation we find large stresses in
the interior of the body and the stresses are not equally distributed over the body.
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Figure 5.5: Modulus of the stress field |0y, | on the deformed body for a uniform (left) and

an adaptive (right) triangulation in Example 5.9.1.
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Figure 5.6: Error estimators for uniform and adaptive

mesh refinement in Example 5.9.1 for

(uniform)
(uniform)
(uniform)
(adaptive)
(adaptive)
(adaptive)

v=1.
107"k
=

10_2 -
—x— nZ,E
- nZ,R
—= Mg
x- Mze
o Mzr
o "R

107

Figure 5.7: Error estimators for uniform and adaptive mesh refinement in Example 5.9.1 for

v=5/4.
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In Figures 5.6 and 5.7 we plotted the error estimators ng,nzr, and nz g for uniform
and adaptive mesh refinement against the number of degrees of freedom in the underlying
triangulation for choices of the stabilisation parameter v = 1 and v = 5/4, respectively. In
both plots we observe that the error estimators are smaller for adaptive mesh refinement
than for uniform refinement. Since we used a logarithmic scaling on both axes we may
identify a slope —a in the plots with a convergence rate 2o (owing to dof ~ 1/h? in two
space dimensions). Then, we verify that the error estimators converge at the same rates
for uniform and adaptive mesh refinement if v = 1. For v = 5/4 the convergence rates
are better than for v = 1. Moreover, if v = 5/4, the adaptive refinement strategy leads to
improved convergence rates in comparison to the uniform strategy. The price to be paid
for improved convergence rates is an increased number of iterations in Algorithm (ANE2).
Table 5.1 displays the number of iteration steps in Algorithm (AV%?) to obtain a residual
smaller than 107! on uniform meshes for various choices of 7. Entries > 50 indicate that
Algorithm (AN%2) did not terminate within 50 iteration steps. We observe that the number
of iteration steps grows rapidly when -y is increased.

| dof | 72 272 1,056 4,160 | 16,512 |
v=1 7 8 4 6 7
v =5/4 7 5 6 15 17
y=3/2] 10 7 14 24 > 50

Table 5.1: Number of iteration steps in Algorithm (ANE2) for different choices of « in
Example 5.9.1.

Finally, to display the microscopic phenomena, we plotted in Figures 5.8 and 5.9 the
volume fractions corresponding to the wells Ej, ..., E, for uniform and adaptive mesh refine-
ment, respectively. Here, 6;,...,0, are defined through F = ¢(up)(z) as in Example 5.7.2.
We observe that all four variants are involved in the deformation.

We close the chapter with the discussion of two numerical examples considered in more
detail in Chapter 4 and 6.

Ezample 5.9.2 (Homogeneous two-well problem). If we consider the situation of Example
4.7.1 in the context of relaxation we have W (F) = dist(F, {Fi, F»})?, F € R?®*? with
F, = —F, = diag(1,0), @ = (0,1) x (—2,2), and aim to minimise the functional

I (uy) = /Q W (Vo) do+ 3 b [E [Voa] 2 ds

Ec&q

among all v, € S;(7)2 Since W**(0) = 0, Algorithm (A"%2) finds the exact solution 0 on
any triangulation of {2 and for any v > 0.

Ezample 5.9.8 (Scalar three-well problem). The analysis of this chapter can be performed
analogously for scalar problems. Let Q := (0,1)? and define up(z,y) = v(z) + v(y) for
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Figure 5.8: Volume fractions #; (left upper) to 64 (right lower) corresponding to the wells
E, .., E4 for uniform mesh refinement and v = 1 in Example 5.9.1.
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Figure 5.9: Volume fractions #; (left upper) to 64 (right lower) corresponding to the wells
E., .., E4 for adaptive mesh refinement and v = 1 in Example 5.9.1.
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(z,y) € Q, where for ¢t € (0,1),

[ (t—1/4P3/64+ (t—1/4)/8  fort < 1/4,
v(t) = { (£ —1/4)5/40 — (t — 1/4)%/8 for t > 1/4.

Set f = —div DW**(Vup) with W** as in Example 5.6.4. Then, we ran Algorithm (AV£?)
to minimise the functional

5 = [ wemyas— [ fudos 30 [ v as

Ecé&q

among all v, € Ay, = {wy € SY(T) : wp|r, = up}. Note that we know an exact solution for
this scalar problem so that we know o. Figures 5.10 and 5.11 display the error |jo — oy, |
and the error estimators 7z g, 7z r, and ng against the number of degrees of freedom on
uniformly and adaptively refined meshes for v = 1 and v = 5/4, respectively. The results
are comparable to those for Example 5.9.1.

e Ny g (uniform)
~ -0 Nzg (uniform)
10°F 5 "R (uniform) 1
r & ”G_ch,y” (uniform) 1
x NzE (adaptive)
o Mzg (adaptive)
o nRY (adaptive)
o ”c_ch,y || (adaptive)
10-3 I - I - I I -
10 10 10° 10

dof

Figure 5.10: Error || — op4|| and error estimators against number of degrees of freedom in
Example 5.9.3 for uniform and adaptive mesh refinement and v = 1.
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o "m (adapt'lve)
o ||6—6hyy || (adaptive)
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Figure 5.11: Error ||o — 05| and error estimators against number of degrees of freedom in
Example 5.9.3 for uniform and adaptive mesh refinement and v = 5/4.
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Chapter 6

Young Measure Approximation

6.1 Introduction

In this chapter we investigate the numerical approximation of a scalar version of the math-
ematical model from Chapter 1. Its energy density

W(s) = j:IOHIi_I.lN(|S — Sj\2 + 82) for all s € R*

with given s; € R", s? € R, j=0,..,N, can be derived from a three dimensional model
with one-dimensional symmetry [BHJPS]. We investigate the following scalar problem:

P) Seek u € A:={ve W"*(Q):v|r, =up}
such that I(u) = inf,c 4 I(v).

Here, 2 C R” is a bounded Lipschitz-domain, I'p C 02 a closed subset of 92 with positive
surface measure, and up € W'22(I'p) is the trace of some function iip € W'?(Q). The
energy functional I : A — R is for v € A defined by

I(v) == / W (Vo(z)) dz + a/ o () — v()[? dz — / F@)o(z) dz —/ a(s)v(s) ds,
Q Q Q Ty
where ug, f € L*(Q), g € L*(T'y) for Ty := dQ \ 'p, and o > 0. The continuous mapping
W : R* — R satisfies growth conditions

clsP—C <W(s) <C(1+]s]*)  forall s € R", (1.1)

A mechanical interpretation of the term «||ug — v||?> can be obtained from a model of a
thin crystal plate glued to a rigid substrate [CL]. Similar scalar minimisation problems arise
in optimal control theory [R].

As in the vectorial case existence of solutions depends on convexity properties of W: If
W is convex then there exists a solution which is unique provided W is strictly convex. In
case that W fails to be convex then I is not weakly lower semicontinuous and solutions may
not exist.
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We will consider appropriate limits of infimising sequences for (P) which contain the
most important information and which show where infimising sequences develop oscillations.
Those limits are Young measures and solutions for the generalised problem introduced in
Chapter 2. The numerical approximation of this problem has been proposed by [NW1, R,
Kr, CR] and by [KrP] for a non-convex variational problem in the theory of micromagnetics.
It is our aim to establish error estimates for the numerical treatment of the generalised
problem.

For the energy functional at hand the generalised problem reads as follows.
Seek (u,v) € B,

(GP) B:={(v,p) € WH*(Q) x Jo(%ER") :

vlr, = up, Vo(2) = [p. sdpg(s) for ae. z € Q,

such that I(u,v) = inf(, yep I(v, p).
Here, the generalised energy functional I is for (v, u) € B defined by

I(v, p) :=/Q - W (s) duz(s) dm+a/ﬂ\u0(fv) —v(z)? dx

- / Flz)o(z) do — / a(s)v(s) ds.

Q T'n
Then, the definition of a subspace of Y5(Q; R™), which consists of convex-combinations of
Dirac measures, leads to a discretisation of the generalised problem.

The idea for the derivation of a priori and a posteriori error estimates is that the discre-
tised generalised problem may be regarded as a perturbation of a discretisation of the relaxed,
convexified, problem. The perturbation consists in the difference between the convex hull
of the energy density itself and the convex hull of a discrete approximation of the energy
density. Employing the concept of subgradients in the theory of non-smooth optimisation
we show that a dual variable, occuring in the discretised generalised problem, converges to
a macroscopic quantity of the relaxed problem and prove related error estimates.

The “Active Set Strategy” of [CR] to solve a discretisation of (G P) efficiently for a fixed
triangulation of €2 is a multilevel scheme and depends on a good guess of one variable.
Based on our error estimates we propose the embedding of that scheme into an adaptive
mesh refining algorithm. We report on the performance of the resulting algorithm for three
examples. Our overall observation is that the performance of the algorithm depends on a
good solver for linear optimisation problems.

The outline of the rest of this chapter is as follows. Section 6.2 recalls the construction
of discrete Young measures from [CR, R]. In Section 6.3 we formulate the discrete problem
and proceed with the error analysis of its approximation in Section 6.4. In Section 6.5 we
analyse convergence of various quantities in a scalar three well problem. The “Active Set
Strategy” of [CR] is shortly described in Section 6.6 and its embedding into an adaptive mesh
refinement algorithm is given in Section 6.7. Finally, in Section 6.8, we report on numerical
results for two specifications of (P).
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6.2 Convex Approximation of Young Measures

In this section a convex, finite-dimensional approximation of the set of L? Young measures
Y(2; R™) is constructed. We follow the ideas of [CR].

6.2.1 Discretisation of (2 and Projection Operator

Let 7 be a regular triangulation of Q and Py : L?(Q) — £°(7) be the L? projection onto
{ZO(T), i.e., Pr associates to each function f € L?(Q2) the elementwise constant function
Prf € L%T) which equals on each T € T the integral mean of f|r,

~ 1
P = —/ dy.
o= [ 1)y
Definition 6.2.1. Define C(T) := {p € L*(Q) : p|r € C(T) for all T € T} and Cy(R") :=
{9 € C(R™) : sup,egn (1 + [s]*) 7t g(s)] < 0o}. Set

H = C(T) ® Cy(R"),

Ihllz = sup  (1+|s|*)7"[A(z, s)],
(z,s)EQXR"?

and let
Pr:H — H, PTh(an):(pTh(aS))(‘r)

Lemma 6.2.1 ([CR], Section 3). The mapping Pr : H — H defines a continuous pro-
jection. [

6.2.2 Approximation of Cy(R")

For the approximation of elements in Cy(R™) let w C R"™ be a convex Lipschitz domain and 7
be a regular, possibly infinite, triangulation of w as in Section 3. Let N, be the set of nodes
in 7 which will be referred to as atoms in the following. In case w # R" the 7-elementwise
affine hat functions @7 : w — R, z € N, may be extended to the whole of R" with the help
of the orthogonal projection Pr: R* — @, |s — Pr(s)| = infscz |s — £, by setting

¢; : 5 — @ (Pr(s)).
For the functions (¢7),cn;, and s € R* we have
PI(s) >0 and Y ol(s)=1.
ZENT

Ezample 6.2.1. For m > 0 let w := (—m,m)". Then, for a mesh-size d = 1/k, k € N, we
can choose a triangulation 7 that consists of halved squares with atoms N, = {d (i1, ..., ) :
i¢ € Z N [—mk,mk|,£ = 1,...,n}. Figure 6.1 shows a possible discretisation of w C R? and
the projection onto w. The atoms are indicated by filled circles.
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Figure 6.1: Triangulation of w C R?, projection onto @, and atoms.

We define an approximation operator P, : Cy(R") — Cy(R*) by

Prg(s) =) g(2)¢L(s).

ZENT

Lemma 6.2.2 ([CR], Section 3). The mapping P, : H — H, h — (P.h(z,-))(s), is con-
tinuous and linear. Moreover, Pr commutes with P,, i.e., Pr(P;h) = P;(Prh) for all
h e H. U

6.2.3 Approximation of Young Measures by Duality

With Pr and P, as above we may define the composition Pr; := Pro P, : H — H which
isforhe Hyz €T €T, and s € R" given by

1
Proh(a.9)= 3 / h(y, 2) dy 7 (s)
2EN, T

and defines an approximation operator on H. The adjoint operator Py : H* — H* is
continuous and linear and allows the construction of discrete Young measures. Using the
function space H we first construct a super-set of Vo(Q2; R"), whose discretisation can be
described very easily, and then identify a discrete subset of J,(£2; R™).

Definition 6.2.2. With H as in Definition 6.2.1 define
You(QR") :={ne€ H*: I(yx) € L*(GRY), ty(yr) —* nin H*},

where the embedding ¢y : L*(Q; R") — H* is defined by tg(y)(h) :== [, h(z,y(x)) dz for all
h € H. Set

Y M, o(T;R") := Pp Yo (4 R").
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Remark 6.2.1. The set of L? Young measures Y,(2; R?) can be identified with a subset of
Yo.u(Q; R*) [R].

Lemma 6.2.3 ([R]|, Example 3.5.4). We have Y M, 4(T;R") C Wo(Q;R™) and for each
vy € Y My a(T;R") there exist a, € L°(T), z € Ny, satisfying a.(s) > 0 and .\ a,(s) =1
for all s € R™, such that

Viz = Z az(x)ém (2.1)

2EN-
Here, 0, is the Dirac measure supported in the atom z € R* N N;. The set Y M, 4(T;R")
consists of all v, of the form (2.1) and is closed and conver. O

6.3 Convex Approximation of the Generalised
Problem

The construction of discrete Young measures Y My 4(7;R") C Vo(2; R™) of the preceding
section allows a discretisation of the generalised problem (GP).
For regular triangulations 7 of €2 and 7 of a convex Lipschitz-domain w C R" as in

Section 6.2.2 and an approximation up, € 8'(7T)|r,, of up consider the following discrete
problem (GPgy).

Seek (un, vq) € Bap,

Ban = {(vn, pta) € SUT) X Y My 4(T;R*) : v4r, = upp,
V(@) = [gn § dpas(s) for ae. z € Q},

such that I(up,vq) = inf(y, ues,, 1 (Vns pa)-

(GPd,h)

An existence result for (GP,;) follows immediately. We include the proof for complete-
ness as it is not explicitly stated in [CR].

Lemma 6.3.1. If diam(w) < oo, 7 is finite, and Byp # O then (GPyp) admits a solution.

Proof. The mapping

(0 1) > [0 + [0l 2oy, + / / 5P dpta(s) da

defines a norm on 8'(7) x Y My 4(T;R"). For (vs,ps) € Bap we have, using Vu,(z) =
Jzn S dptaz(s) for almost all z € ©, a Holder inequality, and [, dpge =1,

||Vvh||2:/|Vvh(x)\2dm§/ |5\2dud,zda:.
Q Q Jre

Since [g. |5|* dpax(s) < max,en, |2|* and vy|r, = upy for (vh, pa) € Bay the set By is
bounded and by Lemma 6.2.3 it is closed. Therefore, (GP,;) consists in minimising the
continuous functional I on the compact subset By, of the finite dimensional space S(7T) x
Y M5 4(T;R") and so admits a solution. O
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Remark 6.3.1. A result in [R] shows | ming, , I —ming I| < O(h+d) (for smooth solutions).
For a triangulation 7 of Q2 with N™ free nodes and a triangulation 7 of w as in Example 6.2.1
with (2m + 1)k = N the number of degrees of freedom in (GP,y) is N*" and h ~ d ~ 1/N.
To ensure linear convergence of the energies the computational effort thus grows at least like
N?" if we assume linear complexity for the solution of the optimisation problem.

The following lemma describes optimality conditions for (G P, ;) which are key ingredients
for the subsequent analysis.

Lemma 6.3.2 ([CR], Proposition 4.3). Assume w = R". The pair (un,vq) € Bap is a
solution for (GPyp) if and only if there exists N\, € LO(T)™ such that, for almost all z € Q,
we have

meaxHAh (.’If, S) = %)‘h (./I,', S) dyd’w(s),
sScw Rn

where Hy, (x,5) := Ap(x) - s — P,W(s), and, for all vy, € S;(T), there holds

/)\h-Vvhda::2a/(u0—uh)vhdx+/fvhd:v—i-/ gupds. O
Q Q Q I'y

Remark 6.3.2. The elementwise constant function A, is the Lagrange multiplier for the con-
straint Vug|r = [on sdvglr(s), T € T, in (GPyp).

For the practical implementation a bounded domain w and a finite discretisation of w has
to be chosen. Since Lemma 6.3.2 is not valid for w # R* we have to formulate appropriate
computable conditions that imply Lemma 6.3.2.

Definition 6.3.1 (/Cl]). For t € 0w let N,(t) be the normal cone to w in t. Moreover, let
D, P,W (t) be the derivative of P,W in direction n € N,(t), i.e.,

DoP,W (¢) = km(P,W (t + an) — PW(t))/a.

a\0

Lemma 6.3.3. Let 7 be an estension of T to a discretisation of R*. Let (up,vq) € Bap,
An € LO%T)™ and assume

/ A - Vo dx = 204/(u0 — up)vp dz +/ fopdx +/ gup ds.
Q Q Q I'y

If for almost all x € Q the mapping s — \p(z) - s — P,W (s), s € W, attains its mazimum in
the interior of w, if o — P:W(t +an), a > 0, is convez, and if D, PzW (t) > || An||poo (o) for
all t € Ow and n € N,(t), then the conditions of Lemma 6.3.2 are satisfied, i.e., (up,vq) 1S
a solution for (GPyp).

Proof. Let Pr : R* — w denote the orthogonal projection onto w. It suffices to show that
for almost all z € © and all s € R™ \ @ there holds H,, (z,s) < H,, (z, Pr(s)), since then the
optimality conditions of Lemma 6.3.2 are satisfied. Let s € R"* \ @ and sy := Pr(s) € Ow.
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Then s — sg = an for some n € N,(s9) and some o > 0. The convexity of P;W along
So + an, a > 0 implies

P:W (s + an) — P;W (sg) S P:W (so + Bn) — P;W (s)
o - p

for all 0 < B < «, and, by taking the limit 8 — 0, we obtain

1

a(PfW(S() + om) — PfW(SO)) > DnP»,'-W(S()).

Since by assumption D, P;W (so) > || Anl|zee(@) = An(z) - n for almost all z € 2 we have
() - (s — s0) < PsW(s) — P:W (so)

from which we deduce the assertion. O

Remark 6.3.3. The extension 7 of 7 is only needed in an open neighbourhood of @.

6.4 Error Estimates for (GFP;)

We now turn to the formulation of error estimates for solutions for (GP,;). It turns out
that the Lagrange multiplier A\;, converges to a macroscopic quantity, the stress, that appears
naturally in (P) and also in the convexified problem (P**). To estimate the distance between
An and the stress we will regard (GP,),) as a perturbation of a discretisation of (P**).

We recall the definition of the relaxed, convexified problem (P**) that was investigated
in Chapter 5.

(P*) Seek u € A such that
I**(u) = inf,e 4 I**(v).

Here, the energy functional I** is for v € A defined by
I"*(v) == / W**(Vu(z)) dz + a/ lug(x) — v(z)|? do — / f(z)v(z) dx —/ g(s)v(s) ds.
Q Q Q Ty
We will assume throughout this section that W** satisfies the growth condition, for all
F e R,
[DW™(F)| < C(|[F[+1).

Note that this condition allows us to consider the Euler-Lagrange equations related to (P**).
A related version of the following theorem has been stated in Chapter 5. We recall the result
here since the employed energy functional is different. It is important that the quantity
DW**(Vu) is unique.
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Theorem 6.4.1. The minimisation problem (P**) admits a solution u € A such that, for
all v € W5(Q), we have

/ DW*™(Vu) - Vvdx — 204/
Q

Q

(uo—u)vdm—/fvdx—/ gvds = 0. (4.1)
Q I'n
If DW** satisfies the monotonicity estimate

| DW**(F) — DW**(G)|> < C(DW**(F) — DW*(Q)) - (F — G). (4.2)

for all F,G € R" then we have for two solutions u,w € A for (P**) that DW**(Vu) =
DW**(Vw), i.e., the stresses are unique. If in addition o > 0 then the solution itself is
Unique, t.e., u = w. [

Remark 6.4.1. For a solution (u,v) € B for (GP) and a solution w for (P**) we have,
provided W, W** € C!'(R"), for almost all z € Q, [Fr, KiP, BKK]

. DW (s) dv,(s) = DW**(Vw(z)).

In order to exploit (4.1) we need to differentiate the non-smooth convexification of P, W.
In order to do this we apply the concept of subgradients.

Definition 6.4.1. For a convex function V : R* — R we denote by
V(@) ={£eR": V(c+()=V(s) >(-&forall (e R"}

the subgradient of V in ¢ € R”.

Remarks 6.4.1 ([Cl]). Assume that V : R® — R is convex.
(i) If V' is continuously differentiable in ¢ € R then 0V (¢) = {VV(¢)}.
(ii) V has a global minimum in ¢ € R" if and only if 0 € 9V (). 0O

The following lemma shows that the finite-dimensional minimisation problem (GPgp)
may be seen as a perturbation of a discretisation of (P**).

Lemma 6.4.1. Let W§* := ((P,W)|z)** denote the convezification of the restriction of P,W
to w. Assume that (up,vy) € Bay and N, € LO(T)" satisfy the conditions of Lemma 6.3.3.
Then (un, vq) also minimises the modified energy functional

T Uhaﬂd // dudz( )d

ta / wla) = on(@) do = [ F@)na)da = [ a(s)uns) s,

'y

among all (vp, pa) € Bap. Moreover,

An(z) € OWSF(Vup(x)) for a.e. z € Q.
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Proof. For s € w we have by Carathéodory’s Theorem [R],

n+1
Wis) = (BW)R)"(s) = | inf S BPW(s).
yeeySn41CW, i—1

91 7"'70n+16[071]7
S 6i=1, 371 6;si=s

i=1

Since P,W |5 is T-elementwise affine, it suffices to use the nodal values of P,V in the calcu-
lation of WJ*, i.e.,

E:z;N}ézél,zeA@
}:ZeA@_Ozz:s

Assume that there exists s € conv{zi,...,zn4 1} =t € T, 21, ..., 2011 € N, such that s =
S iz but Wee(s) # S W (z) with oy € [0,1], iy = 1. If W§s(s) >
S i WEE (2;) then W§*(s) was not convex. If W% (s) < S0 0, W% (2;) then W5 was not
the largest convex function satisfying Ws* < P,W|,. Therefore, W*(s) = S0 ;W5 (2:),
so that WS* is T-elementwise affine and P,W§*|, = WS*. To prove that (up,v4) minimises
the functional I it suffices to verify the optimality conditions from Lemma 6.3.3 with P,W

replaced by P,WS*. For this it is sufficient to show that, for almost all z € €, there holds

max(Ap(z) - s — P,W(s)) = max(Ap(z) - s — W5*(s)) (4.4)

SEwW SCEw

and
/ o) -5 = W (s)) diga(s) = / On(e) -5 = P (5)) duia(s). (4.5)

Since W§* < P, W (s)|gz, we only have to show that

max(Ap(z) - s — P,W(s)) > max(Ap(z) - s — W5*(s))

SEw SCw

and

W (s) dvga(s) > / P(s) dvaa(s).

Rn™

Let 5 € W be maximising in the right-hand side of (4.4), i.e.,

An(z) -5 — W5P(3) = max(Ap(x) - s — WS(s)).

SEwW

By definition of W§* there exist 64, ..., 0,41 € [0, 1], Z?:Jrll 0; =1, and 21, ..., 241 € N, such
that Z:.fll 0;z; =5 and

n+1

W (3) = Z 0, P, W ().
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By linearity of s — Ap(x) - s we have

n+1

M(@) -5 = Wi E) = 36 () -2 = W (20))
< Z 0; max(\y (z) - s — PW (s)) = max(My(z) - s — P, W (s)),

which proves (4.4). If

Wit (s) dvaq(s) < P,W(s) dva(s),
. L.

the explicit representation of W$* would contradict the fact that (up,v4) is minimal for I.
We have thus shown (4.5) which yields the optimality conditions. The maximum principle
of Lemma 6.3.2, the convexity of the mapping s — W§*(s) — Ap(z) - s together with Jensen’s
inequality, and the identity Vu,(z) = [g. s dvaz(s) yield, for almost all z € Q,

max(n (o) -5 = W) = [ (ala) -5 = Wi(s)) dils)
< Ap(x) - Vup(z) = WiF(Vup(x)).

Remark 6.4.1 shows
0e —/\h(.’L') + 8W§$(Vuh(x))
for almost all z € Q. O

Remark 6.4.2. The proof uses the fact that w is discretised into triangles and tetrahedra for
n = 2 and n = 3, respectively. For such elements nodal values are extremal.

The following result gives an a priori estimate for the error v — u; in W'? semi-norm.
In general we cannot expect convergence for this quantity as v may be non-unique, cf., e.g.,
[Ca3, Mii].

Lemma 6.4.2. Let (up,vy) be a solution for (GPy) and u be a solution for (P**). Then,
there exists a constant C' > 0, which depends on up, f, g, ug, U'n, I'p, Q, and 7, T but not
on the choice of u and (up,vy) such that

IV(w—un)|| < C.

Proof. Since W** satisfies the same growth-conditions as W, ||u||y1.2(q) < C” for some C' > 0
follows as in the proof of Corollary 2.4.1. By Lemma 6.4.1 the pair (uy, ;) minimises the
convex energy

W5 (8) dvgz(s)dz +a | |ug(z) —v(z)?dz — [ f(z)v(z)dz — g(s)v(s) ds.
I,/ J J /

I'n
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The convexity of W§*, Jensen’s inequality, and the identity [, s dvez(s) = Vu,(z) show for
almost all x € €,

Wi (s) dvaa(s) > Wee / s duga(5)) = W (Vun(a)).

n

Rn

Since W§* > ¢|s|? — C for all s € w and appropriate constants ¢, C > 0 we can then show
|un|lw2(q) < C" as in the proof of Corollary 2.4.1. We then have

19 (u— wn)ll < llu — wnllwraoy < lullwram) + lunllwrago < € +C"
which proves the statement. O

Remark 6.4.3. For a sequence of refining meshes the constant in the lemma remains bounded
as there exists a uniform bound for the energy on all meshes.

Another definition is needed for the a priori and a posteriori error estimates. It concerns
the approximation of DW**,

Definition 6.4.2. For A C R* and a multi-valued mapping S : A — 28" let

ISy = sup sup [s].
tEA s€S5(t)

6.4.1 A Priori Error Estimates

The following theorem shows that the multiplier A, for a solution (us,va) € By for (GPyp)
approximates the unique quantity o = DW™**(Vu) for a solution u € A for (P**).

Theorem 6.4.2. Let DW** be uniformly monotone, u € A a solution for (P**) and o :=
DW**(Vu). Assume that the pair (up,va) € Bap and Ny € LO(T)" satisfy the conditions of
Lemma 6.3.2. Then, there holds

o~ Mall + allu— uall < € inf (¥~ )] + adu — wnl])
Uh h
+ CIOWS = DWW s unny + [QIVEIOW = DW L2 ey

The constant C > 0 1is independent of the triangulations T and T.

Proof. The triangle inequality, the uniform monotonicity of DW** and Hdélder’s inequality
show

Hllo = Ml < llo — D™ (Vun) | + [ DW™ (Fuy) — Ml
<c /Q (DW™ (V) — DW*(up)) - V(1 — up) dz + | DW* (Vaup) — Anl?
= C’/(DW**(VU) — Ap) - V(u—up) dzx + C/()\h — DW™*(Vuy)) - V(u — up) dx
10— DW= (Tun) P )
<C [[(DW*" (V) = M)+ 9= ) do -+ CllAn = DW* (Van) [V = )]
1 = D (T 2
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The Euler-Lagrange equations (4.1) for v and Lemma 6.3.2 yield, for all wy, € S5(T),

/(J—Ah)-thdx—i-Za/(u—uh)whdajzo.
Q

Q
We thus have

/Q(O'—)\h)-V(U—Uh)d$+2a/(u_uh)2dx

Q

=/(J—Ah)-V(u—uh—wh)da:+2a/(u—uh)(u—uh—wh)d:c
Q Q
< lo = AlllV(u = up — wh)|| + 2a]ju — unl[[[u — up — wal.

The combination of the last two estimates shows after absorption of ||o — A\4|| and ||u — u||,

llo = Anll” + erllu — unl* < C(IIV(u — un — wn) II* + allu — up — w?
+ 1A = DW* (u)[[[|V (w = un) | + 1A — DWW (Vug) [I7).

Lemma 6.4.1 ensures A\, (z) € OWS§*(Vuy(z)) and by construction of By, we have Vuy(z) € w
for almost all x € €. This implies

| An — DW**(Vuy,)||* < / sup |s|? da
Q s€OWS* (Vup(x))—DW**(Vuy)
<[] sup sup [s” = |QUNOW" — DW™* |70 (y9)-

tew sCOWSE(t)— DW**(t)

Letting wy, = v, — uy, for arbitrary v, € Aj, and estimating |V (u — up)|| < C with Lemma
6.4.2 we verify the assertion of the theorem. O

For a given energy density W and an appropriate triangulation 7 of w the term ||OW§* —
DW**|| oo (us2rm) can be estimated by the mesh-size of the discretisation of w. The following

example gives an estimate for an energy density with three minima.

Theorem 6.4.3. For W :R*> = R, s+ min;_q ;. |s — s;|> with sp = (0,0), s; = (1,0), and
s = (0,1) and w = (—m, m)?, m > 1, there exists a triangulation T with mesh-size d = 1/k,
k €N, of w such that

|OWE" — DW™|| foo(rozmy < Cd | D*W**|| oo ()

The constant C > 0 is independent of d and hr. Moreover, the mapping W** is uniformly
monotone.

Proof. According to Example 5.6.4, W** € C*(R") satisfies the uniform monotonicity esti-
mate and is for F' = (fy, fo) € R? given by

0 for F €1,

W (F) for Fe ITUIITUIV,
W*(F)=1< f2 for F eV,

f? for e VI,

V(fi+ fa—1)2 for FeVII
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VI d=1/k

Figure 6.2: Triangulation of w C R? to resolve the discontinuities of D?W**.

For d = 1/k, k € N, choose 7 as in Figure 6.2. Since W§* is affine on each ¢t € 7 we have
OW(s) = conv{DWS*|, : t € 7, s € t}. Since DW** is continuous and 7-elementwise
differentiable it suffices to show for each ¢ € 7

| DW§® — DW**|| ooy < d||D*W™*|| oo(r)-

Letting W7 * = P,WW** denote the nodal interpolant of W** we have by standard interpolation
results

[DWg* = DW* || Loy < |[DWG* = DWg ||y + |DWG" — DW™|| 1o

cT %k 2 *% (46)

For each k € 7 we define an affine function a; : R> — R such that, for all x € R?, there holds

Wit(z) = iup ag () (4.7)
€T
and Wi, =ag. Uk CTUITUIITUIV UV UVI we define a; such that ax(z) = W*(z)
for all z € kNN;. If K C VII and there exists y = (y1,92) € k with y; +y, € 1+2d[j, 5+ 1),
j > 0 then we define

ap(z) = W1 + jd,jd) + (x1 — 1 — jd,z9 — jd) - (1,1)
8 W1+ (j+1)d,(j+1)d) — W(1+jd, jd)
2d

Then, sup,, a is convex as it is the supreme of countably many affine functions. A proof
for (4.7) then follows as above for the convexification of W. Note that WS* depends on
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7. We now turn to the estimate of the example. For £k € T U Il U ..U VI we have
DW§*|, = DW;3*|i so that the asserted estimate follows from (4.6). For £ C VII such that
kCA;={(z1,22) € R : 2y —x9 € [-1,1],21 + 22 € 1 +2d[j,j + 1)}, j > 0 there holds
Wi* = W** on 0A; and Wj* is affine on A;. Therefore, Wj* interpolates W** along each
line segment in A; parallel to (1,1). The estimate

[DWg* = DWg* ||y < [DWG" = DW*||Leoy + | DW™ = DWg™|| oo
< Cd||D*W* ||z

follows from the fact that the line segments have a length d. O

Remark 6.4.4. Note that if {sg, s1, s2} # {to,t1,t2} := {(0,0),(1,0),(0,1)} we may employ
an affine-linear transformation ®(¢) = At + b which satisfies ®(¢;) = s;, j =0, 1,2, and set

W(s) = jg(l)i{lz(@’l(s) —tj|* + 57).

Then W and W are equivalent in the sense that there exist 4, 4 > 0 such that

AW (s) < W (s) < AW (s).
To obtain an equivalent variational formulation we set for v € A, w(z) := v(Adz +b) +b-z
to observe Vw = ®(Vv) and hence W(Vw(z)) = minjzoyl,g(\Vv(x) — 42+ 82).
Remark 6.4.5. Theorem 6.4.2, Example 6.4.3, and the density of A; in A prove \;, — o in
L*(Q) for (d,ht) — 0 and, if o > 0, we also have up, — u in L?(2). If u € C(Q) we may
choose v, in Theorem 6.4.2 as the nodal interpolant of u and then we can estimate the error

in powers of the mesh-size depending on smoothness properties of u. Since in general v has
no higher regularity properties, computable error bounds are needed.

6.4.2 A Posteriori Error Estimates

In this section two a posteriori error estimates, which are computable bounds for the error
llo — Anl|, are given.

The first error estimate is similar to classical residual based a posteriori error estimates
for elliptic partial differential equations and employs jumps of normal components of Aj
across edges. Recall from the definition of (GP, ) that w is a fixed convex subset of R".

Theorem 6.4.4. Assume that DW™** is uniformly monotone, u € A solves (P**), and let
o := DW**(Vu). Let (up,vq) € Bay and A\, € LO(T)" satisfy the conditions of Lemma 6.3.2.
Then,

o = Mll? + allu = wnll® < € (32 RIS + div A + 200 — ) |aqry)
TeT

1/2 cr *%
(30 Bl nellZa)  + 1OWE — DW™ [ uny + 1B 0B /057 r2(r,))

Ee&qUEN

+ |QH|aWdC$E - DW**”%‘X’(MQR")

with an (hy, he)-independent constant C > 0.
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Proof. Recall from the proof of Theorem 6.4.2 that, for w € Wh2?(Q) satisfying w|r, =
up — up,, and v, € S;(T), there holds

Cllo — Mu|* + 2alu — up||* < /(DW**(Vu) — M) - V(u—up —w—vp)de
0

+ 204/(u —up)(u —up — w — vy) de + |Q||| oW — DW**H%w(w;an)
o

+ ClQ[|oWE" — DW™|| oo wsammy + [0 = Anll[[ V]|
+ 2a|u — up|[[[w]]-

The Euler-Lagrange equations (4.1) for u, an elementwise integration by parts, and the
properties of J show for v := u — up —w € W5*(Q) and v, := Jv € S,(T)

/ (DW™ (V) — An) - V(v — Tv) dz + 20 / (0 — up) (v — Tv) da

Q

= Z/ fHdivAy)(v—Jv)dx+ /[/\h ngl(v—Jv) ds+2a/(u0—uh)(v—Jv)dx
TeT E€£ U£
< (3" R2I(f + div an + 20(uo — un)) [2ar) IV
TeT

1/2
ST bl nsllZe) IVl

EcEqUén

The combination of the last two estimates together with
Vol <[[V(u—un)ll +[[Vu] < O+ |[[Vu]

and miny|, —up-—up, [W[la1@) < C||h3/28§up/832||L2(FD) shows the assertion after absorp-
tion of ||a—)\h|| and ||u—uh|| O

Remarks 6.4.2. (i) The term ||hi/28§uD/882||Lz(pD) is of higher order.

(ii) The terms [|OW§® — DW**||7 . xny and [[OW§® — DW**|| oo (,0xn) are of higher order
provided d < hr (cf. Example 6.4.3). It will be shown later that the assumption d < hr
does not lead to inefficiency of of numerical schemes.

(iii) The a priori error estimate of Theorem 6.4.2 and the a posteriori error estimate of
Theorem 6.4.4 yield a gap between reliability and efficiency of the error estimates with respect
to the discretisation parameter h. While the a priori estimate gives optimal convergence
results (for smooth solutions) we face a loss of a factor h}/Q in the a posteriori estimate due
to degeneracy of the problem.

(iv) The proof of Theorem 6.4.4 uses the estimate

A = DWW (Vun)l| < [QUIOWS — D™ e za.

The computable term ||\, — DW**(Vuy)|| may be used to define local discretisation parame-
ters dp, T € T, rather than using one global parameter d. But then the convexification W**
has to be known explicitly. Example 6.4.3 showed that it is sufficient to have a 7 elementwise
upper bound for |D2W**|.
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Our second error estimate is related to ZZ error estimators [ZZ, CB| for elliptic partial
differential equations.

Theorem 6.4.5. Assume that DW** is uniformly monotone, u € A is a solution for (P**),
and let o := DW**(Vu). Let (up,vq) € Bap and N\, € LY(T)™ satisfy the conditions of
Lemma 6.3.2. Assume a =0 and f € W'*(Q). Then,

oMl < min_ 1w —ll + 1BV F1 + 1220 /05% 2
ThESY(T,9)

4 IE206 /05l 2wy + OWE = DI [unny) + IQUIOWEE = DW ™o
with an (hy, he)-independent constant C > 0.
Proof. As in the proof of Theorem 6.4.2 we have for w € WH?(Q) with w|r, = up — up
and v, € Sp(T)
Cllo = Ml < /(DW**(Vu) — ) - V(U= up — w— vp) da
Q
+[QUIOWET — DW™*|[L oy + ClQY[|OWET = DW™ || oo o)
+ [lo = Anl[[[ V]|

Letting 7, € Sk (7, 9) and writing v := u — up, — w € W5*(Q) and vy, := Jv € Sp(T) we
verify, using div Ay|r = 0, the Euler-Lagrange equation (4.1), an integration by parts, and
Hoélder’s inequality,

/Q (DW™(Vu) = \p) - V(v — Jv) da = / (DW*™ (V) = 1) - V(v — Tv) da

Q

+/Q(Th—)\h) V(v—Jv) d:r</fU—C7U d$+2/d1VTh—)\h)(U_»7U)

TeT

+/ (9= -n)(v—Jv)ds+ ||t — ||| V(v = TV)]|.
I'n
The properties of 7, the identity 7,(2) -n = g(2) for all z € Ty NN, and Lemma 3.4.2 yield
JOW (@) =) Vo = 7o) ds < (X R minllf ~ £l I90]
Q zek ?

+ 3 div(m = M)llzeellv = Tollzery + 188 *0eg/05 || 2wy Ihe 2 (0 = To)l| 2y
TET
1/2

tlmn = MllIVE = T0)l) < O(( mink2lf = fllia,)
zeK

1/2
+ (O hill divim — M)l F2) 4 1hg*Be g /05| r2ry) + llmn — )‘h”) [Vo]].
TeT

Applying an elementwise inverse estimate of the form

hT” diV(Th — /\h)“L?(T) < C”Th — )‘h”Lz(T) forall T € T
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and a Poincaré inequality

?néﬁ ||f — fz||L2(Qz) S ChZHVfHLZ(Qz) for each z € K

we verify the assertion as in the proof of the preceding theorem. O

Remarks 6.4.3. (i) Terms including derivatives of up, g, or f are of higher order. Moreover,
Remarks 6.4.2 (iii) and (iv) are valid here as well.

(ii) Theorem 6.4.5 shows, up to higher order terms, reliability of the error estimate ||Ap, — A} ||
for any choice of a smooth approximation A} € Sy (T, g) to Ap.

(iii) An inverse, efficiency, estimate of Theorem 6.4.5 holds up to higher order terms, provided
o is smooth and with different exponents,

n}in A — 1|l < |lo = Anl|+ min  ||lo— 73]
ThESN(T,9) ThESY(T,9)

Proof. The estimate follows from the application of a triangle inequality. O

6.5 Convergence of Other Quantities

In this section we present results concerning convergence of other quantities such as the

Young measure support and the microstructure region. Ideas behind the proofs are adapted
from [CP1, Fr|.

6.5.1 Convergence of Young Measure Support

Definition 6.5.1. For A, B C R" let

dist(A,B) = inf |a—b|.
(a,b)€AXB

A sequence of sets A; C R" converges to A C R" with respect to dist, written A; — g A, if
Ve >03J € NVj > JVz € A, dist(z,A) <e.
Remark 6.5.1. There holds A; —gis; A if and only if

lim sup inf |z — y| = 0.
Jro0 g A yeEA

Theorem 6.5.1. Let W be as in Ezample 6.4.3, u € A a solution for (P**), and (u;);en
an infimising sequence for (P). Let (up,vq) € By and A\, € LO(T)™ satisfy the conditions
of Lemma 6.8.2. Assume that a subsequence of (u;)jen converges weakly to u and generates
the Young measure v. Then, there exists a mapping S : R? — 28" such that

dist(S(An(x)),supp vz) — 0
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if v € Q and \p(z) — o(x) := DW*(Vu(z)). If for all T € R? and d — 0 (d denoting the
mazximal diameter of elements in 7) there holds

{FeR:3G,S € R {S,T} CoOW(G),S € OWS*(F)}
—dist {F € R : T = DW*(F)}, (5.1)
then we also have for d — 0
CONV SUPP Vg 5z —rdist conv S(Ax(z)).
Remark 6.5.2. If W;* was continuously differentiable then
{FeR:3G,S eR,{S, T} COWS(G),S € OWS*(F)} = {F € R* : T = DW:*(F)}.

Proof. Recall the definition of the mapping p : R? — PM(R?) in Example 5.7.3. Since W**
is affine on convsuppv,, [g. sdv, = Vu(z), and suppr, C {E € R* : W(E) = W*(E)}
for almost all z € Q [CP1, Fr|, one can show v, = pu(Vu(z)) for almost all z € Q. For
S :R? — 2% defined by

({(0,0),(1,0),(0,1)} for (t1,22) = (0,0),

{(i1+2 tg)/2} for t1 > 0Nty < 1y,

{(tl,t)/Z} fOI't1<0/\t2<0,

(t,t2) = { {(t1, s +2)/2} for ty > 0 Aty < t,
((0,15)/2, (2, 15)/2} for £ = 0,
((,0)/2, (t1,2)/2} for t5 = 0,

| (ot + 2)/2, (b + 2,15)/2} forty =ty Aty > 0,

the explicit representation of W** in Example 5.6.4 shows
supp u(F) = S(DW*(F)),
so that
supp v, = S(o(x)) for a.e. x € Q.

Hence

convS(T) = {E € R’ : T = DW*(E)}. (5.2)
Moreover, for each > € R? the mapping dist(S(-), %) : R2 — R is continuous and therefore

dist(S(An(z)), supp v,) = dist(S(An(z)), S(o(z))) — 0

if z € Q and A\p(z) — o(z). Because of (5.1), (5.2) and since B; — A if A; —gix A and
B; C A for all j € N, we only have to show that

convsuppvg, C {F € R? : 3G, S € R*, {S,T} C oW (@), S € OWS*(F)}
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in order to prove the second assertion. The set
M, == {G € R? : 35 € OW*(Vuy,), S € OWS*(G)}
contains each subset A C R? with
Wi*  affine on A and Vuy(z) € A.

Since WS* is affine convsupp vy, and Vu,(z) € convsupp vy, we deduce convsupp vq, C
M. The inclusion A\, (z) € OWS*(Vup(x)) and the choice G = Vuy(x) yield

M, C{FeR:3G,S e R’ {S,T} COW: (@), S € OWS*(F)}
which concludes the proof. O

Remark 6.5.3. Because of the lacking smoothness of W;* it does in general not suffice to
impose

(FER :T COWE(F)} —qw {F € R : T = DW*(F)}.

6.5.2 Convergence of the Microstructure Region

Let M denote the closure of M := {F € R* : W(F) # W**(F)}. For a solution u € A for
the convexified problem (P**) the microstructure region §, C Q) is defined by

Q= {2 € Q: Vu(z) € M}.
Analogously, for a solution (up,v4) € Bay for (GP,p), we define
Qup = {z € Q: Vuu(z) € M}.

The following theorem shows that €2, is uniquely defined and that an appropriate approxi-
mation 2y, , of €, , converges to (2,.

Theorem 6.5.2. Let W be as in Example 6.4.3, u a solution for (P**), and o := DW**(Vu).
There exists a Lipschitz-continuous mapping & : R2 — R such that, for almost all x € Q, we
have

z€Qn <<= £(o(x))=0.

If v € A is another solution for (P**) then &(DW**(Vu)) = £(DW**(Vwv)). For a solution
(un,va) € Bay for (GPyp) with corresponding multiplier A, € LO(T)? let

O = {3 € 9 €0 (2)) = 0},
We then have

1€(0) = EQAWIl < Cllo = Anll (5.3)
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and

2 € Qup = dist(Vup(z), M) < CJOWS" — DW™| oo puom2)-

)

Conversely, there holds
€ Qmp = [E(An(2))] SNOWE" — DW™ | poo (0m2)-

Proof. The explicit representation of W** in the proof of Example 6.4.3 shows, for almost
all z € Q, with (s1,s2) = o(z) and F = Vu(z)

r€Q, <= FeluVUVIUVII

5.4
<:>(81:0/\82§0)V(82:0/\81S0)V(81282/\8120). ( )

The mapping & : R? — Ry defined by
(81, So3> min{|s;| — min{—ss, 0}, [so| — min{—sy, 0}, |s; — so| — min{s;,0}}

is Lipschitz continuous with bounded Lipschitz-constant C' > 0 and satisfies because of (5.4)
the equivalence

E(o(x)) =0 <=z € Qy,

for almost all z € Q. Since the quantity o := DW**(Vu) is independent of the choice of a
solution (cf. Remark 6.4.1) we have uniqueness of €,,,. The Lipschitz continuity of £ implies
the estimate (5.3). Let € Q be such that £&(\,(z)) = 0. The Lipschitz continuity of £ and
the inclusion A\, (z) € OWS*(Vuy(x)) show

E(DW™ (Vup(z))) = \S(DW**(VUn(

2))) = £(An(2))]
< CIDW™ (Vun(x)) — An(@)|

< ClIDW™ — OWE| e amy-
To prove the asserted estimate for dist(Vuy(z), M) it now suffices to prove
dist(F, M) < c£(DW**(F))

for a constant ¢ > 0 and all F € R?. The assertion is obvious if F € TUV UVIU
VII. We prove the case F' € II, the remaining cases F' € III,IV follow analogously.
Let F = (fi,f2) € II. Then f; —1 > 0 and f; — 1 > fo. A short calculation shows
dist(F, M) = min{f; — 1,(fi — fo — 1)/v/2}. Since DW**(F) = 2(f; — 1, f,) we have
f(DW**(F)) = 2m1n{f1 —-1- min{—fg,O}, ‘f2| + f1 - 1, f1 - f2 - 1} If fg S 0 then this
term can be simplified to {(DW**(F')) = min{f1 — 1, fi — f> — 1} and the assertion follows.
If fo > 0 we have

EDW(F)) =min{fi =1+ fo, i—fo—1}=fi— o= 1> (i — fo—1)/V2
=min{f; — 1, (fi — fo — 1)/V/2} = dist(F, M).
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To prove the inverse implication let € Qy, 4, i€, Vup(z) € TUV UVIUVII. Since
An(z) € WS (Vuy(z)) and since OWS§*(Vuy,) = conv{DWS*|; : t € 7,Vuy(z) € t}, there
exist t1,...,tn11 € 7 and g; € [0,1], 7 9; = 1 such that \y(z) = S0 0; DW§|;,. The
identities

n+1 n+1

Mn(z) = Z 0 DWE|, = Z 0i(DWE|,. — DW**(Vuy)) + DW* (Vuy)
i=1 =1

and £(DW**(Vuy)) = 0 combined with the Lipschitz continuity of £ show

EQn(@))] = €Y ai(DWTli; = DW™ (Vun)) + DW™(Vun)) = E(DW* (V)|

i=1
n+1

<O a(DW§Tly, = DW™(Vuy))| < CW*™ = OW§|| o (-
=1

This concludes the proof of the theorem. O

6.6 A Multilevel Scheme for the Reduction of the

Numerical Effort
The identity
maxHy, (z,5) = [ Hi,(2,s)dvaz(s)

SEw R"

in Lemma 6.3.2 for a solution (up, v4) € By, for (GPyy) with multiplier A, € LO(T)" states
that for almost each = € Q the probability measure v, is supported in those atoms z € N

for which #,, (z,-) attains its maximum. These are usually only a few atoms as Theorem
2.4.3 showed.
If the support of the Young measure vy,

A = Supp(vy) :={(z,2) € QX N, : z € supp(vaz)},

where supp(v4,) C R is the support of the Radon measure v,,, was known a priori, we
could seek (up,q) as a solution for the following lower-dimensional problem (G Py 4)-

(GPun,a) {

Seek (up,vq) € Bgy such that Supp(yvy) C A
and I (up, vq) = inf(y, yyeBy, L (U, fa)-

The following lemma gives a necessary condition on A which ensures that (GPyp 4) is a
correct reduction of (GPyp).

Lemma 6.6.1 ([CR], Proposition 5.4). Let (us,vq) be a solution for (GP,y) with corre-
sponding multiplier Ay,. If A C Q X R” is such that

{(z,2) €e QX N, : Hy, (2,2) = meaX’H)\h(x, s)}CA

then every solution for (GPyp,4) also solves (GPyp). O
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In praxis H,, is not known a priori but a good approximation of it might be. If we
define A with the help of an approximation of H,, we need a criterion which ensures that a
solution for (G Py 4) also solves (G Pyp)-

Lemma 6.6.2. Let (up,vy) be a solution for (GPyp.4) with corresponding multiplier Ap,. If
(un,va) and A, satisfy the conditions of Lemma 6.3.3 then (up,vq) also solves (GPyy) with
multiplier \p,.

Proof. The statement follows directly from Lemma 6.3.3. O

Given an approximation h of H,, we may, motivated by Lemma 6.6.1, define a set of
active atoms, called the active set, by

A={(z,2) € QX N;: h(z,z) > maxh(z,s) —e(x)}, (6.1)

SEwW

where € € L°(T), e > 0 almost everywhere in (2, is a given tolerance. If € is big enough then
any solution for (GP,p 4) with A as in (6.1) is a solution for (GP, ). The following lemma
is a refined version of the corresponding lemma in [CR].

Lemma 6.6.3. Let (up,v4) be a solution for (GPyy) with corresponding multiplier A, and
Hy, (z,8) = Mp(z) - s — P,W(s). Moreover, let h: Q@ xR* - R and e € L°(T), € > 0 almost
everywhere in € be such that, for each T € T,

|Ha, — Pl (rxss) < €lr,
with St C R™ such that, for almost all x € T, we have

{sew:Hy, (z,5) = mEa_X%Ah(x,é)} U{s € w:h(z,s) =maxh(z,5)} C Sr.

sew
If A is defined by (6.1) then any solution for (GPyp.a) is a solution for (GPyp). O
Proof. 1t suffices to show that if A is defined by (6.1) the inclusion of Lemma 6.6.1 is satisfied.

Let (z,2) € T x N; for some T € T with H,, (z, 2) = maxsey Ha, (2, s). By assumption we
have

h(z,z) > H, (z,2) —e(z)/2 = IEE%XHAh (x,8) —e(x)/2 > max h(x, s) — e(z),

SEW

ie., (z,%) € A and therefore

{(z,2) € QX N, : Hy, (z,2) = maxH,, (z,s)} C A

sEw
so that Lemma 6.6.1 proves the assertion. O

The idea to guess the support of a Young measure solution in a multilevel scheme to-
gether with Lemma 6.6.3 motivates the following algorithm in which a sequence of refining
triangulations, elementwise constant tolerances, and an initial guess hg for H,,, e.g., ho =0,
are given. Figure 6.3 includes a schematic flow chart of the algorithm.
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Algorithm (A%teset)  Let 11, T, ..., 77 be triangulations of w, €1, €3, ...,£5 > 0 be elemen-
twise constant, and hy € L*(Q2; C(R™)).
(1) Set e := €1, h:=hgy, T:=7 and j := 1.
(2) Compute A from (6.1).
(3) Compute a solution (up,vq) € Bypa for (GPyy 4) and the multiplier A, € L°(T)".
(4) If the conditions of Lemma 6.3.3 are satisfied then go to (6) otherwise proceed with (5).
(5) Increase m if necessary. Enlarge € by | := 2¢|r if for some zp € T

max Hy, (21, 2) > - Hy, (zr, s) dvppp(S),
and set €|p := ¢|r otherwise. Go to (2).

(6) If j < J proceed with (7) otherwise terminate.

(7) Set j :=j +1, h(z,s) == A (x) - s — P,W(s), € := ¢ and go to (2).

Remarks 6.6.1. (i) The approximation hy may initially be chosen as hy = 0 and then all
atoms are activated in (6.1) or hy is defined through the solution on a coarser triangulation
T.

(ii) Since the tolerance ¢ is increased successively the optimality conditions of Lemma 6.6.3
have to be satisfied after a finite number of iterations.

(iii) The verification of the optimality conditions and the computation of A are assumed to
be numerically less expansive than the solution of the optimisation problem.

(iv) It is important that the whole optimality conditions are verified.

6.7 Adaptive Mesh Refinement

Theorems 6.4.4 and 6.4.5 allow the introduction of local refinement indicators which may be
used for automatic mesh refinement. Let (up, v4) be a solution for (G P, ;) with corresponding
multiplier Ay.

Theorem 6.4.4 motivates the elementwise contributions, for 7" € T,

r(T)? = |If +div An +20(uo =)oy + D I n8]liam)

EcEqUEN
ECOT

and in regard to Theorem 6.4.5 we employ the operator A : L?>(Q)" — SL(T;g) to define,
forT €T,

1z(T) == ||An — AXnll2(1).-

With these definitions we have

lo = Ml? < (3 a(T)?)"? + hot.
TeT
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where 1n(T) = nz(T) or n(T) = nr(T) and the terms h.o.t. depend on the mesh-size of
the triangulation 7 which are of higher order provided d < h7 and on smoothness of given
right-hand sides. We set

nr :=( Z nr(T)?) Yt and nze =( Z nz(T)?) e

TeT TeT

In addition, Remark 6.4.3 (iii) showed

nz.e = (Y nz(T)?)"* < |lo — Ml + ho.t.
TeT

The following algorithm generates the triangulations in the numerical examples of the
subsequent section. The parameter © allows to use the algorithm for uniform mesh refine-
ment which corresponds to © = 0 and adaptive mesh refinement where © = 1/2. For details
on adaptive mesh refinement we refer to [V1]. A schematical flow chart for the combina-
tion of the Active Set Strategy with the Adaptive Mesh Refinement Algorithm is shown in
Figure 6.3.

Algorithm (AZP"™?) (1) Start with a coarse triangulation 77 of € and set w :=
[—m,m|", £ =1, and Ae = 0.
(2) Compute a discrete solution (us, vy, A¢) with Algorithm ( and starting values
ho(z, s) := Ag(z) -5 — PW(s), J =2, dj = 21 /k, k = [4m 27 card(N7;)*?"| (|s] is the
largest integer < s), £; := 279107 for j = 1,...,J (¢, := oo if £ = 1 to activate all atoms),
and 7; defined by d; as in Example 6.2.1.
(3) For each T' € T, compute refinement indicators nz(7") and ng(7T).
(4) Mark the element 7" for red-refinement if

Aactive set)

ne(T) > © maxqrer,nr(T").

(5) Mark further elements (red-blue-green-refinement) to avoid hanging nodes. Terminate
if the stopping criterion is satisfied, generate a new triangulation 7,1, define Apyq := Ag,
increment ¢, and go to (b) otherwise.

Remarks 6.7.1. (i) In order to obtain higher order terms in the error estimates, we chose k
such that d oc h%/2.

(ii) Since A\, = DW**(Vu) in L*(Q) for a solution u € A for (P**), A, is a Cauchy sequence,
and therefore )\, is a good approximation for A,y; if £ is big enough.

6.8 Numerical Experiments

In this section we present numerical results for two specifications of (P). The first example
was already considered in [CR] and is slightly modified here because of different growth
conditions. The second example is a two-dimensional problem that reveals limitations of
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INITTALISATION 1
BEGIN CHOOSE INITIAL TRIANGULATION OF Q

INITIALISATION 2
CHOOSE INITIAL DISCRETISATION OF ®

l

ACTIVATION
ACTIVATE THE GRID POINTS WITH
GREAT VALUE OF HAMILTONIAN

|

OPTIMISATION ROUTINE
SOLVE THE DISCRETE PROBLEM
CONSIDERING THE ACTIVE GRID POINTS

x

NO IS THE MAX. YES

PRINCIPLE SATISFIED AT ALL
GRID POINTS l
NO FINAL YES
DISCRETISATION
LEVEL
CORRECTION REFINEMENT
TAKE GREATER REFINE THE DISCRETISATION OF ®
TOLERANCE AND TAKE THE ORIGINAL TOLERANCE
ERROR ESTIMATOR
COMPUTE ERROR INDICATORS N g
AND ERROR ESTIMATOR n
NO DID THE ERROR YES
— ESTIMATOR FALL BELOW A GIVEN END

TOLERANCE

ADAPTIVE REFINEMENT
REFINE THE TRIANGULATION OF Q

Figure 6.3: Schematic flow chart for the combination of the Active Set Strategy (inside the
dashed box) with the Adaptive Mesh Refinement Algorithm.
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our approach to solve (P) but thereby underlines the necessity of the design of efficient
algorithms for the solution for (GP,}).

The implementation of the algorithms was performed in Matlab as described in [CR] for
the part concerning the Active Set Strategy and as in [Cad, Cab] for the part concerning
adaptive mesh refinement, cf. Appendix A. We solved the optimisation problem with the
interior point linear program solver HOPDM [G].

Ezample 6.8.1 (One-dimensional two-well problem.). Let n = 1, Q = (0,1), T'p = {0,1},
a=0,Ty =0, and W(s) = min{(s — 1)2, (s + 1)?}. The right-hand sides are defined by

B 0 for x < x,
fl@) = { v(z — 1) /2 for x > x4,

and
up(0) =325 /128 + 23 /3  and  wup(l) = y(1 — 25)%/24 + 1 — m,,
where v = 100 and z, = 7/6. One solution for (P) is then given by

—3(x — 1)°/128 — (z — 1) /3 for x < my,
u(z) = N3 -
Yz —xp)° /24 + 2 — 2 for © >

and allows to compute the unique quantity o := DW**(u’). The microstructure region is
(0,zp) in which o = 0 and u' lies between the wells —1 and 1, i.e., v/(z) € (—1,1) for
x € (0,75). A Young measure corresponding to u is given by

. —17“2’(56) 0_1+ —1+u2'(ac) 041 forx < my
* Ou! (2) for © > x.

For Algorithm (A%“P"**?) we used m = 4 and T; = {[0,1/4],[1/4,1/2],[1/2,3/4],[3/4,1]}.

Note that the weighted jumps hgl|[\n - nE]||%2(E) of A\, across edges E € &g are in the
one-dimensional situation given by

he(Anlry — Anlm)?

for z € IC, T1,T5 € T such that z =T, NT, and h, as in Section 6.4.2.
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10—2; . ||6—xh||Lz(Q) (uni.form) .
: o Mg (uniform)
I zr (uniform)
| Nye (uniform) ®
ookl o ||5—kh||Lz(Q) (adaptive) & j
E o Mg (adaptive) = E
- 2R (adaptive)
% Nze (adaptive)
10-4 I 1 I .
10° 10’ 10° 10° 10"

Figure 6.4: Error and error estimators in Example 6.8.1 for uniform and adaptive mesh
refinement.

We ran Algorithm (A3%P"%¢?) and (A‘f;igp "e2) in Example 6.8.1. The obtained error
estimators g, 7z,r, and 7z g and the exact error ||[o — Ay || for each triangulation are plotted
against the degrees of freedom in 7 in Figure 6.4 with a logarithmic scaling used for both axes.
Both, uniform and adaptive, refinement strategies yield the same experimental convergence
rates but the adaptive scheme yields a comparable error reduction at similar numbers of
degrees of freedom. The error estimators ng and 77z converge much slower than the error
itself while the efficient error estimator 1z r approximates the error very well and converges
with the same order.

triangulation | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 9
elements 4 8 16 32 64 128 256 512 1,024
atoms 179 | 433 | 1,122] 3,034 | 8,385 | 23,443 | 65,921 | 185,908 | 525,057

active atoms
per element

85 [12.0 7.9 10.7 | 9.6 17.4 46.3 64.5 127.1

Table 6.1: Number of possible and active atoms on uniformly refined meshes.

In Tables 6.1 and 6.2 we displayed for uniform and adaptive meshes, respectively, the
number of possible atoms per element and the average number of active atoms per element
selected by (A%"weset)  We observe that the numbers of atoms is significantly reduced by
the active set strategy. Moreover, the average number of active atoms seems to be bounded
or maybe grows very slowly on the adaptive meshes while on the uniform meshes the number
of active atoms grows linearly.
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triangulation | 6 | 7 | 8 [ 9 [ 10 [ 1 12 13
elements 45 ] 8l 120 | 187 [ 321 | 492 741 | 1,280
atoms 4,992 | 11,881 | 21,297 | 41,244 | 92,450 | 175,143 | 323,390 | 733,574

active atoms 6.6 74 11.6 38.9 31.2 20.6 27.4 30.7
per element

Table 6.2: Number of possible and active atoms on adaptively refined meshes.

Ezample 6.8.2 (Two-dimensional, scalar three-well problem). Let n = 2, Q = (0,1)?, W as
in Example 6.4.3, a = 0, ['p = 09, and, for (z,y) € Q, up(z,y) = v(x) + v(y), where, for
t €10,1],

oo E=1/2/6+(t—1/4)/8  fort<1/4,
v(t) = { —(t—1/4)3/40 — (t — 1/4)3/8 for t > 1/4.

Setting f := — div DW**(Vup), i.e., for (z,y) € (0,1)?,

0 forx <1/4 and y < 1/4,
fla,y) = —2v"(y) forx <1/4 and 1/4 <y,
HY= —2v"(x) for 1/4 <z and y <1/4,

=2 (v"(x) +v"(y)) for 1/4 <z and 1/4 <y,

we have that u = up is the weak limit of an infimising sequence for (P). Defining, with u,
and u, abbreviating du/0x and du/dy, respectively,

(1 = ug(z,y) - Uy(xa Z/))5(0 0)

g (7, Y)d1,0) + Uy (2, ¥)d(0,1) for z <1/4 and y < 1/4,

Vi) =4 (1 — ug(z, ))5(0 uy(zy)) T Uz (T, Y)0(1,u,(zy)) for z <1/4and 1/4 <y,
(1 = uy(2,9))O(ua(@y).0) T Uy (T, ¥)d(up(wy),1y for 1/4 <z and y < 1/4,

OVu(z,y) for 1/4 <z and 1/4 <y,

the pair (u,v) is a solution for (GP). The coarsest triangulation 77 consists of 32 triangles
which are halved squares and we set m = 1.5.

Our numerical results in Example 6.8.2 are not as satisfying as those for Example 6.8.1.
The Lagrange multiplier provided by the linear program solver did not satisfy the optimality
conditions even when m was large and all atoms were activated. We suspect that this is
caused by the huge complexity of the problem. Other solvers for the linear programming
problem did not find a solution when the problem became large. This indicates that efficient
methods for the solution of (GP,},) are very important. We found however, that the quantity
DW**(Vuy,) satisfied the maximum principle and the equilibrium equation up to an absolute
error of about 0.05 in Example 6.8.2 so that we used this quantity to activate atoms in
Algorithm (A%“*veset) and to calculate error indicators ng, 7z g, and 1z g in order to refine
the mesh and to estimate the error in Algorithm (A’f?;”mw)
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Figure 6.5: Adaptively generated mesh and Young measure restricted to three different
elements in Example 6.8.2.

Figure 6.5 shows the adaptively generated mesh 74 and the support of the discrete Young
measure solution and the corresponding volume fractions restricted to three different ele-
ments. The three meshes show every tenth atom in 7 and circles indicate that an atom is
active. Numbers next to circles are volume fractions provided they are larger than 0.01. We
observe that the discrete Young measure approximates the Young measure solution v from
Example 6.8.2 very well. Moreover, the adaptive algorithm refines the mesh in those regions
where the stresses are large. Since the error estimators and the active set strategy show the
same behaviour as in the previous example we omit the corresponding plots and tables here.

dof 9 35 70 162 255 492
CPU-time
(in seconds)

11.7 | 269.0 | 830.7 | 5,792.7 | 9,797.4 | 24,317.5

Table 6.3: CPU-times needed to solve (G P, ;) on adaptively refined meshes in Example 6.8.2.

Table 6.3 displays the CPU-time needed to solve (G P; ) in Example 6.8.2 on a sequence of
adaptively refined triangulations against the number of degrees of freedom in 7, £k =1, ..., 6.
The numerical solutions were obtained on a SUN Enterprise with 14 processors and 14 GB
RAM and the numbers suggest that the CPU-time depends linearly on the number of degrees
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of freedom.

Remarks 6.8.1. (i) In the numerical experiments we could replace the estimate
IV(u—up)| <C

by ||p;, — Vus|| as in [CJ], where pj} is a smooth approximation of Vuy,. This improves the
efficiency of the error estimator but cannot be justified rigourously.

(ii) Stabilisations as in Chapters 4 and 5 are possible. Combined with a penalisation of the
side conditions more advanced solution algorithms can be employed.

All the estimates of this chapter are valid in the vectorial case when W% = W**. Drop-
ping the condition that the Young measure solution is generated by a sequence of gradients
however leads to right macroscopic deformations but meaningless Young measure solutions.
We close the chapter with a few comments on two vectorial examples.

Ezample 6.8.8 (Homogeneous two-well problem). If we consider the situation of Example
4.7.1 in the context of generalisation, we have W (F) = dist(F, {F}, F»})?, F € R**?, with
F) = —F, = diag(1,0), 2 = (0,1) x (—2,2), and aim to minimise the functional

T(vh, fa) = /Q e W (s) dpaq(s) dx

among all (vy, tta) € S5(T)? x Y M 4(T; R**?) such that Vo (2) = [guxn S dtaz(s) for a.e.
x € Q. Note that we do not impose the restriction that p, is generated by gradients. The
algorithm found the optimal solution u;, = 0 whenever the convex domain w C R?*? satisfied
F\, F € w.

Ezample 6.8.4 (Non-homogeneous four-well problem). Let Q = (0,1)?, T'p = [0,1] x {0},
Iy =0Q\Tp, up =0, and g(s) = (0,1/20) for s € (1/4,3/4) x {1} and g(s) = 0 else. Let
W(E) = minjzl,___A E - Ej|2 where E1 = —E3 = diag(—a, —Ot), E2 = —E4 = diag(a, —Oé)
for & = 1/10. Set Ay = {w, € SY(T)? : wp|r, = up}. We tried to use Algorithm (A% *Pe?)
to minimise the functional

T(op 1a) = / [ W+ 57)/2) ditas() do / g-vpds

N

among all (vh, ug) € An X Y Mo 4(T;R**?) such that Voa(z) = [puxn Sdpag(s) for a.e.
x € ). Again, we did not impose the restriction that uy is generated by gradients. This
example reveals the limitations of this approach: The number of atoms grows like (1/d)*
and therefore it is very expensive to check the maximum principle and to activate atoms.
Moreover, the Lagrange multiplier from the optimisation routine did not make any sense to us
so that we used Ay := DW**(e(uy)) to check the maximum principle and to activate atoms.
Ignoring this aspect, Algorithm (A%“7"**¢2) delivered the deformation on a triangulation with
256 elements and a triangulation of w := (—1,1)% with 1,185,921 possible atoms shown in
Figure 6.6. The active set strategy reduced the number of atoms involved in the solution
to an average of 213 atoms per element. The algorithm failed to provide a solution on a
finer triangulation of 2. The employed linear optimisation routine declared the problem as
infeasible though feasibility was guaranteed by the algorithm.
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Figure 6.6: Discrete deformation of 2 and modulus of the resulting stress field on a trian-
gulation of 2 with 256 elements and a triangulation of w with 1,185,921 possible atoms in
Example 6.8.4.

107



108



Appendix A

Implementations

A.1 Introduction

For illustration, we include some typical parts of the implementations in Matlab that realise
Algorithms (AN%2) and (AL*""**?). For more details on the numerical implementation of
error estimators, stiffness matrices, adaptive mesh refinement, visualisation of solutions, and
Young measure approximation we refer to [ACFK, ACF, Ca4, Cab, CR|.

A.2 Matlab Implementation of (AV?)

The following routine minimises the functional I** : Sp(7)> — R. Input is an initial
value uf € SL(T)?, given in terms of nodal values, the specification of the triangulation, a
numbering of edges (needed for the stabilisation), and the stabilisation parameter . Output
are the nodal values for the minimiser. Minor modifications lead to a realisation of Algorithm
(ANR1),

function x = Newton_Raphson(elements,coordinates,...
Dirichlet,Neumann,initial_value,edgenr,gamma) ;
global gamma;
X = initial_value;
[x,B,W,freeNodes] = Dirichlet_conditions(x,Dirichlet,coordinates);
residual = d_I(x,elements,coordinates,edgenr,Neumann) ;
Q= norm(residual (freeNodes))
while norm(residual (freeNodes)) > eps
A = dd_I(x,elements,coordinates,edgenr);
A_dc = [A, B’; B, sparse(size(B,1),size(B,1))];
b_dc = [residual;zeros(size(W,1),1)];
A_dc \ dc;
line_search_secant (u(1:2*size(coordinates,1)),x,elements,...
coordinates,edgenr,Neumann) ;
X =x -t * u(l:2*xsize(coordinates,1));
residual = d_I(x,elements,coordinates,edgenr,Neumann) ;

u
t
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Q = [Q, norm(residual (freeNodes))]

end

function t = line_search_secant(sd,x,elements,coordinates,edgenr,Neumann)

tl = 0;
t2 = -1;
g_tl = d_I(x+tl*sd,elements,coordinates,edgenr,Neumann)’ * sd;
g_t2 = d_I(x+t2*sd,elements,coordinates,edgenr ,Neumann)’ * sd;
3=0;
while (abs(g_t2)>eps) & (j<5)
=g+t
while g_t1 == g_t2
tl = tl + 1;
g_tl = d_I(x+tl*sd,elements,coordinates,edgenr,Neumann)’ * sd;
end
aa = (g_t2-g_t1)/(t2-t1);
bb = g_tl1 - aaxtl;
tl = t2;
t2 = -bb/aa;
g_tl = g_t2;
g_t2 = d_I(x+tl*sd,elements,coordinates,edgenr,Neumann)’ * sd;
end
t = -t2;

function ¢ = d_I(x,elements,coordinates,edgenr,Neumann)
global stabil
sparse(2*size(coordinates,1),1);

C=
for

j

1:size(elements,1)

I = [2*elements(j,1)-1,2xelements(j,1),2*elements(j,2)-1,...

2xelements(j,2),2*xelements(j,3)-1,2*«elements(j,3)];

c(I) = c(I) + StiVec(coordinates(elements(j,:),:),...
x(2*elements(j,:)-1,1)’ ,x(2*elements(j,:),1)7?);
end
if stabil ==
c = c + stabili(elements,coordinates,x,edgenr) ;
end
for j = 1: size(elements,1)
I = [2%elements(j,:)-[1,1,1], 2*elements(j,:)];
c(I) = c(I) - det([1,1,1;coordinates(elements(j,:),:)’1)...
* reshape (repmat (f (sum(coordinates. ..
(elements(j,:),:))/3)’,1,3)’,1,6)°/6;
end
for j = 1:size(Neumann,1);

I = [2#Neumann(j,:)-[1,1],2*Neumann(j,:)];
c(D

= ¢c(I) - norm(coordinates(Neumann(j,1),:)-...

110



coordinates(Neumann(j,2),:))...

* reshape (repmat(g(1/2*. ..

sum(coordinates (Neumann(j,:),:)))’,1,2)’,1,4)°/2;
end

function StiVec = StiVec(corners,alpha,beta)
vec=zeros(6,1);
Lambda = [1,1,1;corners’]\[zeros(1,2);eye(2)];
E = ([alpha * Lambda; beta * Lambdal+ ...
[alpha * Lambda; beta * Lambdal’)/2;

for k=1 : 3
G_1 = ([Lambda(k,:);zeros(1,2)] + [Lambda(k,:);zeros(1,2)]1’)/2;
G_2 = ([zeros(1,2);Lambda(k,:)] + [zeros(1,2);Lambda(k,:)]1’)/2;

vec (2xk-1,1) = DW_cx(E,G_1);
vec(2xk,1) = DW_cx(E,G_2);

end

StiVec= det([1,1,1;corners’])/2 * vec;

function vec = stabill(elements,coordinates,u,edgenr)
global gamma;
1lshift=[2,3,1];
S = sparse(size(coordinates,1) ,max(max(edgenr)));
S2 = sparse(size(coordinates,1) ,max(max(edgenr))) ;
vec = zeros(2*size(coordinates,1),1);
for j = 1 : size(elements,1)
corners = coordinates(elements(j,:),:);
Lambda = [1,1,1;corners’]\[zeros(1,2);eye(2)];
S(elements(j,:) ,diag(edgenr(elements(j,:),elements(j,lshift)))) = ...

S(elements(j,:),diag(edgenr(elements(j,:),elements(j,1shift)))) + ...

Lambda * ((coordinates(elements(j,lshift),:) - ...
coordinates(elements(j,:),:)) * [0 -1;1 0])* * ...
diag(sqrt(sum((coordinates(elements(j,lshift),:) - ...
coordinates(elements(j,:),:))."2?))’. " ((gamma-1)/2));

end
ul = u([1:2:2*size(coordinates,1)]);
u2 = u([2:2:2*xsize(coordinates,1)]);

vec([1:2:2*size(coordinates,1)]) = S * (S’ * ul);
vec([2:2:2*size(coordinates,1)]) = S * (S’ * u2);

function A = dd_I(x,elements,coordinates,edgenr)
global stabil
A = sparse(2*size(coordinates,1),2*size(coordinates,1));
for j = 1:size(elements,1)
IT = [2xelements(j,1)-1,2*elements(j,1),2*elements(j,2)-1,...
2*xelements(j,2) ,2*elements(j,3)-1,2xelements(j,3)];
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A(II,II) = A(II,II) + StiMa(coordinates(elements(j,:),:),...
x(2*elements(j,:)-1,1)’ ,x(2*elements(j,:),1)7?);

end
if stabil ==

A = A + stabil2(elements,coordinates,x,edgenr) ;
end

function StiMa = StiMa(corners,alpha,beta)
M=zeros(6,6);
Lambda = [1,1,1;corners’]\[zeros(1,2);eye(2)];
E = ([alpha * Lambda; beta * Lambdal+ ...
[alpha * Lambda; beta * Lambda]’)/2;
for k =1 : 3
for 1 =1 :3

Lambda_k1 = ([Lambda(k,:);0,0] + [Lambda(k,:);0,0]1°)/2;
Lambda_k2 = ([0,0;Lambda(k,:)] + [0,0;Lambda(k,:)]’)/2;
Lambda_11 = ([Lambda(l,:);0,0] + [Lambda(l,:);0,0]°)/2;
Lambda_12 = ([0,0;Lambda(l,:)] + [0,0;Lambda(l,:)]1°)/2;

M(2*k-1,2*1-1) = D2W_cx(E,Lambda_k1,Lambda_11);

M(2*k-1,2%1) = D2W_cx(E,Lambda_k1,Lambda_12);

M(2xk,2*1-1) D2W_cx (E,Lambda_k2,Lambda_11);

M(2*k,2*1) = D2W_cx(E,Lambda_k2,Lambda_12);
end

end
StiMa = det([1,1,1;corners’])/2 * M;

function mat2 = stabil2(elements,coordinates,u,edgenr)
global gamma;
mat2 = sparse(2*size(coordinates,1) ,2*size(coordinates,1));
lshift=[2,3,1];
S = sparse(size(coordinates,1) ,max(max(edgenr)));
T = sparse(2*size(coordinates,1) ,max(max(edgenr))) ;
for j = 1 : size(elements,1)
corners = coordinates(elements(j,:),:);
Lambda = [1,1,1;corners’]\[zeros(1,2);eye(2)];
S(elements(j,:) ,diag(edgenr(elements(j,:),elements(j,lshift)))) = ...
S(elements(j,:),...
diag(edgenr(elements(j,:),elements(j,1lshift)))) + ...
Lambda * ((coordinates(elements(j,lshift),:) - ...
coordinates(elements(j,:),:)) * [0 -1;1 0])” * ...
diag(sqrt(sum((coordinates(elements(j,lshift),:) - ...
coordinates(elements(j,:),:))."2?))’." ((gamma-1)/2));
end
mat = S * S’;
for j = 1 : size(coordinates,1)
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mat2(2*j-1,[1:2:2*size(coordinates,1)]) = mat(j,:);
mat2(2*j,[2:2:2*size(coordinates,1)]) = mat(j,:);
end

function [x,B,W,freeNodes] = Dirichlet_conditions(x,Dirichlet,coordinates)

mask(Dirichlet) = ones(size(Dirichlet));
DirichletNodes = find(mask)’;
[W,M] = u_D(coordinates(DirichletNodes,:));
B = sparse(size(W,1),2*size(coordinates,1));
for k = 0:1

for 1 = 0:1

B(1+1:2:size(M,1) ,2*DirichletNodes-1+k) = ...
diag(M(1+1:2:size(M,1),1+k));

end
end
mask = find(sum(abs(B)’));
freeNodes = find(sum(abs(B))==0);
dof = size(freeNodes,2);
B = B(mask,:);
W = W(mask,:);
x(2xDirichletNodes) = zeros(size(DirichletNodes,1),1);
x(2xDirichletNodes-1) = zeros(size(DirichletNodes,1),1);

A.3 Matlab Implementation of (A%d“ptweQ)

The following program and the functions realise Algorithm (A%“""¢?) for n = 2. The
function lin_prog assembles the matrices and vectors for the linear optimisation problem.
Then, we employ the routine 1p2mps to convert the problem into the standard MPS-format
which can be read by the interior point solver HOPDM. We refer to [G] for details on the
usage of the optimisation routine.

J = [4,2,2,2,2,2,2,2,2];

m=1.5;

tol_equ = .005;

tol_max = .005;

ref = 4;

adapt = 1;

global W_atoms;

load coordinates.dat;coordinates = coordinates(:,2:3);
load elements.dat;elements =elements(:,2:4);
load Dirichlet.dat;Dirichlet = Dirichlet(:,2:3);
eval(’load Neumann.dat’, ’Neumann = [];’);
lambda = zeros(size(elements,1),2);

113



eps_mp = Inf * ones(size(elements,1),1);

for meshnr = 1 : ref
[edgenr,elements]=generateEdgenr(elements,coordinates);
k = floor(4*m*size(coordinates,1) ~(3/4)*2~ (-J(meshnr)));
for 1 = 1 : J(meshnr)

k=2=x*xk
atoms = zeros((k+1)°2,2);
for j =1 : k+1l

atoms ([(j-1)*(k+1)+1:j*(k+1)],1)
atoms ([(j-1)*(k+1)+1:j*(k+1)],2)
end
W_atoms = W(atoms);

(-m + (j-1)*2*m/k)*ones(k+1,1);
[-m:2*m/k:m] ’;

max_princ = 0;
iteration = 0;
while “max_princ
iteration = iteration + 1;
active_atoms = compute_active_set(elements,atoms,lambda,eps_mp) ;
active_atoms = ensure_feasibility(active_atoms,...
coordinates,elements,atoms) ;
[u,vol_fracs,lambda] = lin_prog(elements,...
coordinates,Dirichlet,atoms,active_atoms) ;
[equ,listl] = check_equ(lambda,elements,coordinates,Dirichlet,tol_equ);
[max_princ,1list2] = check_max_princ(lambda,vol_fracs,...
atoms,elements,tol_max/(meshnr+l));
nr_act_atoms = nnz(active_atoms)/size(elements,1);
list = unique([list1’;1ist2]);
max_princ = max_princ * equ;
eps_mp(list,1) = eps_mp(list,1) * 2;
end
eps_mp = 27(-1)/1e04 * ones(size(elements,1),1);
end
[eta_E,eta_T] = aposteriori_R(elements,coordinates,...
Dirichlet,Neumann,u,lambda,edgenr) ;
if adapt ==
VK = AAlgl(eta_E,eta_T,elements,coordinates,edgenr);

else
VK = AAlgl(eta_E,eta_T,elements,coordinates,edgenr);
VK = ones (max(max(edgenr)),1);

end

VK = bluegreen(elements,coordinates,edgenr,VK) ;
if meshnr < ref
[coordinates,elements_new,Dirichlet,Neumann] = ...
refinement (coordinates,elements,Dirichlet,Neumann,edgenr,VK) ;
else
elements_neu = elements;
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end

P = generateProlongation(edgenr,VK) ;

Q elementwiseProlongation(elements_new,elements,P);

lambda = Q * lambda;

elements = [];

elements = elements_new;

eps_mp = 2" (-meshnr)/1e04 * ones(size(elements,1),1);
end

function active_atoms = compute_active_set(elements,atoms,lambda,eps_mp)
global W_atoms;
active_atoms = sparse(size(elements,1),size(atoms,1));
for j = 1 : size(elements,1)

atoms * lambda(j,:)’ - W_atoms’;

max_val = max(vec) - eps_mp(j);

vec

ind = find(vec > max_val);
active_atoms(j,ind) = 1;
end

function active_atoms = ensure_feasibility(active_atoms,coordinates,...

elements,atoms) ;

u = u_D(coordinates);

m = max(atoms(:,1));

k = sqrt(size(atoms,1))-1;

ms = 2*xm/k;

for j = 1 : size(elements,1)
corners = coordinates(elements(j,:),:);
Lambda = [1,1,1;corners’]\[zeros(1,2);eye(2)];
F = Lambda’ * u(elements(j,:));
list = find(atoms(:,1) < F(1)+ms & F(1)-ms < atoms(:,1) & ...

atoms(:,2) < F(2)+ms & F(2)- ms < atoms(:,2));

active_atoms(j,list) = ones(1l,size(list,2));

end

function [equ,list] = check_equ(lambda,elements,coordinates,Dirichlet,tol)

mask = zeros(size(coordinates,1),1);

mask(Dirichlet) = ones(size(Dirichlet));

DirichletNodes = find(mask)’;

Cl = sparse(size(coordinates,1),size(elements,1));

C2 = sparse(size(coordinates,1),size(elements,1));

b = zeros(size(coordinates,1),1);

for j = 1 : size(elements,1)
corners = coordinates(elements(j,:),:);
grads = [1,1,1;corners’]\[zeros(1,2);eye(2)];
Ci(elements(j,:),j) = det([1,1,1;corners’])/2 * grads(:,1);
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C2(elements(j,:),j) = det([1,1,1;corners’])/2 * grads(:,2);
b(elements(j,:)) = b(elements(j,:)) + ...

det([1,1,1;corners’])/2 * g(sum(coordinates(elements(j,:),:)/3))/3;

end
Ci(DirichletNodes,:) = [];
C2(DirichletNodes,:) = [1;
b(DirichletNodes,:) = [];
C_lambda = C1 * lambda(:,1) + C2 * lambda(:,2);
error_equ = max(abs(C_lambda + b));
if error_equ > tol

equ = 0;

list = [1:size(elements,1)];
else

equ = 1;

list = [1;
end

function [bool,list] = check_max_princ(lambda,vol_fracs,atoms,elements,exact)

global W_atoms;

bool = 1;

ind = zeros(size(elements,1),1);

anz = 0;

for j = 1 : size(elements,1)
vec = atoms * lambda(j,:)’ - W_atoms’;
val = max(vec);

indl = find(vol_fracs(j,:) > .001);
aver = vol_fracs(j,indl) * vec(indl,:);
violation(j) = max(val-aver,0);
if val > aver + exact;
[val,aver]
anz = anz + 1;
ind(j) = 1;
bool = bool * 0;
end
end
list = find(ind);
if bool ==
list = [1:size(elements,1)]’;
end

function [u,vol_fracs,lambda] = lin_prog(elements,coordinates,...

Dirichlet,atoms,active_atoms)
global W_atoms;
mask = zeros(size(coordinates,1),1);
mask(Dirichlet) = ones(size(Dirichlet));
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DirichletNodes = find(mask)’;
phi = zeros(size(coordinates,1) + sum(sum(active_atoms)),1);
A = sparse(3*size(elements,1)+size(DirichletNodes,2),...
size(coordinates,1) + sum(sum(active_atoms)) );
b = sparse(3*size(elements,1)+size(DirichletNodes,2),1);
counter = 0;
for j = 1 : size(elements,1)
corners = coordinates(elements(j,:),:);
phi(elements(j,:),1) = phi(elements(j,:),1) + ...
det([1,1,1;coordinates(elements(j,:),:)°1)...
* g(sum(coordinates(elements(j,:),:))/3)/6;
ind = find(active_atoms(j,:));
phi(size(coordinates,1)+counter+[1:size(ind,2)]) = ...
det([1,1,1;coordinates(elements(j,:),:)’]) * W_atoms(ind);
A(2xj-[1,0],elements(j,:)) = ([1,1,1;corners’]\[sparse(1,2);speye(2)])’;
A(2*%j-[1,0] ,size(coordinates,1)+counter+[1:size(ind,2)]) = ...
- atoms(ind,:)’;
A(2+size(elements,1)+j,size(coordinates,1)+counter+[1:size(ind,2)]) = ...
ones(1,size(ind,2));
b(2*size(elements,1)+j,1) = 1;
counter = counter + size(ind,2);
end
for j = 1 : size(DirichletNodes,2)
A(3*size(elements,1)+j,DirichletNodes(1,j)) = 1;
b(3*size(elements,1)+j,1) = u_D(coordinates(DirichletNodes(1,j),:));
end
¢ = phi;
N_eq
eind

3 * size(elements,1) + size(DirichletNodes,2);

ym21p(c,A,b,N_eq);

unix(’rm ~/hopdm/ym_appr.mps’);

unix(’~/1p_solver/lp_solve_3.0/1lp2mps < ~/hopdm/ym_appr.lp >
“/hopdm/ym_appr.mps’) ;

cd ~/hopdm

unix(’hopdm’);

cd “/ThreeWell/scalar_general

[x,lambda] = 1lp2ym(size(A,2),eind,size(elements,1));

A_eq = A([1:3*size(elements,1)+size(DirichletNodes,2)],:);
b_eq = b([1:3*size(elements,1)+size(DirichletNodes,2)]);
u = x([1:size(coordinates,1)]);

vol_fracs = sparse(size(elements,l),size(atoms,1));
counter = 0;

for j = 1 : size(elements,1)
lambda(j,:) = 2*lambda(j,:)/det([1,1,1;coordinates(elements(j,:),:)’1);
ind = find(active_atoms(j,:));
vol_fracs(j,ind) = x(size(coordinates,1) + counter + [1:size(ind,2)])’;
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counter = counter + size(ind,2);
end

function [u,lambda] = 1p2ym(N,eind,els);
v = zeros(N,1);
u = zeros(N,1);
lambda = zeros(2*els,1);
fid = fopen(’”/hopdm/ym_appr.res’,’r’);
Xxx = ’aa’;
while sum(xx == ’DU’) < 2
xx = sscanf (fscanf(fid,’%s1’),’%c’,2);
end
fgetl(fid);
var = str2num(fscanf (fid,’%s1’));
while “isempty(var)
index1 = sscanf(fscanf(fid,’%s1’),’r_%d1’);
if indexl <= 2 =*els
lambda(index1) = str2num(fscanf(fid,’%s1’));
else
fscanf (fid,’%s1’);
end
var = str2num(fscanf(fid,’%s1’));
end
fgetl(fid);
for j=1:N
fscanf (fid,’%s1’);
ind(j,1)= sscanf(fscanf(fid,’%s1’),’x%d1’);
fscanf (fid,’%s1’);
fscanf (fid,’%s1’);
v(j,1) = str2num(fscanf(fid,’%s1’));
end
fclose(fid);
lambda = -reshape(lambda(l:2*els),2,els)’;
ind = ind - eind;
u(ind,1) = v;

function eind = ym2lp(c,A,b,N_eq)
eind = 1;
while size(c,1) > eind
eind = 10 * eind;
end
fid = fopen(’~/hopdm/ym_appr.lp’,’w’);
fprintf(fid, ’min:%5.4fx%i’,c(1,1),1+eind);
for j = 2 : size(c,1)
fprintf (fid,’+%5.4fx%i’,c(j,1),j+eind);
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end
fprintf (fid,’;\n’);
for j =1 : size(b,1)
ind = find(A(j,:));
fprintf (fid,’%5.4fx%i’, A(j,ind(1)),ind(1)+eind);
for k = 2 : size(dind,?2)
fprintf (fid, ’+%5.4fx%i’ ,A(j,ind (k) ) ,ind (k) +eind) ;
end
if j <= N_eq
fprintf (£fid, ’=%5.4f;\n’,b(j));
else
fprintf (fid, ’<%5.4f;\n’,b(j));
end
end
fclose(fid);
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Summary

The thesis concerns the numerical approximation of some non-convex variational prob-
lems occurring in the mathematical description of phase transitions in martensitic crystals.
A mathematical model due to Ball & James leads to a variational formulation of the physical
process (Chapter 1) but the minimisation problem is not well-posed. Gradients of infimis-
ing sequences oscillate on an infinitely fine scale and do not converge to a global minimiser
(Chapter 2). Results from relaxation theory in the calculus of variations lead to two well-
posed problems which allow for the computation of relevant macroscopic quantities of the
original problem. The numerical analysis of infimising sequences for the original problem,
the efficient approximation of the two relaxations, and the reconstruction of microscopic
information from macroscopic quantities are the main contributions of this work.

For the proofs of refined a posteriori error estimates some results from the theory of
finite elements are recalled (Chapter 3). An essential tool for the proofs of the estimates is
a weak approximation operator (Theorem 3.3.1) which, in contrast to other approximation
operators, has an additional orthogonality property.

In Chapter 4, improved convergence rates for the minimisation of an energy functional
are proved. Previous results were independent of growth conditions of the involved energy
density. Based on an idea by Prohl for the two-well problem with quadratic growth, the
introduction of branchings allows to prove estimates for the minimal energy in dependence
of growth conditions and number of energy wells (Theorem 4.4.1). For first order laminates
the estimates are sharp (Theorem 4.5.1). For the proof of the sharp estimates a technique
due to Chipot & Miiller is employed. Numerical experiments indicate that algorithms can
find optimal finite element deformations only if the initial value is chosen appropriately.

The numerical treatment of the relaxed functional, in which the energy density in the
energy functional is replaced by its quasiconvex hull, is easier to approximate provided the
quasiconvex hull is convex. Based on a monotonicity estimate for the derivative of the
convexified energy density, a priori (Theorem 5.4.1) and a posteriori (Theorem 5.4.2) error
estimates are established. Moreover, following an argument due to Carstensen & Miiller,
local regularity of stresses is shown for N-well problems (Theorem 5.5.1). Since the direct
numerical approximation of the relaxed functional is difficult, a stabilisation of the functional,
which leads to a functional with positive definite second derivative, is analysed. Numerical
experiments indicate the reliability of this approach.
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If the convex hull is not known or difficult to compute an alternative approach for com-
puting macroscopic quantities consists in the approximation of the generalised problem.
There, a macroscopic deformation and a Young measure are sought. Error estimates for the
efficient approximation of the generalised problem are derived (Theorems 6.4.2, 6.4.3, 6.4.4
and 6.4.5). Moreover, the “Active Set Strategy” due to Carstensen & Roubicek is embedded
into an adaptive mesh refinement algorithm. The resulting scheme (Algorithm (A%™“P*¢?)
page 100) performs well in numerical experiments but large linear optimisation problems
may cause difficulties.

bl

The main contributions of this work can be summarised as follows. It is proved that
infimising sequences in finite element spaces develop branching structures but their com-
putation appears difficult. Reliable schemes are available for the numerical approximation
of the convexified functional. Efficient tools for the approximation of measure valued solu-
tions can be employed but their practical performance depends on a good solver for linear
optimisation problems.
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Deutschsprachige Kurzfassung

Die vorliegende Arbeit beschéftigt sich mit der numerischen Approximation nicht-kon-
vexer Variationsprobleme, die als Teilprobleme in der mathematischen Modellierung von
Phaseniibergidngen in martensiten Kristallen auftreten. Ein mathematisches Modell von
Ball & James fiihrt auf eine variationelle Beschreibung des physikalischen Vorgangs (Kapitel
1), doch besitzt das Minimierungsproblem ungiinstige mathematische Eigenschaften. Gra-
dienten von Infimalfolgen oszillieren auf unendlich feinen Skalen und daher konvergieren
Infimalfolgen nicht gegen einen globalen Minimierer (Kapitel 2). Ergebnisse aus der Re-
laxierungstheorie der Variationsrechnung fithren auf zwei wohlgestellte Probleme, die die
Berechnung makroskopischer Groflen aus dem urspriinglichen Problem erlauben. Die nu-
merische Analyse von Infimalfolgen sowie die effiziente Berechnung makroskopischer Gréflen
aus den relaxierten Problemen bilden den Schwerpunkt der Arbeit.

Zur spateren Verwendung in a-posteriori Fehlerabschatzungen werden zunachst verschiedene
Ergebnisse zur Theorie der finiten Elemente wiederholt (Kapitel 3). Wesentliches Hilfsmittel
fiir die Beweise von a-posteriori Fehlerabschatzungen ist ein schwacher Approximationsoper-
ator (Theorem 3.3.1), der, im Vergleich zu klassischen schwachen Approximationsoperatoren,
eine zusatzliche Orthogonalitatseigenschaft besitzt.

In Kapitel 4 werden verbesserte Konvergenzraten fiir die Minimierung eines Energiefunk-
tionals bewiesen. Bisherige Ergebnisse waren unabangig von Wachstumsbedingungen der En-
ergiedichte im Funktional. Einer fiir das sogenannte “Two-Well”-Problem mit quadratischem
Wachstum entwickelten Idee von Prohl folgend, kann durch das Einfiihren von Verzweigungen
sowie von verschiedenen Skalen die Abschéitzung der minimalen Energie fiir allgemeine Wach-
stumsbedingungen und beliebig viele kompatible lokale Minima der Energiedichte verbessert
werden (Theorem 4.4.1). Fiir Laminate erster Ordnung, die im “Two-Well”-Problem auftre-
ten sind die angegebenen Schranken scharf (Theorem 4.5.1). Zum Nachweis wird einer von
Chipot & Miiller entwickelten Technik gefolgt. Numerische Experimente zeigen, dafi Algo-
rithmen im allgemeinen nur dann optimale Deformationen finden konnen, wenn der Startwert
bereits geeignet gewahlt wurde.

Die numerische Behandlung des relaxierten Problems, in dem die Energiedichte im En-
ergiefunktional durch ihre quasikonvexe Hiille ersetzt wird, stellt sich als wesentlich geeigneter
fiir praktische Berechnungen heraus, sofern die quasikonvexe Hiille konvex ist. Basierend auf
einer Monotonieabschiatzung fiir die Ableitung der konvexifizierten Energiedichte werden
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a priori (Theorem 5.4.1) und a-posteriori Fehlerabschatzungen (Theorem 5.4.2) sowie, einem
Argument von Carstensen & Miiller folgend, lokale Regularitiat der Spannungen fiir “N-well”-
Probleme (Theorem 5.5.1) bewiesen. Da die direkte numerische Behandlung des relaxierten
Funktionals problematisch ist, wird eine Stabilisierung analysiert, die auf ein Funktional mit
stiickweise positiv-definiter zweiter Ableitung fiihrt. Numerische Experimente belegen die
Zuverlassigkeit dieser Methode.

Ist die Berechnung der konvexen Hiille schwierig oder gar unmoglich, so besteht ein
alternativer Zugang zur Berechnung makroskopischer Gréofien in der Approximation des so-
genannten generalisierten Problems, in dem neben einer makroskopischen Deformation ein
Youngsches Maf} gesucht wird. Fehlerabschitzungen fiir die effektive numerische Approxi-
mation dieses Problems werden hergeleitet (Theoreme 6.4.2, 6.4.3, 6.4.4 und 6.4.5) und in
einem adaptiven Algorithmus mit der “Active Set Strategy” von Carstensen & Roubicek
kombiniert. Das resultierende Verfahren (Algorithmus (A%“P"¢2) Seite 100) erweist sich
als effizient in skalaren Beispielen. In einer numerischen Realisierung muf} jedoch ein lineares
Optimierungsproblem gelost werden. Bei einer groflen Zahl von Nebenbedingungen kann dies
zu Schwierigkeiten fiithren.

Als wesentliche Punkte dieser Arbeit lassen sich die folgenden drei Ergebnisse festhal-
ten. Es wird gezeigt, dal Infimalfolgen in Finite-Elemente-Raumen Verzweigungsstrukturen
entwickeln, ihre numerische Berechnung jedoch problematisch ist. Zuverlassige numerische
Verfahren, die in der Praxis ohne Schwierigkeiten zu realisieren sind, sind verfiigbar, wenn
die quasikonvexe Hiille der Energiedichte konvex ist. Effiziente Verfahren zur Approximation
von mafiwertigen Losungen lassen sich konstruieren, doch ist ihre praktische Verwendbarkeit
stark abhangig von effizienten Verfahren zur Losung linearer Optimierungsprobleme.
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