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1 Introduction

Turbulence has been a challenging topic in science for several hundred years. As early as around 1500 Leonardo formulated his observation of turbulent flows. Since then much work has been put into the understanding of turbulence, mainly in fluids. The Kolmogorov-41 theory [20] on self similarity properties of the fluctuations is one of the few analytical turbulence theories.

In plasma physics, the investigation of turbulence is motivated by the interest in nuclear fusion as an energy source. The most promising approach to nuclear fusion in a laboratory is the magnetic confinement of a high-temperature plasma. In such a plasma, turbulent transport is one of the major mechanisms for energy losses [68, 65]. The understanding of the underlying turbulence is therefore of great importance. However, the dynamic of the ionized gases is more complex than that of a neutral fluid. As the electron and ion fluids move, their mobility is restrained by the magnetic field, and their fluctuations give rise to fluctuations in the electric and magnetic fields, which in return affect the turbulent flows. The analytical treatment of the plasma turbulence is only possible in extremely simplified cases [75]. The numerical solution of the fluid equations is the most promising approach to the understanding of plasma turbulence. Due to improved computer performance, numerical simulations have undergone significant progress over the last years. The simulation of turbulence in large plasma volumes [45] and in realistic magnetic geometry [33] has become possible. Testing the physical models behind the simulation requires a comparison of the microscopic structure of the resulting turbulence with experimental measurements. This work addresses the numerical part of such a comparison and computes turbulence properties for the torsatron TJ-K. For the numerical simulation, the D A L F 3 simulation code is used [60].

In fusion plasmas, the experimental diagnostic of the fluctuating quantities is handicapped by high temperatures. Measurements have are mostly restricted to the scrape-off layer beyond the last closed flux surface [6, 44, 74]. A low temperature laboratory plasma confined in a magnetic field comparable to fusion experiments provides a good starting point for detailed turbulence measurements and comparison to numerical results. The torsatron TJ-K [38], operated by our group in Kiel, is such an experiment. In contrast to the situation in fusion devices, in this experiment the entire plasma is accessible for Langmuir probes, which are the main diagnostics in our case. This makes TJ-K the ideal tool for the study of the spatial structure of turbulent fluctuations. Aim of this work is to investigate
how the low temperature laboratory plasma compares to a fusion device. This is
done by analyzing the normalized parameters that characterize the turbulence in
the analytical equations. These equations are solved numerically in the simulation.
As the normalized parameters appear to be of similar magnitude in the edge of
a fusion plasma and in TJ-K, these two experimental situations are expected to
show similar turbulent fluctuations.

Low temperature plasmas can be used as a testing bed for the precision of
simulation codes. If the simulation correctly predicts the turbulence in TJ-K, the
results can be transferred to fusion edge turbulence. The main goal of this work
within comparison of theory and experiment is to obtain numerical predictions
from the simulation code that can be verified in the experiment.

In the examined parameter regime the turbulence is driven by two micro-
instabilities. The MHD interchange instability is the plasma physics analogon
of the Rayleigh-Bénard instability in fluid dynamics. It is driven by a background
pressure gradient and activated by magnetic field curvature. The drift instability
is a result of the anisotropic dynamics of charged particles in magnetic fields.
Decreased mobility of the charges in the direction of the magnetic field leads to
the drift instability. A two fluid model for the plasma fluctuations in a three
dimensional geometry is presented [61].

TJ-K is a torsatron, belonging to the stellarator family, with pronounced local
shear [2] in its magnetic field configuration. It has been shown [70] that local shear
leads to a damping of the turbulent fluctuations. In order to analyze the impact
of local magnetic shear on the turbulence, the code was extended to include these
effects.

The stochastic nature of the turbulence restricts data analysis to statistical
properties of the turbulent fluctuations. The common approach to statistical
properties is by doing time series analysis. Allowing for spatially resolved mea-
surements, TJ-K greatly enhances the diagnostic possibilities. Various statistical
space-time properties are assessed with respect to their applicability to TJ-K and
their capability to detect signatures of the micro-instabilities in the turbulent
fluctuations.

The statistical properties of the plasma turbulence strongly depend on the (nor-
malized) parameter set. However, a reliable predetermination of these parameters
is not possible for the experiment. A solution to this problem is to study param-
eter ranges. Scalings of the turbulence properties provide a more reliable indication
for the accuracy of the theoretical predications. Since the normalized parameters
determine the importance of the micro-instabilities, a sweep can isolate. Based
on the simulation results at different normalized parameters, changes in the tur-
bulence micro-structure are investigated. In the experiment, similar parameter
sweeps can be realized by the careful adjustment of the physical plasma param-
ters.

The thesis is organized as follows: After this short outline, the second chapter
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gives a brief introduction into the concept of magnetic plasma confinement and explains the possible origins of turbulent transport. In the third chapter, a model for the plasma dynamics is developed and a normalized equation set for turbulence simulation is derived. In chapter four, the experimental setup of the torsatron TJ-K is outlined, and the preconditions of a successful simulation of the plasma are discussed. A separate section is dedicated to the modeling of local magnetic shear. General turbulence theories on fluid and plasma dynamics are discussed in chapter five. Chapter six describes various data analysis tools, suitable for experiment–theory comparison, and their ability to detect the signatures of the micro-instabilities. In chapter seven the impact of the normalized parameters on the turbulent fluctuations is investigated by means of scaling studies. Chapter eight summarizes the most important findings obtained in this work.
2 Transport in magnetized plasmas

The goal of this chapter is an introduction to magnetic plasma confinement, and to the problems that arise from transport phenomena. Turbulent fluctuations are presented as a source of radial transport and experimental and theoretical findings are briefly discussed.

2.1 Magnetic confinement

Good magnetic confinement is the biggest challenge for nuclear fusion in a laboratory. As temperatures in a fusion plasma reach up to several keV, the direct contact of the plasma with the vessel must be avoided. Usually a magnetic field is used for the confinement. The charged particles (ions and electrons) gyrate around the field lines and can only move along \( \mathbf{B} \). So closed field lines are necessary for magnetic confinement.

2.1.1 Simple magnetized torus

A purely toroidal configuration fulfills this requirement (Fig. 2.1, left). It can be characterized by the major radius \( R \) and the minor radius \( a \). The minor radius \( a \) and the angles \( \theta \) and \( \phi \) are used to refer to positions in the torus. The toroidal angle \( \phi \) is associated with the major radius and the poloidal angle \( \theta \) with the minor radius (see Fig. 2.1). Due to the gyration of the electrons and ions, they react to forces by drifts of the respective guiding center. One example is the curvature drift, resulting from magnetic field curvature, defined by the curvature radius \( R_\kappa \),

\[
\mathbf{v}_\kappa = (2E_\parallel + E_\perp) \frac{R_\kappa \times \mathbf{B}}{qR_\kappa^2 B^2}
\]  

(2.1)

Here, \( E_\parallel \) and \( E_\perp \) are the parallel and perpendicular kinetic energy, and \( q \) is the particle charge. The curvature drift is charge-separating, i.e., it transports ions and electrons in opposite directions. Its consequence is illustrated in Fig. 2.1: the ions drift upwards, and the electrons drift down, generating a vertical electric field. The \( \mathbf{E} \) field is the source of another drift, the \( \mathbf{E} \times \mathbf{B} \) drift,

\[
\mathbf{v}_E = \frac{\mathbf{E} \times \mathbf{B}}{B^2}.
\]  

(2.2)

This drift transports electrons and ions equally in the \( \mathbf{E} \times \mathbf{B} \) direction, which is to the outside of the torus in Fig. 2.1. An example of an experiment with
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**Figure 2.1** In a simple magnetized torus (left) the curvature drift produces a vertical electric field, leading to plasma loss. A toroidal twist of the field lines (right) can compensate this effect.

such a magnetic field structure is the TEDDI device in Kiel [23]. Its field setup is called *simple magnetized torus* (SMT). In this geometry, the $\mathbf{E} \times \mathbf{B}$ drift leads to a continuous loss of plasma and prevents an equilibrium state. A twist (rotational transform) of the magnetic field (see Fig. 2.1, right) allows for a reduction of the charges via Pfirsch-Schlüter currents along the magnetic field lines. It stabilizes the plasma and is the most common field geometry for magnetic confinement.

Once a stable magnetic field configuration is achieved, flux surfaces can be defined. They are determined by field lines that include a constant magnetic flux. On a flux surface, the value of the magnetic field $|\mathbf{B}|$ varies with $1/R$. The part of the flux surface that lies on the inside of the torus is the high-field side (HFS), and the outer side is the low field side (LFS). The isobars of the confined plasma fall on the magnetic flux surface. This state is in the MHD equilibrium. There are various approaches to generate twisted toroidal magnetic field lines with an MHD stable plasma.

### 2.1.2 The tokamak

In a tokamak, external coils produce only a toroidal magnetic field, like in a SMT. Since the toroidal field alone does not provide a stable confinement, the twisting of the field line (called safety factor $q$) is generated by a circular plasma current in the toroidal direction. It is driven by an ohmic transformer. A horizontal coil compensates the vertical magnetic field generated by the plasma current. A disadvantage of this setup is that a tokamak can only be operated in pulses during which the current in the transformer is continuously increased. When no further increase is possible, the operation has to be interrupted and restarted. For more details on tokamaks see Ref. [71].
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2.1.3 The stellarator

In a stellarator, the toroidally twisted magnetic field is generated by a complex arrangement of magnetical coils [63, 64]. As an example of a modern device, Fig. 2.2 shows the coil arrangement for the Wendelstein 7X stellarator. The rotational transform is about \( \epsilon = 1/q = 0.8...1.2 \), and the magnetic field is about 2.5 Tesla. As an externally driven, toroidal current is not required to obtain magnetic confinement, steady-state operation is possible for stellarators. This is a major advantage for a fusion power plant. The field structure of the stellarator is very complicated compared to the tokamak field and lacks its symmetry. This leads to additional "neoclassical" effects (see next section) and makes the analytical treatment of the geometry more complicated. Stellarators are discussed in detail in Ref. [69].

2.1.4 The torsatron TJ-K

The flux surface structure of TJ-K is shown in Fig. 2.3. TJ-K is a torsatron and is part of the stellarator family, so no toroidal current is needed. It has one helical coil that winds around the vessel six times in the poloidal direction. Horizontal coils compensate the vertical magnetic field generated by the helical current. The resulting B field is very "bumpy" and inhomogeneous compared to e.g. Wendelstein 7X (Fig. 2.2). The geometry of the magnetic field in TJ-K can be varied via the ratio of the currents in the coils [38].

Typical parameters for several typical fusion experiments are compiled in Tab. 2.1.
Figure 2.3 Flux surfaces of TJ-K; it has a sixfold toroidal symmetry and the rotational transform is $\iota = 0.2 - 0.3$. The poloidal structure of the flux surfaces is shown for the toroidal angles $\phi = 0^\circ, 15^\circ, 30^\circ$.

Table 2.1 Typical parameters from different experiments with toroidally confined plasmas. Traditionally, the twist of the field line is given by the safety factor $q$ for tokamaks and as the rotational transform $\iota$ for stellarators.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$R$</th>
<th>$a$</th>
<th>Rot. transf.</th>
<th>$B_0$</th>
<th>$T$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASDEX-U, core (IPP)</td>
<td>1.5 m</td>
<td>0.4 m</td>
<td>$q = 3$</td>
<td>3.9 T</td>
<td>10 kV</td>
<td>27 MW</td>
</tr>
<tr>
<td>Wendelstein 7AS (IPP)</td>
<td>2 m</td>
<td>0.2 m</td>
<td>$\iota = 0.3$</td>
<td>3.0 T</td>
<td>5 kV</td>
<td>5 MW</td>
</tr>
<tr>
<td>Wendelstein 7X (IPP)</td>
<td>5.5 m</td>
<td>0.5 m</td>
<td>$\iota = 1$</td>
<td>3.0 T</td>
<td>10 kV</td>
<td>20 MW</td>
</tr>
<tr>
<td>TJ-K (CIEMAT)</td>
<td>0.6 m</td>
<td>0.1 m</td>
<td>$\iota = 0.3$</td>
<td>0.6 T</td>
<td>1 kV</td>
<td>1 MW</td>
</tr>
<tr>
<td>TJ1-U (Kiel)</td>
<td>0.6 m</td>
<td>0.1 m</td>
<td>$\iota = 0.3$</td>
<td>0.3 T</td>
<td>30 eV</td>
<td>3 kW</td>
</tr>
</tbody>
</table>
Traditionally, the rotational transform is given in $q$ for tokamaks and as $\tau$ for stellarators. The fusion-oriented experiments are all operated at high magnetic field $B_0$ and high plasma temperatures $T$. The plasma heating is done by microwaves at the electron or ion cyclotron resonance, by neutral particle injection or by ohmic heating with the current drive (in the tokamak). TJ-K in Kiel is operated with a low-temperature laboratory plasma. The plasma generation is done using a radio frequency (RF) heating, exciting a Helicon wave in the plasma [38]. The low temperature regime of the TJ-K plasma is advantageous for the diagnostics. In chapter 4 it is be shown that under certain conditions the measurements in TJ-K are nonetheless representative for fusion experiments.

2.2 Radial transport

The previous section gave a brief outline of the problems concerning the global stability of a plasma setup. Once closed flux surfaces have been achieved, there are still micro-instabilities left that cause serious problems for the confinement. The subsequently listed effects lead to radial transport of particles and energy:

2.2.1 Classical transport

The thermal motion of the plasma particles leads to collisions with frequency $1/\tau_c$. At each collision, a displacement of the colliding particles takes place. The average length of this displacement can be estimated by the Larmor radius of the particle, $\rho_i$ or $\rho_e$, respectively. From the theory of random walk, one obtains a diffusion coefficient $D = \rho^2 / 2 \tau_c$. The related transport is referred to as classical transport. In a toroidal plasma, the classical transport is enhanced by the Pfirsch-Schlüter factor, $D_{PS} = (1 + q^2)D$ [66]. At a typical value of $q = 3$ this factor enhances the transport by one order of magnitude.

2.2.2 Neoclassical transport

The magnetic field strength $|B|$ varies along a magnetic field line. A charged, gyrating particle has a magnetic moment $\mu = m v_t^2 / 2B$ interacting with the magnetic field. Some particles moving along a magnetic field line are reflected because of conservation of the associated adiabatic invariant. Such a field configuration is called a magnetic mirror. As a consequence, the ratio of trapped to passing particles is

$$\frac{n_t}{n_p} = \sqrt{\frac{2a}{R}}.$$  \hfill (2.3)

In TJ-K, 66% of the particles are trapped in magnetic mirrors. For the trapped particles the curvature drifts do not cancel out and their trajectories eventually
Figure 2.4 To a density perturbation, the electron fluid reacts in the direction parallel to the magnetic field (out of the figure) and leaves behind a positive charge excess. As a result, the $\mathbf{E} \times \mathbf{B}$ drift propagates the wave downward in the electron diamagnetic direction. When the parallel electron motion is hindered, the drift wave becomes unstable.

end outside the plasma. This results in a loss of particles via this trajectories. The transport which is due to this phenomenon is called the *neoclassical* transport.

### 2.2.3 Turbulent transport

In a magnetized plasma, the experimentally determined transport exceeds the theoretical predictions from classical and neoclassical theories [68, 65]. Furthermore, fluctuations of the plasma parameters have been observed [44] since the early years of fusion research. These are due to micro-instabilities: The plasma reacts to gradients with turbulent fluctuations. The energy source for these fluctuations is the pressure (density or temperature) gradient, and from the fluctuations results radial transport. The transport that is due to turbulent fluctuations is called *anomalous transport*. The anomalous transport that is observed in the experiments exceeds the neoclassical transport by two orders of magnitude [68]. The understanding of the turbulence is therefore an important step towards improved plasma confinement.

The present work focuses on the dynamics of turbulence. In the next section, we will outline two basic mechanisms behind the turbulent transport.

### 2.2.4 Drift instability

The drift wave is a perturbation in the plasma density, traveling along an isobar with diamagnetic velocity. A profound discussion of linear drift wave theory can
be found in Ref. [13]. The main feature of the drift wave is its three dimensional structure; it requires the direction along the magnetic field line for its dynamics. The left part of Fig. 2.4 shows a density perturbation in the plasma. High density plasma is on the left-hand-side of the figure, and the magnetic field points into it. Under the assumption that $T = \text{const.}$, a density perturbation is always a pressure perturbation. We assume a pressure perturbation that is localized in the radial, poloidal and in the parallel direction. The reaction of the plasma to the resulting gradient $\nabla p$ is an acceleration of the particles. As the movement perpendicular to the magnetic field lines is restrained, the plasma can only respond to the gradient parallel to $B$. The parallel dynamics of the drift wave is illustrated in Fig. 2.5. However, electrons and ions do not travel at the same speed: due to their smaller mass, the electrons move faster than the ions. When the electrons stream out of an density excess, they leave a positive space charge behind. In return, electrons filling up a density minimum bring in negative charges. Density and potential perturbation are in phase. The potential perturbation results in an electric field along $B$, leading to an $\mathbf{E} \times \mathbf{B}$ drift (2.2). This drift is maximal where the density perturbation is zero, and it is zero where the density perturbation (and the potential perturbation as well) are extreme. Consequently, the $\mathbf{E} \times \mathbf{B}$ motion of the plasma results in a displacement of the perturbation along the isobar, but not in radial transport: The amount of density transported down the gradient is exactly compensated by the opposite effect on the other side of the maximum. In this simple linear picture, the drift wave is marginally stable and propagates

![Figure 2.5](image-url)  

**Figure 2.5** The parallel dynamics of the drift wave is due to currents along the magnetic field lines. This leads to a finite $k_{||}$ along $B$. 
Figure 2.6 A density perturbation is subjected to the charge-separating curvature drift. An electric field is created, leading to \( \mathbf{E} \times \mathbf{B} \) convection of the density. The situation is shown for the low-field side of the plasma; on the high-field side the \( \mathbf{E} \times \mathbf{B} \) drift is stabilizing.

downwards with the electron diamagnetic velocity.

The hidden assumption in this simplified picture is that the electrons can react infinitely fast to the density perturbation, a situation which is referred to as "adiabatic electrons". When the electrons cannot move freely in the parallel direction, density and potential perturbations get out of phase. The net transport is no longer zero, and the drift wave becomes unstable as it extracts energy from the background gradient. The amplitude growth of the perturbation gives rise to nonlinear effects such as mode interactions and leads to turbulent fluctuations. Simple model equations for the study of drift wave turbulence are the Hasegawa-Mima equation [27] for adiabatic electron dynamics, and the Hasegawa-Wakatani equations [28] for resistive drift waves.

2.2.5 The MHD interchange instability

MHD stands for magneto-hydrodynamics, already suggesting that this instability has an equivalent in fluid dynamics. In a plasma it is only active in the presence of field line curvature. The working of the instability is sketched in Fig. 2.6. The density gradient is in the horizontal direction, and the magnetic field points into the figure. Additionally the curvature radius \( R_\kappa \) is shown in the direction of the gradient. The curvature of the magnetic field lines results from the toroidal field geometry and varies with the poloidal position. Here we show a plasma element at the low field side. As the density perturbation is subjected to the curvature drift (2.1), the ions stream up and the electrons stream down. The density perturbation now becomes a potential perturbation in the formerly neutral plasma: Since more
electrons move in from the high pressure region into the low pressure region than electrons move out of the low pressure region into the high pressure region, a (negative) charge excess is created. Half a wavelength away, a positive space charge is created in a respective way. The charges lead to an $\mathbf{E}$ field and an $\mathbf{E} \times \mathbf{B}$ drift. In contrast to the drift wave, the phase shift between density and potential perturbation is $\pi/2$, and the extrema of the initial density perturbation are convected most. The perturbation is unstable and grows. The fluid analogon of the MHD interchange instability is the Rayleigh-Bénard instability of a fluid with a mass density gradient subjected to a gravitational force. In the MHD interchange instability the role of the gravity is replaced by the effect of the curvature.

Since the curvature radius $R_c$ has parallel directions with respect to $\nabla p$ on the high field side of a toroidal experiment, the resulting $\mathbf{E} \times \mathbf{B}$ movement goes in the opposite direction and stabilizes the initial density perturbation. Although the curvature is the reason for the MHD instability, it cannot act as an energy source. In fact, the fluctuation energy comes from the background gradient, and the curvature drift deforms the density and potential fluctuations in a way that $\nabla p$ can act as an energy source. In contrast to drift waves, which have a parallel wave number $k_{\parallel} \neq 0$ in the presence of a parallel resistivity, the MHD mode has $k_{\parallel} = 0$ as the model does not include the parallel dynamics. The growth rates for MHD interchange modes differ for the HFS and the LFS, and in a realistic setup one expects different fluctuation amplitudes on the HFS and LFS. This effect is referred to as a "ballooning structure", and the modes are called ballooning modes. The interaction of the MHD interchange instability and the drift wave is called resistive ballooning mode (RBM) turbulence [25].

The simple pictures in this chapter are useful for understanding of the mechanisms behind the plasma instabilities. In the plasmas that are subject to this study, however, they cannot be observed in these simple linear forms. The fluctuation amplitudes reach a level where nonlinear effects become most important. This means that in addition to the stability of modes the nonlinear energy transfer between them has to be considered. This is not possible in simple pictures or analytical calculations. The simulation of the model equations on a computer has proven an important tool for the research in plasma turbulence. In the next chapter, the dynamical mechanisms described here are used to set up model equations.
3 Modeling the dynamics

This chapter describes the construction of the model equations that D\textsc{alf}3 uses for the simulation of plasma turbulence. It is not a derivation from first principles or from a well-known set of equations (for such an approach see [62]). The model will be constructed describing the dynamics of an electron fluid and an ion fluid in interaction. For the applicability of a fluid model, the energy distribution has to be Maxwellian with only small perturbations. This is generally justified in a collisional plasma. The characteristic length scale of the fluctuations has to be larger than the ion gyro radius.

3.1 Drift Ordering

The plasma is confined in a magnetic field. We choose our coordinate grid to follow the magnetic field lines in the \(z\)-direction. We assume a constant background pressure gradient \(\nabla p_0\) in the \(-x\) direction. The detailed setup of the flux tube coordinate system is subject to the next chapter. Pressure fluctuations \(\tilde{p}\) are small compared to the background gradient,

\[
\frac{\tilde{n}}{n} \approx \frac{e\tilde{\phi}}{T} \approx \frac{\tilde{p}}{p} \ll 1
\]  

(3.1)

but their gradient is comparable to the background gradient, \(\nabla \tilde{p} \approx \nabla p_0\). This is called the "mixing level argument". The assumption of small fluctuation amplitudes and comparable gradients leads to fluctuations with a typical length \(L_{fl}\) that is small compared to the background gradient length \(L_\perp = p/\nabla p\),

\[
\frac{L_{fl}}{L_\perp} \ll 1.
\]  

(3.2)

To allow a separation between parallel and perpendicular scales, drift ordering is introduced. The perpendicular wave numbers of the fluctuations are large compared to the parallel wave numbers, i.e. \(k_\perp \gg k_\parallel\). The same holds for the gradients in the wave picture, \(\nabla_\perp \gg \nabla_\parallel\). The typical perpendicular length scale of the fluctuation is given by the drift scale \(\varrho_\parallel\),

\[
\varrho_\parallel = c\sqrt{M_iT_e/eB} = \frac{c_s}{\omega_{ci}}.
\]  

(3.3)

\(^1\) The direct comparison of operators is not defined. When we use this formulation we refer to the results of these operators.
In this equation, $T_e$ denotes the electron temperature, $M_i$ the ion mass and $c$ is the speed of light. Formally, this is equivalent to the ion gyro radius at electron temperature. The sound speed is denoted by $c_s$ in this equation.

$$c_s = c \sqrt{\frac{T_e}{M_i}}$$

Since we assumed fluctuations smaller than the typical gradient length, we demand that $\rho_s \ll L_\perp$. From the definition of the drift scale follows that the fluctuation frequency is low compared to the ion cyclotron frequency $\omega_{ci}$. We define the parameter $\delta = \rho_s / L_\perp$, and it is

$$\delta = \frac{\rho_s}{L_\perp} \approx \frac{\omega}{\omega_{ci}} \approx \frac{\tilde{n}}{n_0} \approx \frac{e\phi}{T_e} \ll 1.$$  \hspace{1cm} (3.5)

This is called the "drift ordering". It will enter the normalization performed in section 3.4. From the drift ordering results the separation of the parallel and perpendicular dynamics, the electrostatic limit of the perpendicular electric field and that perturbations of the electric field are only in the perpendicular direction [62].

### 3.2 Main model

The plasma turbulence model can be described in three equations. The conservation of particles (written in terms of the density, $n$) is

$$D_t = (\partial_t + \mathbf{v} \cdot \nabla)n = 0,$$ \hspace{1cm} (3.6)

and the conservation of charge is

$$\nabla \cdot \mathbf{J} = 0,$$ \hspace{1cm} (3.7)

marked by the fact that the electric current $\mathbf{J}$ is divergence-free. By fixing these two conservation laws, the model explicitly excludes effects due to the generation (by ionization) and the loss (by recombination) of particles and charge. The third equation is the momentum balance for the electrons. Due to the presence of the magnetic field, we assume that the electron movement in the perpendicular direction is due to drifts only, and hence focus on the parallel component of the electron momentum,

$$\nabla_\parallel (nT) - ne\nabla_\parallel \phi - \frac{ne}{c} \partial_t A_\parallel - nm_e \nu_e (v_\parallel - u_\parallel) = nm_e D_\parallel v_\parallel.$$ \hspace{1cm} (3.8)

The forces in this equations are due to a pressure gradient $\nabla_\parallel (nT)$, electrostatic ($\nabla_\parallel \phi$) and electromagnetic forces ($\partial_t A_\parallel$). The latter denotes the time derivative
of the parallel component of the vector potential, describing magnetic induction. The next term is the electric resistivity due to collisions, with \( \nu_e \) being the collision rate. The variables \( v_\parallel \) and \( v_\parallel' \) are the parallel components of the electron and ion velocity, respectively. The last term is the acceleration in the comoving reference frame. The symbol \( D_t = (\partial_t + v_E \cdot \nabla) \) is used as a first order approximation for the convective derivative. Velocities other than the \( \mathbf{E} \times \mathbf{B} \) velocity are dropped.

The collision rate \( \nu_e \) is computed as

\[
\nu_e = 8\pi \ln \Lambda \frac{n_e e^2 c}{3\sqrt{3}m_e T_e^2}
\]

(3.9)

Here, \( e \), \( T_e \) and \( m_e \) are the electron charge, temperature and mass and \( \ln \Lambda \approx 17 \) is the Coulomb logarithm.

### 3.2.1 Perpendicular dynamics

In the next steps the drift motion is obtained from Eqs. (3.6, 3.7) by separating the parallel and perpendicular directions of motion. For this we rewrite the divergence of the current as

\[
\nabla_\parallel J_\parallel + \nabla_\perp n e \mathbf{v}_\perp = 0.
\]

(3.10)

We express the parallel current by the electron motion only (thus neglecting the parallel ion motion, which is much slower than the electron motion). Next, we assume that the perpendicular dynamics is drift-only, and set it to the sum of the \( \mathbf{E} \times \mathbf{B} \) drift, the polarization drift and the diamagnetic drift, \( \mathbf{v} = \mathbf{v}_E + \mathbf{v}_{pol} + \mathbf{v}_* \). Since the \( \mathbf{E} \times \mathbf{B} \) drift moves ions and electrons equally and does not transport charge, it is dropped. Therefore, only \( \mathbf{v}_{pol} \) and \( \mathbf{v}_* \) are taken into account:

\[
\nabla_\parallel J_\parallel + \nabla_\perp n e (\mathbf{v}_{pol} + \mathbf{v}_*) = 0.
\]

(3.11)

Inserting the drifts

\[
\mathbf{v}_{pol} = \frac{M_e c^2}{e B^2} (\partial_t + \mathbf{v}_E \cdot \nabla) \nabla_\parallel \phi
\]

(3.12)

\[
\mathbf{v}_* = -\frac{cT}{n_e B^2} \mathbf{B} \times \nabla_\perp n
\]

(3.13)

yields

\[
-\frac{M_e c^2}{e B^2} \nabla_\parallel n e (\partial_t + \mathbf{v}_E \cdot \nabla) \nabla_\parallel \phi + \frac{cT}{n_e B^2} \nabla_\perp n e \mathbf{B} \times \nabla_\perp n = \nabla_\parallel J_\parallel.
\]

(3.14)

All variables not acted on by a operator are now treated as constants. This allows to rearrange the differential operators

\[
-ne \frac{M_e c^2}{e B^2} (\partial_t + \mathbf{v}_E \cdot \nabla) \nabla_\parallel^2 \phi + \frac{c}{B^2} \nabla_\perp \mathbf{B} \times \nabla_\perp p = \nabla_\parallel J_\parallel.
\]

(3.15)
Additionally, $p = nT$ has been used. Eq. (3.15) is the first of the simulation equations. Now we separate Eq. (3.6) into parallel and perpendicular components and set the $E \times B$ velocity $v_E$ as the perpendicular velocity,

$$\partial_t n + \nabla \cdot \mathbf{E} + \gamma \nabla \cdot n \mathbf{v}_E = 0,$$

with $\gamma$ as the adiabaticity coefficient. We now expand the parallel component into $n \nabla \cdot \mathbf{E} + \mathbf{v}_E \nabla \cdot n$. The second term is the diamagnetic drift. Under the assumption of cold ions, $T_i \ll T_e$, the diamagnetic term is much smaller than the $E \times B$ drift. For the mass transport, it is dropped, neglecting the electron mass. It is kept for the transport of charge, however, because the $E \times B$ drift does not transport charge and the diamagnetic drift remains as the only mechanism to move charge around. The resulting equation reduces to

$$\left( \partial_t + \mathbf{v}_E \cdot \nabla \right) n + \gamma \nabla \cdot n \mathbf{v}_E = 0.$$ 

(3.17)

### 3.2.2 Parallel dynamics

We now express $v_\parallel$ by the parallel current, because $J_\parallel = ne(u_\parallel - v_\parallel)$, and obtain

$$\left( \partial_t + \mathbf{v}_E \cdot \nabla \right) n + \gamma \nabla \cdot u - \gamma \frac{1}{ne} J_\parallel = 0.$$ 

(3.18)

This is the second of the three equations that are used for the simulation; it describes the time evolution of the density. The third and last one is parallel momentum balance (3.8),

$$\nabla \cdot p - ne \nabla \cdot \phi - \frac{ne}{c} \partial_t A_\parallel - mm_e \nu_e (v_\parallel - u_\parallel) - mm_e D_\parallel v_\parallel = 0.$$ 

(3.19)

For an actual computation, these equation do not suffice. A relation between electric and magnetic fluctuations is needed. Such relations can be derived from the Maxwell equations,

$$E_\parallel = -\frac{\partial A_\parallel}{\partial t} - \nabla \cdot \phi,$$ 

(3.20)

$$E_\perp = -\nabla \times \phi,$$ 

(3.21)

$$-\nabla^2 A_\parallel = \frac{4\pi}{c} J_\parallel.$$ 

(3.22)

Together with the Maxwell equations, Eqs. (3.15, 3.18, 3.22) form the system that is numerically solved and whose results are analyzed in the present work. However, for the actual numerical solution it is advantageous to transform the variables in a normalized form, and hereby reducing the number of numerical factors to a minimum. Before this step is discussed, we will briefly outline the dynamics of the resulting system.
3.3 Turbulence dynamics

The model that has been build around the conservation laws and the anisotropy resulting from the magnetic field has some interesting properties. Its further discussion is helpful for the understanding of plasma turbulence. The most prominent point is the drastic difference between the motion in the parallel and perpendicular direction. In the parallel direction, the system is able to respond to gradients along the magnetic field lines. This leads to a fast compensation of parallel inhomogeneities in the fluctuations, and consequently the structures that form in the turbulence are elongated in the parallel direction. Using a wave picture, one would say that only low $k_{\parallel}$-modes are present.

The perpendicular dynamics is different in that gradients cannot be compensated. The plasma reacts with drifts: A potential gradient in the perpendicular plane convects density around with $v_E$, and a density gradient transports charge via the diamagnetic drift $v_\ast$. The direction of the drift is perpendicular to the gradient. Linear drift wave theory (see section 2.2.4) teaches us that the parallel mobility of the electrons is a precondition for the stability of the plasma against density perturbations. Unhindered parallel electron motion leads to adiabaticity of density and potential fluctuations. When these fluctuations are in phase no plasma is transported down the gradient and the fluctuations cannot grow. However, from the parallel momentum equation (3.8) one can see that the parallel current can be hindered by electric resistivity (due to collisions) and magnetic induction. Consequently, it is expected that an increase in these two factors leads to more violent turbulence, since it provides a coupling that allows the turbulence to extract energy from the background.

The role of the polarization drift in Eq. (3.15) (which is due to time-evolving electric fields) becomes clear by looking at the characteristic time evolution of a density perturbation: When a density perturbation is created by the fluctuations, parallel currents flow. These currents are carried by the electrons (the ions are too heavy to respond sufficiently fast). The result is that the density perturbation is overlayed by a positive excess charge. On its creation, the ions act via the polarization drift and leave the density perturbation in a spiraling motion. This is shown in Fig. 3.1.

Not only the drift instability is present in the code, but also the MHD interchange instability. In the initial discussion of the MHD interchange instability in section 2.2.5, the curvature drift has been presented as the destabilizing agent. However, the curvature drift is a particle drift which vanishes when one passes to a fluid picture. In the fluid dynamics context, the role of the curvature drift is taken over by the diamagnetic drift. This coupling is contained in Eq. (3.15) in the form $\nabla_\perp B \times \nabla_\perp p$, yielding different results for different locations along a magnetic field line. The effect either attracts or repulses charge $(\nabla_\perp^2 \phi)$ at the places where the density perturbation changes sign $(\nabla_\perp n \propto \nabla_\perp p$ is maximal). In
Figure 3.1 As a reaction to a pressure perturbation, electrons stream out along the \( \mathbf{B} \) field, exciting a torsional Alfvén wave. The changing electric field then degrades the density perturbation by moving the ions out in a spiraling motion.

a wave picture, this is the case where the charge fluctuation crosses the zero line, leading to the characteristic phase shift of \( \pi/2 \) for MHD interchange turbulence.

An important feature of the equation system is the coupling between the drift wave and fluctuations of the magnetic field via the parallel currents. Electromagnetic waves are excited that propagate along the magnetic field lines, providing a strong coupling between density and potential fluctuations. These Alfvén waves propagate with the Alfvén speed \( v_A = B/(4\pi nM_t)^{1/2} \) which is higher than the typical velocities in the turbulence given by the sound speed \( c_s \) (c. f. Eq. (3.4)).

In TJ-K, the sound speed is \( 2.2 \times 10^4 \text{ m/s} \), the Alfvén speed is \( 1.3 \times 10^6 \text{ m/s} \). Fig. 3.1 illustrates how the parallel Alfvén wave and the polarization drift result from a density perturbation [57].

Although much of the argumentation in this section is based on linear theory, it is important to note that the turbulent results from the code are essentially due to nonlinear effects. Linear stability considerations can be used as a guideline, but in the nonlinear regime the energy flux between wave numbers due to three-mode interactions becomes much more important. The result is that the fluctuation energy is distributed over the wave numbers not according to their linear stability properties, but via nonlinear energy transfer. The consequences of such an energy transfer are discussed in section 5.1. The main result is a power spectrum that exhibits a self similar scaling law.

3.3.1 Resistive ballooning

The model behind the simulation includes both resistive effects (drift waves) and curvature driven MHD interchange modes. The interaction of resistive effects and interchange turbulence is often referred to as "resistive ballooning" [76, 77]. Such
Table 3.1 Definition of normalized parameters in DALF3. The drift parameter $\delta = \varrho_s / L_\perp$ is folded into the normalizations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential</td>
<td>$\phi$ [V] $\leftarrow \delta^{-1} e\phi / T$</td>
</tr>
<tr>
<td>Density</td>
<td>$\bar{n}$ [m$^{-3}$] $\leftarrow \delta^{-1} n / n_0$</td>
</tr>
<tr>
<td>Current</td>
<td>$J_{\parallel}$ [A] $\leftarrow \delta^{-1} ne_c q R / L_\perp \cdot J_{\parallel}$</td>
</tr>
<tr>
<td>Length</td>
<td>$l$ [m] $\leftarrow l / \rho_s$</td>
</tr>
<tr>
<td>Length $</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>$t$ [s] $\leftarrow t \cdot c_s / L_\perp$</td>
</tr>
</tbody>
</table>

A mode grows with a larger amplitude on the low field than on the high field side of the plasma due to magnetic field curvature. It generates a pressure gradient along the field line in the parallel direction. The parallel electron dynamics, including resistivity, couples this mode to a drift wave-like potential perturbation.

3.4 Normalized parameters

For the simulation of the plasma, a transition is performed to dimensionless, normalized variables. Tab. 3.1 shows a translation from physical into normalized variables. Under the normalization, the differential operators are also rewritten, $\nabla_\perp \rightarrow \varrho_s \nabla_\perp$, $\nabla_{\parallel} \rightarrow q R \nabla_{\parallel}$ and $\partial_t \rightarrow (L_\perp / c_s) \partial_t$. As the temperature is constant, $\bar{\rho} = T \bar{n}$. With these normalizations, the equations (3.15, 3.18, 3.22) read

\[
D_t \nabla_\perp^2 \bar{\phi} = \nabla_{\parallel} \bar{J}_{\parallel}
\]

(3.23)

\[
\hat{\beta} \partial_t \bar{A}_{\parallel} + \hat{\mu} D_t \bar{J}_{\parallel} = \nabla_{\parallel} (\bar{\rho} - \bar{\phi}) - \hat{\nu} \bar{v} \bar{J}_{\parallel}
\]

(3.24)

\[
D_t \bar{\rho} = \gamma \nabla_{\parallel} \bar{J}_{\parallel} - \gamma \nabla_{\parallel} \bar{u}_{\parallel}
\]

(3.25)

\[
\bar{J}_{\parallel} = -\nabla_\perp^2 \bar{A}_{\parallel}.
\]

(3.26)

The dynamics of the normalized variables is determined by the normalized parameters, $(\hat{\beta}, \hat{\nu}, \hat{\mu})$. The normalization yields:

\[
\hat{\beta} = \frac{4 \pi p_e e}{B^2} \left( \frac{q R}{L_\perp} \right)^2
\]

(3.27)

\[
\hat{\nu} = \nu_c \frac{L_\perp}{c_s}
\]

(3.28)

\[
\hat{\mu} = \frac{m_e}{m_i} \left( \frac{q R}{L_\perp} \right)^2
\]

(3.29)

\[
\bar{\varepsilon}_s = \left( \frac{q R}{L_\perp} \right)
\]

(3.30)
The parameter $\dot{\nu}$ is the collision frequency $\nu_e$ (3.9), normalized to the sound speed $c_s$ (3.4) and the perpendicular gradient length $L_{\perp}$. As we will see later, its main effect is introducing anadiabaticity in the parallel electron dynamics. $\dot{\beta}$ is the plasma beta $\beta_e = 4\pi p_e / B^2$ normalized to the geometrical properties, $(qR/L_{\perp})^2$. Here, $q$ is the safety factor, and $R$ is the major radius of the torus. The ratio of the length scales appears here because the drift parameter $\delta$ was included in the normalization. The parameter $\dot{\mu}$ and $\varepsilon_s$ describe ion and electron inertia in normalized units. Another important parameter for the turbulence is the drift scale (3.3). It is different from the parameters discussed above because it is not a free parameter which can be adjusted independently from the other. It acts as a scaling parameter for the size of the turbulent fluctuations. Alternatively, it can be determined by the ratio of the sound speed and the ion cyclotron frequency (3.3). As such, it indicates the distance a density perturbation typically propagates during one ion cyclotron period. An average turbulence eddy is of the size of several $\varrho_s$.

### 3.4.1 Scalings of the parameters

An important consequence of these normalizations is that the resulting turbulence obeys certain scaling laws. Most evident is the variation with the drift scale; it enters as a length scale. With some experimental efforts, it is possible to keep the normalized parameters constant, and only vary $\varrho_s$. That this is indeed possible will be shown in chapter 4. As a consequence, the turbulence appears "magnified" by the scaling factor $\varrho_s$, without changing other dynamical properties. It is evident that this prediction can nicely be compared to experimental results, but other scaling studies can also be carried out: By carefully adjusting the experimental, i.e. unnormalized plasma parameters, sweeps in one of the normalized parameters can be realized, keeping the others constant. Section 4.3.1 discusses how these experiments can be carried out in TJ-K. Such experiments are of relevance for fusion experiments, too, as it can be shown that the normalized parameters fall in the same range in TJ-K and in the edge of a fusion plasma.

The self consistency of the gradient with the fluctuation level cannot be assured as the background gradient for the turbulence is prescribed in the model. Consequently, a unrealistic short $L_{\perp}$ for a parameter regime leads to an overestimation of the fluctuation amplitudes. Such a systematic overestimation of the fluctuations amplitudes was also observed in a similar study [5].

### 3.5 Further instabilities

The Dalf3 turbulence model contains a limited number of plasma instabilities, the drift instability and the MHD interchange instability. The parallel dynamics is described by sound and Alfvén waves, with electrical resistivity and magnetic
induction included. Depending on the parameter regime, however, there are several other instabilities that are not covered in the code. A recent review on the different turbulence driving mechanisms can be found in Ref. [75].

3.5.1 Temperature driven modes

A radial temperature gradient, similar to a pressure gradient, can lead to instabilities. Two mechanisms are distinguished, electron temperature gradient (ETG) and ion temperature gradient (ITG) modes. Both modes are candidates for the core of a fusion plasma, where ion and electron temperature reach up to several keV with steeper gradients. Neither the scrape-off layer nor a laboratory plasma provide sufficiently high temperature gradients.

ITG turbulence The ITG mode becomes unstable once a certain ion temperature gradient is exceeded. The mechanism that drives the ITG mode is similar to the MHD interchange instability: In a perturbation like the one in Fig. 2.6, the curvature drift (2.1) is depending on the temperature $T_i$. Ions in hot fluid elements experience a faster drift than in a cold one [76]. From this results the same mechanism as for the density gradient in the interchange mode. Hence again, a potential fluctuation is created, and the phase between the temperature fluctuation and the potential fluctuation is $\pi/2$. The hot fluid elements are then convected down the temperature gradient in a convective cell. This leads to a heat transfer, and energy loss in the plasma core. Since this instability is due to variations in the temperature, it can still exist when the density fluctuations are adiabatic. The coupling to the temperature gradient is provided by the curvature drift, hence the fluctuations have a ballooning structure. This means that the amplitudes are higher on the low field side of the torus.

Characteristic perpendicular length scales of the fluctuations are of the order of the ion gyro radius, $k_{\perp} a_i \approx 1$. A discussion of ion temperature modes is found in Ref. [17].

ETG turbulence The electron temperature gradient mode has the same underlying physics. The potential perturbation is created by the temperature depending drift velocity of the electrons. The electrons move on much smaller scales, and the typical perpendicular length scales of ETG turbulence is in the order of $k_{\perp} a_e \approx 1$.

The temperature driven instabilities only contribute significantly to the energy transport when $\nabla T$ is larger than the density gradient. Neither ITG nor ETG modes play an important role in the fusion edge and in low temperature laboratory plasma. The assumptions of cold ions and constant electron temperature that were made for the derivation of the DAlF3 lead to the consequence that both
instabilities are not covered in the code. This is a reasonable assumption for the simulation of the TJ-K plasma.

### 3.5.2 Other effects

The DAlF3 model neither includes the gyro motion of the charged particles in the magnetic field, nor kinetic effects.

**Finite Larmor radius (FLR) effects**  The fluid approximation demands that $\rho_t, \rho_e \ll \rho_s$. This is necessary to assure that the time evolution of $\phi$ is not smeared out by particles that do excursions out of the fluid element due to their gyration.

A special kind of simulation codes, the gyro-fluid codes, have been developed to cover these effects. In this codes, the particle orbits are represented by guiding centers [18, 4].

**Kinetic effects**  The fluid approach is an approximation, where an infinitesimal volume element is described by the statistical properties of the particles in it. The modeling of the fluid equations requires a Maxwellian energy distribution. However, particles of different energy react differently to the magnetic field geometry, e.g. as trapped particles. Plasma heating introduces particles of higher energy into the volume element and perturbs the energy distribution. The influence of these effects cannot be covered by a fluid code, but needs a kinetic description of the plasma, where the trajectories of individual particles are computed. The statistical properties are then deduced from the particle dynamics. This sort of simulation is extremely expensive in terms of computing power and therefore rarely used. Results from such a simulation are presented in Ref. [29].

In section 4.1, the validity of the assumptions behind the neglect of these effects is discussed for the different operating regimes of TJ-K as well as for the fusion scrape-off layer.
4 The torsatron TJ-K

In this chapter, we compare two different experimental situations. It is the torsatron TJ-K, operated by our group in Kiel, and the scrape-off layer of a fusion tokamak. Albeit these two experiments have little in common, it is explained that the situations are very similar with respect to turbulence simulations. This allows one to take the measurements done at TJ-K as a benchmark for the simulation of fusion plasmas. The second part of the chapter discusses the field geometry of a stellarator, and how the local magnetic shear can be implemented in DALF3.

4.1 The scrape-off layer of a fusion experiment

The scrape-off layer (SOL) of a fusion device consists of open field lines outside the last closed flux surface. As an example we take ASDEX-upgrade at IPP, Garching, for which DALF3 was originally developed. The experiment has a major radius of $R = 1.54\,\text{m}$ and a minor radius $a = 0.4\,\text{m}$. The magnetic field lines are toroidally closed. In the tokamak edge, the safety factor $q = 1/\ell$ is about three. In the SOL, typical electron and ion temperatures are $150\,\text{eV}$, at densities $n_e = 2 \times 10^{19}\,\text{m}^{-3}$. The values are much lower than the densities and temperatures in the core of the plasma. The magnetic field is about $2\,\text{T}$, and the device is operated with hydrogen ions. The normalized plasma parameters resulting from this setup are $\nu = 1$, $\beta = 0.9$ and $\mu = 1.2$. The drift scale $\varrho_s = 0.1\,\text{cm}$ is well below the gradient length $L_{\perp} = 5\,\text{cm}$.

Turbulence diagnostic is difficult in fusion experiments because of the high temperatures and the small structures. Measurements using Langmuir probes have been possible outside the last closed flux surface [19, 6]. The difficulty of turbulence measurements beyond the last closed flux surface makes the comparison between experiment and numerical predictions a hard task.

4.2 The torsatron TJ-K

The torsatron TJ-K is a stellarator device for the magnetic confinement of a plasma in a toroidal field. It is the former TJ1-U that was build at CIEMAT, Spain. TJ1-U was operated at electron temperatures $T_e = 500\,\text{eV}$, and magnetic fields up to $0.6\,\text{T}$. After its transfer to Kiel, it has been converted to a low-temperature laboratory plasma experiment with the fusion-oriented magnetic field geometry of
Table 4.1 Physical and normalized parameter sets for situation typical for TJ-K and the edge of fusion devices. The connection length $L_\parallel$ is 15 m, and the perpendicular gradient length $L_\perp$ is 5 cm. $\hat{\nu}$ is 1.2 for Hydrogen, 0.3 for Helium and 0.03 for Argon [50].

<table>
<thead>
<tr>
<th>$n_e$/m$^{-3}$</th>
<th>$T_e$/eV</th>
<th>$B_0$/T</th>
<th>Gas</th>
<th>$\hat{\nu}$</th>
<th>$\hat{\beta}$</th>
<th>$\varphi_1$/cm</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0×10$^{19}$</td>
<td>150</td>
<td>2.0</td>
<td>H</td>
<td>1</td>
<td>0.9</td>
<td>0.1</td>
<td>Fusion Plasma Edge</td>
</tr>
<tr>
<td>1.7×10$^{18}$</td>
<td>15</td>
<td>0.13</td>
<td>H</td>
<td>4</td>
<td>0.7</td>
<td>0.5</td>
<td>Hydrogen Reference</td>
</tr>
<tr>
<td>2.5×10$^{18}$</td>
<td>21</td>
<td>0.20</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>0.5</td>
<td>Helium Reference</td>
</tr>
<tr>
<td>3.6×10$^{18}$</td>
<td>25</td>
<td>0.20</td>
<td>He</td>
<td>4</td>
<td>1.0</td>
<td>0.5</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>2.5×10$^{18}$</td>
<td>21</td>
<td>0.20</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>0.5</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>1.8×10$^{18}$</td>
<td>18</td>
<td>0.17</td>
<td>He</td>
<td>4</td>
<td>0.5</td>
<td>0.5</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>1.1×10$^{18}$</td>
<td>14</td>
<td>0.15</td>
<td>He</td>
<td>4</td>
<td>0.3</td>
<td>0.3</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>7.2×10$^{17}$</td>
<td>11</td>
<td>0.13</td>
<td>He</td>
<td>4</td>
<td>0.2</td>
<td>0.5</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>3.6×10$^{17}$</td>
<td>8.0</td>
<td>0.11</td>
<td>He</td>
<td>4</td>
<td>0.1</td>
<td>0.5</td>
<td>$\hat{\beta}$-scan</td>
</tr>
<tr>
<td>6.3×10$^{17}$</td>
<td>21</td>
<td>0.10</td>
<td>He</td>
<td>1</td>
<td>0.7</td>
<td>1.0</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>6.3×10$^{17}$</td>
<td>15</td>
<td>0.07</td>
<td>He</td>
<td>2</td>
<td>0.7</td>
<td>1.0</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>1.3×10$^{18}$</td>
<td>18</td>
<td>0.12</td>
<td>He</td>
<td>3</td>
<td>0.7</td>
<td>0.7</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>2.5×10$^{18}$</td>
<td>21</td>
<td>0.20</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>0.5</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>1.7×10$^{18}$</td>
<td>11</td>
<td>0.11</td>
<td>H</td>
<td>5</td>
<td>0.7</td>
<td>0.3</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>1.7×10$^{18}$</td>
<td>10</td>
<td>0.11</td>
<td>H</td>
<td>6</td>
<td>0.7</td>
<td>0.3</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>1.7×10$^{18}$</td>
<td>8.0</td>
<td>0.10</td>
<td>H</td>
<td>10</td>
<td>0.7</td>
<td>0.3</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>3.9×10$^{18}$</td>
<td>18</td>
<td>0.22</td>
<td>H</td>
<td>4</td>
<td>0.7</td>
<td>0.2</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>9.8×10$^{17}$</td>
<td>9.5</td>
<td>0.07</td>
<td>H</td>
<td>4</td>
<td>0.7</td>
<td>0.4</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>1.7×10$^{18}$</td>
<td>18</td>
<td>0.14</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>0.6</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>9.8×10$^{17}$</td>
<td>13</td>
<td>0.1</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>0.8</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>6.3×10$^{17}$</td>
<td>11</td>
<td>0.06</td>
<td>He</td>
<td>4</td>
<td>0.7</td>
<td>1.0</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>7.0×10$^{17}$</td>
<td>20</td>
<td>0.1</td>
<td>Ar</td>
<td>4</td>
<td>0.7</td>
<td>3.0</td>
<td>$\hat{\nu}$-scan</td>
</tr>
<tr>
<td>2.5×10$^{17}$</td>
<td>12</td>
<td>0.04</td>
<td>Ar</td>
<td>4</td>
<td>0.7</td>
<td>5.0</td>
<td>$\hat{\nu}$-scan</td>
</tr>
</tbody>
</table>
a torsatron. A detailed overview of technical properties of the TJ1-U experiment can be found in Ref. [1, 2]. Its operation in Kiel is described in Ref. [38, 37, 67].

The device is constructed as follows: A helical coil winds six times around a toroidal vacuum vessel with major radius $R = 60\text{cm}$, generating a toroidal and vertical magnetic field. Horizontal coils at the top and the bottom of the vessel compensate the vertical field component and allow to shift the plasma inward and outward. Two small additional horizontal coils are available for plasma shaping. The coil geometry of TJ-K is shown in Fig. 4.1. By variation of the currents in the coils, different magnetic configurations can be achieved. The magnetic field ranges up to 0.3T. A helicon wave heating system with $P = 3.5\text{kW}$ is used for plasma generation. An equilibrium density profile is shown in Fig. 4.2. The isolines of the density are in good agreement with the structure of the computed flux surface. The plasma in TJ-K is hence in the state of MHD equilibrium. This is a requirement for the use of the DALF3 simulation code. TJ-K can be operated using different ion species, namely Argon, Helium and Hydrogen. Densities up to $6 \cdot 10^{18} \text{m}^{-3}$ are achieved, and electron temperatures up to 30eV. The ions are cold.

The data analysis techniques that are presented in chapter 6 have been designed to match the capabilities of TJ-K, where turbulence diagnostics is done by Langmuir probes. This is a major boon of operating the plasma in a low-temperature

**Figure 4.1** The torsatron TJ-K. Shown are the toroidal vacuum vessel, the helical and the vertical field coils.
regime, since the measurement of the fluctuating variables is possible everywhere in the plasma. It allows for detailed comparisons between experimental findings and numerical simulations. A movable probe is used in conjunction with a fixed probe to obtain cross correlations in the poloidal plane (see section 6.3.2 for corresponding numerical results). A 1D probe array following the flux surface is under construction (see section 6.4.1 for numerical results), as well as a 2D probe array for the poloidal plane.

4.3 Applicability of DALF3 to TJ-K

In the construction of the DALF3 model equations, a number of assumptions have been made. The drift ordering demands that the drift scale $\vartheta_s$ is small against the perpendicular gradient length $L_\perp$. From the density profile, a perpendicular gradient length of 5 cm is estimated. Consequently, the condition $\vartheta_s \ll L_\perp$ is fulfilled in TJ-K, with exception of very low magnetic fields below 0.05 T or Argon ions.

The poloidal circumference of the TJ-K plasma is 65 cm on average. Over this distance, the geometrical properties of the magnetic field vary strongly. It is impossible to take this into account using the flux tube metric which is used in DALF3 (cf. section 4.5). The situation in the flux tube is only representative along one particular magnetic field line, and the flux tube is assumed to be homogeneous in the perpendicular direction. Thus, turbulence features from the simulation that depend on averaged geometrical parameters, like global curvature and shear,
have to be interpreted with care. In the actual experiment, the local geometry variations will probably dominate the global ones. Turbulence features that do not rely on geometry are expected to be more robust. This problem does not arise in simulations of the tokamak plasma (cf. section 4.1) because the smaller drift scale reduces the size of the simulation area, and the larger minor radius prevents strong variations of the metric elements on these scales.

Another feature particular to stellarators has to be taken care of when D ALF3 simulation results are compared to experimental measurements. It is the complicated structure of the magnetic field, where $|\mathbf{B}|$, the curvature and the local magnetic shear vary in both toroidal and poloidal direction. The effect of magnetic shear and curvature in TJ-K will be modeled in section 4.5. The variation of $|\mathbf{B}|$ leads to 66% of the particles being "trapped" in magnetic mirrors along the field line. Other than in a tokamak, the length of the mirrors in TJ-K are not at the scale of a connection length $L_\parallel$, but between the passages of the field line at the coils. With $\epsilon = 1/3$ and the sixfold toroidal symmetry, the mirror length is $\epsilon L_\parallel / 6$. The trapped particles do not contribute to the parallel conductivity of the plasma. The resistivity in the experiment will consequently be higher than the value for $\hat{\nu}$ that is computed from the normalizations.

4.3.1 TJ-K plasma parameters

Estimated optimal plasma parameters for TJ-K operated with helium gas are $n_e = 2.5 \times 10^{18} m^{-3}$, $T_e = 21$ eV and $B = 0.2 T$ with a drift scale $\varrho_\parallel = 0.5$ cm. This results in normalized parameters $\beta = 0.7$, $\hat{\nu} = 4.0$ and $\hat{\mu} = 1.2$. These values fall in the same range as the normalized parameters for the scrape-off layer in a fusion experiment, and therefore justify the use of D ALF3 for the simulation of the plasma in TJ-K. The physical plasma parameters in TJ-K can be varied such that parameter sweeps in the normalized parameters are possible. Examples for parameter sweeps are shown in Tab. 4.1. The physical parameters that can be varied in the experiment are the magnetic field strength, the neutral gas pressure and the RF heating power [43]. Different ion species result in different values for $\hat{\mu}$. Argon ions, however, do not fulfill the requirement for the simulation by D ALF3 because the drift scale falls in the range of the perpendicular gradient length.

In the $\hat{\beta}$ scan, the normalized plasma beta can be varied from 1.0 to 0.1. The $\hat{\nu}$ scan allows to vary the normalized parallel resistivity from 1.0 to 10.0. The turbulence in this parameter regime is dominated by the drift instability, as it can be seen from the numerical results of the simulation. Section 7.2 discusses the changes in the turbulence as the normalized parameters vary. The third parameter in Tab. 4.1 is the drift scale $\varrho_\parallel$. From the normalization described in section 3.4, it is predicted that all length scales in the turbulence scale with $\varrho_\parallel$.

Consequently, the plasma dynamics in TJ-K is well covered by the D ALF3 turbulence equations. The requirements for a successful simulation are fulfilled. The
small size of the experiment and the stellarator field geometry impose only small restrictions on the comparability of simulation results with experimental measurements. In chapter 6 numerous data analysis techniques will be described and evaluated that can serve for this comparison. The experimental measurements are actually done at Kiel and are subject to a different thesis [40].

4.4 Magnetic field geometry

The field geometry for the toroidal confinement of a plasma has been roughly described in section 2.1. The twist of the field lines is measured by the safety factor \( q \). On a field line, the twist is not a constant, and \( q \) gives the flux surface average. The change of \( q \) with the minor radius is called global shear

\[
\dot{S} = q' / q. \tag{4.1}
\]

In a stellarator, however, the shearing of the field lines varies along the \( B \) field much stronger than in a tokamak, which is related to the pitch of the field line, \( t = B_\phi / B_\theta \).

Because the dynamics of the plasma is different in the directions parallel and perpendicular to the magnetic field, it is advantageous for a numerical solution to use a coordinate grid where the coordinate axes are aligned to the magnetic field, the radial pressure gradient and the flux surface. Such a flux tube coordinate system can be defined from the magnetic field structure with the help of Hamada coordinates.

4.4.1 Straight field line coordinates

In Hamada coordinates \((\chi, \theta, \zeta) [14, 15]\), the magnetic field lines are straight. The coordinate \( \chi \in [0, 1] \) points in direction of the minor radius and is defined by the flux comprised by the flux surface. \( \theta \in [0, 2\pi] \) is the poloidal coordinate, and \( \zeta \in [0, 2\pi] \) is the toroidal coordinate. Additionally we introduce a coordinate \( \xi = \zeta - q \theta \) such that the magnetic field in the \((\chi, \theta, \xi)\) coordinates can be written as

\[
B = \nabla \xi \times \nabla \chi. \tag{4.2}
\]

The \( \nabla \xi \) and \( \nabla \chi \) are the contravariant base vectors. A transformation from Hamada into cylinder coordinates \((R, \Phi, Z)\) can be expressed by a Fourier series,

\[
R = \sum_{l} R_{nl}(\chi) \cos(n\theta - l\zeta) \tag{4.3}
\]

\[
\Phi = \frac{\zeta}{N_f} + \frac{1}{N_f} \sum_{l} \Phi_{nl} \sin(n\phi - l\zeta) \tag{4.4}
\]

\[
Z = \sum_{l} Z_{nl}(\chi) \sin(n\theta - l\zeta). \tag{4.5}
\]
$N_f$ is the number of periods of the magnetic field. In TJ-K, it is $N_f = 6$. The spatial structure of the two coordinate systems are illustrated in Fig. 4.3. The magnetic flux surface is labeled by the $\chi$ coordinate (in the direction of the minor radius); the $\theta$ and $\zeta$ coordinate axis lie in this flux surface. The Fourier coefficients for the expansion (4.3, 4.5, 4.5) are computed from the magnetic coil geometry by a computer program, the Gourdon code [34]. Its algorithm follows the magnetic field lines by integration and returns $R_{nl}(\chi)$, $\Phi_{nl}$ and $Z_{nl}(\chi)$. From this results, the flux surface structure is obtained with Eqs. 4.3, 4.5 and 4.5 by fixing $\chi$ at a constant value. Fig. 2.3 shows the structure of the flux surfaces in TJ-K. Measurements of the magnetic flux surfaces show a good agreement with the theoretical computations [72].

4.4.2 Flux tube coordinates

From the Hamada coordinates [14], a flux tube coordinate system $(x, y, z)$ can be constructed [61, 59], where $e_x$ points in the opposite direction of the pressure gradient (in the radial direction), $e_y$ is parallel to an isobar (i.e., it points in the poloidal direction), and $e_z$ is along the magnetic field. The flux tube is illustrated in Fig. 4.4: Due to the rotational transform of the magnetic field, a field line falls back onto itself after several revolutions in the toroidal direction. The number of the revolutions is given by the safety factor $q = 1/p$. Periodicity is assumed in the $z$ direction. During its revolution, the $z$ axis of the flux tube passes the high and the low field side. Different poloidal positions in the plasma are mapped onto different parallel coordinates. The $y$ coordinate is periodic as well.

The metric of any curvilinear coordinate system is described by the elements of the metric tensor, $g^{\mu\nu} = \nabla_{\mu} \cdot \nabla_{\nu}$. For the flux tube coordinate system $(x, y, z)$,
those are $g^{xx}$, $g^{yy}$ and $g^{yz} = g^{yx}$.

For a simplified tokamak metric, approximating analytical expressions for the $g^{\mu\nu}$ and the other geometrical parameters can be found. For a realistic geometry, these metric coefficients are computed from the $R_{nl}$, $\Phi_{nl}$ and $Z_{nl}$ using the TAPHTUBE program [31].

There is a common conflict about the definition of poloidal and toroidal directions between experimentalists and theorists. An experimentalist looks at the flux surfaces as a torus, hence in torus coordinates. One of the angular coordinates describes the toroidal angle (associated with the major radius), the other the poloidal angle (associated with the minor radius). When we talk about "poloidal" and "toroidal" directions, we refer to the torus coordinate system of the experimentalists. From the theorists point of view, both toroidal and poloidal coordinates lie in the same flux surface marked by $\chi = $ const. A displacement in either of the coordinates results in a variation of both the (experimental) toroidal and poloidal coordinate. The variation of the geometry is modeled along a magnetic field line. Since in a tokamak, the poloidal coordinate fixes the metric properties, the direction along the magnetic field is named "poloidal" by the theorists. To avoid confusion, we will use the notation "parallel" and "perpendicular" to denote the axes of the flux tube coordinate system. In the perpendicular plane, the radial direction is anti-parallel to the density gradient; the other direction in the perpendicular plane called the drift direction. The actual difference between a poloidal
plane and a perpendicular plane is that the perpendicular plane is inclined by the rotational transform. This inclination is usually small, and together with the fast parallel dynamics of the fluctuations, one can well compare experimental results from a poloidal cross-section with numerical computations for a perpendicular plane.

4.4.3 Magnetic shear

The global shear \( \hat{S} \) is defined in terms of Hamada coordinates [32]

\[
\hat{S} = \frac{2\chi}{q} \frac{\partial q}{\partial \chi} = -\frac{2\chi}{t} \frac{\partial t}{\partial \chi}.
\]  

(4.6)

Here, \( \chi \) is the radial Hamada coordinate. The total local shear is defined as

\[
\Sigma = B \cdot \nabla \left( \frac{g^{\chi \xi}}{g^{\chi \chi}} \right).
\]  

(4.7)

The shearing of the coordinate lines is given by \( g^{\chi \xi}/g^{\chi \chi} \). A variation of this quantity is indicated by its gradient. The scalar product with \( B \) projects this change onto the field line, yielding the local shearing. This concept is picked up in the definition of the shifted metric later. The average of the total local shear over a flux surface is \( \langle \Sigma \rangle = \hat{S} \). In the following, we will split the total local shear into global \( \hat{S} \) and local \( \hat{s} \) components according to

\[
\hat{S} = \langle \Sigma \rangle
\]  

(4.8)

\[
\hat{s} = \Sigma - \hat{S}.
\]  

(4.9)

In the D\( \text{ALF3} \) code, the metric elements vary in the direction along the magnetic field lines [61]. Variations in the perpendicular direction, as it would be necessary for the simulation of a whole flux surface, are not allowed. This is due to the numerical scheme that solves the differential equations by Fourier transforming and which cannot treat inhomogeneities in the perpendicular directions. Consequently the dynamics in the flux tube reflects the geometric properties of a single field lines, and inhomogeneities in the metric other than in the parallel direction are not taken into account.

4.5 Model metrics

In this section, we will present the metric used for our studies. It models a simple tokamak with the global parameters of the torsatron TJ-K. However, in TJ-K the local shear dominates the global shear. Therefore, we will discuss how local shear can be included in the D\( \text{ALF3} \) simulation code.
Table 4.2 List of metric element and their variable names in DALF3. The variables are defined in main/metric.f90 in the code. Some variables exist for half nodes as well; these variables are marked by a suffix of 2 (e.g. gxy2).

<table>
<thead>
<tr>
<th>Metric element</th>
<th>Variable</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(</td>
<td>B</td>
<td>/B_0)^2$</td>
</tr>
<tr>
<td>$g^{xx}$</td>
<td>gxx</td>
<td>Metric coefficients</td>
</tr>
<tr>
<td>$g^{yy}$</td>
<td>gyy</td>
<td></td>
</tr>
<tr>
<td>$g^{xy}$</td>
<td>gxy</td>
<td>$= 0$ for shifted metric</td>
</tr>
<tr>
<td>$K_o$</td>
<td>wcv</td>
<td>Curvature terms</td>
</tr>
<tr>
<td>$K_x$</td>
<td>wcvx</td>
<td></td>
</tr>
<tr>
<td>$K_y$</td>
<td>wcvy</td>
<td></td>
</tr>
<tr>
<td>$\alpha'$</td>
<td>alphap</td>
<td>shear shift</td>
</tr>
</tbody>
</table>

In Ref. [32] the complete metric properties of a stellarator (Wendelstein 7X) are transformed into flux tube coordinates and used for simulation. This ideal approach failed for the simulation of the plasma in TJ-K because of the very different features of the magnetic field geometry. Wendelstein 7X is an optimized stellarator, with smooth variations in the field geometry and only little local shear when compared to TJ-K. In TJ-K the magnetic field is dominated by strong variations in all metric coefficients. Each time the field line passes a coil, a strong local shearing is observed. These strong variations lead to numerical instabilities. A direct simulation of the real TJ-K geometry using DALF3 is therefore not yet possible. The model metric described in the following is designed to study the influence of the local shear on turbulence.

4.5.1 Simple tokamak metric

The simple tokamak metric takes into account only the first order terms of the Fourier expansion in Eqs. 4.3, 4.5 and 4.5. The simplified transformation from Hamada coordinates $(\chi, \theta, \zeta)$ into a flux tube coordinate system $(x, y, z)$ reads

\[
\begin{align*}
x &= \chi - a \\
y &= \frac{a}{q_a}(q\theta - \zeta) = -\frac{a}{q_a}\zeta \\
z &= q_a R\theta
\end{align*}
\]  

with $R$ and $a$ being the major and minor radius, respectively. The units match as $\chi$ is a distance and $\zeta$ and $\theta$ are angles. In the normalized units of the turbulence equations (cf. Tab. 3.1) the coordinates are dimensionless and $z \in [-\pi, \pi]$ [61, 58]. The $x$ coordinate is antiparallel to the pressure gradient, the $y$ coordinate is in the
drift direction and the $z$ coordinate is parallel to the magnetic field. We find that $g^{xx} \rightarrow g'^{xx}$, $g^{\xi \xi} \rightarrow g'^{\xi \xi}$ and $g^{y y} \rightarrow g'^{y y}$. The safety factor $q$ at radius $a$ is denoted by $q_0$. The coordinate system $(x, y, z)$ has the magnetic field lines along $z$. The elements of the metric tensor are modeled by

\[
\frac{B^2}{B_0^2} = \frac{R}{a} \cos z \quad (4.13)
\]
\[
g^{xx} = 1 \quad (4.14)
\]
\[
g^{yy} = 1 \quad (4.15)
\]
\[
g^{zy} = \hat{S} z \quad (4.16)
\]
\[
K_x = K_0 \left( g^{xx} \sin z \right) \quad (4.17)
\]
\[
K_y = K_0 \left( g^{yy} \cos z + g^{zy} \sin z \right) \quad (4.18)
\]

and vary only in the direction of $z$. The curvature $K_0$ is computed as

\[
K_0 = 2 \frac{L_p}{R}. \quad (4.19)
\]

**Shifted metric** The simulation code uses a modified version of this coordinate system to ensure a correct representation of the parallel periodicity [61] in the presence of local shear. From the Fourier representation of the field geometry, a new poloidal coordinate $y'$ is introduced as

\[
y_k = y - \alpha'_k, \quad (4.20)
\]

where $\alpha'_k = g^{y y} / g^{xx}$ is a function of $x$ and $z$. It is chosen such that $g^{y y}_k = 0$ in the new coordinate system. This means that the new coordinate system is unsheared and the periodicity $(x, y_k, z) \rightarrow (x, y_k, z + 2\pi)$ in the parallel direction correctly reflects the shear of the field lines. From the parallel derivative of $\alpha'$ the total shear $\Sigma$ is computed as $\Sigma = \partial \alpha' / \partial z$. Not only $y_k$, but also the the $g^{\mu \nu}$ and the curvature terms undergo a transformation when passing to shifted metric [61].

**4.5.2 Modeling local shear**

The local shearing of the magnetic field is expressed by the metric element $g^{y y}$. Its implementation in the code uses the shifted metric and transforms this into $\alpha'$. In the simple tokamak metric with only global shear, $g^{y y}$ is linearly depending on the parallel coordinate, $(4.16)$. For the inclusion of local shear $\hat{s}$, a periodic variation is added to $g^{y y}$. The form of this variation has been chosen as

\[
\Sigma = \hat{S} + \hat{s}_0 \cos(Nsz). \quad (4.21)
\]

Here, $N_s$ is the number of variations in the local shear over one connection length. From this, the metric element $g^{y y}$ is computed using $(4.7)$ as

\[
g^{y y}_{\hat{s}} = \hat{S} z + \hat{s}_0 \sin(Nsz). \quad (4.22)
\]
Figure 4.5 The local shear parameter $a'$ in the simplified modeling for DALF3. The range $x \in [-\pi, \pi]$ corresponds to one poloidal revolution.

This modification does not change the global shear $\langle \Sigma \rangle$. In the flux tube coordinate system $(x, y, z)$ it models a local shear with a maximum shearing rate $\dot{s}_0$ and periodicity $N_s$ over one connection length. Following Eq. 4.19, this modification of $g_{xy}$ also modifies the curvature $K_{xy}$. In the present study, we fixed $N_s = 12$ and varied $\dot{s}_0$ from zero to 1.5. To this metric, the shifting is applied, yielding $a' = g_{xy}^{\Sigma}$ with a new $g_{xy} = 0$. The list of the metric elements used in DALF3 and the variable names is composed in Tab. 4.2. Fig. 4.5 shows $a'$ along a magnetic field line for TJ-K and the model metrics. The results for TJ-K have been obtained for the flux surface label $\chi = 0.6$. The actual metric in TJ-K shows stronger variations with higher local shearing rates and more variations in the parallel direction. Because of the large parallel structure size in the order of the parallel connection length it is however reasonable to assume that despite these differences, the simple shear model yields the correct trends for the influence of local shear on turbulence.
Table 4.3 Geometrical parameters for TJ-K, using the reference configuration at flux surface label $\chi = 0.5$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>60cm</td>
<td>Major radius</td>
</tr>
<tr>
<td>$a$</td>
<td>10cm</td>
<td>Minor radius</td>
</tr>
<tr>
<td>$L_\perp$</td>
<td>5cm</td>
<td>perp. scale length</td>
</tr>
<tr>
<td>$L_\parallel$</td>
<td>13m</td>
<td>par. scale length</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0.26</td>
<td>Rotational transform</td>
</tr>
<tr>
<td>$N_T$</td>
<td>18</td>
<td>toroidal periodicity</td>
</tr>
<tr>
<td>$\kappa_0$</td>
<td>0.13</td>
<td>curvature</td>
</tr>
<tr>
<td>$\hat{S}$</td>
<td>$-0.3$</td>
<td>global shear</td>
</tr>
<tr>
<td>$\delta_0$</td>
<td>1.5</td>
<td>local shear</td>
</tr>
</tbody>
</table>

### 4.5.3 Influence on turbulence

The parallel dynamic of the plasma is bound to the magnetic field lines. A typical turbulence eddy is much larger in the parallel direction than in the perpendicular plane, so that it is sheared with the field geometry. This is illustrated in Fig. 4.6. The sheared field prevents the growth of radially elongated structures by radial decorrelation. This damps the turbulence and reduces the radial transport. In the drift direction (along the $y$ axis), the turbulence eddies are smeared out, so that an increase in the poloidal correlation is expected.

![Figure 4.6](image) Local magnetic shear in the flux tube coordinate system. It leads to a distortion of the turbulence eddies. In the radial direction ($x$), the structures (red) are decorrelated, and the extend of the structures in the $y$ direction is enlarged. The unsheared coordinate system is shown in thin lines.
The geometrical parameters for the simulation of TJ-K are composed in Tab. 4.3. Section 7.1.1 presents results from the model metrics and discusses what effect the presence of local shear has on turbulence.
5 Turbulence

In this chapter theoretical concepts with relevance to the microstructure of the turbulence are presented: The Kolmogorov-41 (K41) theory explains the self-similar properties of the fluctuations in Navier-Stokes turbulence. A brief overview of the K41 is given, followed by a discussion on its validity in plasma turbulence. In a separate sections, self-organized criticality, intermittency and structure formation in plasma turbulence are discussed.

5.1 The Kolmogorov-41 theory

The energy scaling with $k^{-5/3}$ is the most prominent and frequently quoted result of Kolmogorovs famous ”K41” theory. It is one of the very few analytical predictions that can be obtained from turbulence equations. It is derived from the Navier-Stokes equations for fluid turbulence. In the this paragraph we will see that the energy scaling in the K41 is the result of the quadratic nonlinearity in the convective derivative $(\partial_t + \mathbf{v} \cdot \nabla)$, which is also present in the plasma equations (3.15, 3.18, 3.22). Therefore the results also give information on the inner working of plasma turbulence. We will present the assumptions and preconditions for the proof [20] of the K41. The goal is to illustrate the narrow conditions under which the theory holds rigorously. Experimental evidence [21], however, suggests that the self-similarity properties that follow from the K41 are much more robust than one would expect.

The derivation of the energy scaling is rather complex and requires several steps. Filtered variables are introduced by mode selection in Fourier space to provide a tool for scale separation. Using the filtered variables, an ”energy budget by scale” is established. Kolmogorovs 4/5-law for the scaling of the structure functions follows from these assumptions in a complicated proof [20]. From the 4/5-law, the well-known energy scaling can be derived. We will restrict ourselves to the discussion of the energy budget by scale and the energy scaling law in the inertial range of the turbulence.

The Navier-Stokes equations

$$\begin{align*}
(\partial_t + \mathbf{v} \cdot \nabla)\mathbf{v} &= -\nabla p - \nu \nabla^2 \mathbf{v} + \mathbf{f} \\
\nabla \cdot \mathbf{v} &= 0
\end{align*}
$$

(5.1) (5.2)

describe the dynamics of an incompressible fluid. Eq. (5.1) is the force balance of a fluid element, taken in the comoving reference frame. Thus, the convective
derivative \((\partial_t + \mathbf{v} \cdot \nabla)\) is applied to the velocity to obtain the acceleration. It is balanced by the pressure gradient \(\nabla p\), and friction (due to viscosity, \(\nu \nabla^2 \mathbf{v}\)). To drive the turbulence, external forcing \(\mathbf{f}\) is applied. The velocity field (5.2) is divergence free, reflecting the incompressibility of the fluid.

By filtering the velocity fluctuations in \(k\) space, an energy balance by scale can be obtained,

\[
\partial_t \mathcal{E}_K + \Pi_K = -2\nu \Omega_K + \mathcal{F}_K. \tag{5.3}
\]

In the equation, \(K\) stands for a "scale", and refers to all fluctuations with a wave vector \(|k| = K\). \(\mathcal{E}_K\) is the energy in scale \(K\), \(\mathcal{F}_K\) is the external forcing applied to scale \(K\). The viscosity term acts as an energy sink, \(-2\nu \Omega_K\). It is related to the vorticity \(\Omega\). The remaining term \(\Pi_K\) is the energy flux from scale \(K\) to neighboring scales. The energy transport from scale \(K\) to smaller scales is due to nonlinear interactions. By integrating (5.3) over all scales, an unfiltered version of the energy balance is obtained,

\[
\partial_t \mathcal{E} = -2\nu \Omega + \mathcal{F}. \tag{5.4}
\]

This equation shows that energy transport across the scales conserves the total energy as \(\Pi_K\) is no longer present in the integrated energy balance. For the further derivation of the scaling law, it is assumed that external forcing \(\mathcal{F}\) only acts at the integral scale, i.e., at a scale similar to the system size. This is reasonable for the turbulence of fluids, but not for plasma physics where energy sources can act on any scale. The impact of this difference is discussed in the next section. The viscous dissipation \(-2\nu \Omega\) takes place only at infinitesimal scales. It has a fixed dissipation rate \(\varepsilon\) per unit mass. At intermediate scales, energy is transferred between the scales by \(\Pi_K\). The K41 defines different dynamical behavior at different scales, sketched in Fig. 5.1: At the integral scale, energy is injected. This is the only mechanism taken into account for this scale. At the smallest scales, energy is lost due to viscous dissipation. This range is therefore called the dissipation range. At the intermediate scales, no sources and sinks are present, and only the energy transport across scales, \(\Pi_K\), is active. The energy transport in this range is local in \(k\) space and directed to higher wave numbers, i.e., smaller scales. The energy transfer is due to three mode interactions. This is called the energy cascade. In Fig. 5.1, the energy flux between the scales is illustrated. Energy is injected by \(\mathcal{F}\) at the integral scales. It cascades down (\(\Pi_K\)) to successively smaller scales \(r^i \ell_0\) until it is dissipated at the smallest scales. In the turbulence, structures of all sizes are space-filling. The origin of the \(\Pi_K\) term in Eq. 5.3 can be traced back to the quadratic nonlinearity in the convective derivative \((\partial_t + \mathbf{v} \cdot \nabla)\). A typical power spectrum of a K41 system is shown in Fig. 5.2. It shows constant fluctuations amplitudes in the injection range at large scales, and a scaling (i.e., self similar) behavior in the cascade. The dissipation
Figure 5.1 The energy cascade of the K41 theory. At all sizes, the eddies are space-filling [20]. The vertical direction is not in space, but in scales.

range is marked by a stronger decay of the fluctuation energy with the wave number.

Several preconditions are required for the derivation of a scaling law in the K41: In the limit of infinite Reynolds numbers, the symmetries of the Navier-Stokes equations (rotation, translation, time invariance) must be restored in a statistical sense, for wave numbers larger than in the injection range. For these scales, the turbulent flow is self-similar. It is important to note, that self similarity enters the K41 as an hypothesis, and not as a result. The result is the analytically exact scaling exponent for the structure functions. From this, the energy scaling exponent $-5/3$ can be deduced. This prediction is maybe the most popular result of the K41 theory. It is frequently quoted, and self-similar spectra are referred to as ”K41-like” even for different scaling exponents.

5.2 Energy scaling in magnetized plasmas

The K41 theory is based on mathematical properties of the Navier-Stokes equations that do not hold for the plasma turbulence equations. They deviate from
these assumptions in several points:

5.2.1 Sources and sinks

In the energy budget by scale (5.3), the K41 assumes energy sources $\mathcal{F}_K$ only in the injection range at the integral scale, and sinks only at the smallest scales. This allows to deduce an exact scaling for the intermediate scales where neither sources nor sinks are present, and the energy budget is entirely determined by the nonlinear energy transfer $\Pi_K$. In plasma dynamics, the energy source is the extraction of energy from the background gradient, a process that is active on all scales. A comprehensive discussion of the scale dependence of energy sources and sinks in plasma turbulence is given in Ref. [8].

Power spectra from the numerical simulation as discussed in section 6.4 show a significant deviation from the scaling exponents of the K41.

5.2.2 Anisotropy

The symmetry of the Navier-Stokes equation set (5.1, 5.2) is violated in plasma turbulence: For scales smaller than the injection scale, all spatial directions are equal in the Navier-Stokes system. In the turbulence of magnetized plasmas, the magnetic field vector and the direction of the pressure gradient introduce anisotropy in the plasma equations. This anisotropy has facilitated the derivation of the turbulence equations in chapter 3. As the parallel length scale of the turbulent fluctuations is close to the parallel integral scale, the fluctuations are

![Figure 5.2 A characteristic spectrum for Navier-Stokes turbulence. In the injection range, the energy does not depend on the wavenumber.](image)
closer to 2D than to 3D. This is a key feature of the dynamics of magnetized plasmas. It has been shown [35] that 2D and 3D turbulence have essentially different cascade behavior. Kraichnan’s approach will be outlined in brief. One of Kolmogorov’s starting points was a constant energy flux $\Pi_k$ and a finite dissipation per unit mass $\varepsilon$. In the other case Kraichnan assumes the conservation of the squared vorticity $\Omega^2 = 2k^2 E(k)$ and a constant vorticity transfer rate $\eta$. An energy scaling with $E(k) \propto \eta^{2/3} k^{-3}$ is obtained from these hypotheses, instead of $E(k) \propto \varepsilon^{2/3} k^{-5/3}$ from the energy hypothesis.

In a two-dimensional system, the vorticity constraint results in two possible cascades, with different scaling exponents. One, the energy cascade, has a scaling exponent $\alpha$ of $-5/3$ and is directed towards lower wave numbers. It is derived from energy conservation. The second one, the enstrophy cascade, scales with $\alpha = -3$ and transports energy to higher wave numbers. It is obtained from the conservation of the enstrophy, which is the total squared vorticity. The energy cascade dominates the low wave number regime of the spectrum, and the enstrophy cascade is more important for high wave numbers, because the enstrophy contains a term $k^2$ which makes it dominant for large values of $k$. A cascade dynamics directed to larger scales is referred to as an inverse cascade. In a 2D turbulent system, both cascades can be active at the same time; this is called a dual cascade. This is the expected behavior for plasma turbulence.

In fluids, the different geometry of a two dimensional $k$ space, compared to a three dimensional one, gives a reason for the different nature of the energy flux. The energy flux is due to three wave interactions fulfilling the conservation of energy and squared vorticity. In a 3D $k$ space, local interactions $k_1 + k_2 = k_3$ between neighboring wave numbers ($|k_1| \approx |k_2| \approx |k_3|$) dominate, and justify the assumption of a local energy transport across scale. In a 2D system, the interactions between different wave numbers are no longer local because of the vorticity constraint, allowing the derivation of the dual cascade. Energy is transported to smaller scales, and vorticity is goes to larger scales via the inverse cascade. In a plasma, the vorticity can be expressed in terms of the potential, so the potential fluctuations should follow the inverse cascade dynamics. The same result is obtained from the two dimensional Hasegawa-Wakatani equations for drift wave turbulence [28].

The link between potential fluctuations and the vorticity can be explained in a pictorial fashion: A localized potential perturbation leads to $\nabla \phi$ pointing either into it or out of it. A circular $E \times B$ motion is the result. Such a circular structure forms a vortex, or eddy, with an angular momentum, i.e. a vorticity.
5.3 Self organized criticality and intermittency

The concept of self-organized criticality (SOC) originates from the analysis of a sandpile. A whole family of systems with similar dynamics [3] has been discovered since. In plasma physics SOC is discussed as a paradigm for the transport fluctuations [46]. The idea is that a sandpile possesses a critical gradient. When this gradient is exceeded by the local addition of density, an avalanche starts. Its growth is due to the domino effect: once the critical gradient is exceeded, density is transported down the sandpile. This increases the gradient at the neighboring position, which in return excedes the critical threshold, leading to a growing perturbation. The size $\ell$ of an avalanche is defined as the total mass in the transport event. The size distribution $p(\ell)$ for the avalanches follows a self similar scaling with $p(\ell) \propto \ell^{-1}$. When this size distribution is compared to a Gaussian probability distribution, large deviations from the mean value a significantly more frequent in SOC systems. This phenomenon is called intermittency.

Intermittency is not particular to the avalanches in SOC. Totally different definitions for intermittency are used in the analysis of dynamical systems [55] and turbulence [20]. In the analysis of time series, a system is called intermittent if its behavior alternates between relatively long, regular phases and relatively short irregular bursts [55]. In fluid turbulence, intermittency is observed as a deviation from the analytically predicted scaling laws [20]. Sources for these deviations can be found in the non-Gaussian statistics of the fluctuations, in the self-similarity of the cascade dynamics and in effects that are specific to the dissipation range [36].

The experimental diagnostic of intermittent behavior is based on the probability distribution of the fluctuation amplitudes. The kurtosis (cf. section 6.3.1) is a measure for the relative frequency of large events. We call a fluctuating variable intermittent if large events are significantly more frequent then in a standard Gaussian distribution. Such an behavior has been observed in the transport fluctuations measured at the plasma edge of several fusion experiments [9, 54]. The intermittent nature of the transport fluctuations inspired different paradigms for the generation of these large events. Convective cells, ”streamers” and avalanches have been suggested, and will be discussed in the next section. It was also shown that intermittent transport fluctuations can arise from Gaussian distributed density and potential fluctuations [10]. This will be addressed in detail in section 6.3.1 where the intermittency properties of the numerically simulated turbulence are discussed.

5.4 Structure formation

In the K41, the turbulence has been treated as a composition of Fourier modes in nonlinear interaction. The strength of a Fourier approach lies in the analysis
of linear and weakly nonlinear systems, where only a few modes couple. For the studies of fully developed turbulence these methods are of limited use, because the turbulent fluctuations do not show wave-like structures, but resemble to a gas of moving eddies. An alternative approach takes not a wave, but a "coherent structure" as the basic component of the fluctuations. A structure is called coherent, if it reoccurs in a statistical sense and can therefore be regarded as a universal structure in the turbulence. A coherent structure is not a coherent mode which is localized in \( \mathbf{k} \) space at a fixed wave number. A coherent structure is localized in the real space. In plasma turbulence, different types of structures are observed in experimental and theoretical studies.

5.4.1 Radial structures

When the MHD interchange instability (cf. section 2.2.5) is active, high density fluid elements are convected down the gradient, and low density is convected up in exchange. The velocity field is circular, i. e. vortex-like, and centered around a potential fluctuation \( \delta \). Thus the fluctuation extracts energy from the gradient, and grows. This instability is essentially 2D, as it leads to fluctuations that grow simultaneously along the magnetic field line. Consequently it follows a dual cascade dynamics, and its growth can be attributed to the inverse cascade.

It is a widespread assumption, that most of the transport in a turbulent plasma is due to a few, but large events. This is also supported by experimental evidence [9] and numerical computations [10]. There are various possible mechanisms for the generation of large events. The simplest concept is the convective cell that can be understood in the linear picture of the interchange instability. More advanced, nonlinear paradigms are streamers [30] and avalanches [12]. Both structures have in common to form radially elongated structures.

Avalanches have been discussed as a transport mechanism in the context of SOC. In ion temperature gradient driven modes (cf. section 3.5.1), a critical gradient is observed, so SOC dynamics appears to be possible in that kind of turbulence [22]. The investigations where centered around the spectral properties of the fluctuations in the plasma parameters [12] and the size distribution of transport events [11]. As a result, SOC has been suggested as the mechanism behind the stiff density profiles in fusion experiments [12] and simulations [54]. It was argued that a scaling exponent of \( \alpha = -1 \) and the intermittent nature of the transport fluctuations are the signatures of self-organized, critical behavior. However, it has been shown that the scaling exponent of \( \alpha = -1 \) can also be generated by systems with completely different dynamical properties [39]. The observation of avalanches as localized, propagating transport events would be a signature of SOC, but the experimental observations (power spectra and PDF) are not sufficient to conclude that SOC is important.

Streamers are radially elongated transport events, not unlike avalanches. In
contrast to an avalanche, a streamer forms a transport channel with a lifetime that is longer than the typical time scales of the turbulent fluctuations. Streamers have been observed in simulations of ITG and ETG turbulence, and their decay is due to the Kelvin-Helmholtz instability. In Ref. [54], the existence of streamers (again in ITG turbulence) was observed to lead to intermittent transport fluctuations. In contrast to an avalanche, a streamer is a long living, radially elongated transport channel at a fixed radius.

Neither streamers nor avalanches have yet been observed in drift wave turbulence. Since drift wave and MHD interchange dynamics do rely on a critical gradient, the existence of a SOC-like mechanism is unlikely in these systems. Radially elongated convective cells are observed, and it is difficult to tell them apart from streamers.

### 5.4.2 Poloidal structures

Zonal flows (ZF) have first been observed in geophysics [7]. In plasma physics, a zonal flow is a potential fluctuation with poloidal and parallel mode numbers of zero, i.e. a collective potential perturbation in the flux surface [45]. Such a perturbation induces a sheared velocity field. Fluctuation eddies entering the area of velocity shear are torn apart, and the correlation in the radial direction is reduced. This is shown in Fig. 5.3. As a result of the decorrelation the radial transport decreases. A tilted and distorted vortex has a statistical correlation

![Diagram of a vortex](image)

**Figure 5.3** A vortex which enters the sheared velocity field of a zonal flow. It is distorted (1, 2, 3) and finally torn apart (4). This reduces the radial correlation length in the turbulence.
\( \langle v_r v_\theta \rangle \) due to the shear flow. The quantity \( \langle v_r v_\theta \rangle \) is called Reynolds stress. It has been used in the experimental detection of zonal flows [47].

The mechanisms behind the generation of zonal flows are currently discussed [22]. Several effects have been suggested. Rogers et al. [53] suggested the generation from radial transport events (streamers) via the Kelvin-Helmholtz instability in ITG turbulence. In the core-edge transitional regime, large poloidal flows have been observed and traced back to geodesic acoustic modes (GAM) [26]. A geodesic acoustic mode differs from a zonal flow in that it has \( k_\parallel \approx (qR)^{-1} \). Reynolds stress is described as the generation mechanism for these flows [16]. In drift wave turbulence, zonal flow formation via Reynolds stress has been observed. The energy flux goes like [56]

Reynolds Stress \( \rightarrow \) ZF \( \rightarrow \) GAM \( \rightarrow \) \( \mathbf{E} \times \mathbf{B} \) nonlin. \( \rightarrow \) Turbulence .

In drift wave turbulence, the generation of a zonal flow via Reynolds stress is a nonlinear phenomenon. According to Ref. [16], a triad interaction between different wave vectors \( \mathbf{k}_1, \mathbf{k}_2 \) and \( \mathbf{k}_3 \) takes place, such that \( \mathbf{k}_1 = \mathbf{k} - \mathbf{z}, \mathbf{k}_2 = -\mathbf{k}, \mathbf{k}_3 = \mathbf{k}_2 \). Here, \( \mathbf{k}_1 \approx \mathbf{k}_2 \approx \mathbf{k} \) are wave vectors of the drift wave turbulence, and \( \mathbf{k}_3 = q \mathbf{e}_r \) is a zonal flow wave vector, with \( |\mathbf{k}| \gg |\mathbf{k}_3| \). This in an extreme case of an non-local interaction in \( \mathbf{k} \) space (cf. section 5.2) and can be seen as a mechanism of the inverse cascade. The wave vector of the zonal flow points in the direction of the gradient, its poloidal and parallel wave numbers are zero. The intensity of the three mode interaction can be measured by the bicoherence of the velocity fluctuations and the potential [16].
6 Data analysis

This section describes data analysis tools that can be applied to both experimental and numerical data. The techniques are therefore suitable for experiment-theory comparisons. In order to demonstrate their importance, the methods are applied to results from the simulation and discussed in the context of plasma turbulence. The results are from a flux tube with coordinates \( x, y \) and \( z \) for the radial (\( \nabla_p \)), poloidal (drift) and parallel (\( B \)) directions. Throughout this section, we follow the convention that a generic space-time variable is denoted by \( u \); when density and potential or transport fluctuations are addressed specifically, they are denoted by \( \tilde{n}, \tilde{\phi} \) and \( \Gamma \), respectively.

This chapter is organized in several sections. The first describes the data obtained from the simulation and gives a first overview of the nature of the space-time fluctuations. The second section presents a coherent-structures approach to data analysis. It focuses on statistical properties and generating processes for events such as vortices. In the third section data is Fourier transformed and analyzed in \( k \) and \( \omega \) space. Features are found that have been predicted in the framework of the K41 theory. Finally, the signatures of the turbulence driving mechanisms in the data sets are discussed.

6.1 Data formats and examples

The simulation computes the fluctuations for density \( \tilde{n} \), potential \( \tilde{\phi} \) and parallel vector potential \( \tilde{A}_p \) on a three dimensional grid in the flux tube. For a standard run, the flux tube contains \( n_x \times n_y \times n_z = 64 \times 128 \times 16 \) points. The variables \( (\tilde{n}, \tilde{\phi}, \tilde{A}_p) \) are computed for each time step. The radial transport \( \Gamma_r \) is defined by

\[
\Gamma_r = \frac{\tilde{n} \partial_y \tilde{\phi}}{B_0}.
\]  

Since all quantities \((\tilde{n}, \tilde{\phi}, B_0)\) in that definition are dimensionless in the simulation, \( \Gamma \) is a dimensionless quantity as well, and will be discussed in the dimensionless form. The fluctuating variables are stored in the form of a poloidal plane with size \( n_x \times n_y \) for every time step. Two of these cutting planes have been defined, one at the high-field side, and one for the low-field side. The analysis in this chapter is restrained to data from the low-field side. Three different data sets are used to illustrate the analysis techniques: All are obtained for \( \tilde{\beta} = 2.75 \), \( \nu = 4.0 \).
and $\mu = 0.3$ (in a simplified tokamak-like metric as discussed in chapter 4). The parameter set has been chosen such that both MHD and drift wave instability are active. This will be referred to as the standard data set. Two other data sets are used to demonstrate the signatures of the different turbulence driving mechanisms. To this end, one of the driving mechanisms has been disabled at a time. In the run called ”MHD”, the pressure term $\nabla_p p$ is dropped from the electron momentum equation (3.22) and the diamagnetic compression terms are removed from the energy equation (3.18). The resulting equation set reverts to reduced MHD and does no more contain the drift instability. In the run called ”DAW”, the MHD interchange instability has been disabled by setting the curvature terms $K$ (4.17, 4.18, 4.19) to zero, keeping the drift-Alfvén instability active. Note that the DAW and the MHD run do not correspond to realistic physical scenarios, but serve as test cases for the demonstration of characteristic turbulence signatures.

\section*{6.2 Space-time data}

The raw data for a fluctuating variable already give insight in basic properties of the turbulence. All further analysis methods in this chapter cannot add information to this. In the contrary, their goal is to remove information that is irrelevant in a certain context, and give a sharper look on selected properties. Thus, the visual inspection of the fluctuations can give important hints for further investigation. Turbulence dynamics does not only have a temporal, but also a spatial component. Due to the special situation in magnetized plasmas, we have chosen the perpendicular plane for the visualization of the fluctuations.

A cut trough the perpendicular $(x, y)$ plane at an instant $t_0$ is shown in Fig. 6.1. The sampling was done on the low-field side of the plasma, where the turbulence is stronger due to the unfavorable curvature. Other cutting planes are possible, but not covered here. The time traces of the fluctuations are shown in Fig. 6.2. All data has been sampled from the standard run including both instabilities.

\textbf{Physical interpretation and results} The spatial structure of density, potential and (radial) transport fluctuations are shown in Fig. 6.1. The drift direction (also referred to as the poloidal direction) is denoted by $y$; it is in the isobar. The pressure gradient is to the left, and the magnetic field lines are perpendicular to the plane. The fluctuating structures move from the left to the right, down the density gradient. From the comparison of the density and potential fluctuations, one sees that the two are coupled and have similar structures as a consequence of the parallel drift dynamics. The potential fluctuations appear on a larger spatial scale than the density fluctuations.

The transport fluctuations exhibit a completely different structure. This is a feature that is robust throughout all the following analysis. Reasons for this will be given in section 6.3.1. The transport events are rather localized in the poloidal plane and more
Figure 6.1 Fluctuation of density, potential and radial transport in the perpendicular plane (standard run).

Figure 6.2 Time traces of density, potential and radial density transport fluctuations at a fixed point (standard run).
frequent. They have a characteristic size of about two centimeters in the poloidal direction, and varying lengths in the radial directions. The poloidal length scale of the potential fluctuations is much larger. The transport events always occur paired, i.e. inward and outward transport events lie close together and form a dipole-like structure. The radially extended events have the spatial structure of streamers, and a comparison with the potential structures identifies them as radially elongated convective cells. Poloidally elongated radial transport events are not observed. Fig. 6.2 shows time traces of the fluctuating variables, sampled at a fixed location in the simulation volume at the low field side. Again, density and potential fluctuations appear to be coupled since they behave similarly. A direct comparison of the time series shows that $\bar{n}$ and $\bar{\phi}$ are roughly in phase. While $\bar{n}(t)$ and $\bar{\phi}(t)$ look similar, the transport behavior is clearly different. This is a feature already familiar from the spatial data (Fig. 6.1). Low amplitude fluctuations are interrupted by rare events with high amplitudes. This is complementary to the observed spatial structure of the transport events. We will see in the next section that this is linked to the intermittency property of the transport fluctuations.

### 6.3 Statistical analysis

In this section, statistical properties of the space-time fluctuations are investigated. The distribution of the fluctuation amplitudes provides a first insight in the turbulence, but does not provide spatial resolution. A special use of the cross correlation is defined, yielding information on the typical fluctuation structures. The analysis of the spatial structures is completed with a discussion of conditional averaging.

#### 6.3.1 Probability distribution function

Given a time series $u(t)$, the probability density function (PDF) is the probability for a certain value of $u(t)$ to occur. Hence it is the distribution of amplitudes in the time series. It is straightforward to compare it to a Gaussian standard distribution function,

$$P_G(u) = \frac{1}{\sqrt{2\pi}\sigma_u} \exp\left(-\frac{(u - \langle u \rangle)^2}{2\sigma_u^2}\right)$$

and to look for deviations. Here, $\sigma_u$ is the standard deviation and indicates the typical fluctuation amplitude. It is defined as

$$\sigma_u^2 = \frac{1}{N-1} \sum_{j=1}^{N}(u_j - \langle u \rangle)^2. \quad (6.3)$$
The moments $m_k$ of a probability distribution are defined by [52]

$$m_k = \frac{1}{N} \sum_{j=1}^{N} \left( \frac{u_j - \langle u \rangle}{\sigma_u} \right)^k.$$  \hspace{1cm} (6.4)

Here, $N$ is the number of available points for the summation. In this general definition, $\langle u \rangle$ is the average value. The moments of the order $k = 3$ and $k = 4$ are called skewness $S$ and flatness $F$ of the distribution. From the flatness, the kurtosis is obtained as $K = F - 3$. For a Gaussian distribution with $\langle u \rangle = 0$ and $\sigma_u = 1$, the values are $K = 0$ ($F = 3$) and $S = 0$. Different values suggest that the time series is not generated by a Gaussian process. The skewness of a probability distribution quantifies its asymmetry. It indicates weather large events are more probable for positive or negative fluctuation amplitudes, thus measuring the asymmetry of the PDF. The kurtosis measures the relative frequency of large deviations from the mean value, compared to a standard Gaussian case. A value of $K > 0$ signals that large deviations from the mean value are more frequent than in a Gaussian time series.

Under certain conditions, analytical values for the skewness and the kurtosis can be obtained. For a variable $u_j$ that is the product of two Gaussian distributed variables $\xi^1$ and $\xi^2$,

$$u_j = \xi^1_j \cdot \xi^2_j,$$  \hspace{1cm} (6.5)

values for the skewness and the kurtosis can be computed as [10]

$$S = -2\gamma \frac{3 + \gamma^2}{(1 + \gamma^2)^{3/2}},$$  \hspace{1cm} (6.6)

$$K = \frac{3 + 14\gamma^2 + 3\gamma^4}{(1 + \gamma^2)^2},$$  \hspace{1cm} (6.7)

where $\gamma = \langle \xi^1 \xi^2 \rangle$ is the correlation between the two fluctuating variables. As $\gamma$ is varied from $-1$ to 1, $S$ changes from 2.83 to $-2.83$. The fourth order moment, the kurtosis $K$, varies from 9 for $\gamma = 0$ to 15 for $\gamma = \pm 1$. In all cases, the multiplication of the two statistical variables leads to a significantly higher kurtosis than for a Gaussian variables. This especially affects the kurtosis of the transport fluctuations (6.1). When $\tilde{\phi}(t)$ is Gaussian distributed, $\partial_y \tilde{\phi}(t)$ also has a Gaussian PDF [10]. Therefore the theorem (6.7) can be applied and a high kurtosis is expected for the transport fluctuations $\Gamma$.

For a comparison of the higher order moments, an experimentally or numerically obtained time series $u'(t)$ is usually normalized to be of mean value zero and of standard deviation one,

$$u(t) = \frac{u'(t) - \langle u' \rangle}{\sigma_{u'}}.$$  \hspace{1cm} (6.8)
Table 6.1 First moments (mean value $\langle u \rangle$, standard deviation $\sigma$, skewness $S$, kurtosis $K$) for the fluctuations of density and potential, shown for the MHD-only model, the drift wave model and both instabilities in interaction.

<table>
<thead>
<tr>
<th>Run</th>
<th>Variable</th>
<th>$\langle \Gamma \rangle$</th>
<th>$\sigma$</th>
<th>$S$</th>
<th>$K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAW</td>
<td>$\tilde{n}/n$</td>
<td>—</td>
<td>0.21</td>
<td>$-0.12$</td>
<td>$-0.32$</td>
</tr>
<tr>
<td></td>
<td>$e\tilde{\phi}/T$</td>
<td>—</td>
<td>1.03</td>
<td>$-0.49$</td>
<td>$-0.59$</td>
</tr>
<tr>
<td></td>
<td>$\Gamma$</td>
<td>0.00065</td>
<td>0.0091</td>
<td>$-0.5$</td>
<td>15.46</td>
</tr>
<tr>
<td>MHD</td>
<td>$\tilde{n}/n$</td>
<td>—</td>
<td>1.16</td>
<td>0.01</td>
<td>$-0.36$</td>
</tr>
<tr>
<td></td>
<td>$e\tilde{\phi}/T$</td>
<td>—</td>
<td>0.49</td>
<td>$-0.05$</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>$\Gamma$</td>
<td>0.058</td>
<td>0.097</td>
<td>$-2.50$</td>
<td>9.21</td>
</tr>
<tr>
<td>both</td>
<td>$\tilde{n}/n$</td>
<td>—</td>
<td>0.46</td>
<td>0.00</td>
<td>$-0.05$</td>
</tr>
<tr>
<td></td>
<td>$e\tilde{\phi}/T$</td>
<td>—</td>
<td>0.65</td>
<td>$-0.08$</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>$\Gamma$</td>
<td>0.0076</td>
<td>0.08</td>
<td>$-1.30$</td>
<td>10.60</td>
</tr>
</tbody>
</table>

This procedure has been carried out at for each $x$ coordinate individually. This is necessary because zonal flows and geodesic acoustic modes would otherwise lead to distorted results.

**Physical interpretation and results** The first moments of the density, potential and transport fluctuations are listed in Tab. 6.1 for all three models. The transport has been computed according to Eq. (6.1). The mean value of the fluctuations is close to zero and of no interest because the absolute quantities are part of the background. The mean value of the transport $\Gamma$ gives the average fluctuation induced transport through a flux surface. The transport in the MHD interchange turbulence is higher than in the drift wave-only model by nearly two orders of magnitude. The standard run, comprising both instabilities, has an intermediate transport level. The presence of the drift dynamics hence tames the transport due to MHD interchange turbulence. We will later see that the mechanism behind this is the phase coupling between $\tilde{n}$ and $\tilde{\phi}$ by the fast parallel electron dynamics.

The standard deviation $\sigma_u$ is a measure for the typical amplitude. The drift wave model has the lowest fluctuation amplitudes, and MHD interchange instability alone gives the highest fluctuations. Drift wave turbulence produces higher fluctuations in $e\tilde{\phi}/T$ than density fluctuations $\tilde{n}/n_0$. The inverse is true for MHD interchange turbulence. The Boltzmann relation, $e\tilde{\phi}/T = \tilde{n}/n_0$, is roughly satisfied only in the standard run. All mean fluctuations lie above the mixing level estimate of $e\tilde{\phi}/T = \tilde{n}/n_0 \approx \rho_i/L_{\perp} = 0.1$. This can be an effect of the fixed background gradient in

1 Since the MHD and DAW models do not represent a real physical situation, fluctuation amplitudes larger than unity are not worrisome.
the simulation. It has been shown that non-local codes like DALF3 systematically overestimate the fluctuation amplitudes [5].

For density and potential, the higher order moments skewness and kurtosis are close to Gaussian. The transport fluctuations are of a different nature. They are both asymmetric and intermittent, indicated by $S = -0.5...-1.3$ and $K = 9.21...15.46$. Fig. 6.3 shows the entire distributions for $\tilde{n}$, $\tilde{\phi}$ and $\tilde{\Gamma}$ from the model with both instabilities active. The transport is positive in the outward direction. A Gaussian standard distribution has been overplotted for comparison. Potential and density follow the Gaussian distribution closely, but the transport PDF is strongly peaked. Both very low and high fluctuation amplitudes $|\mu| > 2\sigma$ are much more probable than for a Gaussian of the same standard deviation. The interpretation for this is that an important fraction of the transport is due to large events, that interrupt "laminar" phases with a smaller fluctuation level. This has already been observed in the perpendicular plane (Fig. 6.1) and the time traces (Fig. 6.2). This feature has been pointed out as an argument for self organized criticality [46], but the significance of these effects should not be overestimated, as $K$ is within the bounds of the values predicted by Eq. 6.7. From the drift wave model, a high correlation between density and potential is expected. Under the assumption that the velocity and potential fluctuations behave similarly, this leads to a predicted kurtosis $K = 15$. For MHD interchange turbulence, density and potential fluctuations are expected to be uncorrelated. This results from the phase shift of $\pi/2$, and yields $K = 9$. Although these arguments are very rough estimates, they are in good agreement with the results from the simulation.

The asymmetry of the fluctuations reflects the fact that a large transport event down the gradient is more likely than a fluctuation in the opposite direction. In Fig. 6.4, the transport PDF for the drift-wave only dynamics and the MHD interchange model are plotted. In both cases, the fluctuations are intermittent, but the pronounced skewness only appears in the MHD interchange model.
6.3.2 Correlation functions

The autocorrelation function $C(\tau)$ is the probability that the (discrete) time series $u(t)$ at time $t$ and time $t + \tau$ behaves identically. It is obtained from

$$C_u(\tau) = \frac{1}{N} \sum_{j=1}^{N} u(t_j) u(t_j + \tau) = \langle u(t) u(t + \tau) \rangle .$$

(6.9)

$C_u$ is bounded between minus one and one if $u$ has been normalized according to Eq. 6.8. For a periodic signal, the autocorrelation function has the same periodicity as the signal itself. Similar to the autocorrelation function, a cross correlation between two different variables can be defined as

$$C_{uv}(\tau) = \frac{1}{N_t} \sum_{j=1}^{N_t} u(t_j)v(t_j + \tau) = \langle u(t) v(t + \tau) \rangle .$$

(6.10)

In the analysis of space-time data, it is advantageous to compute the cross correlation between neighboring points [49], e. g. $u(t) = \tilde{n}(x_0, y_0, t)$ and $v(t) = \tilde{n}(x_0 + \Delta x, y_0 + \Delta y, t)$,

$$C_{uv}^t(\Delta x, \Delta y, \tau) = \frac{1}{N_t} \sum_{j=1}^{N_t} u(x_0, y_0, t_j)v(x_0 + \Delta x, y_0 + \Delta y, t_j + \tau) .$$

(6.11)

For brevity, we will refer to $C_{uv}^t$ as $C_{uv}$. A value of $C_{uv} = 1$ means that the variables $u$ and $v$ have identical time traces, i. e. maximal correlation. A value of zero indicates the absence of any correlations between the variables, and $C_{uv} = -1$ is the result of an anti-correlation, where $u = -v$ for all time steps. Intermediate values give a measure for the coincidence of fluctuations in $u$ and $v$. Using
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Figure 6.5 Perpendicular cross correlations for the density fluctuations for the three runs.

the definition of Eq. 6.11, $C_{uv}(\Delta x, \Delta y)$ is displayed as a color-coded plot in the $(\Delta x, \Delta y)$ plane. The figures give insight in the typical shape and size of a typical coherent structure. It is important to note that $C_{uv}$ as defined above is not equal to the spatial autocorrelation,

$$C_{uv}^{xy}(\Delta x, \Delta y, \tau) = \frac{1}{N_x N_y} \sum_{j=1}^{N_x} \sum_{k=1}^{N_y} u(x_j, y_k, t_0) v(x_j + \Delta x, y_k + \Delta y, t_0 + \tau). \quad (6.12)$$

In $C_{uv}^{xy}$, the sum runs over the spatial index of the space time data. In contrast to the spatial autocorrelation, the definition (6.11) yields much better statistics since we have much more points in time (typically several thousand for the simulation, and up to $10^6$ for the experiment) than in space (128 in the simulation, 64 in the experiment). Mathematically, the space average of the poloidal cross correlations (6.11) is identical to the time averaged spatial correlation $C_{uv}^{xy}$ (6.12),

$$\left\langle C_{uv}^{\Delta x, \Delta y, \tau}_t \right\rangle = \left\langle C_{uv}^{xy}(\Delta x, \Delta y, \tau) \right\rangle_{x,y} = \frac{1}{N_x N_y N_t} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \sum_{k=1}^{N_t} u(x_i, y_j, t_k) v(x_i, y_j + \Delta y, t_k + \tau), \quad (6.13)$$

because the sums over the spatial and temporal indices can be exchanged. For simplicity, the equation is expressed for only one spatial direction $y$, but the two dimensional equivalent is easy to form. In the homogeneous perpendicular plane, $C^t$ can hence be used to approximate $C_{uv}^{xy}$. When the correlation functions are used to measure typical scale lengths, these lengths are systematically overestimated. The cross correlation of two Gaussian structures with the width $\sigma_1$ and $\sigma_2$ yields a correlation length of $\sigma^2 = \sigma_1^2 + \sigma_2^2$ [24].

Physical interpretation and results  
Fig. 6.5 shows the cross correlations of the density fluctuations in the perpendicular plane, obtained from the three different mod-
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![Figure 6.6 Perpendicular cross correlations for the potential fluctuations for the three runs.](image)

els. For the delay, $\tau = 0$ has been used, and the reference point $(x_0, y_0)$ is marked by a cross. In both MHD and drift wave turbulence, a periodic part can be observed with $\lambda_{MHD} \approx 18\,\text{cm}$ and $\lambda_{DAW} \approx 9\,\text{cm}$. While the correlation length in the poloidal direction is similar for MHD and drift wave turbulence, the former has a pronounced elongation in the radial direction. These convective cells are typical for the MHD interchange instability. Together with the results from section 6.3.1, this shows that the MHD interchange dynamics is the more violent one. Larger spatial structures go hand in hand with high fluctuation amplitudes. When both instabilities are included in the model (right figure), the interaction results in even larger structures, that are now broader in the poloidal direction, too. Nonetheless, the average transport is lower in the standard case. A reason for this is given in section 6.4.2.

The same analysis has been performed for the potential fluctuations (Fig. 6.6). The results are very different: In the drift wave case, the fluctuations are dominated by poloidally extended perturbations, linked to poloidal $E \times B$ flows (cf. section 5.4.2). The MHD interchange case shows potential structures that closely resemble the density fluctuations, but are larger. In the standard run, the MHD interchange behavior dominates the perpendicular cross correlations.

Perpendicular cross correlations can also be obtained between different variables. Fig. 6.7 shows the correlation of the density fluctuations in the perpendicular plane with the potential fluctuations at the reference point. For the drift waves, the cross correlation does not exceed a value of 0.5. The maximum of this weak correlation is at the reference point, hence where density and potential maximum coincide. This is consistent with the linear picture of a drift wave as described in chapter 2. In MHD interchange turbulence, the existence of convective cells with a phase shift of $\pi/2$ between density and potential fluctuations can be confirmed. A potential maximum at the reference point correlates with a high density fluctuation on its upper side (convecled down the gradient) and a low density fluctuation at its lower side. In the full model the coupling between drift wave and MHD interchange modes can
be observed. Although the structure sizes are close to the MHD results, the cross correlations for the standard run are no longer dominated by convective cells. This is the reason why \( \langle \Gamma \rangle \) and the mean fluctuation amplitudes are lower in the standard run.

### 6.3.3 Conditional averaging

The main goal of conditional averaging (CA) is the detection of coherent structures in space-time turbulence data. The algorithm is based on the assumption that the data consists of a coherent part \( x_c \) and a stochastic part, \( \xi \), thus \( u = u_c + \xi \). The condition \( \mathcal{C} \) serves as a filter; events in \( u_c \) fulfilling the condition are taken into account, the stochastic noise vanishes in the averaging process with \( \langle \xi \rangle = 0 \).

\[
C(x, y)^{\mathcal{C}}_{uv} = \frac{1}{N} \sum_{j=1}^{N} \mathcal{C} \cdot u(x, y, t_j)
\]

The condition is expressed by \( \mathcal{C} \). It is equal to one when the condition is fulfilled and zero otherwise. The simplest condition is \( \mathcal{C}_1 = \delta(u(x, t) - u_0) \). To avoid counting events twice, only the ascending slope of a fluctuation is counted. This is expressed by \( \mathcal{C}_2 : \Theta(\partial_t u(x, t)) \), where \( \Theta \) is the Heavyside step function. The full condition as used in this section reads \( \mathcal{C} : \mathcal{C}_1 \cdot \mathcal{C}_2 \). Throughout this section, only this kind of condition is used, and the threshold is expressed in units of the standard deviation. A value of \( u_0 = 1.5 \sigma \) has proven to be the best compromise between the statistical requirement to count a large number of events and the desire to capture only the large events [24].

In the two-field model of the turbulence simulation, the condition can be imposed on either variable. This creates an analysis tool with phase sensitivity: The method is able to detect fixed phase relations of events at different points,
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Figure 6.8 Conditional averaging for the density fluctuations in the three runs. The condition was fixed to $\bar{n} > 1.5 \sigma_n$ in the increasing flank of an event.

Figure 6.9 Conditional averaging for the potential fluctuations in the three runs. The condition was fixed to $\bar{\phi} > 1.5 \sigma_\phi$ in the increasing flank of an event.

Figure 6.10 Different conditions compared for the density and potential fluctuations. The figures have been obtained from the standard run.
by fixing the condition on an density maximum and averaging over the potential structure in its surroundings.

We have seen in section 6.3.2, that the cross correlation overestimates structure sizes. Conditional averaging provides a tool that reduces this effect [24]. The downside of conditional averaging is the amount of data that is required for an analysis. The condition severely lowers the number of data points that are available in the averaging process, leading to a higher statistical uncertainty.

Physical interpretation and results  Results from conditional averaging are shown in Fig. 6.8 for the density fluctuations and in Fig. 6.9 for the potential fluctuations. The reference point where the condition is checked is marked by a cross. The main features from the cross correlations are reproduced, but with smaller structures having a higher contrast. This is due to the fact that the small amplitude fluctuations do not smear out the result as it is the case for the correlation functions. In the drift wave run, a periodicity with a wavelength of $\lambda = 11$ cm is observed in the drift direction. A similar periodicity shows up in the MHD case, with $\lambda = 15$ cm. Such waves are a feature of the linear models, and are only reproduced for the reduced equation sets. The standard run with MHD and drift wave in interaction does no longer show any periodicity in the poloidal plane. The potential structures (Fig. 6.9) obtained by CA do not provide additional information to the results from the correlation analysis (Fig. 6.5).

Fig. 6.10 demonstrates how different conditions affect the result of CA. The left figure shows the density fluctuations, with the condition placed on $\dot{\phi}$. A small shift between density and potential fluctuations is observed in the poloidal direction. Since the averaging is done over $\dot{n}$, the size of the structure is the same as in Fig. 6.8. The right figure shows the potential fluctuations under the condition imposed on the density. In conditional averaging, the structures of the averaged variable determine the result, regardless of the condition. When the averaging is done over the potential fluctuations, the result will have the (averaged) properties of the potential fluctuations. Consequently, the right part of Fig. 6.10 has the typical length scale of the potential fluctuations. A poloidal shift with respect to the potential maximum at the reference position (where the condition is imposed) is visible. In the right part of the figure, the averaging yields large structure of the size of the potential fluctuations. Hence, the shift is not as clearly resolved. Nonetheless, the center of the fluctuation structure lies over the reference point. These two observations are consistent as they both show an average shift between the two fluctuating quantities. This indicates a (weak) average phase shift between density and potential fluctuations in the standard run.
6.4 Fourier methods

Fourier methods are very common tools for data analysis [73, 48]. Although the Fourier transform of a signal is rigorously defined, the results from Fourier analysis have to be regarded as statistical properties. To obtain meaningful results, an statistical ensemble of data has to be regarded. In practice, this is rather difficult since complete statistical independence between these ensembles is required. To generate an ensemble from space-time data, it is common practice to use time series sampled at different locations, or spatially resolved variables at different time steps. These are, however, not statistically independent. The short correlation time (or length), compared to the size of the simulation volume, however, justifies this approach. Throughout this section we will come back to the concepts of the K41 theory (cf. section 5.1).

6.4.1 Fourier transform and power spectrum

Power spectra describe how energy is distributed over waves with different frequencies \( f = \omega / 2\pi \) or wave numbers \( k \). The power spectrum is obtained as the modulus of the Fourier transform of the signal; it can be calculated for wave numbers, frequencies and as a 2D power spectrum. The power spectrum \( P(k) \) of a signal \( u(x) \) is defined as the absolute square of its (complex) Fourier transform,

\[
\hat{u}(k) = \text{FT}(u(x)) = \int_X u(x) \cdot \exp(ikx) \, dx
\]

\[
P(k) = |\hat{u}(k)|^2.
\]  

(6.15)  

(6.16)

The hat marks a Fourier transformed variable. Experimental data is discrete in time and space, hence a discrete Fourier transform algorithm has to be used. The numerical algorithm used is the very efficient Fast Fourier Transform (FFT) [52]. A consequence of discrete data is a finite resolution in frequency [52]. Frequencies higher than the Nyquist frequency \( f_{Ny} = 1/(2\Delta t) \), where \( \Delta t \) is the time between two subsequent samples, cannot be resolved. A similar limit \( k_{Ny} = 1/(2\Delta x) \) exists for \( k \) spectra. Frequencies beyond the Nyquist limit are mirrored back in frequencies below \( f_{Ny} \). This effect is called ”aliasing”.

An important prerequisite for a Fourier transform is that the data is periodic. (The simulation data is periodic in the \( y \) direction, but not in \( t \), see section 4.4.2). When applied to aperiodic data, the Fourier transform introduces artifacts. This can be prevented by a process called windowing, where the data is point wise multiplied by a function that goes to zero at both ends of the window. The Hamming window [52] is used for the time depended fluctuations. In the \( y \) direction, the simulation results are periodic and no windowing is needed. To enhance the statistical significance of the results, the \( \omega \) spectra are averaged over the points in the perpendicular plane, and the \( k_y \) spectra are averaged over the time steps.
Figure 6.11 Power spectra for the density, potential and transport fluctuations for the three different simulations.

The Wiener-Khinchine theorem  The power spectrum $P(k)$ and the autocorrelation function $C(\Delta x)$ contain the same information and are linked by the Wiener-Khinchine theorem [73],

$$ C(\Delta x) = \frac{1}{2\pi} \int_X P(k) \cdot \exp(ik\Delta x) \, dk. \quad (6.17) $$

This means that the autocorrelation function and the power spectrum are their mutual Fourier transforms.

Physical interpretation and results  The $k$ spectra from a spatial Fourier transform of the potential, density and transport fluctuations are shown in Fig. 6.11. The density spectra for MHD interchange turbulence scales with $\alpha = -3.9$, the drift wave run has $\alpha = -5.1$ in the high-$k_y$ region. The standard run reproduces the drift wave scaling in the small structures, but with a continuing cascade towards larger structures. The overall fluctuation amplitudes behave according to the standard deviation as shown in Tab. 6.1: While the drift wave turbulence has the lowest amplitudes, the MHD interchange instability produces the most violent fluctuations. The standard system is placed in between the two. An exception is given by the potential fluctuations, where the standard system attains the fluctuation level of the MHD-only run.

For larger scales with $k_y < 0.2 \text{cm}^{-1}$, the spectra differ qualitatively. This is most evident in the density fluctuations: For drift wave turbulence, the fluctuation amplitudes at low wave numbers are almost constant, reminding of a "injection range" as it was defined in the K41. For MHD interchange turbulence, the scaling extends to lower wave numbers, which have a higher (relative) amplitude. Since the MHD interchange instability corresponds to a 2D system, this is a result of the inverse cascade dynamics, transporting energy to the larger scales. This behavior is also found in the transport spectra: The maximum transport for the drift wave is in the intermediate scales,
where it is at the maximum scales for MHD interchange turbulence. On all scales, the standard system exhibits an intermediate fluctuation amplitudes, with a density and potential spectrum that is more like MHD, and a transport spectrum closer to the drift wave case.

Fig. 6.12 shows the $\omega$ spectra for density and potential fluctuations. Again, the variation of the fluctuation amplitudes applies to all frequencies. The drift wave $\phi$ spectrum shows a peak for low frequencies $\omega \rightarrow 0$ Hz. This peak is associated with long-living poloidal structures that have been discovered by correlation analysis and conditional averaging. Because no poloidal gradient $\partial_y \phi$ is associated with these structures, they do not lead to $E \times B$ transport and show not up in the $\Gamma$ spectrum. Such a peak does not show up in the MHD run.

### 6.4.2 Phase spectra

The phase of a signal itself is of little use, unless the data analysis has a fixed time scale where $t = 0$ corresponds to a specific event. In turbulence data analysis, this is not the case. However, the relative phase of two fluctuating variables is an important number in plasma dynamics. We refer the reader to sections 2.2.4 and 2.2.5 for a discussion of how the phase relation between density and potential fluctuations can be used to discriminate the different micro-instabilities. The phase $\phi$ between two (poloidal) modes $u_1(y)$ and $u_2(y)$ of wavenumber $k_0$ is called the cross phase. It can be calculated for each time step [60],

$$u_1 = C_1 \exp(ik_0y)$$
$$u_2 = C_2 \exp(ik_0y)$$

$$\phi(k_0) = \phi(C_1) - \phi(C_2) = \ln \frac{\hat{u}_1^0(k)}{\hat{u}_2^0(k)}.$$  \hspace{1cm} (6.18)
with $\hat{u}_i^0(k) = \hat{u}_i(k)/|\hat{u}_i(k)| = |C_i|$. The hat denotes the Fourier transform. Expressed in terms of wave numbers $k_y$ in the poloidal direction and for variables $n_t$ and $\phi_t$ at time step $t$, we have

$$\varphi_{n,\phi,t}(k_y) = \ln \left( \frac{\hat{n}_t(k_y)}{\hat{\phi}_t(k_y)} \right), \quad (6.19)$$

where the logarithm of a complex number yields its phase angle. $\varphi_t$ can be computed for each wavenumber $k_y$ and each time step $t$. When averaged over time, a probability distribution of the phase shift is obtained for each wavenumber. This probability distribution function (PDF) is plotted using a color table. The possible range for the phase shift is $\varphi \in [-\pi, \pi]$; $\varphi$ is plotted over the wavenumber $k_y$. The result allows to look at the phase shift between density and potential fluctuations for each given wavenumber. A similar expression can be defined in $\omega$ space by exchanging the spatial and temporal directions in the definition (6.19).

**Physical interpretation and results**  
Fig. 6.13 shows the $k_y$ resolved phase shift distribution between density and potential fluctuations. The left part shows the result from the drift wave-only model: The cross phase of $\hat{n}$ and $\hat{\phi}$ is close to zero for all wave numbers. This is in good agreement with the linear model from chapter 2. The middle part of the figure shows results from the MHD interchange model. Again the result fits well the mechanism of chapter 2: The phase shift is centered around $\pi/2$ as predicted. The different phase shift for the two instabilities allows us to explain the difference in transport that was first discussed in section 6.3.1. It is in good agreement with the findings from the correlation functions (section 6.3.2) and conditional averaging (section 6.3.3), where convective cells have been detected. These cells are very efficient transport mechanisms.

In the right part of Fig. 6.13 the superposition of both instabilities can be observed. The phase shift is closer to the drift wave model than to the MHD model, but with a broader phase distribution. This leads to larger overall transport, as observed in section 6.3.1. For larger wave numbers, a systematic change of the phase shift is observed. This phase shift is in the direction of $\pi/2$ and caused by the curvature driven MHD interchange instability. It is the source of transport at low wave numbers of the $k_y$ spectra shown in Fig. 6.11. However, this phase shift is too low to be observed in the perpendicular cross correlations. In section 6.3.2, convective cell structures could not be observed in the standard run.

### 6.5 Summary and discussion

**Drift wave turbulence**  
From the analysis of the drift wave-only simulation it is learned that the drift instability is enough to drive the system into fully developed turbulence, as it can be seen from the fluctuations in the perpendicular plane.
The power spectrum of the density and the potential fluctuation exhibits a self-similar scaling law with a scaling exponent $\alpha = -5.1$. This is much stronger than the exponents predicted by conventional fluid theory. In section 5.1, a scaling exponent of $-5/3$ is given for a three dimensional system, and $-3$ is given for 2D fluid turbulence. Density and potential fluctuations follow a Gaussian distribution, the transport fluctuations are intermittent, but close to symmetric. The spatial analysis of structures by conditional averaging yields the picture of a wave-like structure in the density fluctuations with a wavelength of $\lambda = 11 \, \text{cm}$. The potential fluctuations are dominated by modes with a poloidal wave number $k_y = 0$, and a low oscillation frequency $\omega$. These large scale potential fluctuations are poloidal flows, excited by Reynolds stress (cf. section 5.4.2). The typical mechanism for their decay into a geodesic acoustic mode should not be present because the drift wave-only situation does not contain curvature. This might be the reason why zonal flows are that clearly developed in this case. A correlation between density and potential fluctuations can be observed in the perpendicular plane. This corresponds to a phase shift close to zero in a wave-picture, a result that is confirmed by the wavenumber-resolved phase shift distribution. It shows that the small phase shift between density and potential fluctuations applies not only to large structures, but to all scales. All these results support the concept of density and potential fluctuations tied together by the fast parallel dynamics.

**MHD interchange turbulence** Already the raw space-time data for the MHD interchange turbulence in the perpendicular plane show a different behavior. The fluctuating eddies are larger. The amplitude distribution of density and potential fluctuation is Gaussian, similar to the drift wave case. The transport fluctuation PDF is sharply peaked, and has a strong asymmetry not observed in the drift wave case. The kurtosis of the transport fluctuation is higher, too, indicating a larger radial extent of the transport events. By conditional averaging and cross
correlation we find much larger structures than in drift wave turbulence, for both density and potential fluctuations. This is probably due to the inverse cascade dynamics which is much more active in interchange than in drift wave turbulence, leading to energy transport to larger scales. The scaling exponent for the energy fluctuations is \(\alpha = -3.9\), which is different from Kraichnan's prediction for the inverse cascade [35]. It is observed that the potential fluctuations are larger than the density fluctuations. The inverse cascade is mainly acting on the vorticity (and hence the potential). The inspection of the cross correlations between density and potential indicate that the main mechanism in the turbulence are convective cells, with a characteristic phase shift of \(\pi/2\) between \(\bar{n}\) and \(\bar{\phi}\). The size of the convective cells can be seen from the size of the density structures. The wave number resolved phase shift distribution reveals that the phase shift is centered around \(\pi/2\) for all wave numbers. The effectiveness of convective cells as a mechanism for turbulent transport explains the significantly higher values for \(\langle \Gamma \rangle\) as well as the increased kurtosis of the transport PDF.

**MHD interchange and drift wave in interaction** In the analysis of the standard run, basic properties of the two instabilities can be found. In the scale-separating diagnostics such as the \(k_y\) resolved phase shift and the power spectra, the standard system reproduces the properties of the drift wave model for small scales. The scaling exponent of the standard run matches the one of the drift wave run for the small structures. At larger scales \(k_y < 0.2\, \text{cm}^{-1}\), the signature of the MHD interchange instability shows up. Contrary to the drift wave case, the scaling in the power spectra continues to lower wave numbers, and MHD like convective cells contribute to the transport. That this transport is indeed due to the MHD interchange instability can be seen from the phase shift distribution, where a systematic, larger phase shift can be observed for these large structures only. Consequently, the diagnostics which are unable to separate scales, such as the correlation functions and conditional averaging, still give results that resemble MHD turbulence, as the large structures obscure the drift dynamics of the small scales.

Throughout all diagnostics, the standard run with the full dynamics exhibits drift wave properties at small scales. In this properties, the predictions of the linear pictures are found. MHD interchange signatures only show up at large scales. How the mix of drift wave and MHD interchange features change with plasma parameters is investigated in the next chapter.
7 Parameter studies

This chapter examines the influence of several quantities on the turbulence. Here, the full model is used throughout all studies. These quantities can be divided into two groups: First the influence of the magnetic field structure is studied. The field line curvature enforces the MHD interchange turbulence, and it is expected the local magnetic shear tames the turbulent fluctuations. In chapter 4.2 it has been shown that the range of the normalized plasma parameters can be varied in TJ-K. The second section of this chapter will investigate the changes in the turbulence micro-structures when the normalized parameters are varied. A sweep in $\hat{\beta}$ and in $\hat{\nu}$ is discussed. The results from this section are especially important to an experiment-simulation comparison.

7.1 Influence of the geometry

The magnetic field geometry influences the turbulence by two effects. The field line curvature couples the fluctuations to the background density gradient, leading to the MHD interchange instability. Because the curvature has opposite signs on the high and low field side, differences are expected between the fluctuations at different poloidal locations. Furthermore, the local shearing of the magnetic field is expected to damp the turbulence. Both effects are investigated in the next sections using a simulation run with $\hat{\beta} = 0.75$, $\hat{\nu} = 4.0$ and $\hat{\mu} = 0.3$. In physical units, this is TJ-K operated with Helium gas at $n = 2.5 \times 10^{18}$ m$^{-3}$, $T_e = 21$ eV and $B = 0.2$ T. The resulting drift scale is $\rho_\parallel = 0.5$ cm. The metric coefficients used for the runs in this chapter can be found in Tab. 4.3.

7.1.1 Curvature effects

The magnetic field line curvature drives the MHD interchange instability. Its signatures, as observed in the previous chapter, are large, radially elongated structures, high fluctuation amplitudes in the low-$k_y$ regime of the power spectrum and a characteristic phase shift between density and potential fluctuations of $\pi/2$. In section 4.4, it has been shown that in a flux tube coordinate system the magnetic curvature varies along the $z$ axis. Where the flux tube passes the low field side, the curvature is unfavorable, i.e. the MHD interchange modes are unstable. On the high field side, these modes are stable. The fast parallel Alfvén dynamics connects the two locations in the direction of the magnetic field. The subsequent data
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analysis investigates the interplay between the varying curvature and the parallel dynamics. Two perpendicular planes, as described in section 6.2, are analyzed. One of them is placed at the high field side (HFS) of the flux tube, the other one at the low field side (LFS). Fluctuating variables from the HFS are marked by a subscript \( H \), the low field side is indicated by a \( L \). The discussion of the turbulence is organized as in chapter 6.

The amplitudes of the density fluctuations, in units of \( \tilde{n}/n_0 \) are \( \sigma_{n,H} = 0.15 \) and \( \sigma_{n,L} = 0.21 \). The ratio of the fluctuation amplitudes on the high and low field side will be referred to as the ballooning factor \( \mathcal{B} \) in the further.

\[
\mathcal{B}_u = \frac{u_L}{u_H}
\]  

(7.1)

Its value is 1.4 for the density fluctuations. The potential fluctuations are \( \sigma_{\phi,H} = 0.43 \) and \( \sigma_{\phi,L} = 0.42 \), with a ballooning factor of almost one. The transport fluctuations are \( \sigma_{T,H} = 0.0046 \) and \( \sigma_{T,L} = 0.010 \), with a ballooning factor \( \mathcal{B} = 2.17 \). The average transport is \( \langle \Gamma_H \rangle = 0.00122 \) and \( \langle \Gamma_L \rangle = 0.00032 \), with \( \mathcal{B} = 3.76 \). This is larger than the product of density and potential ballooning factors, indicating that a parameter other than the fluctuation amplitudes enters the transport, namely the phases.

The poloidal cross correlation functions for the high and low field side of the plasma are shown in Fig. 7.1. The correlation lengths are of the order of several centimeters, and the events are not radially elongated. This is the signature of the drift instability. The MHD interchange instability is not expected to be dominant at \( \tilde{\beta} = 0.75 \). The radial correlation of the structures decays somewhat faster on the high field side, but the poloidal correlation length is enlarged.

At a higher values of \( \tilde{\beta} = 2.75 \), large radial events are observed on the low field side. Results from such a run are shown in Fig. 7.2; the large radial structures on the low field side are one of the signatures of the MHD interchange instability.
7.1 Influence of the geometry

![Image of density cross correlations](image)

**Figure 7.2** Perpendicular density cross correlations at the high field side (HFS) and the low field side (LFS) at $\hat{\beta} = 2.75$.

![Image of power spectra](image)

**Figure 7.3** Power spectra for the density, potential and transport fluctuations for the high and low field side of the plasma, obtained at $\hat{\beta} = 0.75$.

The difference between high and low field side becomes stronger, and the structures on the high field side are much smaller in the radial direction, but therefore smeared out in poloidal direction. As the cross correlation is normalized to the standard deviations of the fluctuations, it does not reflect the different fluctuation amplitudes. On the low-field side the fluctuation amplitude are 1.4 times higher than on the high-field side.

Fig. 7.3 shows the power spectra for density, potential and transport fluctuations at the high and low field side. Since $\hat{\beta}$ is low, the drift instability is dominant. Although the MHD interchange instability is active, as it can be observed from the ballooning structure, it does not result in a qualitative change in the spectra. All wave numbers are equally ballooned. At a higher value of $\hat{\beta}$, shown in Fig. 7.4, this behavior does not change.

Looking at the phase shift distribution $\varphi_{\tilde{n}, \tilde{\phi}}$ shown in Fig. 7.5, one finds that
the phase shift between density and potential fluctuations does not vary between the high and low field side. This is not surprising for drift wave turbulence. Going to higher values of $\beta = 2.75$, one finds that this effect is persistent. A figure is not shown here. To further drive the MHD interchange instability into a regime where it dominates the turbulence, the value for the field line curvature is enhanced to $\mathcal{K} = 0.5$, which is four times the value of TJ-K. In this run, shown in Fig. 7.6, the phase shift of $\pi/2$ shows up at large scales. Again, a comparison of the high and low field side yields a similar behavior at both poloidal positions. At the high field side, the phase shift distribution cannot be due to the curvature. When a potential perturbation grows into a large convective cell at the low field side, it propagates along the magnetic field line and induces a similar fluctuation on the high field side. The same effect is responsible for the drift-wave like shape of the phase shift distribution in the low beta case: the fast parallel Alfvén dynamics connecting
high and low field side reduces the impact of the curvature driven instability and ties density and potential fluctuations together.

7.1.2 Local shear

In the torsatron TJ-K, the magnetic field geometry is marked by particular high values for the local magnetic shear. A simplified description of local shear has been added to the metric of D\textsc{alf3} (cf. section 4.5). It is quantified by the parameter $\hat{s}_0$ (4.21). To investigate how a locally sheared magnetic field changes the turbulence, simulation runs were carried out using different values for the $\hat{s}_0$.

Fig. 7.7 shows how the turbulence reacts to weak local shear. A realistic description of TJ-K yields $\hat{s}_0 \approx 5$, leading to numerical instabilities in the code. Therefore, lower values for $\hat{s}_0$ have been used in this study. The first row of the figure shows the fluctuation levels (given by the standard deviation in normalized units) of $\vec{n}$, $\Gamma$ and the value of the average transport $\langle \Gamma \rangle$ at the high and low field side of the plasma. These values are plotted as a function of $\hat{s}_0$. On both high and low field side, the amplitudes of the density fluctuations first rise, as $\hat{s}_0$ is increased from zero to 0.75. This is contrary to the expectation that a sheared magnetic field leads to a decreased turbulence level. In Eq. 4.21, the addition of local shear results in an increase of the field line curvature $\mathcal{K}_y$, too. This is an indication for that the interchange instability in the turbulence is driven, leading to the higher fluctuation amplitudes. We will later see that this assumption is also supported by the phase shift distribution. For low values of $\hat{s}$, this effect is not yet compensated by the damping that results from the shear. As this shearing is further increased to $\hat{s}_0 = 1.5$, the decorrelation of the turbulent fluctuations becomes the dominant effect and reduces the fluctuation amplitudes. The transport $\Gamma$ shows a different behavior: Its fluctuations go down continuously as $\hat{s}_0$ is increased. The average value $\langle \Gamma \rangle$ changes its ballooning structure. At low values
Figure 7.7 Local shear scan. From top to bottom: Fluctuation amplitudes, $k_y$ power spectra, density cross correlations in the perpendicular plane and the phase shift distributions. A: $\hat{s}_0 = 0$, B: $\hat{s}_0 = 0.75$, C: $\hat{s}_0 = 1.50$. 
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of local shear, the average transport decreases at the low field side and grows at the high field side. The ballooning factor decreases from $B = 2.8$ to $B = 2.0$. This seems to be reasonable since with $\delta_0$ an additional element is added to the field line curvature $K_y$ (4.19) that does not distinguish between high and low field side. Now the data analysis tools developed earlier are used to further investigate the influence of local shear.

From the $k_y$ power spectrum of $\tilde{n}$ it can be seen how the changes in the fluctuation amplitudes are distributed across the scales. The labels A to C are used to indicate the level of local shear in the simulation. Run A is with $\delta_0 = 0.0$, B with 0.75 and C with 1.5. The introduction of local shear reduces the fluctuations on wave numbers larger than 0.25 cm$^{-1}$, but increases the fluctuation for lower wave numbers. The same effect can be observed for the transport fluctuations: small scales are damped, and large scales are favored. This is quantified in the rightmost plot in the second row of Fig. 7.7, showing the ratio between the fluctuations in a field geometry with and without local shear: It is greater than one for $k_y < 0.25$ cm$^{-1}$, and smaller otherwise. Although the transport in the small scales is damped, the large structures experience the curvature and the interchange instability drives them stronger. It is important to keep in mind that the spectra have been obtained in the drift direction (poloidal in the experiment).

A decorrelation and the reduction of structure sizes is expected in the radial direction. The effect competes with the radial elongation that results from the MHD interchange instability, therefore a slight overall increase in the radial structure size is observed.

The cross-correlations in the perpendicular plane (Fig. 7.7) reflect the growth in low poloidal wave numbers by growing structures. Although the curvature is the reason for the increase in the fluctuation amplitudes, the characteristic radially elongated transport events that have been detected in the previous sections do not show up. As the effect of the shearing is strongest for a structure which is radially elongated, this is probably due to the decorrelation in the magnetic field.

An analysis of the phase shift distribution shows a decrease in width for higher wave numbers. Due to this decrease the turbulent fluctuations can contribute less to transport. Only at the largest scales the phase distribution is broader and a systematic phase shift in the direction of $\pi/2$ is observed. This has been observed as a signature of the curvature drift in the previous chapter and is consistent with the change in the transport spectra.

### 7.1.3 Summary

It is commonly expected that the addition of local shear reduces the turbulence dynamics by radial decorrelation. A reduction of the fluctuations was indeed observed for the small scales of the fluctuations where the drift dynamics is dominant. At these scales, the transport reduction is attributed to the decreased
average phase shift. When density and potential fluctuations are in phase, it is the result of the parallel dynamics. Hence it seems that a change in this parallel dynamics is responsible for the decreased transport level, which is not yet understood. The diagnostics give the impression that local shear leads to a stronger coupling between density and potential fluctuations, and that its effects on the drift wave dynamics is comparable to an enhanced parallel conductivity. As an additional effect at low local shear a rise in the curvature driven MHD interchange instability was observed. It is open to investigation if this effect is an artifact of our definition for the model metric.

In an unsheared field geometry, neighboring field lines remain neighbors for the whole connection length. Local shear perturbs the "neighborhood relations" of field lines on a scale that is much shorter than the parallel length scale of the fluctuations. This connection blurs the structures in the poloidal direction, as it is observed in a poloidal enlargement of the perpendicular cross correlation functions.

7.2 Variation of plasma parameters

The main objective of this study is the investigation of characteristic turbulence properties that can be compared to experimental measurements. Absolute numerical values can serve as a guide, but are of limited precision due to the inaccuracy in determining the experimental plasma parameters. Since the plasma parameters in TJ-K can be varied in a vast range (cf. section 4.2), scaling properties in the statistical properties of the turbulence due to parameter variation provide a better starting point. This chapter discusses how two different parameter variations affect the turbulent fluctuations in TJ-K. The parameters are the normalized plasma beta, \( \hat{\beta} \), and the normalized parallel resistivity, \( \hat{\nu} \). The former increases the MHD interchange instability, and the latter destabilizes the drift waves. Results from parameter sweeps are presented, starting from \( \hat{\nu} = 4.0, \hat{\beta} = 0.75 \) at a value \( \hat{\mu} = 0.3 \) (Helium gas). Two series of simulation runs are discussed, one sweeping \( \hat{\beta} \) from 0.75 up to 3.25, and the other ranging \( \hat{\nu} \) from 2 to 12. The other plasma parameters are kept constant in the sweep. Both parameter ranges exceed the accessible range in TJ-K in order to make the changes in the turbulence more visible. Throughout this chapter, the simple tokamak metric is used. The results from this section are published in Ref. [42, 50, 49].

7.2.1 Variation of \( \hat{\beta} \)

The (normalized) ratio of kinetic to magnetic energy is described by the parameter \( \hat{\beta} \) (3.27). When \( \hat{\beta} \) increases, it is expected from the theoretical description that MHD interchange instabilities become more violent. The signatures of this
Figure 7.8 Results from the $\hat{\beta}$ sweep. From top to bottom: Fluctuation amplitudes, $k_y$ power spectra, density cross correlations in the perpendicular plane and the phase shift distributions. A: $\hat{\beta} = 0.75$, B: $\hat{\beta} = 1.00$, C: $\hat{\beta} = 1.25$, D: $\hat{\beta} = 1.5$, E: $\hat{\beta} = 2.25$, F: $\hat{\beta} = 2.5$, G: $\hat{\beta} = 2.75$, H: $\hat{\beta} = 3.5$. 
instability have been discussed in chapter 6; in this section the scaling of these signatures is studied.

Results from the $\dot{\beta}$ sweep are shown in Fig. 7.8. The first line of the figure shows the statistical properties describing the fluctuation strength for $\bar{n}$ and $\bar{\Gamma}$, as well as the mean transport $\langle \Gamma \rangle$. With increasing $\dot{\beta}$, the density fluctuations become stronger at both high and low field side. The amplitudes range from $\bar{n}/\bar{n}_0 = 0.16$ and 0.21 for low $\dot{\beta}$ to 0.23 and 0.49 for high $\dot{\beta}$. The ballooning factor is $\mathcal{B}_n = 1.5$ for $\dot{\beta} = 0.75$, and $\mathcal{B}_n = 2.25$ for $\dot{\beta} = 3.25$. For the transport fluctuations, the ratios are $\mathcal{B}_T = 2.5$ and $\mathcal{B}_T = 4.6$, respectively; for $\langle \Gamma \rangle$, the ratio is 2.4 at low beta and 15 at high beta. The ballooning is most pronounced in the average transport and weakest for the density fluctuations. It increases with increasing $\dot{\beta}$, showing that the curvature as a coupling mechanism gains importance in the transition from drift wave to MHD interchange turbulence.

The density fluctuation power spectra shown in the second line of the figure show a cascade over all scales at all values of $\dot{\beta}$. At the low wave numbers, a stronger than proportional increase in the fluctuation amplitudes can be observed as $\dot{\beta}$ rises. The transport spectra show a cascade only for structures smaller than 0.2 cm$^{-1}$. The amplitudes of the larger scales rise with increasing $\dot{\beta}$ and also show a qualitative change: at low $\dot{\beta}$, the intermediate scales at $k_y \approx 0.2$ cm$^{-1}$ dominate the transport. When $\dot{\beta}$ rises, the larger structures become more important, and the spectrum is constant for the low wave numbers at $\dot{\beta} = 3.25$. The rightmost figure in the second line of Fig. 7.8 shows the ratio of the transport fluctuations at $\dot{\beta} = 0.75$ and $\dot{\beta} = 3.25$. It confirms the observation that the increase in transport fluctuation amplitudes is most important for the large structures. Consequently, an significant enlargement of the structures is expected in the perpendicular cross correlations in the third row of the figure. In addition to an enlargement of the structures in the poloidal direction, the structures become radially elongated. This has already been observed in the MHD run in chapter 6, where it was named as one of the signatures of MHD interchange turbulence. The radial elongation grows stronger than the poloidal one. The events correspond to convective cells in which a large amount of plasma (measured by the increased density fluctuation amplitude) is transported over a long distance. This leads to the drastic increase in transport, and to a higher kurtosis in the density PDF.

The average phase shift (last row of Fig. 7.8) shows only little variation, even for high values of $\dot{\beta}$. This indicates that the parallel drift wave dynamics is still very strong in the parameter regime under observation. Only for the largest structures a slight increase of $\langle \bar{n}, \phi \rangle$ is observed. This is a signature of the insetting MHD instability and one of the reasons for the increase of the transport at low wave numbers.

Over all the numerical diagnostics, a consistent picture of insetting MHD interchange instability can be drawn: The rise of the normalized plasma beta leads
to an increasing turbulence level on all scales. A closer look at the power spectra shows that the largest scales are affected most by the increased instability induced by $\hat{\beta}$. A result from chapter 6 was that MHD interchange turbulence goes to large scales due to the inverse cascade dynamics. This effect becomes stronger and leads to increased fluctuation amplitudes for large structures. This can also be observed in the perpendicular plane, where the cross correlations indicate growing structures. The radial elongation of these structures is linked to convective cell dynamics. The (slight) increase in the average phase shift is also a signature of this. Since the coupling mechanism in MHD interchange turbulence is magnetic field curvature, the ballooning structure of the fluctuations becomes stronger as $\hat{\beta}$ goes up and MHD interchange dynamics becomes more important. Although all diagnostics clearly show the signs of MHD interchange turbulence as they were observed in the MHD run of the previous chapter, the $k_y$ resolved phase shifts reveal that the parallel drift dynamics still provides a strong coupling between density and potential fluctuations.

### 7.2.2 Variation of $\hat{\nu}$

Fig. 7.9 shows the results from a sweep in $\hat{\nu}$. The data layout is identical to the layout of the beta sweep in Fig. 7.8. Increasing fluctuation amplitudes for $\tilde{n}$ are observed as $\hat{\nu}$ is increased (first row of the figure). The increase is not as drastically as in the $\hat{\beta}$ scan: At low $\hat{\nu}$, the fluctuations are $\tilde{n}/n_0 = 0.11 - 0.16$ of the background density, ranging up to 0.22 and 0.30 for $\hat{\nu} = 12$. Both transport fluctuations and mean transport go up as well. The ballooning coefficient decreases only slightly from $B_n = 1.4$ to $B_n = 1.36$ as $\hat{\nu}$ increases. A similar behavior is observed in the transport fluctuations, where $B$ changes from 2.6 to 2.23. For the average transport, the numbers are $B(\Gamma) = 6.0$ and $B(\Gamma=3.5)$. As the increase of $\hat{\nu}$ is expected to destabilize the drift wave, this effect can easily be explained. This instability does not rely on the curvature, and its growth is therefore constant along the parallel direction. The drift instability has $\mathcal{B} = 1$ and consequently, the overall ballooning factor goes down as a constant fluctuation amplitude adds to ballooned one.

The power spectra in the second row of Fig. 7.9 give insight how the rise in the fluctuations in distributed across the scales. For the density fluctuations, the increase is weak and comparable for all wave numbers, the turbulence becomes stronger on all scales. The transport fluctuations also grow, but the spectra change their shape. The intermediate and small wave numbers $k_y > 0.2 \text{cm}^{-1}$ experience the strongest increase and lead to a maximum in the $\tilde{\Gamma}$ spectrum. The ratio of the fluctuations for $\hat{\nu} = 0.75$ and $\hat{\nu} = 12.0$ shown in the right column of the second row of Fig. 7.9 confirms this: The transport increases by a factor of 10 at $k_y > 0.15 \text{cm}^{-1}$, in contrast to five for the larger structures.

The perpendicular density cross-correlations *shrink* with $\hat{\nu}$. The extent of a
Figure 7.9 From top to bottom: Fluctuation amplitudes, $k_y$ power spectra, density cross correlations in the perpendicular plane and the phase shift distributions. A: $\hat{\nu} = 2$, B: $\hat{\nu} = 3$, C: $\hat{\nu} = 6$, D: $\hat{\nu} = 8$, E: $\hat{\nu} = 12$. 
7.2 Variation of plasma parameters

typical turbulence event decreases in both the poloidal and radial direction. It is counterintuitive that a rise in transport is accompanied by a shrinking of the structures, as one would expect larger transport events. The reason for the increase in transport is found in a broadening of the phase shift distribution \([50]\)]. Furthermore, the cross correlation functions are normalized to the fluctuation amplitudes, so that a direct comparison of the structure sizes is misleading. A higher collision rates, the fluctuation amplitude is much higher, and an increased kurtosis, from \(K = 0.16\) at \(\tilde{\nu} = 2\) to \(0.37\) for \(\tilde{\nu} = 12.0\), consistently indicates that the relative frequency of large amplitudes has grown. The phase shift distribution in the lowest row perfectly reproduces the expectations from the linear model: The linear theory predicts a larger phase shift when the parallel mobility decreases. In the figure, this results in a broadening of the phase shift distributions, indicating that the deviations from the stable \(\varphi = 0\) become larger with increasing resistivity. This increase affects all wavelengths similarly.

The results from the statistical analysis of the \(\tilde{\nu}\) sweep show that the drift instability triggered by increasing \(\tilde{\nu}\) favors the small scales. Drift wave turbulence has its transport maximum at the intermediate and small scales. As these scales gain importance, it is observed that the perpendicular correlation length decreases.

7.2.3 Conclusions

The linear theory predicts that both the normalized plasma beta \(\hat{\beta}\) and the normalized parallel resistivity \(\tilde{\nu}\) drive the turbulence. This is verified in the simulation. Under the \(\hat{\beta}\) scan, the density fluctuation amplitudes grow by a factor of two, and the average transport grow by a factor of 4.3. The MHD interchange instability relies on the field curvature to extract energy from the background gradient. Consequently, the ballooning factor \(B\) increases as \(\hat{\beta}\) goes up.

An increase in the normalized parameter \(\tilde{\nu}\) drives the drift wave stronger. This instability is evenly distributed along the field line. The density fluctuations increase by a factor of 3.2, the average transport increases by a factor of 3.5 in the \(\tilde{\nu}\) scan. As the drift wave induced fluctuations grow, the ballooning factor decreases.

The fluctuation power spectra show that the two instabilities act on different scales. The augmenting MHD interchange instability drives the large scales most. This is the reason for the drastic increase in the transport, as it can be seen from the transport spectrum. By choosing a parameter set with a higher curvature, it has been shown that this is due to an increasing average phase shift. The poloidal structure of the turbulence changes from almost circular blobs to radially elongated transport events. Under strong curvature, these structures have been identified as convective cells with the according density and potential structures. In the parameter regime that is relevant for TJ-K, the average phase shift never becomes high enough for these structures to show up in the correlations. However, a systematic shift in \(\varphi\) is observed, which is sufficient for a significant increase in
the flux-surface averaged transport $\langle \Gamma \rangle$.

When the drift wave is destabilized by increasing $\dot{\nu}$, the small and intermediate scales grow most. As the correlation functions are linked to the power spectrum by the Wiener-Khinchine theorem, this results in smaller correlation lengths. At the same time the average fluctuation amplitudes increase. Destabilizing the drift wave leads to the appearance of small and localized turbulence events. Compared to the convective cells driven by the interchange dynamics, these structures are not as efficient with respect to the density transport.
8 Summary and Conclusions

The goal of this work was to assess the possibilities of an experiment-simulation comparison of turbulence in the torsatron TJ-K and to find parameters that distinguish between different micro-instabilities. Furthermore, data analysis techniques have been developed, and experimental measurements at TJ-K have been suggested.

Simulations were carried out using the two-fluid turbulence simulation code DALF3. The two most important instabilities for the TJ-K plasma, the drift instability and the MHD interchange instability, are included in the model. The equation set is numerically solved in three-dimensional flux tube geometry. It was shown that the conditions for a successful simulation of the TJ-K plasma by DALF3 are fulfilled in a fairly large parameter space. As the normalized parameter set in TJ-K is similar to the parameters in the edge of a fusion experiment, the results from this work and the experiment-simulation comparison are of relevance for the understanding of plasma edge turbulence in fusion devices as well.

In order to identify relevant quantities and features of turbulence, results from fluid theory where revisited and important findings from previous studies were discussed. From the numerical results of the simulation it was concluded that a self-similar scaling is present in the plasma turbulence. A detailed study of the inner mechanisms of the turbulent fluctuations requires an investigation of the turbulence micro-structure. Therefore the utility of various data analysis tools was assessed with respect to their ability to discriminate the signatures of the instabilities.

- The probability distribution function (PDF) of the fluctuating variables showed that the fluctuations of density and potential follow a Gaussian distribution. The high kurtosis of the transport indicates that large fluctuation events are more frequent than to be expected from a standard distribution. No significant difference was observed between drift wave and MHD interchange turbulence.

- A special computation of the cross correlation function was introduced to analyze the spatial structure of the turbulent fluctuations. In the analysis of density fluctuations, drift waves produce almost circular vortices of small size. The interchange instability leads to large, radially elongated fluctuation events. The potential fluctuations always appeared on larger spatial scales than the density fluctuations.
• An advanced method for the detection of structures frequently used by experimentalists is *conditional averaging*. For the plasma turbulence, the results obtained from conditional averaging are consistent with those from the cross correlations.

• A quantity that is easily accessible in the experiment are *power spectra* of the fluctuations. They are similar for potential and density fluctuations. For the $k$ spectra, self-similar scaling exponents can be observed in all situations. They are significantly stronger than the analytical predictions from fluid turbulence theory. Differences where found in the transport spectra, showing a maximum at intermediate wave numbers in drift wave turbulence and at large scales in MHD interchange turbulence.

• The *cross phase distribution* between density and potential fluctuations investigates a property which is predicted to be different by the linear models of the instabilities. It is a sensitive tool for the detection of either instability.

From the analysis of idealized cases it has been learned that the MHD interchange instability results in radially elongated density and potential fluctuations which can be described as convective cells. In the absence of parallel drift dynamics the phase shift between density and potential fluctuations attains the characteristic value of $\pi/2$ at all scales. Drift wave turbulence results in small and localized fluctuations, and the coupling between density and potential leads to a zero phase shift between the two fluctuating variables. In the power spectra, both instabilities exhibit similar scaling exponents. The complete model, including both instabilities, shows structure sizes similar to MHD interchange turbulence and has a phase shift distribution centered around zero. This is due to the fast parallel drift dynamics and parallel Alfvén waves.

Finally it was investigated what the characteristics of the TJ-K plasma would be and how they scale with plasma parameter variations. To this end, parameter scans where carried out in the local shear, the normalized plasma beta and the parallel collision frequency. It was found that the local shear of the magnetic field leads to a decrease in transport and fluctuation strength. This indicates a decorrelation of large radial structures. In the poloidal direction, a damping of the smaller structures is observed. At moderate local shear, signatures of the MHD interchange instability could be observed. This might be attributed to the modified field line curvature resulting from the shear model. It is open to further investigation whether this observation still holds in more realistic geometries.

Increasing the normalized plasma pressure $\hat{\beta}$ leads to rising signatures of the MHD interchange instability. It is mainly observed in the large scales of the turbulent fluctuations and manifested in the formation of radially elongated events. This effect is stronger on the low field side of the plasma, where the unfavorable curvature destabilizes the fluctuations. The average phase shift between density
and potential increases slightly at the largest scales. In the power spectra, significantly larger fluctuations can be observed. As the MHD interchange instability becomes more important, the transport increases. These findings are consistent with the linear picture of this instability.

The parallel collisionality enhances drift wave turbulence. This is mostly visible at the intermediate scales, where the transport fluctuations are strongest. As a result, the turbulence eddies, as observed in the cross correlations, hardly change their size. The increase in transport with rising collisionality can be attributed to both increased fluctuation amplitudes and a broadening of the phase shift distribution. As the drift instability is equally active on the high and low field side, its effects can be observed everywhere along a field line. As a result of the parameter scan, drift wave-like behavior can be expected in TJ-K.

Finally we conclude that the TJ-K plasma is in a parameter regime where it can be simulated by the DALF3 code, yielding valuable insight in the micro-structure of the turbulence. The statistical analysis of the fluctuations provides various means for a comparison of simulation and experiment. Statistical tools are suitable for the discrimination of drift wave and MHD interchange turbulence. The most sensitive diagnostics are obtained from spatially resolved measurement, using a multi probe array in the experiment. The relative importance of the micro-instabilities can be deduced best from the radial structure size, the cross phases and the transport spectra. To confirm these results and therefore the physical models used in the code, experimental measurements should be carried out to verify the numerical predictions. As the study of data analysis tools has underlined the importance of spatially resolved measurements, corresponding diagnostics should be implemented in the experiment. In TJ-K, a poloidal probe array is already available. Its measurements have to be analyzed and to be compared with the simulation results obtained during the course of the present work.

The prediction for TJ-K is drift-wave like turbulence all over the accessible parameter range. Since TJ-K is one of the few devices with full probe access to the plasma, it can provide a valuable contribution to the understanding of plasma turbulence.
# A List of symbols

<table>
<thead>
<tr>
<th>Variable</th>
<th>Section</th>
<th>Signification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{A}$, $A_{\parallel}$</td>
<td></td>
<td>Vector potential, parallel vector potential</td>
</tr>
<tr>
<td>$E$</td>
<td></td>
<td>Energy</td>
</tr>
<tr>
<td>$\beta$</td>
<td></td>
<td>Plasma beta</td>
</tr>
<tr>
<td>$\mathbf{B}$, $B_0$</td>
<td></td>
<td>Magnetic field</td>
</tr>
<tr>
<td>$C_u(\tau)$, $C_{uw}(\tau)$</td>
<td>6.3.2</td>
<td>Auto- / Cross correlation of variable $u$ for delay $\tau$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>3.4</td>
<td>Drift parameter, $\delta_s/L_\perp$</td>
</tr>
<tr>
<td>$\varepsilon$, $\eta$</td>
<td>5.1</td>
<td>Energy dissipation per unit mass, vorticity flow</td>
</tr>
<tr>
<td>$\mathbf{E}$</td>
<td></td>
<td>Electric field</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td></td>
<td>Radial density transport</td>
</tr>
<tr>
<td>$\mathbf{J}$, $J_{\parallel}$</td>
<td></td>
<td>Current, parallel current</td>
</tr>
<tr>
<td>$\Omega$</td>
<td></td>
<td>Vorticity</td>
</tr>
<tr>
<td>$n$, $\tilde{n}$, $n_0$</td>
<td></td>
<td>Density, density fluctuation, background density</td>
</tr>
<tr>
<td>$p$, $\tilde{p}$</td>
<td></td>
<td>Pressure, pressure fluctuation</td>
</tr>
<tr>
<td>$T$, $T_e$</td>
<td></td>
<td>Electron temperature</td>
</tr>
<tr>
<td>$L_{\parallel}$, $L_\perp$</td>
<td>3</td>
<td>Connection length, gradient length</td>
</tr>
<tr>
<td>$M_i$, $m_e$</td>
<td></td>
<td>Ion mass, electron mass</td>
</tr>
<tr>
<td>$\nu_e$</td>
<td></td>
<td>Electron collision rate</td>
</tr>
<tr>
<td>$\phi$, $\tilde{\phi}$</td>
<td></td>
<td>Potential, potential fluctuation</td>
</tr>
<tr>
<td>$\mathbf{k}$, $k_{\parallel}$, $k_\perp$</td>
<td>3</td>
<td>Wave vector, wave numbers</td>
</tr>
<tr>
<td>$q$, $\ell$</td>
<td>2.1</td>
<td>Safety factor, rotational transform</td>
</tr>
<tr>
<td>$(x, y, z)$</td>
<td>4.4.2</td>
<td>Flux tube coordinates</td>
</tr>
<tr>
<td>$(\phi, \theta, \zeta)$</td>
<td>4.4.2</td>
<td>Hamada coordinates</td>
</tr>
<tr>
<td>$(\tilde{\phi}, \tilde{\theta}, \tilde{\zeta})$</td>
<td>4.4.2</td>
<td>Field aligned coordinates</td>
</tr>
<tr>
<td>$(R, Z, \Phi)$</td>
<td>4.4.2</td>
<td>Cylinder coordinates</td>
</tr>
<tr>
<td>$g^{\mu\nu}$, $g_{\mu\nu}$</td>
<td>4.4.2</td>
<td>Co- and contravariant elements $\mu\nu$ of the metric tensor</td>
</tr>
<tr>
<td>$\hat{\beta}$, $\hat{\mu}$, $\tilde{\nu}$, $\varepsilon_s$</td>
<td>3.4</td>
<td>Normalized plasma parameters</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>3.1</td>
<td>Drift scale</td>
</tr>
<tr>
<td>$c_s$</td>
<td>3.4</td>
<td>Sound speed</td>
</tr>
<tr>
<td>$v_A$</td>
<td>3.4</td>
<td>Alven speed</td>
</tr>
<tr>
<td>$\omega_{ci}$, $\omega_{ce}$</td>
<td></td>
<td>Ion cyclotron frequency, electron cyclotron frequency</td>
</tr>
<tr>
<td>$\mathbf{v}_E$, $\mathbf{v}<em>s$, $\mathbf{v}</em>{pol.}$</td>
<td>3.2.1</td>
<td>$\mathbf{E} \times \mathbf{B}$-, diamagnetic and polarization velocity</td>
</tr>
<tr>
<td>$\Pi_k$, $\Omega_k$</td>
<td>5.1</td>
<td>Energy flux, viscous dissipation at scale $k$</td>
</tr>
<tr>
<td>$S_n(l)$</td>
<td>5.1</td>
<td>Structure function of order $n$</td>
</tr>
<tr>
<td>Variable</td>
<td>Section</td>
<td>Signification</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>$\xi(t)$</td>
<td>6.3.1</td>
<td>Random variable</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>6.3.1</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$\hat{s}, \hat{S}$</td>
<td>4.4.2</td>
<td>local shear, total global shear</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>4.4.2</td>
<td>total local shear</td>
</tr>
<tr>
<td>$u(x), \hat{u}(k)$</td>
<td>6.4.1</td>
<td>Variable $u$, Fourier transform of $u$</td>
</tr>
<tr>
<td>$\varphi_{n,\phi}$</td>
<td>6.4.2</td>
<td>Cross phase of $n$ and $\phi$</td>
</tr>
</tbody>
</table>
B Denormalization of plasma parameters

This section describes how a set of experimental parameters describing the plasma (namely, electron density $n_e$, electron temperature $T_e$ and magnetic field $B$) can be obtained from the set of normalized parameters ($\hat{\nu}, \hat{\beta}, \hat{\mu}$) used in the simulation. We will find that $\hat{\mu}$ is irrelevant for the computation of the physical parameters. It is independent from $T_e, n_e$ and $B$. The normalized parameter $\hat{\nu}$ is defined as

$$ \hat{\nu} = \nu_e \frac{L_\perp}{c_s} \quad (B.1) $$

$$ \nu_e = 8\pi e^2 n_e c \ln \Lambda \frac{1}{3\sqrt{3m_e T_e^{3/2}}} \quad (B.2) $$

$$ c_s = \sqrt{\frac{T_e}{m_i}} \quad (B.3) $$

With $\nu_e \text{[s}^{-1}]$ being the electron collision rate, $L_\perp \text{[m]}$ is the scale length of the pressure gradient, $c_s \text{[m/s]}$ the sound speed, $n_e \text{[m}^{-3}]$ is the plasma density, and $T_e \text{[eV]}$. The following constants are used: Electron charge $e = 1$, electron mass $m_e = 5.11 \times 10^5 \text{eV/c}^2$, ion mass $m_i = 9.38 \times 10^8 \text{eV/c}^2$ for hydrogen, the light speed $c = 2.99 \times 10^8 \text{m/s}$ and $\ln \Lambda \approx 17$ (the Coulomb logarithm). In a contracted form, $\hat{\nu}$ can be written as:

$$ \hat{\nu} = \left( \frac{8\pi}{3\sqrt{3m_e m_i}} \ln \Lambda \right) n_e T_e^{1/2} \quad (B.4) $$

$$ (B.5) $$

The normalized parameter $\hat{\beta}$ is defined as

$$ \hat{\beta} = \beta_e \left( \frac{qR}{L_\perp} \right) \quad (B.6) $$

$$ \hat{\beta} = \frac{4\pi n_e T_e}{B^2}, \quad (B.7) $$

where $(qR)$ is the product of rotational transform and the major radius. In a contracted form, the definitions read:

$$ \hat{\beta} = \left( 4\pi q^2 R^2 L_\perp^{-1} \right) n_e T_e B^{-2} \quad (B.8) $$
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To close the equation set, we use the drift scale \( \theta_s \), defined as:

\[
\theta_s = \frac{c_s}{\omega_{ci}} \quad (B.9)
\]

\[
\omega_{ci} = \frac{qB}{m} \quad (B.10)
\]

with \( B \) [Vs/m²][T] being the magnetic field strength. Written in the contracted form,

\[
\theta_s = \frac{c}{e} \sqrt{m_i T_e^{1/2} B^{-1}}. \quad (B.11)
\]

With the definition of the constants

\[
C_\nu = \frac{8\pi}{3\sqrt{3m_e m_i}} \ln \Lambda \quad (B.12)
\]

\[
C_\beta = 2\mu_0 q^2 R^2 L_{\perp}^{-2} \quad (B.13)
\]

\[
C_\theta = \frac{c}{e} \sqrt{m_i} \quad (B.14)
\]

the equations can be rewritten in the form

\[
\dot{\nu} = C_\nu n_e T_e^{-2} \quad (B.15)
\]

\[
\dot{\beta} = C_\beta n_e T_e B^{-2} \quad (B.16)
\]

\[
\dot{\theta}_s = C_\theta T_e^{1/2} B^{-1} \quad (B.17)
\]

Squaring Eq. [B.17] and dividing Eq. [B.16] by the result yields

\[
\frac{\dot{\beta}}{\theta_s^2} = \frac{C_\beta}{C_\theta} n_e \quad (B.18)
\]

\[
n_e = C_\theta^2 C_\beta^{-1} \frac{\dot{\beta}}{\theta_s^2} \quad (B.19)
\]

From Eq. [B.15] we obtain an expression for \( T_e^2 \), and by inserting the result for \( n_e \) it can be reduced to contain only normalized parameters,

\[
T_e^2 = \frac{C_\nu n_e}{\dot{\nu}} \quad (B.20)
\]

\[
T_e = C_\nu^{1/2} C_\beta^{1/2} \frac{\dot{\beta}}{\theta_s} \quad (B.21)
\]

\[
B = C_\nu^{-1/2} C_\beta^{1/2} \frac{\dot{\beta}}{\theta_s} T_e^{3/2} \quad (B.22)
\]

By dividing Eq. [B.16] by Eq. [B.15] and rising the result to the power of \( -\frac{1}{2} \), we get

\[
\left( \frac{\dot{\beta}}{\nu} \right)^{1/2} = \left( \frac{C_\beta}{C_\nu} \right)^{1/2} T_e^{3/2} B^{-1} \quad (B.23)
\]

\[
B = C_\nu^{-1/2} C_\beta^{1/2} \frac{\dot{\beta}}{\theta_s} T_e^{3/2} \quad (B.24)
\]
We now insert the value for $T_e$ as it was obtained before,

\[
B = C_{\nu}^{1/2} C_{\beta}^{1/2} \hat{\beta}^{-1/2} \hat{\nu}^{1/2} \left( C_{\nu}^{1/2} C_{\theta}^{-1/2} \hat{\beta}^{1/2} \hat{\nu}^{-1/2} \bar{\eta}_s^{3/2} \right)^{3/2} 
\]

\[
= C_{\nu}^{-1/2} C_{\beta}^{1/2} \hat{\beta}^{-1/2} \hat{\nu}^{1/2} \left( C_{\nu}^{3/4} C_{\theta}^{3/2} C_{\beta}^{-3/4} \hat{\beta}^{3/4} \hat{\nu} \bar{\eta}_s^{-3/2} \right) 
\]

\[
= C_{\nu}^{1/4} C_{\theta}^{3/2} C_{\beta}^{-1/4} \hat{\beta}^{1/4} \hat{\nu} \bar{\eta}_s^{-3/2} 
\]

(B.25) \hspace{1cm} (B.26) \hspace{1cm} (B.27)

To summarize, we have obtained the following formulas

\[
n_e = C_{\theta}^2 C_{\beta}^{-1} \hat{\beta} \bar{\eta}_s^2 
\]

(B.28)

\[
T_e = C_{\nu}^{1/2} C_{\theta}^{-1/2} C_{\beta}^{-1/2} \hat{\beta}^{1/2} \hat{\nu} \bar{\eta}_s^{-1} 
\]

(B.29)

\[
B = C_{\nu}^{1/4} C_{\theta}^{3/2} C_{\beta}^{-1/4} \hat{\beta}^{1/4} \hat{\nu} \bar{\eta}_s^{-3/2} 
\]

(B.30)

with the units as described at the beginning of this section.
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