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ABSTRACT

The aim of this thesis is to explore and understand some major climate mechanisms
that were responsible for atmospheric and oceanic changes during the LGM (21,000
years ago).

A coupled global atmosphere ocean model of intermediate complexity is used to
study the influence of glacial boundary conditions on the climate system during the
LGM in a systematical manner. A web of atmospheric interactions is disentangled
which involves changes of the meridional temperature gradient and an associated mod-
ulation of the atmospheric baroclinicity. This in turn drives anomalous transient eddy
momentum flux which feedback onto the zonal mean circulation. Moreover, the mod-
ified transient activity, weakened (strengthened) in the North Pacific (Atlantic), leads
to a meridional re-organization of the atmospheric heat-transport, thereby feeding back
to the meridional temperature structure.

Furthermore, it is argued that modifications of the large-scale atmospheric circu-
lation during the LGM may have led to a slowdown of the Pacific subtropical gyre
as well as to an intensification of the Pacific subtropical cell. These oceanic circula-
tion changes generate an eastern North Pacific warming, an associated cooling in the
Kuroshio area, as well as a cooling of the tropical oceans, respectively. The tropical
cooling pattern resembles a permanent La Nina state which in turn forces atmospheric
teleconnection patterns that lead to an enhancement of the subtropical warming by
reduced latent and sensible cooling of the ocean. In addition, the radiative cooling
due to atmospheric CO, and water vapour reductions imposes a cooling tendency in
the tropics and subtropics, thereby intensifying the permanent La Nifia conditions.
Hence, a delicate balance between oceanic circulation changes, remotely induced at-
mospheric flux anomalies as well as local radiative cooling is established which controls
the tropical and the North Pacific temperature anomalies during the LGM.

The LGM simulation exhibits an intensified Atlantic overturning cell, associated
with an enhanced formation of North Atlantic Deep Water. This enhancement can
be attributed to the strong surface cooling in high latitudes and brine release in areas
of seasonally varying sea-ice extent. In turn, the intensified meridional overturning
circulation leads to an enhanced poleward heat transport that is required to equilibrate
the strong tropical-extratropical temperature contrast during the LGM. The modeling
results compare well with some recent paleoreconstructions.
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1. INTRODUCTION

How much was the world cooling in the distant past?

How much is the world warming?
(IPCC 2001)

1.1 Why paleo-modeling?

The past 10,000 years have been anomalous in the history of our planet. This period,
during which civilisation developed, was marked by reduced global climate variability,
unlike during any similar time span of the past 100 millennia (Broecker 1995a). High-
resolution records from ice and sediments cores and other sources have revealed that
in the past rapid climate changes occurred at the time-scale of human lives. Some of
the most pronounced regional and large-scale climate changes (involving, for example,
a regional change in mean annual temperature of several degrees Celsius or dramatic
changes in precipitation patterns) occurred within a few centuries, and often within a
few decades, or even just within a few years (Alley 2000; Peterson et al. 2000; Haug et
al. 1998; Dansgaard et al. 1993). As documented by records from early civilisations
these decadal-time-scale transitions had a strong impact on human living and societies.
For instance, the collapse of the Mayan civilisation which occurred around 800 years
before present (BP) can be attributed to decadal-scale climate shifts (Haug et al. 2001;
Hodell 1995). 1t has also been suggested that alternating wet and dry periods influenced
the rise and fall of coastal and highland cultures of Ecuador and Peru (Thompson et al.
1995). As suggested by Seidov et al. (2001), these sudden climate transitions are also
a threat scenario for our future climate, which is expected to be significantly different
than today’s climate due to anthropogenic emissions of greenhouse gases (IPCC 2001).

Currently, there is evidence for a global warming trend which many scientists con-
sider to be a witness of anthropogenic climate changes. Other researchers, however,
argue that the same trend is a natural adjustment of the global climate system recov-
ering from the Little Ice Age, the last major climate deterioration that ended 100 years
ago (Seidov and Maslin 2001).

Although state-of-the-art coupled general circulation models (CGCM) are able to
realistically simulate both the present annual mean climate and the climatological
seasonal cycle, an accurate simulation of current climate does not guarantee the ability
of a model to simulate past or future climate changes properly. Climate models have
been successful in simulating climate trends since 1850 assuming a combination of
greenhouse gas, aerosol and solar forcing, but these changes are fairly small compared
to many projections of climate change of the 21st century, as addressed by the IPCC



2 1. Introduction

(2001). An important motivation to simulate the past climatic conditions is that such
experiments provide opportunities for evaluating how models respond to large changes
in forcing. This may help to assess the validity of future climate forecasts.

By simulating past climates we can also increase our understanding of mechanisms
of climate change. For example, the climate of the Last Glacial Maximum (LGM)
(about 21kyr ago) is an interesting test case to study the importance of climate feed-
backs. During the LGM, land characteristics were different from those observed today.
The atmospheric COy concentration was about 150 ppm less than today’s and the
global surface albedo differed from today due to the increased sea ice area, the pres-
ence of ice caps and a different vegetation pattern. The extent of sea ice represents one
of the most variable and sensitive parameters of the global climate system because it
strongly influences the amount of reflected solar radiation and the exchanges of heat,
mass and momentum between ocean and atmosphere in high latitudes (Budyko 1969;
Saltzman 1983). Therefore, the understanding of, for instance, the sea ice-albedo feed-
backs during the LGM is an important component towards an assessment of potential
future climate changes.

Furthermore, the coupled atmosphere-ocean system in the tropics has been very
sensitive to changes in wind direction and strength due to the presence of atmosphere-
ocean instabilities (Philander 1985). At the heart of this coupling is the El-Nino
Southern Oscillation (ENSO) phenomenon. Sarnthein et al. (1981) and Molina-Cruz
(1977) documented evidence for stronger equatorial Pacific trade winds during the
LGM, which in turn probably triggered a distinct equatorial air-sea coupling. Thereby,
paleoclimate simulations can help to gain a deeper understanding of the prominent
processes acting in the tropical atmosphere-ocean system. This has been illustrated
in a recent study by An et al. (2003). In this study it was found that the LGM
background supported large-amplitude self-sustained inter-annual ENSO variations in
the tropical Pacific. In addition, their analyses indicated that off-equatorial climate
conditions as well as a shoaling of the thermocline play a crucial role in amplifying the
LGM ENSO mode. Paleo studies also enable us to disentangle the mechanisms of rapid
climate changes and millennial-scale oscillations inferred from paleodata and ice cores.
Modeling simulations also indicate that oscillations of this type may be triggered by
greenhouse warming (Knutti and Stocker 2002).

1.2 A Brief of Earth’s Climate History: The Last 100 kyr

Centennial to millennial scale changes in global climate over the last 100 kyr were
discovered for the first time in the Greenland Ice Core Project, (GRIP) (Dansgaard et
al. 1998; 1989; 1984). Further analyses revealed that instability mechanisms of the
ice sheets around the North Atlantic and of the thermohaline circulation are prime
candidates to trigger such changes (Sarnthein et al. 2001; Broecker 1997; Oeschger et
al. 1984). The Earth’s climate exhibited large and rapid climatic changes during the
last glacial period occurring on millennial timescales (Sarnthein et al. 2001; Grootes
and Stuiver 1997). Temperature variations as derived from §'0 records during the last
glacial period changed considerably during the transition toward the present Holocene.
Moreover, in glacial times temperatures were far more variable than today, although,
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the amplitude of the glacial-interglacial temperature change (cold phases-warm phases)
was lower in tropical and equatorial regions than in mid- and high latitudes (McManus
et al. 1999; Schneider et al. 1996; Rostek et al. 1993).
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Fig. 1.1: §'80 record showing numbered interstadials (Dansgaard-Oeschger events),
and Heinrich events (H1 to H5), and the Younger Dryas (YD). The approx-
imate temperature range is given on the right. Data from GRIP ice core
(Dansgaard et al. 1984).

The series of rapid oscillations (Fig. 1.1) called Dansgaard-Oeschger events (D-O)
(numbered labels in Figure 1.1) and Heinrich events (HE), were associated with local
temperature changes over Greenland of up to 15°C (Lang et al. 1999) within a decade.
Many of these swings in the climate system were not just a local phenomenon, but had
global impact with evidence in South America (Lowell et al. 1995), the North Pacific
(Kotilainen and Shackleton 1995), the Santa Barbara Basin (Behl and Kennett 1996),
the Arabian Sea (Schulz et al. 1998) and the South China Sea (Wang 1999).

In between the HE there is variability of much higher frequency, with a timescale
of about 1500 years (Schulz et al. 2002; Bond et al. 1997; Dansgaard et al. 1993), the
so-called Dansgaard-Oeschger events. These events are perhaps the most pronounced
climate changes that occurred during the past 100 kyr.

Recently, several models have been used in order to explain the rapid tempera-
ture jumps during the last glacial period (Claussen et al. 2003; Timmermann et al.
2003; Schulz et al. 2002; Ganopolski and Rahmstorf 2001; Paillard and Labeyrie 199/;
MacAyeal 1993a,b; Broecker and Denton 1989; Broecker et al. 1985). So far, two main
theories for the causes of the Heinrich and D-O events have been discussed. It has been
suggested that either external forcing of the thermohaline circulation (e.g. Claussen
et al. 2003) or internal instabilities of the Laurentide ice sheet or the thermohaline
circulation (Timmermann et al. 2003; MacAyeal 1993a,b) may be responsible for the
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generation of these events. Moreover, it has been established that low frequency climate
fluctuations associated with orbital forcing between glacial and interglacial periods are
controlled externally (e.g. Imbrie et al. 1992; Imbrie et al. 1984; Berger 1988). In
addition, (Broecker 1994; Hagelberg et al. 1994) argued that there are harmonics of
the orbital variations which correspond to the timing of the HE.

Broecker et al. (1985) attribute these climate shifts (D-O events) to the bista-
bility of the thermohaline circulation. North Atlantic Deep Water is active during
the warm phase whereas it is shutoff during cold phases, and some external /internal
forcing causes mode switches between these two states. This idea is based on the bista-
bility found in Stommel’s classic model (Stommel 1961). However, this hypothesis is
at odds with more recent sediment data showing North Atlantic Deep Water forma-
tion during stadial (cold phases) and shutdown only during or after HE. A second
hypothesis is associated to the shifts of convection between the Nordic Seas and the
mid-latitude Atlantic Ocean (Rahmstorf 1994). In this mechanism, the rapid warming
phase results from a northward intrusion of warm water into the Nordic Seas. Some
trigger is required to start the event. However, the exact nature of this trigger re-
mains unknown. Another hypothesis does not involve the thermohaline circulation.
Clement et al. (2001) highlighted the importance of orbitally-driven changes of the El
Nino-Southern Oscillation phenomenon in triggering abrupt climate transitions in the
extra-tropics. Via changes in the atmospheric planetary-wave pattern.

HE are the second major type of climatic event that occurred in the last ice age.
They are characterised by large input of ice-rafted detritus to the North Atlantic ocean
induced by iceberg discharges over the last 60 kyr (Sarnthein et al. 2001; Bond et al.
1997; Bond and Lotti 1995; Labeyrie et al. 1995; Heinrich 1988). Detailed studies of
the sequence of events in ocean sediments and ice cores showed that HE occurred on
an average timescale of 7,200 + 2400 calender years (Sarnthein et al. 2001) within the
time interval between about 70 and 10.5 kyr.

One of the first approaches to explain the HE was put forward by MacAyeal
(1993a,b). It suggests that the temperature jumps were caused by internal instabilities
of the Laurentide ice sheet. As the ice sheet expanded the geothermal heat from the
Earth’s crust together with heat due to friction of ice moving over ice, was trapped
by the insulation effect of the overlying ice. When this occurred the sediment became
soft, and thus lubrificated the base of the ice sheet causing a massive outflow of ice
through the Hudson Bay. This, in turn, led to a sudden loss of ice mass, which reduced
the insulating effect and led to re-freezing of the basal ice. According to MacAyeal
(1993a,b), this system of progressive ice build-up, melting and surge has an approxi-
mate periodicity of 7000 kyr, which is similar to the interval between the last five HE
shown in the Figure 1.1.

Furthermore, it has been found in several modeling studies (Timmermann et al.
2003; Bjornsson and Mysak 2001; Sakai and Peltier 1999; Winton and Sarachik 1993)
that centennial to millennial scale climate variability can be triggered by noise and
internal oceanic process. The overall idea is that a stable stratified polar water col-
umn, for instance during a HE, becomes destabilised by advection/diffusion of warm
subsurface water. Once deep convection triggered from below reinitiates, it increases
the THC rapidly leading to a so-called THC flush. The third suggested cause of HE is
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the destabilisation of the Laurentide ice sheet triggered by sea level changes induced
by the 1500 years D-O cycles (Sarnthein et al. 2001; van Kreveld 2000).

At the end of the last glacial (12,800-11,500 BP), a particularly interesting abrupt
climatic change took place, the so-called Younger Dryas (YD) event. Air temperature
had already warmed to near-interglacial conditions and continental ice sheets were
retreated, when within a few decades the climate in the North Atlantic switched back
to glacial conditions for more than thousand years. Broecker (1995b) argued that
the retreat of the ice front associated with the interglacial opened a channel to the
east, triggering a catastrophic drop in level of the Lake Agassiz, a very large lake
trapped in the topographic depression created by the weight of the retreating ice cap
in North America. The water released during this breakthrough flooded across Canada
into the St. Lawrence River and discharged directly into the region of deep water
formation. This could have caused a shutdown of the Atlantic thermohaline circulation.
Alternatively, the Younger Dryas may simply have been the last cold stadial period of
the glacial following a temporary D-O warming event, as addressed by Schulz et al.
(2002). During the present interglacial, the climate system has been much more stable
than during the last glacial. However, one abrupt event appeared around 8200 yr as a
cold spike in GRIP ice cores (Fig. 1.1).

One of the most important findings in the study of millennial-scale climate events
is the out-of-phase climate response of the two hemispheres -the bipolar seesaw. This
bipolar seesaw can be controlled by the atmosphere (Broecker 1998; Webb et al. 1997),
by the ocean (Stocker, 1998, 1994 ) or a combination of both (Broecker 1998). Broecker
(2000) suggests that for rapid climate changes to be initiated there must be a trigger
for a sudden “switching off” or a strong decrease in the rate of deep water formation
in either the North Atlantic or the Southern Ocean. This must be due to a decrease
in the density of surface water. Changes of the density could result from changes in
salinity (changes in fresh water) and/or increased temperatures (e.g. Ganopolski and
Rahmstorf 2001; Seidov and Maslin 2001; Dickson et al. 1998; Rahmstorf 1995).

Recently, Maslin et al. (2001) have proposed a combined hypothesis to explain the
origin of abrupt climate jumps (Fig. 1.2). It is quoted below:

The meltwater associated with the D-0 cold event could reduce the North Atlantic
Deep Water (NADW), which in turn changes the direction of the hemispheric
heat transport and thus the Southern Hemisphere warms up. This increased
warmth in the Southern Hemisphere at some point triggers a melting of sea ice
and/or a surging of the Antarctica ice sheets. This reverses the process reducing
the Antarctic Bottom Water and hence strengthening the NADW. This in turns
warms the North Atlantic and triggers another D-O melting event. Eventually
after a certain number of D-O cycles the sea level rise associated with them would
be significant to undercut the Laurentide ice sheet, causing a HE. The HE would
then also influence the Southern Hemisphere and cause a further bipolar climate
swing. Hence once initiated this deep water oscillating system could continue
without need for any external influences.
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Fig. 1.2: Schematic diagram showing the proposed theory to explain the origin of the
abrupt climate jumps. After Maslin et al. (2001).

1.3 Climate Reconstruction - An Overview

During the LGM, land characteristics were different from those observed at present,
in the sense that e.g. parts of North America and northern Europe were covered by
ice caps (Peltier 1994). In addition, the global surface albedo differed from today’s
due to the presence of ice caps and different vegetation patterns (Crowley, 1995).
The atmospheric CO, concentration was about 150ppm less than today (Neftel et al.
1982), but only minor changes in solar radiation occurred associated with the orbital
parameters (Berger, 1978). These modified boundary conditions are expected to lead
to significant shifts in the mean climate as compared to present-day climate.

A pioneering reconstruction of the LGM boundary conditions was accomplished
by The Climate: Long-range Investigation, Mapping, and Prediction (CLIMAP 1981)
project. This reconstruction effort includes micropaleontology, carbonate percentages,
14 ages dates, sea surface temperature estimates, and oxygen and carbon isotopic data.
However, further investigations have shown inconsistencies of CLIMAP estimations of
SST, the extent of land /sea ice and paleotopography with other paleodata sources (e.g.
Peltier 1994; Denton and Hughes 1981).

Estimates of the temperature distribution during the LGM can be based on dif-
ferent types of proxy data e.g. planktonic foraminifera in sediment cores (microfossil
assemblages) (CLIMAP 1981), stable isotope in ice cores (Dansgaard et al. 1993),
alkenone measurements in sediments cores (Herbert et al 2001). Furthermore, pollen
grains have been used to reconstructed paleo-vegetation patterns, the mean tempera-
ture of the coldest month and soil moisture (Farrera et al. 1999; Prentice et al. 1992;
Woodward 1987).
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Microfossil assemblages can be used to reconstructed temperatures as recognised
early in the history of oceanography. John Murray, naturalist of the CHALLENGER
Expedition (1872-1875) discovered that planktonic foraminifera found in the sediments
on the sea floor, and in particular their species compositions, store information on the
temperature of the water which they lived in (Murray 1887). The methods to derive
surface temperatures from microfossil assemblages are well established. The SST is
directly estimated from statistical differences of fossil assemblages from modern assem-
blages. Three methods have been used: the transfer function equations (TF)(Barb et
al. 1987), the modern analog technique, and the revised analog method (RAM) (Wael-
broeck et al. 1998). All of these methods are dependent on extensive reference data
sets that must be calibrated with present-day SST (for example, COADS). Therefore,
an improvement of the paleotemperature depends also on the quality of the reference
data set.

The basis for temperature reconstructions in sediment cores is that oxygen incor-
porated into carbonates (such as in foraminifera microfossils), includes both major
isotopes (O and %0 ), of which '®0O is the most abundant. The ratio of these two
isotopes in water is temperature dependent and follows predictable geographic trends
in the oceans, atmosphere, and glaciers. The ratio is altered whenever water undergoes
a phase change. When sea water evaporates, for example, the heavier isotope 20 is
preferentially left behind in remaining sea water, while the resulting water vapour is
depleted in 80 . The oxygen-isotope composition of a water sample is expressed in
680 (Eq. 1.1) units per mil (1 permil = 0.1%) of relative concentrations with respect
to the ratio of standard mean ocean water (smow).

180
52 — SMmow
680 =29 %1000 (1.1)
smow
By definition, §'80 is zero for standard mean ocean water. A value of §'*0 = -10

thus means the sample has an *0/'®O ratio 10 permil (or 1%) less than smow. The
amount of water or ice required for analysis is small (5-10 g), and stable isotopes can
be measured quite accurately using mass spectrographic techniques.

Under present conditions, the volume of land ice is relatively small, and this ice has
5180 values around -30. During glacial periods, however, much isotopically light water
was removed from oceans and stored in glaciers on land. This caused slight enrichment
of 180 in sea water to about §'80 = +1.5, while glacier ice had even lower 630 values of
around -40. The oxygen-isotope values during past glaciations are preserved in glacier
ice and in fossils buried on the sea floor. These isotopic records are primarily a measure
of changing volume of glacier ice.

Oxygen-isotope ratios are also affected by temperature, for example, the water
temperature in which e.g. formanifera grow or the air temperature in which snow
crystallizes.

Based on the theory of postglacial relative sea level change and the static rebound,
Peltier (1994) derived a paleotopography to the LGM (ICE-4G) that exhibits a simi-
lar extent but a much lower elevation, by as much as 1000 to 1500 meters than the
previous CLIMAP (1981) reconstruction. Recently, a new global ice sheet reconstruc-
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tion (ICE-5G) became available (Peltier 2004). This data set differs significantly from
the previous ICE-4G at all Northern Hemisphere locations that were glaciated during
the LGM. These locations include all of northwestern Europe/Eurasia (Peltier 2004),
the British Isles (Peltier et al. 2002), Greenland and the North American continent
(Tarasov et al. 2002; Peltier 2002). For instance, the Laurentide ice sheet is by about
1000 m higher whereas the Greenland ice sheet is about 500 m lower. Furthermore,
the topographic feature associated with the Siberian ice sheet as captured in ICE-4G
is absent in the ICE-5G data set.

In areas of permanent snow accumulation another kind of paleoreconstruction is
commonly used, the equilibrium line altitude (ELA). The ELA marks the cross-section
where total accumulation equals total ablation. The amount of ice entering into the
section equals the amount of ice flowing out. Observations of modern glaciers indicate
that the ELA approximates the height at which the accumulation area of the glaciers
occupies 70% of its total area (Bradley 1999). Mapping the differences between modern
and paleo-ELA can provide useful insights into past climatic conditions. For example,
in a pioneering study Rind and Peteet (1985) compared a GCM experiment driven by
CLIMAP boundary conditions to pollen-inferred temperature data at low latitude and
alpine ELA analyses. They showed that the model does not produce as much cooling
at low latitudes as is implied by the terrestrial evidence. This has raised the question
about the CLIMAP warming in the tropics.

Compared to today, the main conclusions of the CLIMAP (1981) reconstruction is
that SSTs were similar or even higher in tropical regions than today. More recently, the
reliability of the CLIMAP (1981) reconstruction has been questioned, based on findings
that the tropics (high-latitudes) should have been colder (warmer) during the LGM
than inferred from the CLIMAP reconstruction (Sarnthein et al. 2003; Schdifer-Neth
and Paul 2003; Stute et al. 1995; Guilderson et al. 1994; Broecker and Denton 1989).
Farrera et al. (1999) suggested that tropical temperatures were on average 2.5 to 3°C
lower than today at modern sea level. However, the magnitude of this cooling was not
uniform. For instance, according to Stute et al. (1995), Central America and northern
South America were 5-6°C colder than today. This finding is, however, inconsistent
with alkenone evidence that inferred LGM tropical SSTs to be only slightly colder than
today (Barb et al. 1997; Sikes and Keigwin 1994; Lyle et al. 1992).

In addition, modeling studies of the LGM have provided conflicting results con-
cerning the tropical cooling. The eight AGCM used by PMIP (Pinot et al. 1999;
Joussane and Taylor 1995) show a weak cooling over ocean and land and the simu-
lated increase in continental aridity is less than shown by paleo-environmental data
(Pinot et al. 1999). Recent, Atmosphere-Ocean-Global Climate Model (AOGCM)
simulations (Shin et al. 2003; Kim et al. 2003; Kitoh et al. 2001; Bush and Philander
1999) show also a disagreement in simulated tropical and the North Pacific tempera-
tures. While Kitoh et al. (2001) simulate a warming of the subtropical Pacific, very
similar to the CLIMAP SSTs anomalies, Shin et al. (2003) and Bush and Philander
(1999) simulate a homogeneous North Pacific cooling. Using an AGCM coupled to
a mixed layer Broccoli (2000), obtained tropical SSTs that were 2°C lower than at
the present, whereas Kim et al. (2003) simulate a tropical cooling of about 8°C. It is
unclear which of uncertainties is largest: errors in the SST reconstructions, limitations
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in the representativeness of the available terrestrial/oceanic data, or problems in the
model projections themselves.

1.4 Concept and Structure of the Thesis

Despite intensive research on atmospheric circulation changes during the glacial
period, the individual roles of the LGM boundary conditions in forcing the atmo-
spheric and oceanic circulations have not been quantified systematically using coupled
atmosphere-ocean-sea-ice models. Moreover, it is not clear whether these boundary
conditions tend to produce similar responses in the climate system, or whether they
are in some sense working against one another.

The most part of previous LGM modeling experiments have been performed with
AGCM using either fixed SST or mixed layer slab ocean models (Broccoli 2000; Webb
et al. 1997; Manabe and Broccoli 1985). These models neglect oceanic upwelling,
horizontal advection and dynamical ocean-atmosphere interactions that strongly af-
fect the climate, in particular the equatorial/mid-latitudinal interplay. Furthermore,
these L GM simulations neglected the potential role of land-surface albedo feedbacks on
glacial climates. Except for the ice sheet albedo, land-surface conditions in both the
PMIP simulations and in the recent AOGCM LGM simulations land-surface present
conditions were used (Shin et al. 2008; Kim et al. 2003; Kitoh et al. 2001; Bush and
Philander 1999). Levis et al. (1999) using a dynamic vegetation model coupled to
an atmosphere-mixed layer ocean model, showed that the impact of the land-albedo
feedbacks on LGM climate, regionally and globally may play an important role.

1.4.1 Objectives and Questions to be addressed

The aim of this thesis is to investigate the atmospheric and oceanic circulations
during the LGM as well as the responsible dynamical mechanisms leading to glacial
climate anomalies. This study employs a coupled ocean-atmosphere-sea ice climate
model (ECBIlt-Clio) to study past climate changes.

The main questions addressed here are:

e What is the impact of the glacial boundary conditions on the atmospheric and
oceanic circulations?

e Which mechanisms are responsible for glacial SST changes in the Pacific Ocean?

e How does the thermohaline circulation respond to glacial boundary conditions?

1.4.2 Structure of the Thesis

The model description and performance as well as the experimental design are pre-
sented in Chapter 2. Chapter 3 focuses on the atmospheric response to the individual
LGM boundary conditions. The interaction between the transient eddies and the mean
circulation is also highlighted. Part of this chapter has been submitted to the Journal
of Climate (Justino et al. 2004). Chapter 4 describes the changes of the wind-driven
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and thermohaline circulations. The first part (Timmermann et al. 2004) describes the
responsible mechanism for the simulated SST changes in particular the warming in the
North Pacific and cooling in the equatorial Pacific. Moreover, the changes in sea ice,
surface salinity, overturning circulation and the heat transport are explored. Finally, I
summarise the main findings of this thesis in Chapter 5.



2. THE MODEL

Sometimes it is necessary to take a step backwards in order to go forwards.

Anonymous

2.1 Model Description - ECBilt-Clio

The simulations are performed with the intermediate global coupled atmosphere-
ocean-sea-ice model ECBIlt-Clio version 2. The atmospheric component is ECBilt
(Opsteegh et al. 1998) a global spectral quasi-geostrophic (QG) model with three ver-
tical levels (200, 500 and 800 hPa) and a horizontal resolution of approximately 5.6°
(T21) (Marshall and Molteni 1993). As an extension to the quasi-geostrophic equa-
tions, an estimate of the neglected terms in the vorticity and thermodynamic equations
is incorporated. This ageostrophic forcing is computed from the diagnostically derived
vertical motion and from the rotational component of the horizontal velocity (Eq. 2.2).
The agestrophic terms are included in order to simulate the Hadley circulation proper-
ly. This has important consequences for the strength and position of the jet-stream
and for the transient eddy activity (Opsteegh et al. 1998).

2.1.1 Atmospheric Model: dynamics and physics

The adiabatic core of the atmospheric model is based on the vorticity equation, which
reads,
0

8_5 + V¢ . V(C + f) + foD =+ deSC = _FC (2.1)
where ¢ = V24 is the vertical component of the vorticity vector, v is the streamfunc-
tion, Vj, is the rotational component of the horizontal velocity, D is the divergence
of the horizontal wind, f is the Coriolis parameter, fy is f at 45° north and south,
k4V8( is a highly scale selective diffusion and F; contains the ageostrophic terms in
the vorticity equation. F is expressed in terms of,

¢ oVy
Fe=V, -V D —+4+k-Vwx — 2.2
(= Ve VICHf) + D+ wg> +k Vi x (2:2)
where, V, is the divergent component of the horizontal wind, w = % is the vertical

velocity in isobaric coordinates. Estimates of F; are used to represent the effect of the
ageostrophic circulation on the tendency of the geostrophic vorticity.

The diabatic core of the model is based on: the thermodynamic equation, which
reads,



12 2. The model

0 oY oy g OY 81# RQ

—+Vy =+ - kgV°®— + kg - F 2.3

E PR TR SR PR i e L
where 0 = —%? is the static stability, « is specific volume, € is the potential tempera-

ture, kg is a Rayleigh damping coefficient, R is the gas constant, p is pressure, cp is the
specific heat for a constant pressure, () is the diabatic heating and Fr is the advection
of temperature by the ageostrophic winds.

O

Fr=V, V=
T Xvap

(2.4)

Equations (2.1), (2.3) and the continuity equation can be combined into one equation
for the quasi-geostrophic potential vorticity ¢ by eliminating w and D. It leads to,

Oq 8 oY foRO [ Q foFr
I () k- 2.
3t+V¢ vq+kdva <0 ap) ¢p Op <0p) 8p< o ) (2:5)

where q is defined as:

0 o)
qg=C+ [+ f(?% <ola—i’> (2.6)

ECBIlt uses simplified parametrisations for the diabatic heating due to radiative
fluxes (Eqs. 2.7, 2.8). The diabatic heating is computed at 650 and 350 hPa from the
various diabatic process as follows:

Q35O =

g
LWy — LW, +SW, + LH, 2.7
CpApu( 2 1+ + ) (2.7)

Qes0 = (oT* — LW, — LWs + SW, + LH, + SH) (2.8)

g
Cp Apl

See Figure 2.1 for the symbols of the different terms in the longwave radiation (LW).
LH, and LH, refer to the release of latent heating in the upper and lower layer respec-
tively. Here the latent heat release is due to dynamic and convective rain. The sensible
heat SH is released in the lower layer. Ap, and Ap; are the layer depths of the upper
(350 hPa) and lower (500 hPa) layer respectively.
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Fig. 2.1: Radiation scheme of the atmospheric model (ECBIlt). The subscripts I and u
denote the upper and lower layer, and s the surface layer, respectively. SW,,
and SW; are the shortwave radiation. @)y is the incoming solar radiation,
rq is the planetary albedo, T, and 7; are the absorption coefficients. r,, T,
and 7, are given as a function of latitude and time of the year. The surface
albedo r, is determined by the surface characteristics.

2.1.2 Model Discretisation

In deriving the discretised form of the quasi-geostrophic potential vorticity (Eq. 2.5),
ECBIlt starts from equation 2.1 and equation 2.3. The vorticity equation 2.1 is applied
at the three vertical levels, 200 hPa, 500 hPa and 800 hPa whereas the temperature
equation 2.3 is applied at the intermediate levels 650 hPa and 350 hPa. At the top of
the atmosphere (p=0 hPa) the rigid lid w = 0 is applied. The lower boundary condition
for w is:

Ws = —pPsg <%Cs - VCS : Vh) (2'9)

where (; and V¢, are the vorticity and the rotational velocity at the top of the boundary
layer respectively, for which the values at 800 hPa are chosen, Cp is the surface drag
coefficient, p, is the density at the surface and h is the orography height. The QG
equation is solved using a fourth-order Runda-Kutta scheme. The physics is integrated
using a forward scheme and is computed on grid-points at the gaussian grid.
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2.1.3 The Coupled Model

The sea-ice ocean component is the Clio model (Coupled Large-scale Ice Ocean
Model). It is based on the primitive equations and employs a free-surface ocean gen-
eral circulation model. The horizontal resolution is 3° x 3°, and there are 20 unevenly
spaced vertical levels in the ocean. The ocean component includes a relatively sophis-
ticated parametrisation of vertical mixing and bottom boundary layer processes. Clio
contains a 3-layer dynamic-thermodynamic sea-ice model that simulates the changes
of snow and ice thickness in response to surface and bottom heat fluxes. The coupled
model has realistic topography and bathymetry. Furthermore, the ocean model CLIO
includes mixing along isopycnals and it captures the effect of meso-scale eddies on the
transport (Gent and McWilliams 1990) as well as the dense water flow down topo-
graphic features (Campin and Goosse 1999). The individual models are coupled by
exchanging momentum, freshwater and heat. The ECBilt-Clio model contains a full
hydrological cycle including a land bucket model for soil moisture. The time step of
the atmospheric model is 4 hours, whereas the ocean model has a time step of 1 day,
implying 6 atmosphere time steps for one ocean time step. During these 6 time steps
the ocean surface is kept constant. The atmospheric model is two orders of magnitude
faster than state-of-the-art AGCM.

The main advantage of ECBIilt-Clio compared to coupled AGCMs is its computa-
tional efficiency (a 1000 years model run takes approximately 7 days CPU time on a
Compaq Alpha workstation XP1000), while it still provides a realistic representation
of the large scale dynamics. Hence, it is possible to perform millennial-scale simu-
lations to study the behaviour of the coupled atmosphere-sea-ice-ocean system on a
multi-centennial time-scale, as well as to explore the climate sensitivity associated with
changes in boundary conditions and the physical processes.

Some limitations of ECBilt-Clio originate from the set-up of the atmospheric model,
which is based on the quasi-geostrophic approximation, from the employment of a
weak freshwater flux correction, and from using just three atmospheric layers. Another
disadvantages of ECBilt-Clio is that due to the low resolution of the atmospheric
component and quasi-geostrophic approximation tropical dynamics is not captured

properly.

2.2 Model Performance

In order to analyse the difference between the climate during the LGM and a pre-
industrial reference state, a series of sensitivity experiments is performed. As a ref-
erence experiment, the model is run for 10000 years (CTR) using early industrial
atmospheric CO, concentrations (288 ppm) and present-day albedo and topography
boundary conditions. After about 1000 years of integration the model reaches a quasi-
equilibrium state, in global surface temperature (Fig. 2.2). The evaluation of the
ECBIlt-Clio climatology is done by comparing it to NCEP/NCAR Reanalysis data
(NCEP, 2002). Given the simplicity of the atmospheric model, good agreement is
found for annual mean temperature pattern at 2m (t2m) (Fig. 2.3a,b); and in particu-
lar for the zonal mean (Fig. 2.3c). In addition, the annual cycle of northern hemisphere
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Fig. 2.2: Global mean annual air temperature at 2m in the ECBIlt-Clio control sim-
ulation [°CJ.

Air temperature [°C]

NH summer NH winter Error Model
15.0 12.9 - Observations
14.9 12.8 0.10 ECBIlt-Clio
15.7 12.3 0.65 Uvic
15.5 12.6 0.40 COLA
15.6 13.0 0.35 GISS
19.6 15.5 3.60 NCAR

Tab. 2.1: Coupled model simulations of air temperature at 2m and the absolute error
from NCEP Reanalysis. Adapted from Weaver et al. (2001).

temperature is captured realistically, as compared to other models (Table 2.1). The
global mean annual model t2m (13.6°C) differs from the NCEP data (13.9°C) by 0.3°C.
There are, however, regions in the model where the differences are larger (see Fig. 2.3).
For example, simulated eastern Antarctica temperature is lower than in the Reanalysis
while temperature in western Antarctica is higher. Over most parts of the highest
mountains (e.g. Tibetan Plateau, Greenland, Rocky Mountains) and over the Arctic
the simulated temperature is lower than in the NCEP Reanalysis data. This effect is
more pronounced in partially snow- or ice covered regions. Another discrepancy is the
simulated meridional thermal gradient at the east coasts of North America and Asia.
The thermal gradients simulated by ECBIlt-Clio are much weaker. In addition, over
the eastern equatorial Pacific the model does not reproduce properly the oceanic cold
tongue (see Figs. 2.3a,b). In the zonal mean, however, the ECBIlt-Clio compares well
with the observed patterns. The largest difference between the model and the observa-
tions is located to the north of 65°N (Fig. 2.3c). Anomalous low temperatures are in
large part a result of the overestimation of ice thickness that insulates the atmosphere
and cuts off the direct sensible heat flux from the warmer ocean below. The seasonal
model variability is analysed by computing the amplitude of the first harmonic of air
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Fig. 2.3: Annually-averaged air temperature at 2m [°C|. a) simulated by the ECBIlt-
Clio, b) NCEP Reanalysis and c¢) black line: zonal average of the ECBilt-
Clio, red line zonal average of NCEP Reanalysis. d), e) and f) the same as
a,b,c but for precipitation and g,h,i for SST.

temperature at 2m (Fig. 2.4). Compared to NCEP Reanalysis data, ECBIlt-Clio is
able to reproduce both, the pattern and the amplitude of annual variability. As a result
of the Northern Hemisphere winter bias, the model annual cycle is more pronounced
over eastern Asia. Over North America, Europe and in the tropics, the model and
NCEP show a surprisingly good agreement.

The simulated precipitation (PPT) patterns exhibits the most significant character-
istics evident in the NCEP data. The observed and simulated values over the equatorial
regions associated with the Inter-tropical Convergence Zone (ITCZ) exceed 1.5 myr '
(Fig. 2.3d,e). The most notable discrepancies can be seen over the western subtropical
Pacific where the PPT associated with convection in the warm pool is underestimated,
over the rain forest in Brazil and in central Africa where PPT is about 35% lower than
in the observations. Dryer conditions are also simulated in both hemispheres around
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Fig. 2.4: Amplitude of the first harmonic of air temperature at 2m (°C). (a) ECBilt-
Clio (b) NCEP,

45°N and 45°S as a result of weaker modeled storm tracks (Fig. 2.3f). When aver-
aged globally the simulated PPT (0.86 myr~') is similar to the NCEP Reanalysis (0.87
myr '), as well as the results from other models as seen in Table 2.2.

The simulated sea surface temperature (SST) and the COADS observations (da
Silva et al. 1994) are in good agreement (Fig. 2.3 gh,i), given the simplicity of the
atmospheric model. Nevertheless, as a result of the cooling in high latitudes, the simu-
lated global mean SST (17.7°C) is approximately 0.5°C lower as compared to the global
mean SST observed from COADS. The model simulates slightly warmer conditions in

PPT m/yr Error Model
0.87 - Observations
0.86 0.01 ECBIlt-Clio
1.06 0.03 MRI M1

0.99 0.04 Uvic
0.96 0.07 COLA
1.14 0.11 GISS

1.37 0.34 NCAR

Tab. 2.2: Coupled model simulations of globally-averaged PPT and the absolute error
from NCEP Reanalysis. Adapted from Weaver et al. 2001, Kitoh et al.
2001

the North Atlantic, Nordic Seas and the Oyashio area. This warming is likely a result
of weaker cold air advection from east Siberia and Canada during the boreal winter. In
addition, the simulated Kuroshio and Gulf Stream, separate from the American coast
near New Foundland, rather than at Cape Hatteras. This typical low-resolution model
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feature is associated with an enhanced heat transport into the extra-tropics. In the
subtropics, the model shows warmer conditions in the east Pacific and Atlantic as a
consequence of the underestimation of the surface zonal wind, which in turn, reduces
the upwelling and the evaporative cooling. The model and observations also disagree in
areas of marine stratus-cumulus formation i.e. over the west coast of Africa and South
America. These areas typically exhibits strong upwelling, that is underestimated in
the model. In the zonal mean (Fig. 2.3i), the model and COADS SST patterns exhibit
almost the same shape and magnitude. This suggests that despite the local SST dif-
ferences between ECBilt-Clio and the observations zonally averaged the atmospheric
dynamics linked to the meridional thermal gradient might be not affected. One should
not expect an EMIC system, like ECBilt-Clio, to properly simulate the oceanic fea-
tures associated with small-scale coupled processes like upwelling, in particular along
the western coast of the continents. In general, the problems and caveats mentioned
above also have been found in other atmosphere-ocean-sea-ice models, as discussed in
(IPCC, 2001).

The zonally averaged vertical distribution of the zonal wind and its observational
counterpart from NCEP Reanalysis are displayed in Figure 2.5a,b, respectively. In
general, model and observations exhibit a large degree of similarity. Nevertheless,
compared to the NCEP data, the simulated jet stream maximum is weaker and shifted
poleward by approximately 10°N. This weaker jet is in part a consequence of simu-
lated weaker transient and stationary eddies, as will be discussed in Chapter 4. The
weakening of the zonal wind is also observed in the Southern Hemisphere (SH) around
45°S. The simulated global wind at 500hPa and the NCEP observations are depicted
in Figure 2.6. During December, January, February (DJF) the simulated wind is quite
similar to the observations in terms of magnitude and directions. However, as a result
of an overestimation of Aleutian low, the model simulation disagrees with the observa-
tions over northeast Asia, showing a northwesterly wind component while the NCEP
data display a southerly flow. In the SH the anticyclonic winds associated to the high
pressure systems are well placed by the model and have almost the same magnitude
as in the NCEP Reanalysis. In ECBilt-Clio the trade winds have an artificially strong
zonal component, as a result of dynamical simplification adopted in the model. In the
extra-tropics, the model can well reproduce the shape and position of the westerlies,
although, their strength is slightly weaker. During June, July, August (JJA) (Fig.
2.6b,d) the similarities between ECBIlt-Clio and NCEP become evident in particular
in mid-latitudes between 60°W and 60°E.

Figure 2.7a shows the simulated stationary waves at 500 hPa during the Northern
Hemisphere (NH) winter. Some of the distinct observed feature of stationary waves,
i.e. the Aleutian low, the low over Hudson Bay and the high over the west coast
of North America and Europe are well reproduced by ECBilt-Clio. Large differences
between model and observations can be seen in particular over North America and
Greenland. Furthermore, the simulated Aleutian low is shifted northward as compared
to the observations (Fig. 2.7a,c). A weakening of the stationary wave amplitude in the
NH can lead to a substantial weakening of the poleward heat transport, as discussed
by Jackson (1999). Low surface temperature bias simulated at high latitudes can
be partially attributed to the underestimation of the heat transport by the modeled
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Fig. 2.5: Simulated zonally averaged zonal wind [m/s] (a) ECBIilt-Clio and (b) NCEP.

Sea-ice cover

Season Observed Simulated

Nor. Hem. JJA 11.5 10.4
DJF 14.5 14.3
Sou. Hem. JJA 16.0 21.3
DJF 7.0 9.7

Tab. 2.3: Simulated and observed sea-ice area [10° x km?].

stationary waves. With the exception of the Atlantic ridge that is much weaker, the
simulated ridges bear good agreement with the NCEP Reanalysis having almost the
same amplitude. The simulated stationary waves in the SH are weaker than in the
NCEP observation and shifted southward.

During the NH summer the NCEP data (Fig. 2.7d) show a trough over southeast-
ern Asia extending onto the central north Pacific. In the simulation there is almost no
stationary wave activity in the region (Fig. 2.7b). Over North America, the observed
pattern is reproduced somehow better, showing a ridge (trough) at the western (east-
ern) coast. In the SH the model can reproduce the wave train around Antarctica with
a trough over the eastern hemisphere and a ridge over the Pacific Ocean. Opsteegh
et al. (1998) attributed the weaker stationary waves in ECBilt-Clio to the underes-
timated mean potential vorticity (PV) forcing. They have found very good climate
representation by forcing the model with observed PV. It is important to note that the
model can reproduce reasonably well the annual mean and seasonal variations of the
observed pattern. In the analyses of the glacial climate one should keep in mind the
shortcomings of the model simulation in terms of the representation of the stationary
waves.

As a result of the simulated wind bias associated with the anomalous Aleutian
low, the ice transport and sea-ice thickness are overestimated over the central Arctic.
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Fig. 2.6: Global distribution of wind [m/s] at 500hPa in DJF for (a) ECBIilt-Clio (c)
NCEP data, (b) and (d) the same as (a), (b) but for JJA.

The modeled sea-ice maxima are located in the Kara and the Barents Seas. This
is opposite to the inference of ice thickness derived from climatological surface air
temperature (McFarlane et al. 1992) that shows the sea-ice thickness maximum to
north of Greenland. It should be noted however that in the McFarlane’s climatology,
ice advection is not considered and the sea-ice thickness could hence be underestimated
in some areas. On the other hand, the Antarctic ice distribution shows a reasonable
agreement with the observations. The largest difference in the Weddell Sea occurs as a
consequence of the lower SST and the unrealistic easterly winds pushing sea-ice to the
Antarctic Peninsula. The estimated sea-ice area is very close to the observations (Table
2.3), except during the SH winter. It should be noted also that very few measurements
of the sea-ice distribution are available and a reliable climatology does not exist.

Although the atmospheric model is based on the quasi-geostrophic assumption and
employs just three vertical levels and a T21 resolution. The analyses above clearly
revealed the capability of ECBIlt-Clio to reproduce basic climatic features satisfactorily
at relatively low computational coast. Therefore, ECBIlt-Clio can be used to examine
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Fig. 2.7: Eddy geopotential height at 500hPa [m| CTR in DJF (a) and JJA (b) and
NCEP in DJF (c) and JJA (d)

the sensitivity of a particular process or subcomponent of the climate system across a
wide range of parameters.

2.3 Experimental Design

In order to analyse the climate during the LGM 17 experiments are performed (Table
2.4). In total this corresponds to 21600 model years. The first six simulations are the
main core of the experimental design. They are used to quantify the climate response to
the LGM boundary conditions. The other experiments were conducted to examine the
climate sensitivity to a particular process (e.g. atmospheric response to tropical SST
(ENSO-EXP), stationary waves in a flat Earth (TOPO-0), Heinrich events (0.47FT)).

LGM boundary conditions

In order to simulated the LGM climate the Paleoclimate Modelling Intercompari-
son Project (PMIP, Joussaume and Taylor, 1995) recommended to modify four major
boundary conditions i.e. orbital parameters (hereafter ORB), reduced atmospheric
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Main Simulations
Simulations  Boundary condition = Model Years

CTR Pre-industrial 10000
LGM LGM 6000
TOPO LGM Topography 1000
ALB LGM Albedo 1000
CO2 LGM CO, 1000
ORB LGM Orbital forcing 1000
TOTAL 20000

Secondary Simulations
Simulations Climate feedback Model Years

FF Forest fraction 50
ALB-aging Old ice albedo 50
ENSO-EXP  Atmospheric response 300
TOPO-NH Topography 50
TOPO-SH Topography 50
TOPO-0.5 Topography 50
TOPO-1.5 Topography 50

TOPO-2 Topography 50

TOPO-0 Stationary waves 50
0.19F1 Heinrich event 300
0.38F1 Heinrich event 300
0.47F1 Heinrich event 300
TOTAL 1600

Tab. 2.4: Summary of the coupled simulations.

CO, (hereafter CO2), ice sheet albedo (hereafter ALB), ice sheet topography (here-
after TOPO). The combined effect will be abbreviated as LGM = ALB + CO2 +
TOPO + ORB (hereafter LGM). Based on previous experience from coupled LGM
simulations, the role of sea-level changes is disregarded here. Furthermore, due to the
large uncertainties in the ice sheet mass balance during the glacial period (Marshall and
Clark 1999) ablation process and changes of the ice sheet runoff are also disregarded.

Changes of the orbital parameters (eccentricity, obliquity and precession) have a
significant effect on the amount of solar radiation that reaches the top of the atmo-
sphere. The eccentricity of the Earth’s orbit varies between near-circularity and slight
ellipticity at periods of about 100 kyr and 400 kyr. Changes in eccentricity cause only
very minor variations, approximately 0.03% in the total annual insolation. The oblig-
uity (the tilt of the Earth’s rotational axis), varies between 22° and 25° at a period
of 41 kyr. The changes in obliquity tend to amplify the seasonal cycle in the high
latitudes of both hemispheres. For instance, the climate around 6 kyr BP was strongly
affected by obliquity changes. It was influenced by enhanced summer insolation over
the NH due to an increase of obliquity (24.1° rather than 23.4° today). The third or-
bital effect in the orbital forcing is the precession of the equinoxes. It affects the date of
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Fig. 2.8: Albedo anomalies LGM - CTR [%] (a) and topography anomalies LGM -
CTR [m] (b).

LGM  Present Day

Long. of Perih. 114.42 102.04
Obliquity 22.95 23.44
Eccentricity 0.019 0.016
Date of Perihelion Jan. 15 Jan. 3

Tab. 2.5: LGM and Present-day orbital parameters (Berger, 1978).

perihelion and occurs with a main period of about 21 kyr causing warmer winters and
cooler summers in one hemisphere while doing the opposite in the other hemisphere.
The strength of this effect is largest at the equator and decreasing towards the poles.
A climate effect is only present for large eccentricity values. Hence, precessional cycle
is amplitude modulated by eccentricity cycle, yielding distinct periods of 19 kyr and
23 kyr. Except for a slight reduction in summer insolation caused by reduced oblig-
uity during the LG M, the changes in solar forcing due to LGM changes in the orbital
parameters are very weak. The respective present day and LGM values of the orbital
parameters are shown in Table 2.5.

In addition to the orbital changes, paleo proxy-data indicate that during the LGM
the atmospheric CO4 concentration was reduced by about 150ppm compared with its
actual concentration (Neftel et al. 1982). The other two prominent changes refer to
the land albedo and the ice-sheet topography. In this study, the land albedo is derived
from a reconstructed LGM vegetation mask (Crowley 1995) where the deforested soils
and plant cover are replaced by their respective albedo (Fig. 2.8a). Despite the un-
certainties in the LGM land cover, Adam and Faure (1997) suggest that the rainforest
may have been one third or less of its area today. The difference is also observed over
Eurasia where the actual forest has changed to desert, semi-desert and tundra. In
addition, as a result of the changes from present-day sand desert and barren land to
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desert during the LGM, northern African and southern Australian albedo have been
reduced.

The ice-sheet topography (ICE-4G) is inferred from more than 400 time series of
relative sea level history based upon the *C dating of raised and submerged marine
shorelines (Peltier, 1994). These time series contain information on both the internal
rheology of the Earth and the space- and time-dependent thickness of the ice. This
data base contains 203 time series inferred from ice-covered locations. Figure 2.8 shows
the differences (LGM - CTR) in topography and land albedo used in the sensitivity
experiments. It is important to note that both topography and albedo files were inter-
polated to T21 resolution using bi-linear interpolation (GrADS 1990). The ice sheet
topography in TOPO and LGM experiment is included as an anomaly between the
ICE-4G reconstruction and present-day topography. This anomaly field is added to
the default topography pattern of the atmospheric model ECBIilt.

When averaged globally the land albedo in LGM is 7% higher than in the CTR.
However, the inclusion of ice sheet parameters over North America and Europe in-
creases the albedo by more than 60% in those areas. Moreover, the ice caps create a
topographic barriers to atmospheric flow of about 2000m. Changes in the land surface
characteristics (albedo, topography) have a large impact on the atmospheric circulation
during the LGM, as will be discussed in following sections.



3. ATMOSPHERIC CHANGES DURING THE LAST GLACIAL
MAXIMUM

Formerly the earth produced all sorts of fruits, plants and roots. But now almost
nothing grows...

Olafur Einarsson, (1573-1659)

3.1 Introduction

The climate of the Last Glacial Maximum (about 21,000 years ago) is an interesting
test case to study the importance of climate feedbacks. During the LGM land surface
characteristics were different from those observed today. As an example, parts of
North America and Northern Europe were covered by ice caps, the atmospheric CO,
concentration was about 150ppm lower than today and the global surface albedo was
different from today’s due to the presence of ice caps and a different vegetation pattern.
Global climate simulations driven by LGM boundary conditions are a helpful tool to
understand why glacial climates were so different from today’s climate.

The LGM climate has been the subject of several modeling studies focusing on the
glacial-interglacial variations (e.g. Peltier and Hyde 1984; Suarez and Held 1979) and
the response of the atmospheric circulation to LGM boundary conditions (Kitoh et
al. 2001; Dong and Valdes 1998; Cook and Held 1988; Rind 1987; Manabe and Broc-
coli 1985). Recently, coupled atmosphere-ocean general circulation models (AOGCM)
(Shin et al. 2003; Hewitt et al. 2001; Bush and Philander 1999) and intermediate
coupled models (Ganopolski and Rahmstorf 2001; Weaver et al. 1998) have been used
to improve our understanding of mechanisms of past climate change.

A thorough paleo-proxy-data-climate-model comparison can be a first step towards
an assessment of model performances in significantly different climates. Ultimately
this type of research will help to assess also the potential of climate models, to fore-
cast future climate changes. Despite extensive research on atmospheric circulation
changes triggered by glacial boundary conditions, their relative roles in forcing the at-
mospheric changes, to my knowledge, have not been quantified systematically using
coupled atmosphere-ocean-sea-ice models.

Two pioneering studies by Cook and Held (1988) and Rind (1987) revealed that the
glacial wintertime circulation in the northern hemisphere is most strongly influenced
by topographic forcing. The Laurentide ice sheet imposes an upstream blocking situ-
ation whereas the downstream low interacts with the upstream high generated by the
European ice sheet.

In this chapter, the impact of glacial boundary conditions on the simulated LGM
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mean climate is explored. Moreover, I focus on stationary and transient eddies ac-
tivities. Transient eddies provide an important contribution to the atmospheric heat,
momentum and moisture transport. Hence, they are a key element in driving large-
scale climate changes and the stability of ice caps (Bromwich et al. 1993), which in
turn feedback to the atmospheric circulation through diabatic and orographic forcing.

3.2 Changes in Radiative Forcing

LGM boundary conditions have a direct impact on the radiation budget of the cli-
mate system. Changes in land albedo, for instance, affect the net incoming solar
radiation due to high albedo of snow and ice. In addition, as shown above, LGM
albedo is increased over Laurentide and Scandinavian ice sheets. Moreover, the re-
duction of atmospheric CO, concentration exerts an important influence on the long
wave radiation. In order to determine the magnitude of the radiative forcing anomalies
associated with changes in boundary conditions a method described in IPCC (2001)
is used. The difference between annual mean outgoing and incoming radiation for
sensitivity experiments and pre-industrial control simulation (Eq. 3.1) is computed.

AR = AS + AF (3.1)

Where, the annual mean radiative forcing is R, the annual mean net incoming solar
radiation is denoted by S (down — up) and the annual mean net outgoing longwave
radiation (down — up) is given by F. A denotes the anomalies between the sensitivity
experiments and the pre-industrial CTR run. In fact, the radiative forcing due to
the introduction of an agent (e.g., LGM boundary conditions) is calculated at the
tropopause AFTER allowing for stratospheric temperatures to readjust to radiative
equilibrium, but with surface and tropospheric temperatures and state held fixed at
the unperturbed values. The analyses are based on the last 300 years of 1000-year-long
each simulation. Table 3.3 shows the radiative forcing anomalies for each experiment.
When globally averaged, all runs except for ORB, generate a negative radiative forcing
that tends to cool the climate system. The changes in R are largest when changes
of land albedo (ALB) are considered. This effect is mostly due to the higher ice
sheet albedo and thus to a decrease in the absorption of solar radiation in the NH.
The NH cooling tendency is twice as strong as in the SH. This is reasonable since
the albedo changes are mainly placed in the NH. These results agree with previous
estimates (Hewitt and Mitchell 1997) as well as with results obtained by Hansen et.
al., (1993) and Hoffert and Covey (1992) which were based on the CLIMAP ice sheet
reconstruction. Hansen et. al., (1993) estimate the radiative forcing due to the ice
sheets and vegetation to be -3.5 + 1Wm™2, while Hoffert and Covey (1992) estimate
the forcing to be -3.0 £ 0.5Wm 2.

The TOPO experiment reveals that both NH and SH topography changes contribute
to local hemispheric cooling. It should be noted that the changes in TOPO account
only for the topographic characteristics of the ice sheet (elevation) and not the albedo.
Therefore, radiative forcing due to changes of the topography are weak as compared
to those triggered by glacial albedo anomalies. The radiative changes produced by
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the reduced CO, show that the NH is more sensitive to CO, changes than the SH,
in agreement with other LGM studies (e.g. Broccoli and Manabe 1987). However,
the ECBilt-Clio response to reduced CO, is smaller by a factor of 2 compared to the
results of Hewitt and Mitchell (1997) and Broccoli and Manabe (1987). Glacial changes
of orbital parameters are associated with the weakest radiative forcing anomalies. ORB
is the only simulation which generates a very weak positive radiative forcing anomaly
due to the enhanced insolation in the tropics. The total radiative forcing anomaly as
obtained from the combination of all L GM boundary conditions amounts to -4.3 W /m?,
associated with a global surface cooling of -2°C. The inclusion of all LGM boundary
conditions produces radiative changes of comparable magnitude in the NH and SH. At
a first glance, one would expect much larger changes in the NH due to the ice sheet
topography and albedo changes. Although an explanation for this common cooling
tendency is not trivial, it be can argued that the increased sea-ice around Antarctica
(higher albedo), reduces the amount of absorbed shortwave radiation and plays an
important role in strengthening the radiative forcing anomaly in the SH.

Temperature anomalies simulated by TOPO, ORB and CO2 do not linearly reflect
the changes in the magnitude of radiative forcing directly. Although TOPO simulates
a larger radiative forcing than the CO2, the global cooling in TOPO is not as strong
as in CO2. On the other hand, the weak forcing in ORB produces almost the same
temperature response as in TOPO. It turns out that changes in atmospheric and oceanic
circulations associated with the boundary conditions can enhance or damp the climate
response to the radiative forcing.

Sensitivity Exp. AR [W/m?] and t2m [°C]
Global NH SH
TOPO -1.09 (-0.34) ~1.13 (-0.46) -0.96 (-0.22)
ALB 22,58 (-0.51) -3.46 (-0.85) -1.70 (-0.17)
CO2 -0.42 (-0.45) 2058 (-0.52) -0.25 (-0.39)
ORB 0.09 (-0.24) 0.01 (-0.25) 0.21 (-0.22)
LGM ~4.26 (-2.00) ~4.42 (-2.09) ~4.18 (-2.09)

Tab. 3.1: Radiative forcing area-averaged anomalies in the respective experiments
with respect to CTR. Numbers in brackets indicate the temperature anoma-
lies at 2m in the respective region.

3.3 Mean Atmospheric Changes

3.3.1 Air Temperature

In this section, the simulated atmospheric changes between LGM and pre-industrial
climate are discussed and compared to paleodata. The globally averaged air temper-
ature at 2m (t2m) as well as the t2m anomalies between the experiment ALB, CO2,
ORB, TOPO, LGM and CTR are shown in Figures 3.1 and 3.2. The simulated global
mean t2m in the LGM takes approximately 3000 years to equilibrate and it is about 2°C
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lower compared to CTR (Fig. 3.1). As a result of changes in the orbital parameters,
temperature anomalies simulated by ORB show the maximum cooling over high lati-
tudes decreasing in magnitude equatorward (Fig. 3.2a). This extra-tropical cooling is
associated with the well known temperature-albedo feedback that is enhanced in ORB
due to an enhancement of snow and sea-ice cover. Moreover, the negative shortwave
radiation balance in high latitudes leads to additional cooling through the reduction in
the net radiation. In the tropics, the temperature differences between ORB and CTR
are relatively small.

The air temperature anomalies at 2m between ALB and CTR are depicted in Figure
3.2b. As shown in Table 3.3, the ALB experiment has the largest negative radiative
forcing among the experiments, except for LGM, as well as the largest globally avera-
ged t2m anomaly (-0.5°C) (Table 3.3). Regionally, the cooling exceeds 8°C over the
Laurentide ice sheets, 11°C over the Labrador Sea and 6°C in Scandinavia/Eurasia.
To a large part, surface albedo changes are responsible for the cooling. It increases by
around 60% over the LGM ice sheets, and more than 10% in Eurasia partially due to
the enhanced snow accumulation. In addition, the radiative cooling associated with a
dryer atmosphere enhances the global cooling tendency in the ALB experiment.
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Fig. 3.1: Globally averaged annual air temperature at 2m [°C]. LGM (red), CTR
(black).

Over tropical continents, the largest changes are due to an albedo changes orig-
inating from African and Amazon forests. Air temperature at 2m drops by up to
1.5°C in northern South America due to the bright glacial vegetation (see Fig. 2.8a),
which in turn, reduces the amount of absorbed solar radiation by about 15W/m?2. Tt
should be noted here that the albedo changes reflect the changes in vegetation which
are prescribed in ECBilt-Clio, rather than dynamically modeled. The opposite effect
is observed in northern Africa and southwestern Australia, where the glacial albedo
leads to an increase of absorbed surface solar radiation by 20W/m? resulting in posi-
tive temperature anomalies. This LGM warming pattern in these areas is very similar
to the one obtained by Levis et al. (1999) using a biogeochemical model. Reduced
albedo generates also warmer conditions around Antarctica, but these changes are not
statistically significant at the 95% level. Due to the difference in heat capacity be-
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Fig. 3.2: Annual mean air temperature at 2m [°C] ORB-CTR (a) ALB-CTR (b) CO2-
CTR (¢) TOPO-CTR (d) LGM-CTR (e). Shaded areas are statistically
significant at 95% level based on calculations of student’s t-test with 300
degrees of freedom.

tween land and ocean, cooling over the ocean is smaller than over land. Between 30°N
and 30°S, the temperature in ALB is 0.5 lower than in CTR with increasing negative
anomalies towards the poles. Strong negative anomalies in the North Atlantic are the
results of an extended sea-ice area as well as of cold air advection cooling the ocean
and the overlying air. The t2m anomalies over the North Pacific can be attributed to
an enhanced cold air advection since the sea-ice margin hardly changes.

The response of t2m to reduced COs concentration (Fig. 3.2c¢) is characterised by
a cooling in high latitudes of the same magnitude as observed in the ORB experiment
(Fig. 3.2a). However, cooling over the ocean is stronger than in the ORB simulation.
The cooling exceeds 0.5°C over large parts of the tropical continents. The reason for
this tropical cooling can be explained in terms of a reduced longwave radiation at the
surface, whereas in high latitudes ice-albedo effects can lead to local amplification of
the cooling tendency.

Figure 3.2d shows the t2m anomalies as a result of including the LGM ice sheet
topography. Regions of large cooling, by up to -10°C, can be found over North Amer-
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ica, Scandinavia and over the adjacent oceans. Over land, this is simply a result of the
temperature-height relationship of a stratified atmosphere. Studying this effect Kitoh
(1997) also found that an increase in tropospheric cloudiness linked to a mountain
uplift contributes to a reduction of the t2m due to its influence on the shortwave radi-
ation. In comparison with the CTR run, the simulated cloud cover in TOPO does not
increase significantly. Another mechanism responsible for the cooling resulting from
the ice sheets was proposed by Rind (1987). He attributed the decrease of t2m to the
reduction in the mass of the atmosphere above the elevated ice sheets which reduces
the greenhouse capacity and decreases the absorption of surface emitted longwave radi-
ation. Topographically induced cooling is not homogeneous: Strong positive anomalies
are simulated from northeastern Asia to the northeastern Pacific, in particular in the
NH winter (not shown). In order to investigate in more details these positive t2m
anomalies is shown in Figure 3.3a the radiative forcing anomalies between the TOPO
and CTR. It is clearly seen (Fig. 3.3a), large positive radiative forcing anomalies from
eastern Asia to northeast Pacific/Alaska leading to a warming tendency. Whereas,
over North America/Greenland the negative radiative anomalies are associated with
the cooling tendency. The individual contribution of net shortwave and longwave radia-
tion for the radiative forcing anomalies (Fig. 3.3b,c) shows that the positive (negative)
radiative anomalies are primary driven by changes in the longwave (shortwave) radia-
tion. In addition to the radiative feedback, those higher t2m in the TOPO are also a
consequence of stronger t2m advection resulting from the wind changes generated by
the Laurentide and the eastern Siberian ice sheets (not shown).

In the SH, the negative temperature anomalies in the TOPO simulation are smaller
than in the NH. They are primarily located around Antarctica as a result of a more
extensive and thicker sea-ice and enhanced ice sheet topography. In the tropics, the
t2m anomalies follow the SST changes, i.e. cooler (warmer) air over the North Atlantic
(Pacific). Some aspects of the SST changes are discussed in the following Chapter.

The changes in t2m simulated as a result of the inclusion of the four LGM boundary
conditions are shown in Figure 3.2e. The simulated global mean t2m for the LGM is
2.09°C lower than in CTR (Table 3.3). This cooling is consistent with that simulated
by other GCM simulations (e.g. Shin et al. 2003; Wyputta et al. 2001; Rind 1987).

As discussed above, the presence of the ice sheets cools the climate mainly as a
result of the lapse rate and albedo effects, and reduced greenhouse capacity of the at-
mosphere. Rind 1987 argued that the increased land ice elevation cools the surface in
winter, while the albedo changes cool the surface in summer. The changes in CO, and
in orbital parameters play a secondary role. The maximum near surface cooling in LGM
exceeds 20°C in high latitudes in both hemispheres. In the NH, the largest decrease
in temperature is located over the ice sheets and the North Atlantic while in the SH
it is simulated around Antarctica. The higher temperatures over land in Eurasia and
the North Pacific as simulated by TOPO are also captured in LGM. Including LGM
albedo, reduced atmospheric CO, concentration and orbital forcing leads to reduced
warming in the LGM with respect to TOPO. Although the link between the LGM
topography and the warmer North Pacific is evident (Fig. 3.2d,e), the changes are
more complicated over other oceanic areas. For instance, the temperature response to
reduced CO4 concentration and the changes in orbital parameters oppose the tempera-
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(a) Radiative Forcingr Anomalies (b) Net shortwave radiation anomalies
TOPO - CTR (down—up) TOPO — CTR

(c) Net Iongwove radiation anomalies
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Fig. 3.3: Radiative forcing anomalies [Wm 2] between TOPO and CTR (a), and the
respective contribution of the net shortwave radiation (b) and net longwave
radiation (c).

ture response due to topographic forcing over the SH oceans, where warmer conditions
in TOPO are replaced by cooler conditions in LGM. This illustrates that despite the
weaker temperature response to reduced CO; concentration and orbital changes these
boundary conditions are crucial to establish the temperature pattern in the LGM.

The t2m anomalies between LGM and CTR for DJF and JJA are shown in Fig-
ure 3.4a,b. As expected, the largest changes are simulated over the NH. During DJF,
the temperature drops by up to 15°C over North America/Atlantic and central Eu-
rope. The anomalies in the tropics are smaller, in particular over the Pacific Ocean.
These temperature changes are linked to changes of the atmospheric circulation, and
an increase in snow cover and sea-ice associated to the well-known temperature-albedo
feedback. On the other hand, the higher temperature simulated in DJF (Fig. 3.4a)
extending from eastern Asia to Alaska is a result of three major effects: (1) radiative
forcing changes, (2) weakened latent and sensible heating due to a weakening of the
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(a) Air Temperature LGM — CTR (b) Air Temperature LGM — CTR
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Fig. 3.4: Air temperature anomalies at 2m [°C] for LGM-CTR (a) DJF (b) JJA
and (c) amplitude of the first harmonic. Shaded areas in (a) and (b) are
statistically significant at 95% level based on calculations of student’s t-test
with 300 degrees of freedom.

westerlies and (3) changes of ocean dynamics. In the tropics, however, the simulated
temperature changes are mainly a result of the ocean dynamics and a reduction of
water vapour in the atmosphere that reduces the backscattering of longwave radiation.
Changes in specific humidity are addressed in the next section. In the large part of
the SH, the temperature changes are not statistically significant at 95% level® , ex-
cept for Antarctica and in the Indian/southern Australia sector. This region shows
an unexpected warming that has not been found in other LGM simulations. It may
be a result of weaker westerlies associated with the presence of Antarctica ice sheet.
Figure 3.4b depicts the temperature anomalies in JJA. Compared to DJF, JJA shows
an enhanced cooling in the extra-tropics with temperature anomalies lower than -20°C
over the Laurentide ice sheet. In addition, the cooling is extended equatorward over
land. This is the result of an increase in snow accumulation to the south of the ice
sheets in LGM that is not found in the CTR simulation. Another striking feature is
the seasonality of the positive temperature anomalies over the Bering Strait region and

L A student’s t-test is performed here using 300 degrees of freedom.
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Fig. 3.5: AMTCO [°C] (LGM - CTR) at sea level from Farrera et. al (1999) dots.
Simulated LGM-CTR (contour).

eastern Asia. In the tropics and the SH, the temperature changes are similar to those
simulated during DJF.

Figure 3.4c shows the difference in amplitude of the first annual harmonic between
LGM and CTR. This quantity provides an estimate of the temperature difference
between the coldest and warmest months in the simulations. The figure reveals that
during the LGM, the seasonal variability is strongly reduced over high latitudes in the
NH. The analysis of the annual harmonic of the sensitivity runs (not shown), reveals
that the seasonal variability over North America is mainly driven by modified albedo
while over the east Asia/North Pacific the topographic changes play the most important
role due to its impact on the mid-latitude westerly flow.

Based on records of vegetation changes and of noble gas in ground water measure-
ments, Farrera et al. (1999) provide paleoclimate estimates of the changes of mean
temperature of the coldest month (MTCO) in the area between 32°S and 33°N (Table
3.2, Fig. 3.5). These estimates indicate that during the LGM the MTCO was between
2 and 9°C cooler than at present. Table 3.2 shows the MTCO over some regions as
defined by Pinot et al. (1999). The comparison between the simulated temperature
and the paleo-reconstructions shows good agreement in the equatorial zone. Over the
subtropics, however, the model underestimates the cooling. As depicted by Figure 3.5,
the magnitude of the cooling is not uniformly distributed. For instance, northeastern
Brazil, northwestern South America and southeastern North America cooled by more
than 5°C. This feature is not reproduced in the LGM experiment that shows much
warmer temperatures over these areas. Compared to the NCAR-CCSM of Shin et al.
(2003) the ECBIlt-Clio LGM is in general warmer.
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3.3.2 DMoisture

Glacial temperature anomalies lead to a weakening of the global hydrological cycle.
This in turn changes the amount of atmospheric water vapour. The specific humidity
anomalies integrated from the surface to 500hPa in ALB show an increase in specific
humidity in the tropics and the SH. Nevertheless, the inclusion of ice sheet albedo over
North America and Scandinavia drastically reduces the water vapour content of the
atmosphere over those areas.

The zonally averaged specific humidity anomalies for the sensitivity runs are shown
in Figure 3.6. The reduction of atmospheric CO, concentration and the changes in or-
bital parameters only have a small impact on the atmospheric water vapour. Diagnosed
changes in topography and albedo are mainly responsible for the dryer atmosphere in
the NH in the LGM (Fig. 3.6). The structure in the SH is more complicated. Despite
the positive anomalies in TOPO and ALB, the LGM shows a substantial reduction
in the specific humidity. Comparing the zonal mean changes in specific humidity and
surface temperature anomalies (see Fig 3.2) reveals that the amount of water vapour
in the atmosphere is tightly coupled to the changes in air/sea temperatures. For exam-
ple, in TOPO and ALB the surface temperature is warmer than in CTR in most parts
of the SH, in agreement with the positive specific humidity anomalies. On the other
hand, lower temperatures lead to negative humidity anomalies as a result of reduced
evaporation in the LGM. In addition to this local effect also the atmospheric circulation
contributes to humidity changes through the water vapour transport by winds. The
relationship between humidity changes and transient eddy activity in particular will
be discussed in the end of this Chapter.

AMTCO | NCAR-CCSM  ECBIilt-Clio  Farrera et al. (1999)
Shin et al. (2003) area-average Minimum / Maximum
ESA -3.5 -3.0 -3.0 / -8.0
EEA 3.5 1.9 3.0 /-5.0
NG -3.6 -1.2 -2.0 /-7.0
SSA 5.0 2.4 3.7/ 6.5
SENA -4.4 -1.9 -7.5 /-15.5

Tab. 3.2: Glacial-age changes in mean temperature of the coldest month (AMTCO)
over Equatorial South America (ESA - 50-75°W,10°N-2°S), Equatorial
East Africa (EEA - 25-45°E,10°N-1(°S), New Guinea (NG 130-150°E,0-
10°S), Subtropical South Africa (SSA - 15-35°E,15-35°S) and Subtropical
FEastern North America (SENA - 75-85°W,30-35°N). The minimum and
maximum represent the minimum and maximum AMTCQO within the re-
gions among the proxy-data. The simulated AMTCO in the LGM ex-
periment is shown for comparison. The table is derived from Shin et al.
(2003).
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Fig. 3.6: Time averaged annual zonal mean specific humidity anomalies with respect
to CTR in the different sensitivity experiments [g/kg].

3.3.3 Stationary Waves

As discussed by Cook and Held (1988) glacial ice sheets increase the zonal asym-
metries - stationary waves - of the atmospheric circulation. Furthermore, the other
LGM boundary conditions affect the stationary waves through the diabatic forcing
and vorticity flux anomalies. To analyse the response of stationary waves to the LGM
boundary conditions the simulated anomalies in eddy geopotential height? at 500 hPa
between CTR and the sensitivity experiments are shown in Figures 3.7 and 3.8. During
DJF, the anomalies between ALB and CTR (Fig. 3.7b) show an enhanced wave train
across Canada into Greenland that represents an amplification of the ridge-trough pat-
tern simulated in CTR. Furthermore, the high pressure over Europe weakens in ALB
as compared to CTR.

Most changes due to reduced atmospheric CO,y concentration are not statistically
significant at a 95% level (Fig. 3.7c) except for the low pressure systems over Canada
and Europe. The changes due to the LGM orbital parameters (Fig. 3.7d) are very sim-
ilar to those described for CO2 and ALB. Changes in the geopotential height in ALB,
CO2 and ORB seem to be related to the diabatic heating changes, since these exper-
iments show similar diabatic heating pattern (not amplitude) as a result of increased
albedo feedback. In the SH, ALB, CO2 and ORB show very weak eddy geopotential
anomalies in DJF. Now the changes in JJA are discussed for these experiments, leav-
ing discussion of the DJF for TOPO and LGM experiments for the end of this section.
During JJA, the striking feature in ALB is the intensification of the trough over the
Laurentide ice sheet (Fig. 3.8b). This anomalous trough creates a cyclonic cell with
northward (southward) flow over eastern (western) North America, which induces at
the eastern (western) coast of North America slightly higher (lower) surface air tem-

2 The eddy geopotential height is defined as the geopotential height with the zonal mean removed.
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Fig. 3.7: DJF eddy geopotential height at 500hPa [m] in CTR (a) and the differences
ALB-CTR (b) CO2-CTR (c) ORB-CTR (d) TOPO-CTR (e) LGM-CTR (f).
Shaded areas are statistically significant at 95% level based on calculations
of student’s t-test with 300 degrees of freedom.

perature, as also found by Rind (1987). A ridge over the North Pacific is established
in response to the diabatic forcing of ALB. The generation of the low pressure system
over North America in ALB can be explained in terms of geopotential tendency and
omega equations as described by Holton (1972). It is a direct consequence of posi-
tive vorticity and differential thickness advection. The differential thickness advection
is defined as the rate of decrease of temperature advection with height. The fall in
geopotential height in ALB can be understood as a result of the increase in the cold
air advection into the air column below the 500hPa trough. It leads to a reduction
of the thickness of the column, and hence the height of the 500hPa surface decreases.
This mechanism is discussed in more detail in the paragraphs concerning the LGM.
The stationary wave anomalies due to changes in CO, and the orbital parameters are
very similar and confined to high latitudes. It emphasises the influence of changes in
these boundary conditions in the extra-tropics.

To investigate the eddy geopotential anomalies resulting from changes in topog-
raphy, a series of additional experiments in which the Laurentide ice sheet height is
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Fig. 3.8: JJA eddy geopotential height at 500hPa [m] in CTR (a) and the differences
ALB-CTR (b) CO2-CTR (c) ORB-CTR (d) TOPO-CTR (e) LGM-CTR (f).
Shaded areas are statistically significant at 95% level. Based on calculations
of student’s t-test with 300 degrees of freedom.

multiplied by a factor of 0.25, 0.5, 1.5 and 2 (hereafter 0.25an, 0.5an, 1.5an and 2an)
is performed. Elsewhere the topography is kept as in LGM (factor = 1). Figure 3.9
shows the zonally averaged topography of North America for each experiment. LGM
and CTR are also plotted for comparison. The main conclusion from previous studies
concerning the atmospheric response to topographic barriers, such as the Laurentide
ice sheet (Cook and Held 1992; Cook and Held 1988; Rind 1987), is that the Lauren-
tide ice sheet enhances the upstream long wave ridge and the downstream long wave
trough, as depicted in Figure 3.7e. Cook and Held (1992) argued that the station-
ary waves’ response to small topographic changes can be satisfactorily reproduced by
a linear model. In contrast, it is found that for large mountains the linear response
breaks down. Figure 3.10 shows the eddy geopotential height anomalies simulated by
the topography experiments. In the 0.25an experiment (Fig. 3.10a) there is a clear
stationary wave train with an enhanced anticyclonic flow to the west and a cyclonic
flow to the northeast of the topography anomalies. A similar but weaker wave train is
also found over North America in 0.5an experiment (Fig. 3.10b). This weakening in
the ridge-trough pattern depicted in 0.5an reveals that decreasing the height of topo-
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Fig. 3.9: Zonally averaged topography in North America for different topographic
experiments [m].

graphic barrier with respect to LGM tends to reduce the amplitude of the downstream
low and the upstream high.

From an increase of the height of Laurentide ice sheet (Fig. 3.10c,d), one can
conclude that the low pressure system located over northern North America in LGM is
replaced by a high pressure. In addition, a trough over the Nordic Seas and Greenland
replaces the ridge simulated in 0.25an and 0.5an experiments. The development of the
high pressure system over North America can be understood as a result of a cold high
at surface and a divergent (anticyclonic) induced flow due to the downward vertical
velocity (Holton 1972). The topographic experiments performed here show that the
generated wave train in the LGM is tightly related to the topographic barrier height.

The comparison of the sensitivity experiments shows that in DJF the topographic
changes play the most important role to set up the glacial stationary wave pattern
(Fig. 3.7). The changes in CO, and the orbital parameters also play an important role
to intensify the trough over Europe as well as the ridge over the North Pacific. During
JJA, however, the stationary waves are strongly affected by the ice sheet albedo in
particular over North America. The role of reduced CO, and the orbital parameters
during the austral winter is secondary to the stationary waves in the LGM. These
results are consistent with AGCM result of Rind (1987).

As briefly discussed for ALB experiment, the negative temperature and the positive
vorticity advections contribute to reduce the geopotential height in 500hPa according
the geopotential tendency equation (Eq. 3.2).
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Fig. 3.10: Time averaged annual mean eddy geopotential height anomalies at 500hPa
between the topographic experiments and LGM [m]. See text for details.
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where the geopotential tendency y ~

The geopotential tendency equation provides a relationship between the local change
of geopotential and the distribution of vorticity and thickness advection as can be seen
by analysing the three terms labelled A,B, and C, respectively. The term B, vorticity
advection term, cannot change the strength of synoptic system at the levels where
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the advection is occurring but only acts to propagate the disturbance horizontally and
spread it vertically. The major mechanism for amplification or decay of the midlat-
itudes synoptic system is contained in term C. This term, the thickness advection,
tends to be largest in magnitude in the lower troposphere beneath 500 hPa trough
and ridge. As discussed by Holton (1972) since ‘3—;’ is proportional to temperature, the
thickness advection is proportional to the temperature advection. Thus, term C in
(3.2) is proportional to the rate of temperature advection with respect to the height.
This term is usually referred as the differential temperature advection. In order to

(a) Differential Temg. Adv. DJF (b) Differential Temp. Adv. JJA
LGM-CT LGM-CTR
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Fig. 3.11: Rate of change of temperature advection with respect to height. Differences
between LGM and CTR experiments [107°x°C s~t] (a) DJF (b) JJA.

examine the influence of the differential temperature advection on the changes in the
eddy geopotential height anomalies over North America, is shown in Figure 3.11 the
differential temperature advection anomalies between the LGM and CTR experiments.
The differential temperature advection is the difference between the temperature ad-
vection at 650 hPa and the temperature advection at the surface for the respective
simulation (i.e., Vs - V7650 — Viur - V7 sur). The Figure 3.11 shows a reduction in the
differential temperature advection over the most part of North America, in particular
during DJF. It represents an increase of cold temperature advection. Thereby, cold air
into the air column below the 500 hPa trough reduces the thickness of the column and
hence decreases the geopotential height. It is important to note that the contribution
of the diabatic heating is neglected in the Equation 3.2, even though it may be very
important to intensify the trough in particular over the North Atlantic.

3.3.4 Baroclinic Instability

Large-scale temperature and atmospheric circulation changes have the potential to
modify also the statistics of transient waves. These are predominantly generated by
baroclinic instabilities of the background flow. In order to investigate changes in baro-
clinic instability due to glacial boundary conditions is studied the simulated changes
of the Eady growth rate (opr) (Lindzen and Farell, 1980). 1t is a measure for baro-
clinicity in the atmosphere and can be used to quantify the potential for instability
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and cyclone growth. The Eady growth rate estimates baroclinic instability through
the vertical wind shear and the static stability in the atmosphere. It is defined as
oBr = 0.31%|8V /0z| where f is the Coriolis parameter, N the Brunt-Viisila frequency,
z the upward vertical coordinate and v the horizontal wind. Based on observational
data, one observes that the growth rate is high over the North Pacific and North At-
lantic during the boreal winter season. Furthermore, it is shifted with respect to the
storm track maxima. The storm track maxima can be found to the east coast of Asia
and North America. Hall et al. (1994) attributed the spacial extension in high values of
opr from southern Asia to Pacific to changes in static stability and the meridional tem-
perature gradient. In order to quantify the role of the meridional temperature gradient
and static stability, both terms are analysed separately. The ECBilt-Clio simulation
suggests that the long “tail” of og; over eastern Asia originates from the strong ver-
tical wind shear, rather than from the atmospheric stratification. The static stability
contributes to og; amplitude but do not control their spacial distribution. Comparing
Figure 3.12a with Figure la of Paciorek et al. (2002) reveals that the simulated opy
is reproduced quite well in comparison to the NCEP reanalysis. The two storm track
regions are well represented over the western Atlantic and the Pacific. They reflect
high baroclinic instability with potential to drive storm track dynamics.

Figure 3.12b shows the op; anomalies between ALB and CTR during DJF. The
changes in surface albedo are associated to lower growth rates in the Pacific storm
track region and slightly higher growth rates over Scandinavia/central Asia and parts
of North America. These features are a consequence of the changes in wind shear that
decreases (increases) over the Pacific storm track (Eurasia and North America) (not
shown). The contribution of the static stability (not shown) also reinforces the op;
due to smaller vertical thermal gradient in the ALB simulation. In agreement with the
weaker meridional thermal gradient in the SH (see Fig. 3.2), a reduction of o, can be
found over Antarctica between the date line and 90°W.

The differences between the simulated Eady growth rate under reduced atmospheric
COg4 concentration and the CTR run are shown in Figure 3.12c. In general, the CO2
run exhibits similar anomalies as the ALB experiment. The strengthening in baroclinic
instability over North America in the CO2 run may have played a crucial role in
the maintenance of the Laurentide ice sheets in the real world (I come back to this
point in more detail in the section concerning the transient eddies). The enhancement
of the vertical wind shear over North America generates positive anomalies in opg;.
Substantial changes in baroclinic instability are also simulated by ORB, as shown in
Figure 3.12d. Comparing ORB and CO2 with ALB (Fig. 3.12b,c,d), one concludes
that the climate mechanisms acting in ALB also take place in ORB and CO2. Positive
opy in these experiments results partially from an enhanced snow coverage and higher
albedo, thereby, steeping the meridional thermal gradient.

As found by Hoskins and Valdes (1990), also changes in the stationary waves have
a direct impact on the baroclinicity and dynamics of the storm tracks. Since the
stationary waves are directly affected by topographic changes such those imposed by the
NH ice sheets during the LGM (Cook and Held 1988, Broccoli and Manabe 1987, Rind
1987), one may expect larger changes of opg; in the TOPO experiment. Figure 3.12e
displays the og; anomalies between TOPO and CTR during DJF. In comparison with
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Fig. 3.12: Time averaged Eady growth rate in DJF [day~'] in CTR (a) and the
sensitivity experiments anomalies. ALB-CTR (b) CO2-CTR (c) ORB-
CTR (d) TOPO-CTR (¢) LGM-CTR (f).

ALB, CO2 and ORB, TOPO shows a much stronger baroclinic instability over North
America. However, the changes in northern Europe are smaller than those simulated
by ALB, CO2 and ORB suggesting a negative topographic feedback. The higher og;
anomalies over North America are a direct response to the enhanced meridional thermal
gradient and vertical wind shear (not shown). The cold climate simulated over the
northern North America in TOPO (Fig. 3.2d) is confined to the latitudes north to
40°N. Thus, an enhanced meridional temperature contrast leads to stronger vertical
shear of the zonal wind due to the thermal wind relation. Over North America the wind
shear in TOPO is twice stronger than in the ALB and almost three times stronger than
that simulated in CO2 and ORB. This enhanced vertical wind shear and the weaker
static stability resulting from the modified topography play a very important role in
the maintenance of the LGM climate because they change both the shape and the
position of the storm tracks, as found by Bromuwich et al. (1993). Nevertheless, in the
LGM simulation the region of maximum baroclinic activity is reduced in the Pacific
storm track region. In the SH, except over Antarctica, og; hardly changes. The LGM
anomalies are discussed at the end of section.
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Fig. 3.13: Time averaged Eady growth rate in JJA [day™'] in CTR (a) and the sen-
sitivity experiments anomalies. ALB-CTR (b) CO2-CTR (¢) ORB-CTR
(d) TOPO-CTR (e) LGM-CTR (£).

In CTR run during the NH summer, og; shows a higher growth rate over Scandi-
navia and Eurasia than during the NH winter (Figure 3.13a). In Eurasia the larger
meridional thermal gradient between the warmer continent and the colder Arctic Ocean
enhances the wind shear. However, in the storm tracks region, opg; is extremely re-
duced. In part, this reduction of synoptic activity can be attributed to reduced merid-
ional temperature contrasts linked to the retreat of the sea-ice margin in the north
North Atlantic. This retreat is even more important in the Labrador Sea and in the
northwestern Pacific. A remarkable feature during JJA in the SH is the op; split into
two parts: one centred at about 35°S and another following the Antarctica sea-ice edge.
This agrees with the dual westerlies structure during the SH winter as discussed by
Trenberth (1991).

A well defined baroclinic zone over North America results from the inclusion of
LGM albedo (Fig. 3.13b). This region is affected by a reduction of the static stability
(by more than 40%) as well as an increase in the vertical wind shear (by about 60%).
The increased meridional thermal contrast over North America can be attributed to
the albedo distribution, high albedo due to the ice sheet and lower albedo over southern
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North America. ALB also shows an increase in ogy in Europe and western Asia. This
intensification is not as strong as that simulated over North America. The relevance
of the vertical wind shear in determining the baroclinic structure of the atmosphere
is nicely illustrated in the area of the Canadian Islands. The strong reduction of the
static stability in ALB is not able to create higher oy, due to the reduction of vertical
wind shear in this area (not shown). In the SH, the most important change between
the ALB and CTR experiments is simulated close to the Antarctic sea-ice margin
as found during the NH winter. The op; anomalies CO2-CTR and ORB-CTR do
not show any significant change. In TOPO, however, baroclinic instability is increased
over north Canada and the Labrador Sea and extended to Scandinavia. (Figure 3.13e).
The surface temperature anomalies in TOPO with respect to CTR have a particular
structure in JJA (Fig. 3.2d) which leads to changes in the baroclinic instability. As
discussed by Rind (1987), the elevation of the ice sheets amplifies the cooling over land
in DJF, while in JJA, slightly higher temperatures are found over Eurasia and North
America as a result of the subsidence of air south and east of the ice sheets. Part of
this warming may also be influenced by stronger northward flow. The cooling in the
north and warming in the south provides the energy necessary to enhance the wind
shear, thus, strengthening the baroclinic activity.

LGM Simulation

A comparison of the anomalies of og; simulated by the LGM and simulated by the
other sensitivity experiments reveals the dominance of topographic changes. This is
in particular true over the NH during DJF. The anomalies of the vertical wind shear
and of the simulated static stability in TOPO are also the predominant features in
the LGM. The resulting og; changes in LGM are slightly larger over North America,
eastern North Atlantic and Nordic Seas than in TOPO. This suggests that the opg;
response simulated by TOPO is amplified by the other glacial boundary conditions.
This indicates that the contributions of the orbital forcing, CO, and albedo play a
significant role to increase op; over those areas (Figure 3.12f).

The baroclinic activity in the Pacific storm track region is extremely reduced in the
LGM simulation as a result of the weakening of the vertical wind shear. The weaker
wind shear results from the reduced meridional thermal gradient linked to warmer SST
in the North Pacific that is simulated in ORB and TOPO. In the SH, the LGM changes
are almost similar to those of TOPO capturing the difference of Antarctica topography
between the LGM and CTR. Another source for circulation changes in the SH was
discussed by Rind (1987), it seems to result from increased stationary wave activity
in the NH which affects the SH via cross equatorial energy transport, or through the
meridional extent of the waves.

During JJA, the LGM anomalies seem to be mainly related to changes in land
surface albedo. Over North America (Scandinavia), the LGM shows higher (lower) op;
than in CTR. Similar features are also observed in ALB (see Figures 3.13b, 3.13f). On
the other hand, the enhanced baroclinic activity found in the LGM over the Labrador
Sea and Greenland is basically driven by changes in topography. In the SH, the largest
anomalies are confined to the Antarctic sea-ice margin where the changes in topography
play the leading role.
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3.4 Changes in 'Transient Eddy Activity

3.4.1 Diagnostics

The diagnostic work of Blackmon (1976) provides a framework to quantify the ac-
tivity of extra-tropical cyclones. The well-known “storm tracks”® capture the areas
of maximum transient wave activity. Evidence from paleoclimatic sources and mod-
eling studies suggest that the LGM storm tracks contributed significantly to the high
latitude ice sheet mass budget. Based on an analyses of oxygen isotopo Kapsner et
al. (1995) concluded that the atmospheric circulation exerted the main control on
snow accumulation in Greenland over the past 18 kyr, rather than the temperature.
Furthermore, Bromwich et al. (1993) attributed the changes in snow accumulation
in central Greenland during the period 1963-1988 to the position and strength of the
storm track. In order to obtain an accurate estimate of the intensity of the storm
tracks the statistics of the transient waves in investigated. In the following, transient
eddy activity is analysed in terms of the low level eddy heat flux [(v'T")], the eddy
kinetic energy [EKE = £(u” + v")] and the F vector [E = (v — ", —u'v')], with the
overbars denoting the time mean and primes the deviation therefrom. The transient
eddies are extracted from daily model data and have been temporally filtered using a
high-pass filter to include only systems with growth and decay with timescales smaller
than 6 days.

The DJF v'T" pattern simulated in the CTR (Figure 3.14a) reproduces quite sat-
isfactorily the observations except for an overestimation over the North Pacific as a
result of the strong simulated zonal wind component. There are several reasons for
why the zonal mean wind determines transient eddy activity. A strong jet is often
associated with increased baroclinic and barotropic instability resulting in enhanced
transient wave activity. Furthermore, Trenberth (1991) showed that a strong jet also
advects transient wave activity further to the east.

The difference in v'T" between ALB and CTR is displayed in Figure 3.14b. Sig-
nificant changes in ALB occur over Eurasia. In contrast to the negative correlation
between v' and 7" in the SH (Trenberth 1991), v' and T' are positively correlated in
the NH. In the SH, the simulated eddies in CTR are weaker during DJF than in the
observations and the SH anomalies between ALB and CTR are neglectable. Compar-
ing the v"T" resulting from the CO2 and ORB simulations with CTR (Fig. 3.14c,d), it
can be concluded that the reduced CO, and the changes in the orbital parameters do
not modify the eddies substantially. However, a slightly intensification of v"T” is found
over northwestern Canada and over the North Atlantic in ORB (Fig. 3.14d).

The eddy heat flux anomalies between TOPO and CTR are displayed in Figure
3.14e. The northward heat flux resulting from glacial changes in topography exhibits
a reduction of eddy activity over the storm track region whereas an intensification
is found over central Asia and northern North Atlantic. The weaker eddy activity
simulated over the North Atlantic, classical storm track region, is not in agreement
with the strong meridional thermal gradient and with the og; anomalies in TOPO

3 Storm track is often defined by the regions of maximum variance of geopotential height z in the
middle and upper troposphere arising from disturbances with periods less than about one week.
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Fig. 3.14: Northward eddy heat flux in DJF [K x ms™!] in CTR (a) and the sensiti-
vity experiments anomalies. ALB-CTR (b) CO2-CTR (¢) ORB-CTR (d)
TOPO-CTR () LGM-CTR (f).

(Fig. 3.12e). However, the dipolar structure in the North Atlantic corresponds to a
northward shift of the storm track. Over the North Pacific, og; and v'T" are well
correlated and they are in agreement with the reduced meridional thermal gradient as
a consequence of the warmer North Pacific (retreat of sea-ice margin). Over central
Asia, the enhanced v'T” is a result of increased horizontally velocity shear downstream
of the Eurasian ice-sheet, in response to topographic stationary wave forcing. It does
not show up in the Eady growth rate which just captures the vertical wind shear and
thus baroclinic instability. The northward shift of the North Atlantic storm track in
TOPO has a significant effect on the snow accumulation in high-latitudes. In reality,
a northward shift of the storm tracks may have influenced the ice sheet mass budget
over eastern Greenland and Scandinavia, as discussed by Kapsner et al. (1995).

The LGM simulation reproduces the main features described for the TOPO simu-
lation (Figure 3.14f), although, the other boundary conditions have significant contri-
butions over the Canadian Islands, Nordic Seas and Alaska. The LGM also exhibits
a small-scale increase in the storm track activity over central North America that has
not been found in the isolated experiments. The eddy activity also strengthens from
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Fig. 3.15: Northward eddy heat flux in JJA [K x ms™!] in CTR (a) and the sensiti-
vity experiments anomalies. ALB-CTR (b) CO2-CTR (¢) ORB-CTR (d)
TOPO-CTR () LGM-CTR (f).

southeastern Asia to the northwestern Pacific and might be a result of the downstream
intensification of the low triggered by the topographic changes in Tibet.

During JJA, the simulated northward eddy heat flux in CTR is reduced in NH
as compared to DJF. The strongest eddy activity is found in the SH with maximum
southward heat transport in the ACC area between 20° and 120°E (Fig. 3.13a. Over
some parts of the southeastern Pacific, a weakening of the southward heat transport
can be found in all sensitivity experiments (Fig. 3.15). This weaker southward heat
flux is in agreement with the reduced westerly flow (Fig. 4.1).

Although, the sensitivity experiments show only weak changes in v'T" during JJA,
the LGM displays a pronounced strengthening in the southward heat flux around 45°S
from the Indian to western Pacific Ocean (Figure 3.15f). This pattern seems to be
a result of nonlinearities associated with the interaction among the different forcing
terms.

The zonally averaged transient eddy heat flux is shown in Figure 3.16a for DJF. In
the SH, only slight changes are simulated during DJF. Changes in the NH are stronger,
and the reduced v'T" simulated by LGM is well captured by the TOPO experiment.
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Fig. 3.16: Zonally averaged northward eddy heat flux in CTR and the sensitivity
experiments in DJF (a) and JJA (b) [K x ms™'].

The effect of the topography is most evident in the reduction of v'T” around 45°N. The
LGM exhibits an increase in the v"T” north of 60°N as a result of enhanced baroclinicity
in this area. In JJA, the sensitivity experiments show almost the same zonal mean
structure, except for the LGM. At the latitude belt of about 45°S, the southward
transient eddy heat flux increases by more than 30% (Figure 3.16b).

Comparison between the eddy heat flux and Eady growth rate changes shows a good
pattern correspondence between the low-level transient eddies and areas of reduced
baroclinicity, in particular in the Pacific storm track region. The meridional heat
flux due to transient eddies is one of the primary fluxes associated with baroclinic
instability. Trenberth (1991) argued that the downgradient heat fluxes generate eddy
available potential energy which is converted into eddy kinetic energy through the
vertical velocity. In addition to the transient baroclinic eddies contribution, the Lorenz
energy cycle shows that forced stationary topographic waves and free Rossby waves may
also contribute substantially to the poleward heat flux (Lorenz 1967, 1960).

Another useful storm track diagnostic is the eddy kinetic energy (EKE) due to
transient waves. The simulated present day EKE maxima are well placed in the ECBilt-
Clio CTR simulation (Fig. 3.17a), in comparison with the ECMWF analysis shown
by Hoskins et al. (1989). However, the EKE amplitude depends strongly on the
model horizontal resolution (Dong and Valdes 2000; Stendel and Roeckner 1998). Since
the simulations here are performed using a T21 atmospheric model, the amount of
transient kinetic energy (wave activity) is very small. The EKE amplitude at 200hPa
is underestimated by a factor of 2 over the eastern hemisphere and by about one third
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Fig. 3.17: Time averaged transient EKE in DJF [m?s™2] in CTR (a) and the sensiti-
vity experiments anomalies. ALB-CTR (b) CO2-CTR (¢) ORB-CTR (d)
TOPO-CTR () LGM-CTR (f).

over the North Atlantic as compared to observations. Larger values of EKE are an
indication that more intense high and low pressure systems travel along the typical
paths in midlatitudes. = Due to the low resolution adopted in the experiments the
amplitude between the high and the low pressure system is reduced, thereby showing
a weakening of the upper level storm track activity. Dong and Valdes (2000) also
attributed the weakening of the simulated storm track activity in a low-resolution
model to the sluggish surface temperature gradients along the sea-ice edge. In spite of
the regional differences with observations, the model can reproduce the observed EKE
in the zonal average quite well (see Figure 7.22 of Peizoto and Oort 1992).

As addressed by Chang et al. (2002), the storm track EKE attains its maximum
somewhat downstream of the maximum of v'T". This is illustrated in Figures 3.14a
and 3.17a. The anomalies between ALB and CTR during DJF exhibits a slight 10%
increase in the EKE of Atlantic and Pacific storm tracks (Fig. 3.17b).

In comparison to CTR, the EKE resulting from reduced atmospheric CO, concen-
tration shows an increase in the eddy activity over the central Pacific as well as a
downstream intensification (Figure 3.17c). This enhancement is mainly a result of the
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Fig. 3.18: Time averaged transient EKE in JJA [m?s2] in CTR (a) and the sensiti-
vity experiments anomalies. ALB-CTR (b) CO2-CTR (¢) ORB-CTR (d)
TOPO-CTR (e) LGM-CTR (f).

strengthening in 4 component, rather than v"*. The stronger Pacific storm track sim-
ulated by CO2 has not been anticipated since previous experiments carried out under
doubled present- day atmospheric CO, concentration reveal also an increase in eddy
activity (e.g. Hall et al. 1994). The anomalies in the SH are weaker than in the NH
and in general show a decrease in the EKE maxima. The EKE response to the changes
in the Earth’s orbital parameters (Fig 3.17d) reveals a decrease over large parts of the

North American continent.

The presence of the Laurentide and Fennoscandian ice sheets in TOPO leads to
an increase in EKE in the eastern hemisphere (Fig. 3.17e). The storm track maxima
increase by more than 60% over eastern Asia and by almost 40% over the northern
North Atlantic. The enhanced topographically forced eddy activity has already been
found in the low-level northward eddy heat flux. The topographic changes also enhance
the EKE over Europe and the Mediterranean region. This is probably a result of the
interaction between the Atlantic storm track and the stationary low pressure system
over eastern Europe. Nevertheless, further work is necessary to better understand the
main dynamical features responsible for the enhancement of the transient eddies over
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Fig. 3.19: Zonally averaged transient EKE in CTR and the sensitivity experiments
in DJF (a) and JJA (b) [m?s72].

these areas. The DJF anomalies between the LGM and CTR are shown in Figure 3.17f.
The LGM reproduces the main features simulated in TOPO, although some differences
can be readily noted. For instance, the North Atlantic storm track is stronger and ex-
tended further northward in LGM as compared to TOPO. Furthermore, the interaction
among the individual boundary condition changes weakens the EKE over Europe and
eastern Asia in comparison to TOPQO. Over the North Pacific the EKE response to the
topographic forcing is opposite to the response simulated by CO2, as depicted in Fig.
3.17c,e. The CO, forcing tends to intensifies the EKE, whereas topographic forcing
tends to suppresses the EKE. However, it is clearly seen that the later plays the leading
role in the LGM climate.

Figure 3.18 shows the EKE anomalies for the JJA period. In CTR (Fig. 3.18a),
the NH storm track activity is extremely reduced as compared to DJF. The storm
track still exists but it is too weak and almost disappears over the North Atlantic.
The largest amplitudes are simulated around 40°S. In the NH, the JJA EKE does not
change substantially in any of the sensitivity experiments compared to CTR. In the SH,
anomalies are mainly evident over the southern Pacific/Indian Ocean. Interestingly,
none of the ALB, CO2, ORB or TOPO runs is able to capture the response simulated
by the LGM with all the different forcing included. This nonlinearity is consistent with
the nonlinear behaviour of v'T".

The zonally averaged EKE is displayed in Figure 3.19. The stronger DJF Pacific
storm track in the CO2 simulation is well captured (Fig. 3.19a). The CO2 run simulates
the largest eddy activity among the simulations of about 45°N. In the tropics, however,
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the topography effect is responsible for an enhancement of EKE simulated by LGM. In
the SH extra-tropics, the sensitivity runs display almost the same structure. It should
be mentioned that during summer the model simulates very weak transient eddies in
the NH (Fig. 3.19b). In the SH, the LGM (TOPO) displays the largest (smallest)
EKE values. The changes of EKE resulting from modified Earth’s orbital parameters,
seem to play an important role in the amplification of LGM southern hemisphere storm
track anomalies.

3.4.2 Eddy-Mean Flow Interactions

As shown in many studies (e.g. Jeffreys 1926), the transient eddies may feed back to
the zonal and time-mean flow circulation. The momentum budget in the atmosphere
requires a two-sided interaction between eddies and the mean circulation. It can be
shown that the zonal mean circulation is decelerated/accelerated by the meridional
convergence/divergence of the zonally integrated eddy momentum fluxes (u/v’). The
meridional and zonal wind components of transient eddies are highly correlated which
leads to a net meridional transport of zonal momentum in the atmosphere. In turn,
a modified mean circulation has the potential to modify the eddy characteristics both
in a barotropic and baroclinic framework. Here, an attempt is made to quantify this
interaction for the sensitivity experiments described above. The analysis focuses on
the ALB, TOPO and LGM experiments during DJF since the changes in CO2 and
ORB seem to play a secondary role in the NH.

Figure 3.20 depicts the zonally integrated eddy momentum flux of the high-pass
filtered transient eddies and its convergence in the CTR, as well as the TOPO and
LGM anomalies with respect to CTR.

As a consequence of topographic forcing, a large negative gradient of the eddy
momentum flux is simulated near 30°N. This leads to an intensification of the upper-
level westerlies at about 30°N following the relation u = a% < v/v' >, thereby opposing
the total zonal mean wind reduction (see Fig. 4.6b). From the experiments, it can
be shown that the zonally integrated eddy momentum flux anomaly of the stationary
eddies waves is about 2 times larger (see Timmermann et al. 2004) than that of the
transient waves and of opposite sign. The stationary wave momentum flux convergence
leads to a weakening of the zonal mean jets, in accordance with the Figure 4.6b,c.

In order to obtain more regional information on the eddy-mean flow interactions
further diagnostic methods are used. Hoskins et al. (1983) proposed a diagnostic
framework to interpret the relationship between eddies and the mean flow in terms of
the E vector [E = (v* — u”, —u/v')]. It quantifies the shape, propagation and mean-
flow interaction of transient eddies. Furthermore, it also measures the propagation of
meridionally elongated eddies relative to the westerly mean flow (Hall et al. 1994).
In regions where E is divergent (convergent) there is a forcing of the mean horizontal
circulation consistent with a tendency of the eddies to increase (decrease) the westerly
mean flow. Figure 3.21 shows the 200hPa high-pass E superimposed on the time-mean
200 hPa zonal wind. The E pattern in CTR is predominantly zonal with maxima
downstream of the storm tracks. The E vector over the North Atlantic shows a diver-
gence downstream of the jet maximum and this pattern is maintained until it turns
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Fig. 3.20: DJF zonal mean of transient eddy momentum flux [m*s=2] in CTR (a) and
the anomalies between TOPO-CTR (b), LGM-CTR (c), and the transient
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to converge as it reaches central Europe. Over the north Pacific the E vector diverges
from the middle to the end of the storm track. In LGM (Fig. 3.21b), the E vector is
very similar to that of the CTR, but it has a weaker magnitude over the North Pacific.
However, the LGM exhibits stronger E over the northern North Atlantic. This is fur-
ther illustrated by the difference plot of E between LGM and CTR (Fig. 3.21c). Over
the North Atlantic the LGM exhibits stronger divergence of E and a strengthening on
the northward flank over the Nordic Seas, thereby, favouring the intensification of the
jet stream over the northern North Atlantic. According to the relationship between
eddy momentum flux divergence and the zonal mean flow acceleration, the northward
anomalies of E over the North America are associated with a deceleration of the jet
stream and acceleration south of it. The slowing down of the zonal mean circulation
originates from several contributions. The topographic barrier of the Laurentide ice-
sheet creates an upstream blocking situation in the North Pacific which slows down
the westerlies. Furthermore, the weaker meridional thermal gradient in eastern Pacific
also leads to changes in the vertical wind shear, slowing down upper level westerlies.
In turn, this leads to a reduced meridional eddy momentum transport and a weaker
zonal component of the E-vector in the northwestern Pacific (Fig. 3.21c), providing
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Fig. 3.21: DJF zonal wind at 200hPa (ms™') with 200hPa high-pass E (m2s~2) in
DJF. For (a) CTR, (b) LGM and (c) anomalies LGM-CTR.

another break for the upper level westerlies.

One disadvantage of the 2-dimensional E vector concept originates from the fact
that it captures both changes of the baroclinic and the barotropic eddy mean-flow
interactions. Furthermore, its local interpretation may be problematic. In order
to disentangle these two contributions more objectively and in detail, the transient
barotropic conversion (Wallace and Lau 1985) and baroclinic production rates (see
Merkel 2002 for details) are diagnosed. The barotropic conversion rate can be com-
puted from the scalar product of the 2-dimensional E and the gradient of the time-
averaged zonal velocity (E - Vu). To obtain the baroclinic energy production K,
the relation K. = f(u'v), — v'ul,) is used, where (ug4,v,) represents the 2-dimensional
ageostrophic velocity and f the Coriolis parameter. Negative values of these conversion
rates indicate a mean flow acceleration and a reduction of eddy kinetic energy.
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Figure 3.22 shows the baroclinic production rate of transient eddy kinetic energy
at 500 hPa. One observes a positive production in the regions of highest baroclinicity,
resulting in a mean flow deceleration, in particular in the North Pacific jet entrance
region (Fig. 3.22a). The North Atlantic baroclinic production of eddy kinetic energy
is weaker than in the Pacific. The ALB simulation leads to an intensification of the
storm track anomalies in the eastern and central north Pacific. These changes are also
partially captured by the Eady growth rate (Fig. 3.12b). The baroclinic production
rate in the LGM is mostly governed by the topographic effect. The TOPO simulation
shows reduced baroclinic eddy production in the western north Pacific, thereby lead-
ing to an acceleration of the mean flow. Furthermore, an enhanced baroclinic eddy
production rate can be observed over the ice caps, due to the enhanced baroclinicity
in these regions.

As can be seen from Fig. 3.23a, barotropic conversion is positive in the jet entrance
regions leading to a mean flow reduction. Further downstream barotropic eddies feed
the mean flow, in accordance with the fact that the divergence of the E vector induces
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westerly flow acceleration. The barotropic energy conversion anomalies in ALB, TOPO
and LGM (Fig. 3.23), show an increase over northeastern Pacific and over the Lauren-
tide ice sheet, thereby decreasing the mean flow in that area, whereas a mean strong
flow acceleration (negative barotropic conversion rates) can be observed in the north-
western Pacific. In the North Atlantic region the barotropic changes have a small-scale
structure, with a slight tendency for an intensification of barotropic energy conversion
in the northern North Atlantic.

Baroclinic and barotropic processes modulate the storm track activity in the North
Pacific, Laurentide and North Atlantic area in a coherent way which is consistent
with the simulated eddy-high pass kinetic energy (see Fig. 3.17). Both add to a
mean flow weakening over the North Pacific. Due to the changes in baroclinicity and
transient eddy activity in the LGM, one should expect significant changes in snowfall
and precipitation. Figure 3.24 displays the snowfall anomalies for TOPO, ALB and
LGM. It shows that the largest changes occur over places with high eddy activities.
Changes in baroclinicity and the storm track characteristics are responsible for an
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Fig. 3.24: Snowfall and precipitation anomalies [cm/yr]. (a) and (b) ALB-CTR, (c)
and (d) TOPO-CTR, (e) and (f) LGM-CTR.

increase in snowfall by about 400m/1000years over northeast Canada, the GIN Seas
and Scandinavia. During the LGM most of the snowfall anomalies in the NH are a
result of the presence of the Laurentide and Fennoscandian ice sheets (Fig. 3.24c,e).
The other glacial boundary conditions play only a secondary role. In the SH, a belt
of increased snowfall is seen around 60°S which is consistent with the enhanced eddy
activity and changes of the sea-ice margin in particular in JJA (see Figs. 3.15f, 3.18f).
Glacial snowfall are not a direct consequence of the changes of a single boundary
condition. Turning to the changes in precipitation (Figs. 3.24b,d,f), the LGM exhibits
dryer conditions in most of the tropics and extra-tropics due to the decreased water
content in the colder atmosphere associated with the surface cooling, as shown in
Figure 3.6. In the eastern equatorial Pacific, the precipitation in the LGM is extremely
reduced as a consequence of the permanent La Nifna state. However, the precipitation
increases over some tropical /subtropical areas which are characterised by positive SST
anomalies, as highlighted in the northeast Pacific. The positive precipitation anomalies
are also simulated over central North America and Scandinavia. Precipitation in the
LGM is reduced along eastern North America and the western North Pacific as a
result of the advection of cold and dry air from the eastern flank of the ice caps in the
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Fig. 3.25: Simulated precipitation anomalies between the LGM and CTR [cm/yr]
and reconstructed areas of enhanced and reduced precipitation from the
lake level data of Kohfeld and Harrison (2000).

LGM. This anomaly advection acts as a positive feedback to suppress the convection
(Fig. 3.24). Despite the strong influence of topographic forcing on the precipitation,
some differences can be noted between TOPO and LGM. For example, the increase
in precipitation over northern South America and eastern Africa in the TOPO is not
reproduced in the LGM. This dryer condition in the LGM has also been simulated by
ALB as a result of deforestation - increased albedo (Fig. 3.24b).

Compared to paleoclimatic reconstructions from pollen records in Europe and west-
ern Siberia (Peyron et al. 1998; Tarasov et al. 1999), the LGM overestimates the an-
nual precipitation in western and central Europe, but it shows much better agreement
with the proxies in western Siberia where the paleodata are quite reliable. Such dis-
crepancies between the precipitation simulated by LGM and the paleoreconstructions
have also been identified in other LGM simulations (Shin et al. 2003; Wyputta et al.
2001). Compared to lake level anomalies (Kohfeld and Harrison 2000; Street-Perrott
and Harrison 1985), the simulated precipitation is in good agreement with the proxies,
in particular over the north and equatorial Pacific, the eastern coast of North America
and the subtropical Atlantic (Fig. 3.25). The simulation and the paleoreconstruc-
tion disagree over southern South America and northern Africa where the simulated
precipitation is underestimated.

After considering the precipitation and snowfall anomalies separately the evapora-
tion to precipitation ratios will be considered now as it is closely related to hydrology.
According to Peizoto and Oort (1992) the zonal mean aridity index is defined as E/P
(evaporation /precipitation). Table 3.3 shows this index for CTR and the sensitivity
experiments. In general, the LGM experiments produce an excess of evaporation over
precipitation in the tropical region, whereas a deficit of evaporation is found in the
extra-tropics. Among the sensitivity experiments, TOPO shows the largest aridity in-
dex in the tropics as a result of lower SST and reduced precipitation associated with
a weakening of the ITCZ. Furthermore, the convergence of humidity (not shown) in
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the tropical belt is extremely reduced in the TOPO and LGM. Compared to CTR, it
represents more arid conditions as displayed by the specific humidity anomalies (Fig.
3.6). The other boundary conditions have almost the same impact on the hydrologi-
cal balance during the LGM. In mid and high latitudes the excess of precipitation is
likely due to the precipitation anomalies over the North Pacific and North America
(Fig. 3.25). Compared to CTR in the SH, the aridity index in the LGM is extremely
reduced, probably as a result of decreased evaporation due to lower SST and weaker
westerlies.

Sensitivity Exp. | 30°S-30°N  30-90°N  30-90°S
CTR 1.17 0.88 0.82
TOPO 1.24 0.90 0.81
ALB 1.19 0.82 0.81
CO2 1.19 0.87 0.81
ORB 1.17 0.88 0.81
LGM 1.23 0.82 0.77

Tab. 3.3: Aridity Index (E/P) for CTR and the LGM sensitivity experiments.

3.5 Summary

The results here show that the presence of the LGM ice sheets and changes in land
albedo play the most important role for the atmospheric circulation anomalies during
the LGM. When averaged globally, the changes in albedo generate the largest radiative
forcing and the strongest tendency of cooling as compared to the changes resulting
from the other boundary conditions. In some areas, TOPO and ALB produce different
climate responses. For example, TOPO shows a warming over eastern Asia and the
North Pacific, while ALB generates a cooling in these areas. Although the modified
orbital parameters and reduced atmospheric CO, concentration favour also a reduction
of surface air temperature, their influence on the LGM is more clearly manifested in
the SH. The positive southern hemisphere t2m anomalies in TOPO (1°C) are replaced
by a strong cooling of up to 5°C in the LGM. This cooling results from the changes
in the orbital parameters and the CO, concentration since the changes triggered by
modified land albedo are too weak. In addition, as a result of the lower temperatures
the dryer atmosphere also plays an important role to enforce the overall global cooling
due to the weaker greenhouse capacity.

The snowfall anomalies between LGM and CTR can be attributed to the enhance-
ment and northward migration of the North Atlantic storm track. They are charac-
terised by increased snowfall in the LGM in North America, the GIN and Labrador
Seas. Furthermore, there is a reduction in precipitation on the eastern coast of North
America and over western Pacific. An interesting feature is simulated in the SH where
the strengthening of the storm track over ACC area of the Indian Ocean sector is accom-
panied by an increase of snowfall. The simulated LGM temperature and precipitation
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are in good agreement with some paleoreconstructions.

Changes of the stationary wave patterns during DJF are an important climate com-
ponent during the LGM. All boundary conditions seem to contribute to the generation
of the stationary low pressure system over Scandinavia and the Hudson Bay in the
LGM. The ice sheet topography enhances the trough in these areas as well as over the
North Atlantic and the Nordic Seas. The topographic effect of the ice sheets is also
manifested in the high pressure anomaly over the North Pacific. Furthermore, it was
found that the JJA stationary wave pattern over North America is strongly affected by
the land albedo and topography. Changes in the orbital parameters and atmospheric
CO4 concentration produce relatively weak glacial stationary wave anomalies. The
series of experiment carried out with different topographic anomalies showed that the
amplitude of wave train and the low pressure system over North America are controlled
by the height of the ice sheet, although the relationship is not linear. The analyses
in op; (baroclinic instability) revealed that the glacial topographic changes intensify
baroclinic instability over North America. Over Scandinavia, however, the reduction
in the vertical wind shear due to the presence of the Fennoscandian ice sheet decreases
opr- During JJA, the influence of the topography forcing is much weaker competing
with the impact of glacial albedo changes. The similarity between the atmospheric
changes simulated by TOPO and LGM also confirms that the presence of the ice sheet
is the main responsible mechanism for the modified eddy activity in the LGM. Inter-
estingly, the largest storm track changes in the LGM experiment occurs in the Indian
Ocean sector of the ACC during austral winter and without having a direct correspon-
dence with any of the sensitivity experiment anomaly. The correspondence between
the anomalies in storm track intensity and the anomalies of the Eady growth rate lead
to the conclusion that changes in the transient eddy activity are mostly generated by
changes in the baroclinic conditions further upstream. Furthermore, calculations of
the E vector show that the interaction between the eddies and the mean flow is most
pronounced over the North Atlantic where the glacial stronger storm track enhances
the mean westerlies.

An investigation of the local eddy-mean flow interactions using the barotropic con-
version and baroclinic production rates gives a more complex picture: Changes of
the baroclinic production rates in LGM are dominated by the topographically induced
anomalies. A weakening of baroclinic eddy production is simulated over the northwest-
ern Pacific. Furthermore, an intensification and northward shift of the eddy kinetic
energy production region over the North Atlantic was found. These changes corre-
spond to similar anomalies of the diagnosed transient eddy kinetic energy, the eddy
heat transport and the Eady growth rate. However, the divergence anomalies of the
2-dimensional E vector do not always match the anomalies of the barotropic and baro-
clinic conversion rates. Changes of the barotropic eddy energy conversion are most
pronounced in the western North Pacific. A large negative anomaly is associated with
reduced barotropic eddy kinetic energy conversion and an overall acceleration of the
westerly mean flow. Positive barotropic conversion and baroclinic production rates
over the Laurentide ice sheets and the far eastern North Pacific have the tendency
to decelerate the westerly mean flow. Thereby, establishing an interaction between
stationary and transient wave activity.



4. OCEANIC CHANGES DURING THE LAST GLACIAL
MAXIMUM

The way to succeed is to keep one’s courage and patience, and to work on energically.

Vincent van Gogh

4.1 Introduction

CLIMAPs planktonic-foraminifera-based sea surface temperature (SST) reconstruc-
tions (CLIMAP 81) for the LGM indicate that the glacial subtropical/mid-latitudinal
North Pacific was probably warmer than today. This finding is, however, not consistent
with SST reconstructions which are based on other marine (Lee and Slowey 1999) and
terrestrial records from the vicinity of the Hawaiian islands (Rind and Peteet 1995;
Porter 1979). An ongoing debate (see e.g. Crowley 2000; Kerr 1995) has not solved
this discrepancy. Some scientists (Lee and Slowey 1999) have argued that possibly the
low-sedimentation records from the CLIMAP compilation are biased towards warm
temperatures due to bioturbation effects. This explanation is plausible but not proven.
Recent coupled atmosphere-ocean general circulation model simulations (Shin et al.
2008; Kim et al. 2003; Bush and Philander 1998; Kitoh et al. 2001) of the LGM
show also a disagreement in simulated North Pacific temperatures. While Kitoh et al.
(2001) simulate a warming of the subtropical Pacific, very much like in the CLIMAP
record, Shin et al. (2003), Kim et al. (2003) and Bush and Philander (1998) simu-
late a homogenous North Pacific cooling for the LGM. Neither the modeling nor the
reconstruction studies have converged to a consensus yet. It is very surprising that de-
spite this controversial scientific debate, the physical origin of a potential North Pacific
warming has not yet been studied in great detail, to our knowledge.

Differences also exists between simulated and reconstructed ocean circulation ano-
malies. For instance, Weaver et al. (1998) argued that the ocean circulation in their
model did not contribute to the tropical cooling. However, it has been reconstructed
based on planktonic foraminifera a steeper tilt of the thermocline during glacial times
in the tropical Pacific, with isotherms shoaling more in the east and deepening more
in the west (Andreasen and Ravelo 1997). As discussed by Bush and Philander (1999)
these changes are accompanied by an enhanced easterly trade winds over the Pacific and
would be consistent with an enhanced Walker circulation during the LGM (Molina-Cruz
1997; Sarnthein et al. 1981). Therefore, in addition to thermodynamical coupling,
dynamical coupling between the atmosphere and ocean plays a fundamental role in
determining the LGM climate, as discussed by Timmermann et al. (2004). This
conclusion supports the importance of using a global coupled atmosphere-ocean model
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to simulate climate feedbacks realistically, in particular under very different boundary
conditions like those inferred for the glacial period. In this chapter is investigated the
changes of the oceanic circulation (wind-driven and thermohaline parts) for different
glacial boundary conditions.

4.2 The Wind-driven Circulation and Sea Surface Temperature

A pre-requisite to understand changes of the wind-driven oceanic circulation is the
analyses of the simulated wind stress anomaly field. Here analyses of the wind-driven
circulation and SST are divided into 2 parts: First, the changes in the Atlantic basin
are discussed; thereafter changes in the Pacific Ocean are analysed.

The simulated wind stress for CTR and the anomalies for the different sensitivity
experiments are shown in Figure 4.1. Compared to COADS observations the wind
stress strength in CTR is simulated quite realistically, though, the modeled maximum
is placed almost 10° northward in the Kuroshio and Gulf Stream areas (Fig. 4.1a).
In the CTR climate this misrepresentation is responsible, partially, for higher north-
western Atlantic and northwestern Pacific temperatures as a result of the northward
displacement extension of the Gulf Stream and Kuroshio Current.

Compared to CTR, ALB, CO2 and ORB (Fig. 4.1b,c,d) are associated with an
enhancement of the westerlies over the North Atlantic around 45-60°N, that results in
a southward Ekman transport of cold water in the oceanic surface layer. Moreover,
there is also an intensification of the wind stress over the west coast of Europe and
northwestern Africa (Fig. 4.1b,c,d). This anomalous wind stress pattern (resembling a
positive North Atlantic Oscillation pattern) favours the appearance of lower SST due
to its associated offshore water transport and subsequently enhanced upwelling. The
TOPO and LGM anomaly (Fig. 4.le,f) patterns differ to the previous experiments.
TOPO, simulates a northward anomaly in the North Atlantic as a result of low surface
pressure over Greenland and a high pressure over western Europe (Fig. 3.7e,f).

The changes in LGM (Fig. 4.1f), are very similar to those depicted by the TOPO
except for the extra-tropical Atlantic, where the northward wind stress anomaly simu-
lated by TOPO is superposed by a northeastward in the LGM simulation. Furthermore,
Figure 4.1f shows an enhancement of the wind stress around 60°N, which can be at-
tributed to the strong meridional thermal gradient linked to a southward displacement
of the sea-ice edge. In contrast to the weak wind stress changes in the North Pa-
cific in ALB, CO2 and ORB, TOPO and LGM exhibit a strong reduction of the wind
stress as a result of a blocking situation imposed by the Laurentide ice sheet (Fig.
4.1e,f). In the tropical regions stronger trade winds are found in all experiments. In
the SH, changes between the CTR run and the LGM experiments show an enhanced
tropical /subtropical easterlies.

As a result of the simulated shape and magnitude of the wind stress, the model can
simulate quite well the magnitude of the Sverdrup transport estimated from observed
wind stress data (Hellerman and Rosenstein 1983), though, the front that separates
the subtropical and the polar gyre is positioned too far northward due to the coarse



4.2. The Wind-driven Circulation and Sea Surface Temperature 63

(b) ALB - CTR
Annual Windstress [N/m2]

« 557

PEAS

YA
- N
e NSRS ~ w2 "‘\/Aw/‘
————\
— =% St e ~ \‘\.v\é,\x

b ¥ et
-k—\ — ] IS _— ‘,1,
2= I
e s\ U N y =A
%
<

A

180 120w 60W 0 60E 120E 180

0 0.01 0.02 0.04 0.06 0.08 0.1 0.12

(c) CO2 - CTR

0 60E 120E 180

—0.01 0 0.01 0.016 0.021 0.026 0.031

(d) ORB — CTR
Annual windstress [N/m2]

SRR VG WAR (G = :

8D %

Ry

Q\’ ,r’)'::(\N 2§(j\

s
/

60w 0 60E 120E 180

-0.01 0 0.01 0.016 0.021 0.026 0.031

(e) TOPO — CTR
Annual Windstress [N/m2]

120w 60W 0 60E 120E 180

—001 0 001 0018 0021 0026 0.031
(f) LOM — CIR
Annual Windstress [N/m2]

=== 7= W

-0.01 0 0.01 0.016 0.021 0.026 0.031

—0.01 0 0.01 0.018 0.021 0.026 0.031

Fig. 4.1: Time averaged annual mean wind stress for CTR and sensitivity experiments
anomalies with respect to CTR [Nm™2] . (a) CTR (b) ALB-CTR (c) CO2-
CTR (d) ORB-CTR (e) TOPO-CTR (f) LGM-CTR.
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Fig. 4.2: Time averaged annual mean Sverdrup transport [Sv] in the North Atlantic
for CTR (a), and the sensitivity experiment anomalies ALB-CTR (b) CO2-
CTR (c¢) ORB-CTR (d) TOPO-CTR (e) LGM-CTR (f). Positive and neg-
ative values denote a clockwise and anti-clockwise circulation, respectively.

resolution employed here (Fig. 4.2a). The Sverdrup transport is defined as:

1 [* 0,

() 50 ). By dx (4.1)
where [ is the meridional derivative of the Coriolis parameter, p is the mean density of
sea water and 7, is the zonal component of the wind stress. The integral is computed
from the eastern to the western boundary in the North Atlantic and North Pacific
using modeled atmospheric wind stress data.

The Sverdrup transport anomalies between the sensitivity experiments and CTR
(Fig. 4.2) clearly show an overall weakening of the mass transport in the subtropical
gyre (30°N-50°N) as a result of reduced wind stress curl. This weaker subtropical gyre,
in turn, reduces the amount of warmer water that reaches the North Atlantic and the
Nordic Seas in the LGM experiments. Changes of the wind stress pattern also generate
weaker subtropical/tropical cells leading to reduced poleward surface heat transport.
An overall weakening of the circulation by up to 16 Sv (1Sv = 10°m3s™!) can be
observed. The wind stress anomalies generate substantial changes of the surface ocean
currents. In all experiments an anti-cyclonic circulation anomaly is found in the North
Atlantic between 40-60°N (Fig. 4.3). Furthermore, as a result of the strengthening
of the trade winds in the equatorial region, the North Equatorial Current (NEC) is
stronger than the CTR NEC for all experiments (Fig. 4.3d). Furthermore, a slightly
stronger Gulf Stream is found in ALB, CO2 and ORB, however, it is weaker in TOPO
and LGM. The weakening of the Gulf Stream during the LGM has also been inferred
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Fig. 4.3: Time averaged annual mean surface currents [cm/s| for CTR run (a) and
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from oxygen-isotope ratios of benthic foraminifera through the reduced density contrast
across the Florida Strait (Stieglitz et al. 1999).

As compared to observations (Silveira et al. 1994; Peterson and Stramma 1991;
Richardson and Walsh 1988) the equatorial surface current pattern in the SH is not
simulated properly in the CTR run. For instance, the South Equatorial Current (SEC)
is positioned too far south and an unrealistic cyclonic circulation between the equator
and 20°S takes place (Fig. 4.3a). This cyclonic gyre “resembles” the North Equatorial
Counter Current (NECC), although, it shows a northwestern-southeastern tilt. In the
sensitivity experiments, a weaker Brazil Current, reduced southern subtropical gyre,
and weaker South Atlantic and Circumpolar Currents are simulated. These anomalies
are stronger in the TOPO and LGM runs (Fig. 4.3e,f).

Circulation changes are tightly linked also to sea surface temperature changes.
Changes of SST are presented in Table 4.1 and Figure 4.4. Global and regional, SST
anomalies show a general cooling, except for ALB and TOPO between 30-90°S (Table
4.1), and TOPO in the northeast Pacific (Fig. 4.4d). In the NH mid-latitudes, ALB is
mostly responsible for the cooling in the LGM followed by CO2 and ORB. This large
extra-tropical cooling in the ALB is primary a result of the North Atlantic cooling,
since the associated SST changes in the North Pacific are much weaker (see Fig. 4.4b).
In the tropics, between 30°S-90°S, and globally averaged, the reduction of atmospheric
COs concentration plays the most important role in cooling the ocean. As found for
the globally averaged air temperature anomalies at 2m, the TOPO experiment shows
weak SST anomalies due to the North Pacific warming. The anomalies in the LGM
show a clearly nonlinear behaviour since the sum of the anomalies in the sensitivity
experiments can not reproduce the total LGM cooling. Another interesting feature re-
vealed by Table 4.1 is the uniform SST response to the changes in the orbital forcing, a
global and regional cooling by about 0.07°C. The tropical and global cooling simulated
in the LGM are very similar the results found by Weaver et al. (2001) which are based
on an ocean GCM coupled to an energy-moisture balance atmosphere.

Sensitivity Exp. | Global 30°S-30°N  30-90°N  30-90°S
TOPO -0.03 -0.25 0.12 0.23
ALB -0.19 -0.24 -0.54 0.11
CO2 -0.24 -0.33 -0.23 -0.09
ORB -0.07 -0.07 -0.07 -0.08
LGM -1.35 -1.24 -1.24 -1.62

Tab. 4.1: Time averaged annual mean SST anomalies between the LGM sensitivity
experiments and CTR [C]J.

Figure 4.4 shows the SST anomalies between the sensitive experiments and CTR
as well as the annual mean sea-ice margin for each experiment. The SST changes
due to albedo changes show a strong North Atlantic cooling (Fig. 4.4b). Both, the
southward extension of the sea-ice margin in ALB and enhanced cold air advection
from Canada over the Labrador and Nordic Seas play an important role to cool the
high latitudes. Furthermore, changes of the wind-driven ocean circulation in ALB have
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Fig. 4.4: Time averaged annual mean sea surface temperature for CTR (a) and sen-
sitivity experiments anomalies [°C|, (b) ORB-CTR (c) ALB-CTR (d) CO2-
CTR (e) TOPO-CTR (f) LGM-CTR. Sea-ice margin in CTR (yellow line)
sea-ice margin in the sensitivity experiments (red line). Shaded areas are
statistically significant at 95% level based on calculations of student’s t-test
with 300 degrees of freedom.

a strong influence on the SST reduction in mid-latitudes. For example, the southward
flow anomalies which result from a stronger cyclonic circulation anomaly (Fig. 4.3b)
transport cold waters to the western Europe, generating a cooling in these areas. In the
equatorial region, on the other hand, the lower SST results from a strengthening of the
upwelling and Ekman circulation linked to enhanced equatorial trade winds. Moreover,
Broecker (1995a) argued that the reduced water vapour and consequently the weaker
greenhouse capacity of atmosphere also plays an important role in the glacial oceanic
cooling.

Northern Hemisphere SST anomalies in the CO2 experiment have a very similar
pattern as the one generated in the ALB experiment (Fig. 4.4b,c). In the SH, however,
the weak positive SST anomalies in ALB are not simulated by the CO2 experiment.
This is in agreement with the reduced water vapour simulated by the CO2 run (see
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Fig. 3.6). Despite substantial SST changes in the North Atlantic, the sea-ice margin
in both experiments (ALB and CO2) shows a slightly equatorward extension in the
Labrador Sea. The ORB experiment (Fig. 4.4d) displays an overall weak cooling of
about 0.5°C, except for the North Atlantic region, where larger anomalies of up to -2°C
are found.

In the TOPO experiment, the SST anomalies in the North Atlantic show a general
cooling (Fig. 4.4e). In the equatorial Atlantic the SST drops by up to 3°C and
anomalies of up to -10°C are found in high latitudes of the NH. These values are
very similar those simulated by GFDL’s Modular Ocean Model (Bush and Philander
1999). The North Atlantic cooling is mainly a result of 3 effects: (1) Enhanced cold
air advection from Laurentide ice sheet, (2) the weaker subtropical gyre, (3) and the
weaker greenhouse capacity due an overall reduction of specific humidity. Although
the topographic and albedo changes alone largely explain the SST pattern in the LGM,
in particular in the North Atlantic, the other boundary conditions also contribute to
cooling of the subtropical regions in the northern and southern hemispheres. This
can be seen from the larger negative SST anomalies in LGM as compared to those
simulated by TOPO (Fig. 4.4e,f).

As discussed in the introduction, the issue of equatorial and North Pacific SSTs
changes during the L GM remains controversial. Both, model simulations and paleodata
disagree in terms of the magnitude and pattern of the SST changes. The most striking
SST feature in ECBIilt-Clio LGM experiment is the warming of the subtropical and
extra-tropical northeastern Pacific. This northeastern Pacific warming is opposed by
a cooling in the Kuroshio area, in agreement with GLAMAP reconstruction (Schdfer-
Neth and Paul 2003) reconstruction (Fig. 4.5). Compared to terrestrial /tropical paleo-
data, however, the ECBilt-Clio LGM simulation reveals some differences: For instance,
the reconstructed cooling of northeastern Brazil of 5°C (Stute et al. 1995), attains
values of 2-3°C.

GLAMAP — COADS
SST anomalies

-10 -5 -4 -3 -25-15-05 0 0.5 1 2 3

Fig. 4.5: Reconstructed SST differences between LGM (GLAMAP) and present day
(COADS) [°C].
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The simulated tropical Pacific LGM SST anomalies clearly show a kind of La Nifna
pattern very similar to a present-day La Nina situation. In fact, despite the QG
approximation, ECBilt-Clio simulates the atmospheric response to an EL Nino/La Nina
SST anomaly similar to primitive equation GCMs in T21 resolution (Timmermann et
al. 2004; Lau and Nath 1996). As compared to reality, however, the magnitude of
the response is underestimated by a factor of 2-3, which is typical for coarse-resolution
atmospheric models. In order to examine the physical mechanisms responsible for
the SST anomalies over the equatorial and North Pacific in TOPO and LGM, it is
important to investigate the simulated changes of the mean atmospheric circulation and
its transient eddy wave activity. As discussed by Cook and Held (1988) the presence
of Laurentide ice sheet over North America creates a dowstream blocking that imposes
an anomalous meridional wind velocity v/, that is proportional to the zonal mean wind
u and the zonal topographic gradient g—g (Eq. 4.2),

o~ u %8@/(%
~ cosd ON 00/0¢

(4.2)

80/0z
90/08¢
computed from the zonally averaged static stability and the meridional zonally averaged

temperature gradient. As discussed previously, the relatively weak meridional thermal
gradient over the glacial North Pacific leads to a weakening of the thermal wind, which
in turn reduces eddy activity and the upper level westerlies. In the LGM experiment

The third term in the equation ( ) is the slope of an isentropic surface and can be
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200

20

400

0.5

600

il B

{ ] i 0 H I | A - :
50S 405 30S 20S 10S EQ 10N 20N 30N 40N 50N 50S 40S 30S 20S 10S EQ 1ON 20N 30N 40N 50N 50S 40S 30S 20S 10S EQ 10N 20N 30N 40N 5

Fig. 4.6: Time averaged zonal mean of zonal wind component [ms~'] CTR (a),
TOPO-CTR (b) LGM-CTR (c).

the static stability of the atmosphere (%) is enhanced, which leads to an enhancement
of the southerly flow anomaly on the western flank (22 > 0) of the ice sheets. The

absolute value of the zonally averaged meridional temperature gradient (%) increases
also during the LGM, thereby reducing the topographically induced flow anomaly. Ne-

glecting the changes of (g—g), Eq. 4.2 describes why downstream lows and upstream
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highs are generated due to topographic forcing. According Holopainen et al. (1982),
and Kuo (1956) the changes of the eddy momentum flux convergence have the poten-
tial to accelerate or decelerate zonal circulations and to induce secondary meridional
circulation anomalies. Timmermann et al. (2004) analysing the atmospheric response
to the Laurentide ice sheet found a strong upper level total (transient-+stationary)
eddy momentum flux anomaly at a latitude of about 40°N. Furthermore, it was found
that the glacial changes of the magnitude of the meridional gradient of the total eddy
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Fig. 4.7: 350hPa zonally averaged negative vertical velocity in the Pacific Ocean
(omega) [Pa/s|. (a) CTR and (b) difference between LGM and CTR (dashed
line) and TOPO and CTR (solid line). Negative values indicate descending
motion, positive values ascending motion.

momentum flux is highest in the subtropics. The reduced upper-level divergence near
30°N-40°N induces deceleration of the upper level westerlies (Fig. 4.6b,c) as well as a
clockwise circulation with ascending motion at about 10-30°N and descending motion
around 30-50°N. This secondary circulation can be derived theoretically from the Kuo-
Eliassen equation (Kuo 1956). The zonally averaged vertical velocity anomalies trig-
ger a surface high pressure anomaly between 30°-50°N (descending motion) and a low
pressure anomaly between 10°N and 30°N (ascending motion) (Fig. 4.7). This positive
meridional pressure gradient anomaly at the surface is accompanied by a strengthen-
ing of the zonal component of the trade winds in agreement with the near-geostrophic
balance (Fig. 4.6b,c).

Due to the atmospheric circulation anomalies, one may expect changes in the wind-
driven oceanic circulation. In order to diagnose such changes of the wind-driven cir-
culation the Sverdrup transport in the North Pacific is calculated (Fig. 4.8). The
reduction of the mean wind stress curl over the west Pacific leads to a spin-down of the
subtropical and the subpolar gyres. This favors a surface cooling in Kuroshio area and
a warming of the eastern North Pacific trough changes of the meridional heat transport
by the subtropical gyre. Furthermore, the supply of cold waters from the subpolar area
to the eastern North Pacific is diminished, thereby favouring a slight warming in this
area (Fig. 4.8, 4.9). A similar feature, cooling in the west and warming in the east
Pacific, is also found in the GLAMAP reconstruction (Fig. 4.5). Comparing the Sver-
drup transport anomalies among the sensitivity experiments (Fig. 4.8), it is clearly
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Fig. 4.8: Time averaged annual mean Sverdrup transport [Sv] in the North Pacific for
CTR (a) and sensitivity experiments anomalies, ALB-CTR (b) CO2-CTR
(c) ORB-CTR (d) TOPO-CTR (e) LGM-CTR (f).

seen that the wind-driven circulation in the North Pacific is mostly generated by the
wind stress changes imposed by the Laurentide ice sheet.

McCreary and Lu (1994) and Liu and Philander (1995) argued that the strength
of the subtropical cells as well as the magnitude of equatorial upwelling are tightly de-
pendent on the wind stress near 10°N-20°N. Thus, one should expect that the stronger
trade winds described above will intensify the subtropical cells through changes of the
Ekman transport. For instance, an intensification of the trade winds by 30-50% leads
to an enhancement of the meridional transport of about 2 Sv and an equatorial cooling
of approximately 2°C (Klinger et al. 2002; Liu and Philander 1995). These values
are in good agreement with the simulated LGM anomalies triggered by the overall
strengthening of the trade winds (see Figs. 4.4f, Figs. 4.8f). The changes of the Sver-
drup transport are well captured also by the surface current anomalies. Figure 4.9
shows a substantial weakening of the Kuroshio Current as well as an intensification of
the equatorial current system in TOPO and LGM. A strengthening of the SEC en-
hances the poleward heat transport, thereby warming up the subtropical Pacific and
cooling the equatorial Pacific. The associated horizontal temperature advection leads
to a warming of the central Pacific by about 0.2K/month (Timmermann et al. 2004).

The changes due to the albedo, reduced atmospheric CO, concentration and orbital
forcing are much weaker, but they contribute to the cooling of the Kuroshio region and
to the warming in northeastern Pacific (Fig. 4.8). Another mechanism that contributes
to the North Pacific warming is associated with the subtropical atmospheric telecon-
nection of the permanent La Nina state. These teleconnection are characterised by a
reduction of the subtropical wind-strength, and hence of latent cooling of the ocean
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Fig. 4.9: Time averaged annual mean surface currents anomalies with respect to CTR
[em/s]. (a) TOPO-CTR (b) LGM-CTR.

and changes of the sensible heat flux. These changes are also typical for a present day
La Nina situation (for further details, see Timmermann et al. 2004).

In order to investigate the influence of wind stress changes to the generation of
SST anomalies in the equatorial Pacific, several wind stress sensitivity experiments

are performed. The forcing function in the meridional direction is multiplied with the

. . S (r=1?
simulated zonal wind stress component. The function is defined as [1 + a X S 1,

a is the amplitude factor (0.5, 1 and 1.5), 7, is the latitude of anomaly maximum
(10°N, 15°N, 20°N and 25°N), and « is the width of the anomalous wind stress forcing.
An example of the wind stress forcing is shown in Figure 4.10a at 15°N. Figure 4.10b
shows the SST anomalies with respect to the LGM experiment averaged between 5°S-
5°N simulated by the wind stress sensitivity experiments.

Figure 4.10b highlights the strong influence of the wind stress on the equatorial SST
pattern. In the first experiment the forcing is applied at 10°N with a = 0.5, i.e., the
zonal wind stress is increased there by 50%. The associated SST cooling attains values
of about 2°C. This is significant given the fact that the SST changes associated to the
present day La Nina are of the same magnitude. The forcing applied further north
(15°, 20°N and 25°N) generates a much weaker equatorial SST response. Moreover,
it becomes evident that the SST response also depends on the magnitude of the wind
stress changes. For example, an increase of the zonal wind stress by about 150% at
25°N generates an equatorial cooling of 8°C, but if an anomalous forcing of a similar
strength is applied at 10°N the SST drops by 15°C (Fig. 4.10b). The experiments
above highlights the importance of off-equatorial wind stress changes in driving the
subtropical /tropical cells as well as equatorial SST anomalies.
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Fig. 4.10: Windstress forcing at 15°N (left panel) and SST response averaged between
5°N-5°S in Pacific Ocean (right panel). The latitudes in the right panel
indicate where the forcing was applied i.e. 10°N, 15°N, 20°N and 25°N.

4.3 Sea-ice

The changes of the atmospheric and oceanic circulations in the LGM result in sub-
stantial changes in both, sea-ice area and sea-ice volume. Moreover, modifications of
ice extent can feed back on to the atmospheric and oceanic circulations thereby serving
as an important climate feedback component (Mysak and Venegas 1998). For exam-
ple, changes in the buoyance forcing resulting from sea-ice melting and brine rejection
during the sea-ice formation can trigger different states of the thermohaline circulation
(Ganopolski and Rahmstorf 2001; Manabe and Stouffer 1997; Fanning and Weaver
1997; Rahmstorf 1995).

Figure 4.11 displays time series of the simulated hemispherically averaged sea-ice
area and sea-ice volume for CTR and the sensitivity experiments during the last 300
years of the simulations. As mentioned briefly in Chapter 2, the model can well simulate
the observed present day sea-ice area. Nevertheless, there is no precise estimates of the
sea-ice volume based on observation because of the sparseness of ice-thickness measure-
ments. Comparing the simulated present-day sea-ice volume in the NH (55.8 x 103km?)
to the results obtained by Hilmer and Lemke (2000) using a dynamic-thermodynamic-
sea-ice model driven by NCEP-NCAR Reanalysis forcing data, one finds that ECBilt-
Clio (version 2) overestimates the sea-ice volume by a factor of 2 due to the larger sea-ice
thickness. Figure 4.11a shows that the changes of the NH sea-ice area in TOPO, ORB
and CO2, are relatively weak as compared to LGM. The reduction of the the sea-ice
area in the North Pacific due to the topographically induced positive SST anomalies is
partially compensated by an increase in the North Atlantic. The ALB simulation, how-
ever, exhibits an increased sea-ice area (Fig. 4.11a) due to an overall oceanic cooling of
the ocean (see Fig. 4.4b). Despite the relatively small changes in ALB, TOPO, CO2
and ORB the changes of sea-ice area and volume in LGM are large and correspond to
about 25% of the CTR value. (see Figs. 4.11a and 4.12c).

In the SH the sea-ice response to the individual glacial boundary conditions is
weaker than simulated in the NH. Nevertheless, it is important to note that the joint
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Fig. 4.11: Time series of sea-ice area (10° x km?) and sea-ice volume (103 x km?) in
the sensitivity experiments. (a) NH and (b) SH. (c) and (d) the same as
(a) and (b) but for the sea-ice volume.

effect of the boundary condition changes captured in LGM increases the sea-ice by more
than 100% (Fig. 4.11b). The comparison between the LGM and the other sensitivity
experiments in the SH indicates that the mechanism leading to sea-ice changes in the
LGM is highly nonlinear, since the sum of the sensitivity experiments anomalies is
smaller than the differences between the LGM and CTR. Sea-ice volume shows a very
similar behaviour in the NH (Fig. 4.11c,d), the glacial sea-ice volume is almost 80%
larger than in CTR, whereas in the SH, it is about three times larger than for the
present-day climate. One should keep in mind that the sea-ice thickness simulated by
ECBIlt-Clio is overestimated in the CTR climate. Hence, such a bias may also influence
the glacial sea-ice anomalies.

Figure 4.12 displays the simulated sea-ice thickness distribution for CTR and LGM.
The differences between these simulations are remarkable. In the LGM, the sea-ice
thickness increases in the Arctic Ocean, the North Atlantic and around Antarctica.
In the central Arctic the sea-ice thickness increases by more than 5m. In the North
Atlantic the most important feature is the southward shift of the sea-ice margin that
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Fig. 4.12: Time averaged annual mean sea-ice thickness [m] in the CTR (a) and (b),
and LGM simulation (c) and (d). The red line is the sea-ice margin in the
CTR run.

moves equatorward by almost 15° (Fig. 4.12¢). These changes can be attributed to the
SST anomalies in the North Atlantic which drop by about 10°C-15°C. The changes in
Antarctica are even more spectacular. The sea-ice margin moves equatorward reaching
the southern part of New Zealand and Argentina.

4.4 Sea Surface Salinity

Changes of the atmospheric circulation, the SST, and the sea-ice volume lead to im-
portant changes in Sea Surface Salinity (SSS). The simulated SSS anomalies between
the LGM sensitivity experiments and CTR are shown in Figure 4.13a. It should be
noted that the glacial sea level drop of 120 m and the associated increase of global
salinity by about 1 psu (practical salinity unit) are not captured by the ECBilt-Clio
LGM experiments. Furthermore, changes of the runoff mask, and - most important -
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Fig. 4.13: Time averaged annual mean anomalies between the LGM experiment and
CTR for SSS [psu] (a) and freshwater [cm/yr] (b). Shaded areas are statis-
tically significant at 95% level based on calculations of student’s t-test with
300 degrees of freedom. Negative values in (b) mean excess of evaporation
over precipitation

the uncertainties of ice sheet ablation during the LGM are not taken account here. A
freshening of the North Atlantic is evident in all experiments, whereas, positive SSS
anomalies are observed in the tropics due to reduced precipitation and lower temper-
atures. This is also in agreement with the aridity index (Table 3.4), that indicates an
excess of precipitation over evaporation in the mid and high latitudes and a deficit in
the tropics. Positive SSS anomalies in the equatorial zone are in part due to negative
freshwater flux anomalies at the ocean surface (Fig. 4.13b). In addition to the simu-
lated changes in the North Atlantic, there is also a large positive SSS anomaly in the
Indian Ocean. This anomaly originates from a substantial reduction of the Asian sum-
mer monsoon and the corresponding negative fresh water flux anomalies (Fig. 4.13b).

In polar latitudes, the salinity increases mainly due to the brine rejection during the
process of sea-ice formation. Despite the enhanced sea-ice area in the LGM no positive
SSS anomalies are simulated. The brine released anomaly is over compensated by a
increased freshwater flux which accompanies the enhancement of the LGM storm track
over the North Atlantic (Fig.4.13b).

4.5 Comparison with Paleodata

In order to test the validity of the modeling results it is necessary to compare the
simulated oceanic anomalies in the LGM to available paleoreconstructions. However,
it should also be noted that many of these reconstructions have large uncertainties.
The simulated LGM SST, SSS and sea-ice margin are compared to the GLAMAP
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paleoreconstruction data set. The GLAMAP reconstruction (Schéfer-Neth and Paul
2008) presents a new reconstruction of SST, SSS and sea-ice margin for the North
and South Atlantic during the LGM. This reconstruction is based on the analyses
of 275 sediments cores between the North Pole and 60°S. Stratigraphies have been
carefully derived from cores chronostratigraphies (see Sarnthein et al. 2003 for an
overview). GLAMAP provides a new LGM SST reconstruction for the Atlantic, and
includes the CLIMAP (1981) reconstruction for Indian and Pacific Oceans. Most
significant differences between CLIMAP and GLAMAP occur in the tropical region
and the North Atlantic/Nordic Seas sector. According to the CLIMAP reconstruc-
tion, the LGM anomalies with respect to today’s climate do not exceed -2°C in the
tropics. CLIMAP’s tropical temperature reconstruction are in disagreement with the
various land-based paleotemperature that suggest a glacial cooling of -5°C (Anderson
and Webb 1994; Guilderson et al. 1994). Another controversial point concerning the
CLIMAP reconstruction are the extremely cold Nordic Seas and the annually persistent
sea-ice cover. This glacial scenario is opposed by reconstructions that indicate at least
seasonally ice-free conditions during the LGM (Sarnthein et al. 1995). Furthermore,
compared to CLIMAP, GLAMAP exhibits much colder tropical and subtropical re-
gions, and warmer high latitudes in particular during summer (Schéfer-Neth and Paul
2008). GLAMAP’s low SST in the tropical and subtropical areas are also consistent
with estimates based on other proxy data (Crowley 2000, Guilderson et al 1994).

The differences between the simulated SST and SSS in the LGM and reconstructed
GLAMAP SST and SSS fields are depicted in Figure 4.14. It is important to note that
the GLAMAP uses fixed SST of -1.8°C in areas which are covered by sea-ice. Thus,
the differences northward of 70°N and southward of 60°S are not considered here.
Furthermore, GLAMAP SSTs are provided for February and August only. Hence a
direct comparison of simulated annual mean data with the average of February and
August data might have a bias as well. Striking differences between simulated ECBilt-
Clio and reconstructed GLAMAP SSTs are observed mainly in the extra-tropics. The
simulated eastern North Atlantic temperatures are around 4-5°C higher than simulated
by GLAMAP. This feature can be attributed to an underestimation of sea-ice cover in
the NH winter. GLAMAP suggests that during the LGM the sea-ice margin started
off the west coast of Great Britain, whereas in the ECBilt-Clio LGM simulation it
starts farther north, near Scandinavia (Fig. 4.15a). In addition, the ECBIilt-Clio
displays a broader Gulf Stream, which leads to a warm bias in the North Atlantic area.
In the equatorial Atlantic, GLAMAP and ECBIilt-Clio are characterised by a similar
glacial cooling, except for a model warm bias in the northern and southern upwelling
regions off the coast of west Africa. ECBilt-Clio does not capture coastal upwelling
properly. In contrast, in the South Atlantic the simulated SSTs are colder than in
GLAMAP. It is important to stress that according to Malmgren et al. (2001), SST as
reconstructed using modern analog techniques has a typical uncertainty of about 1°C
whereas reconstructions using the transfer function method have a slightly larger error
of about 1.2°C.

A similar hemispheric contrast between simulation and reconstruction can be ob-
served for the Pacific. The simulated cooling of the SH oceans can be partially at-
tributed to the much larger sea-ice extent and an associated cooling of the adjacent



78 4. Oceanic changes during the Last Glacial Maximum

(a) ECBilt — GLAMAP . (b% SST Zonal mean LGM
SST anomalies LGM ECBilt (Thick line), GLAMAP (thin line)

=i GGP'\U 2
Al 6N 0,
%-,’5“54255
N4 ;;7»5_) =48

120W 60W 0 60E 120E 180

-7 -5 -3 -2 2 3 4 6 8 10 12 14 605 405 20S EQ 20N 40N 60N

(c) ECBilt — GLAMAP (9,555 Zonal mean LOM
SSS anomalies LGM 1 ECBilt (Thick line), GLAMAP (Thin line)
]

T

371
361
351
344
331
321
311
301
291
180 1200 650w 0 60E 120 180 984

27 T T y T T
-25 -2 -15 -1 =05 0 05 1 15 2 25 60S 40S 20S EQ 20N 40N 60N

Fig. 4.14: Differences between time averaged annual mean LGM ECBilt-Clio and the
GLAMAP average between February and August. (a), (b) SST. (c) and
(d) SSS.

ocean. It is important to note that the SH warming in the GLAMAP (see Fig. 4.14)
has neither been reproduced by other LGM simulations using the state-of-the art
climate models, nor supported by paleoreconstructions (Lee and Slowey 1999; Rind
and Peteet 1985). In the equatorial Pacific the model shows much stronger cooling
the GLAMAP/CLIMAP reconstruction. Similar cooling has also been found by the
AOGCM experiments for the LGM (Shin et al. 2003; Bush and Philander 1999) and
other proxy data (Beck et al. 1997). Although the ECBilt-Clio LGM simulation and
the GLAMAP reconstruction exhibit many differences, absolute temperatures appear
quite similar (Fig. 4.14b).

The differences between the simulated glacial SSS are shown in Figure 4.14c. The
simulated freshening in comparison with the reconstruction over most parts of the
ocean is a result of neglecting the glacial sea level drop of 120 m, resulting in a ho-
mogeneous 1 psu reduction of global salinity. However, the simulated higher salinity
around Antarctica is mainly a result of an increase in sea-ice volume and brine re-
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(a) Sea ice margin — February (b) Sea ice margin — August
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Fig. 4.15: Maximum sea-ice margin in February (a) and August (b). Black line
(ECBIlt-Clio LGM), Blue line (CLIMAP), Red line (GLAMAP) and Green
line (ECBilt-Clio CTR).

leased. In terms of zonal changes (Fig. 4.14d), the model exhibits a saltier ocean north
of 60°N. Whereas the GLAMAP reconstruction suggests the existence of a strong polar
halocline during the LGM. Elsewhere, ECBilt-Clio and GLAMAP show differences of
the order of 1 psu.

The simulated and reconstructed sea-ice area are plotted in Figure 4.15a,b. GLAMAP
and ECBIlt-Clio are in good agreement during summer and winter, however, both data
are characterised by a smaller sea-ice area than in the, CLIMAP reconstruction in par-
ticular in the NH. In the SH near South America, the simulated sea-ice area is over-
estimated throughout the year as compared to GLAMAP. In general, the ECBilt-Clio
LGM simulation reproduces quite well the seasonal variability in both hemispheres
(Fig 4.15a,b).

4.6 Convective Layer Depth and Surface Density

Deep convective mixing in the North Atlantic is an essential component in driving
meridional overturning flow, associated with the thermohaline circulation (THC). To-
day, the major sites open ocean convection are the center of the Greenland, Iceland
Norwegian (GIN) Sea (Wood et al. 1999; Visbeck et al. 1995; Schott et al. 1993),
Labrador Sea and a small region in the northwestern Mediterranean Sea (Schott et
al. 1996). However, only in the Labrador and GIN Seas North Atlantic Deep Water
(NADW) is formed by convection, thereby replenishing the deep water of the Atlantic,
Pacific and Indian Oceans. Figure 4.16 shows the time-averaged convective-layer depth
(CLD) and surface density for CTR and the anomalies between the sensitivity experi-
ments and CTR. The shaded areas represent the CLD anomalies and the contour lines
are the surface density changes.

In comparison with observations the simulated convection in Labrador Sea is too
weak and GIN Seas convection is located too far north (Fig. 4.16a). A new version of
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Fig. 4.16: Simulated time mean convective layer depth (shaded) [m] and surface den-
sity - 1000 (contour) [kg/m?]. Northern Hemisphere (upper) and Southern
Hemisphere (lower), (a) CTR (b) differences between ALB-CTR (c) CO2-
CTR (d) ORB-CTR (e) TOPO-CTR (f) LGM-CTR. Shaded areas are
statistically significant at 95 % level based on calculations of student’s
t-test with 300 degrees of freedom.
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the coupled model (ECBilt-Clio) has an improved representation of convection sites.
The simulated sites of deep water formation in the ECBilt-Clio version 2 used here are
east of Greenland, and south of Iceland. In the SH, in agreement with other modeling
studies, the Weddell Sea is an important convective region, supporting the formation of
Antarctica Bottom Water (AABW). The changes of the CLD in ALB show a substantial
deepening of the convective layer in the Labrador and GIN Seas and a shoaling in the
Arctic Ocean (Fig. 4.16b). The increase in convection in the North Atlantic seems to
result from the drop in SST which over compensates the reduced salinity contribution
to the surface density. Deepening of CLD in the Nordic Seas is due to an increase of
surface density. North of 80°N substantial changes of CLD are clearly seen which are
due to glacial topographic forcing (Fig. 4.16e). The CLD and surface density changes
in CO2 and ORB are marginal and shall be neglected here.

The LGM is characterised by a substantial increase in the CLD and density in the
major sites of model deep water formation (Fig. 4.16f). Moreover, LGM also reveals a
southward migration of the maximum of CLD in the NH. This southward displacement
of the sites of convection has consequences for the structure of the North Atlantic THC.
It is consistent with other LGM modeling studies and paleoceanographic data (Hewitt
et al. 2001; Sarnthein et al. 1995). Glacial albedo and ice sheet topography changes
are largely responsible for the simulated LGM CLD and density anomalies, in particular
in the NH. In the SH, however, the pronounced deepening of the CLD is not found in
the individual sensitivity runs. This feature is a result of an increase of brine rejection
linked to sea-ice changes and triggered by the lower SST.

4.7 Thermohaline Circulation

Changes of atmospheric and oceanic circulation, SST, SSS and sea-ice have a large
impact on the processes driving deep water formation. The THC is a key element of
the climate system, in particular in the NH, because it carries a substantial amount of
heat and saline waters poleward. Climate changes associated with perturbations in the
THC have been inferred from paleoclimatic records as well as from model simulations
forced by increasing greenhouse gas concentrations.

Of particular scientific interest is the possibility of a THC weakening caused by
warming and/or freshening of high latitude surface water due to greenhouse warming
(Stocker and Schmittner 1997, Manabe and Stoufer 1993). Both, the high latitude
warming and an enhanced poleward transport of moisture in the atmosphere may
contribute to the generation of a halocline in the formation regions of NADW. Thus, the
climate during the L GM, which experienced large changes in the SST and SSS (Schdfer-
Neth and Paul 2003), is an interesting test case to study the stability properties of the
THC.

The THC is driven primarily by horizontal density gradients, initiated by vertical
density gradients resulting from deep convection at a few sites in the North Atlantic
(Marotzke 1997) and the southern ocean. Interior vertical mixing plays also a crucial
role in pulling the THC. Recent process studies (as part of WOCE - World Circulation
Ocean Experiment) have confirmed that such mixing is highly localised in the deep
ocean (Munk and Wunsch 1998, Polzin et al. 1997). Furthermore, modeling studies
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(Timmermann et al. 2004b; Oka et al. 2001; Schiller et al. 1997) revealed the
importance of wind forcing for the establishment of large scale density gradients and
hence, the THC.

Surface conditions in the North Pacific and Indian ocean do not favour deep con-
vection. In the North Pacific surface waters are cold, like in the North Atlantic, but
the waters are not salty enough to sink to the deep ocean. In the Indian Ocean, the
waters are too warm at the surface to allow deep convection.

Figure 4.17 shows the simulated maximum of the meridional streamfunction, mea-
suring the strength of the NADW and AABW. AABW formation is quantified in terms
of the northward meridional mass transport at 20°S. Compared to reality, the ECBilt-
Clio overestimates the strength of the NADW. The simulated transport associated with
the NADW formation (35 Sv) is twice as strong as inferred from observations (18 Sv)
(Talley et al. 2003; Hall and Bryden 1982). The overestimation of NADW formation
is a result of higher out polar/polar surface salinity, originating from unrealistically
large values for brine rejection due to an overestimation of the sea-ice volume. It must
be noted, however, that discrepancies associated with the strength of the NADW have
been found in coupled global models of different complexity, as discussed by IPCC
(2001) and presented here in Table 4.2. The Table clearly shows a large uncertainties
in the simulated NADW strength between the models. In the SH, ECBilt-Clio simu-
lates the amount of deep water formation more realistically (Table 4.3). The maximum
meridional overturning in the SH as simulated by the CTR run attains values of about
37 Sv (Fig. 4.3), which is comparable to the MacDonald (1998) estimate of 36 Sv, but
it is larger than the 22 Sv estimated by Ganachaud and Wunsch (2000) and Talley et
al. (2003).

Model Name  NADW (Sv)

ECBilt-Clio 34.3
CSM1 26.1
ECHAM3/LSG 28.1
ECHAM1/LSG 30.0
NCAR1 35.8
GFDL-R15 15.0
HadCM3 18.1
MRI2 17.0

Tab. 4.2: Simulated NADW in different models [Sv].

In the CTR simulation, the maximum meridional overturning in both hemispheres
formed at regions with surface density higher than 1027.5 kgm =2 and CLD deeper than
700 m (Fig. 4.16a). Comparing the simulated NADW and the AABW in the sensitivity
runs to the CTR, there is a clear increase (decrease) of the NADW (AABW). However,
simulated changes of these quantities in ORB and CO2 are much smaller than in TOPO
and ALB (Fig. 4.17a,b). TOPO shows stronger (weaker) NADW (AABW) than the
ALB, despite smaller CLD anomalies. This feature is likely a result of a large amount of
deep water formed north of 80°N in TOPO, due to the salinity changes under seasonal
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LCDW (Sv) Source
37.1 ECBilt-Clio
36.0 MacDonald (1998)
22.0 Ganachaud and Wunsch (2000)
48.0 Schmitz (1995)
50.0 Sloyan and Rintoul (2001)
22.0 Talley et al. (2003)

Tab. 4.3: Simulated (ECBilt-Clio) and estimated Lower Circumpolar Deep water
(LCDW) [Sv].

sea-ice (see Fig 4.16e). Meanwhile, recent studies suggest that the SH climate changes
may lead those of the NH (Shin et al. 2003b; Blunier and Brook 2001). Broecker (1998,
2000) proposed the bipolar seesaw, as a possible mechanism for SH control a NADW
formation. The weaker AABW in TOPO favors an enhancement of the NADW due
to a reduction of oceanic vertical stability linked to a reduced intrusion of deep dense
water into the North Atlantic. A similar mechanism has been suggested by Shin et al.
(2003b).
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Fig. 4.17: Time averaged annual mean maximum meridional overturning [Sv]| for the
LGM experiments. (a) NADW (b) AABW exported northward in Atlantic
at 20°S.

As proposed by Schmitt et al. (1989) and Speer and Tziperman (1992), surface
density anomalies (a combination of the thermal and the haline density anomalies)
can generate thermohaline circulation changes. In order to diagnose the thermal and
haline contributions to the density changes in LGM, the thermal and haline density
flux (kgm2s7') is computed. The surface density flux is defined as Schmitt et al.
(1989),
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4.
G TG : (4.3)

with the thermal expansion (o = —%g—é{ p,s) and the haline contraction coefficient (8 =

%g—g p»,1)- In these expressions, Cp, p(s,r), p, T and S are specific heat, density, pressure

and sea surface temperature and salinity, respectively. @, E, P, R and I represent net
heat flux, evaporation, precipitation, runoff and water flux by sea-ice melting and
growth, respectively. Figure 4.18 shows the surface density flux for CTR and the
anomalies between the LGM and CTR. The two regions of strongest density gain are
in the western North Atlantic, where cold and dry continental air masses blow onto
relatively warm waters of the Gulf Stream and North Atlantic Current. The second
region of density gain is in the Nordic Seas, where the model experiences a negative
net heat flux associated to strong cooling of surface waters. ECBilt-Clio simulates
positive thermal density flux in the tropical region off the east coast of the North
America, while Schmitt et al. (1989) found a negative thermal density flux in this
area. The contribution of the haline density flux to the total density is much smaller.
The areas of density loss around the equator correspond to expected areas of heat gain
and precipitation excess linked to the ITCZ.

On a basin-scale, similar findings were reported by previous studies (Shin et al
2003; Schmitt et al. 1989). As argued by Schmitt et al. (1989) the salinity may
dominate the density flux at the ice/water interface, but it does not dominate high
latitude open-ocean fluxes.

As for present-day climate, the simulated NADW formation in the LGM is also
controlled by the thermal density flux. Due to the stronger glacial cold advection over
the North Atlantic, the thermal density flux anomalies (Fig. 4.18d) generate substantial
changes in the surface density and subsequently in the CLD. Cold glacial winds increase
the vertical air-sea temperature contrast and thus the loss of heat from the ocean
to the atmosphere, which leads to strong convective mixing and an enhancement of
the NADW cell in the LGM. The topographic and albedo forcing are crucial for this
enhancement, through the related changes in the thermal density flux (not shown).
Paleoceanographic data (McCave et al. 1995; Veum et al. 1992) and other LGM
model simulations (Hewitt et al. 2001; Kitoh et al. 2001), support the possibility of
a stronger NADW, as simulated here. The changes in the haline density flux (Fig.
4.18e), however, tend to reduce the convection strength in the Nordic Seas and along
the east coast of Greenland. This feature results partially from an increase in snowfall
and precipitation associated with an enhancement and northward shift of the glacial
North Atlantic storm track (see Fig. 4.13b). The total (thermal+haline) density flux
anomalies are dominated by the changes in the thermal flux. Haline flux anomalies are
most important to the east of Greenland and the Nordic Seas.

The findings discussed here are very similar to those obtained by Shin et al. (2003).
However, using the CCSM LGM model simulation Shin et al. (2003) found a reduction
in the NADW formation, which they attributed to the increase in the vertical oceanic
stability due to an enhanced intrusion of AABW into the North Atlantic. In the LGM
experiment, the total maximum northward overturning in the SH is enhanced, but it
is reduced in the southern Atlantic at 20°S (Fig. 4.17b). This is quite an unexpected
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Fig. 4.18: Time averaged annual density flux in CTR [107® X kgm™2s71]. (a) thermal
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results, since the CLD and density increase in the southern Atlantic in the LGM. More
studies are necessary to better understand the interaction between the AABW and
NADW, as well as the dynamical and thermodynamical mechanisms leading to the
changes in both circulation systems.

4.8 Atmospheric and Oceanic Heat 'Transport

Radiative process continually act to cool the extra-tropics and warm the low lati-
tudes of Earth, and it is only the poleward energy transport by the atmosphere and
the oceans that establishes an equilibrium and prevents the tropics from warming up
indefinitely (Trenberth and Caron 2001; Miller and Russell 1989). As a result of the
modified atmospheric and oceanic circulations during the LGM, substantial changes
are expected to occur in the total heat transport. The total poleward heat transport of
the atmosphere-ocean system in each latitudinal band is computed from the difference
between the net shortwave radiation and the outgoing longwave radiative flux at the
top of the atmosphere. It can be expressed as,
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Fig. 4.19: Time averaged annual heat transport [PW]. (a) Sensitivity experiments
(b) Anomalies between the sensitivity experiments and CTR.
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H(®)totat = Harm + Hocr = 20627T/ / (Sroa(8) — Lroa(9)') .cosg’.dg’  (4.4)
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where, H;p1a1, Hary and Hocp are the total, atmospheric, and oceanic heat transport,

respectively. a is the radius of the Earth, ¢ is the latitude, St 4 is the zonally integrated

net shortwave radiation, and Lz¢ 4 is the zonally integrated outgoing longwave radiative

flux. Both fluxes are computed at the top of the atmosphere.

The simulated H;y,; in the CTR simulation is comparable to calculations which are
based on data (Trenberth and Caron 2001; Peizoto and Oort 1992). The maximum
poleward heat transport appears in both hemisphere around 40°N and 40°S and attains
maximum values of 5.2 PW (PW = 10'W). In the sensitivity runs there is no change
in the latitude at which the maximum northward and southward transport occurs (Fig.
4.19a). Figure 4.19b shows the Hy,,; anomalies between the sensitivity experiments and
CTR. It can be clearly seen that changes in atmospheric CO, concentration and in the
orbital forcing change the heat transport only marginally. These boundary conditions
generate a weak increase (decrease) in the heat transport in the SH (NH). Modified
topography and albedo, however, are associated with significant changes in Hypy (Fig.
4.19b). The topographic effect is evident north of 30°S with the maximum around
30°N. Although in TOPO the northward oceanic heat transport at 30°S increases in
the Atlantic by about 0.1 PW (Table 4.3) this is not reproduced by the Hy,,; anomalies.
Thus, at this latitude belt the atmospheric and oceanic heat transport cancel each other
out or the heat transport in the Indian/Pacific sector opposes the Atlantic counterpart.

In ALB experiment the contribution of the oceanic heat transport anomalies at
30°S in Atlantic to the Hyyy anomalies is very small (Table 4.3). The reduced south-
ward Hyye in ALB is mainly due to the weaker atmospheric heat transport. On the
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EXP-CTR | Any.,
CTR = 0.32PW -
ATOPO 0.10
AALB 0.01
AC’OZ 0.01
AORB 0.0
ALGM 0.14

Tab. 4.4: Northward oceanic heat Transport anomalies at 30°S in the Atlantic [PW].
A denotes anomalies between the sensitivity experiments and CTR.

other hand, the northward transport in the NH as simulated by ALB increases due to
the enhanced meridional overturning in the ocean and the steeper radiation gradient
between 20°N-50°N (Fig. 4.20b). In the NH the H;,, anomalies in TOPO are similar
to the anomalies in the ALB, but they have smaller magnitudes (Fig. 4.19b).

The poleward H;,, as simulated by LGM increases in both hemisphere in compar-
ison to CTR experiment (Fig. 4.19b). Compared to the ALB and TOPO, the LGM
needs more heat at high latitudes because it experiences much stronger extra-tropical
cooling (Fig. 4.4f). The increased Hypq in the LGM can be in part attributed to the
steeper thermal contrast between tropical and extra-tropical regions. As shown in the
Table 4.3, the northward heat transport in the South Atlantic increases by 0.14 PW
which subsequently reduces the southward H;y, and Hocg, which in turn, enforces
the SH cooling in the LGM. However, the increased transient eddy activity in the SH,
more than compensate the reduced poleward oceanic heat transport (see Fig. 3.14f,
Fig. 4.19b).

The LGM changes of H,,,; in the NH are also associated with changes in the merid-
ional overturning circulation (see Fig. 4.17). The oceanic poleward heat transport in
the Atlantic is mainly driven by the meridional overturning circulation cell, with north-
ward flowing warm surface waters in the western boundary current and a southward
flowing cold deep waters in the deep western boundary. The current contribution from
the direct horizontal circulation is negligible (0.06 PW southward) (Bryden 1993). In
the Pacific the situation is different: There, the meridional heat transport is driven
by the horizontal wind-driven circulation. It is important to note that in the LGM
experiment the mass transport in the Kuroshio area is reduced and thereby its asso-
ciated heat transport. For the Atlantic, Bdning et al. (1996) derived a near linear
relationship between the overturning rate and the total heat transport at 25°N from a
set of experiments using a modified version of the Modular Ocean Model (MOM). It
is suggested that for every 2 Sv gain in the overturning rate, the heat transport across
25°N increases by approximately 0.1 PW. Since in the LGM simulation the overturning
increases by 8 Sv (see Fig. 4.17b) and the H;,y by 0.6 PW (Fig. 4.19b), one would ex-
pect an increase in the oceanic heat transport in the North Atlantic by about 0.4 PW.
Thus, around 0.2 PW of H;,, must result from changes in the Indian-Pacific sector
or/and from the atmospheric circulation. Further investigations have shown that the
contribution from the horizontal gyre circulation in some models is not negligible. He-
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Fig. 4.20: Time averaged annual mean net flux of zonally averaged radiation at the
top of the atmosphere [Wm™2]. CTR (a) anomalies between the sensitivity
experiments and CTR (b).

witt et al. (2001) studying a simulated relatively warm North Atlantic during the LGM
argued that the increased heat transport in mid-latitudes was in part a consequence of
a stronger simulated subpolar gyre.

4.9 Summary

In this chapter the simulated oceanic changes for the glacial sensitivity experi-
ments have been investigated. As previously found for the atmospheric circulation, the
changes of topography and land albedo play also the most important role in driving
glacial oceanic changes. The simulated SST anomalies in LGM are quite similar to the
CLIMAP reconstruction in the Pacific area and similar the GLAMAP (Schdfer-Neth
and Paul 2003) reconstruction in the North Atlantic. Compared to pre-industrial con-
ditions LGM exhibits a warming in the northeastern Pacific and an overall cooling in
the Kuroshio area and the Atlantic. Both, the southward extension of the sea-ice mar-
gin and enhanced cold air advection from the Laurentide ice sheet play an important
role in cooling the North Atlantic, whereas the reduced wind stress curl is responsible
for the cooling in the Kuroshio area. In the equatorial Pacific, on the other hand, the
lower SST results from a strengthening of the tropical/subtropical cell triggered by
enhanced tropical-subtropical trade winds. Moreover, Broecker (1995a) argued that
the reduced water vapour and CO, and consequently the weaker greenhouse capacity
of atmosphere also plays an important role in triggering glacial oceanic cooling. This
has been confirmed by Timmermann et al. (2004).

The SST changes in the North Pacific are primarily driven by topographically in-
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duced modifications of the large-scale atmospheric circulation. The anomalous sta-
tionary wave patterns in turn lead to a reduction of latent and sensible ocean cooling
in the subtropical North Pacific. Furthermore, a reduced wind stress curl over the
Kuroshio area slows down the subtropical and subpolar gyres, as diagnosed from the
Sverdrup transport relationship (Fig. 4.8). As a consequence, the western North Pa-
cific cools down whereas the northeastern Pacific warms up. Another mechanism that
contributes to the North Pacific warming is based on remote tropical forcing associ-
ated with a permanent glacial La-Nina-type pattern (Timmermann et al. 2004). 1t is
well known that under present-day conditions, a La Nina event induces northeastern
Pacific warming due to changes of latent and sensible heat fluxes (Lau and Nath 1996).
Hence, in addition to the effect of the upstream blocking situation on SSTs, there is a
tropical teleconnection triggered by the La Nifia state, which reinforces the warming
in the North Pacific. Due to the low climate sensitivity of our coupled model to the
reduced atmospheric CO,, its associated radiative forcing can not compensate for this
warming, as in other LGM simulations (Shin et al. 2008; Bush and Philander 2001).

In the equatorial Pacific, ECBilt-Clio simulates SST anomalies of about 2-3 de-
grees which is 1-1.5°C lower than in the CLIMAP reconstruction. This cooling can
be traced back to topographically induced changes in the upper level momentum flux
convergence which generates a secondary circulation cell with ascending motion to the
south of the convergence and descending motion to the north of it (Fig. 4.7b) (Kuo
1956). This anomalous vertical circulation enhances the meridional pressure gradient
and subsequently leads to stronger trade winds according to the geostrophic relation.
Thereby, stronger trade winds near 10°-20°N enhance the strength of the subtropical
cell due to Ekman transport which in turn intensifies the equatorial upwelling leading
to the equatorial cooling. Based on the sensitivity experiments anomalies, one can ar-
gue that two other processes are important in controlling oceanic surface temperature
i.e. the weaker greenhouse capacity of the dryer atmosphere and the local radiative
forcing due to reduced atmospheric CO, concentration. Nevertheless, compared to the
ocean dynamical changes these forcing mechanisms seem to play a secondary role.

As discussed by Timmermann et al. (2004), a climatic comparison between simu-
lated northeastern/equatorial Pacific SST anomalies and paleodata can be problematic
since there are very few data which can be regarded as reliable SST proxies (see Crowley
2000). For example, sediments cores from Hawaiian Islands may be contaminated by
the Island wake effect (Xie et al. 2001) due to changes of the trade winds, which pushes
warm western Pacific water into the area of the wake where the sediment cores were
sampled. Thus, it remains unclear whether Hawai ian SST proxies really represent
temperatures of the open central Pacific. In the North Atlantic, however, the com-
parison between modeling results and paleodata is less problematic in particular after
completing the GLAMAP reconstruction. A comparison between the simulated LGM
SSTs anomaly and the GLAMAP reconstruction reveals that the LGM experiment has
a warm bias in the North Atlantic. This may be due to the fact that the ECBilt-Clio
simulation neglects background ablation from the ice sheets (Marshall and Clark 1999),
which can have an influence on the strength of the thermohaline circulation, and hence
on the SST.

In addition to a 1 psu offset, the simulated salinity changes in the sensitivity ex-
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periments show an overall freshening in the North Atlantic. Comparison among the
sensitivity experiments shows that the salinity anomalies which result due to the re-
duced atmospheric CO, concentration are marginal. This agrees with the modeling
results of Shin et al. (2003). The southward glacial extension of the seasonal sea-
ice margin in the North Atlantic does not result in positive SSS anomalies because a
strong LGM storm track leads to increased freshwater fluxes which level off the brine
effect. Except for the northeastern Atlantic, the simulated sea-ice extension in the
LGM compares well with the GLAMAP reconstruction, as shown in Figure 4.15.
Changes of the atmospheric circulation, SST, SSS anomalies and changes of the
characteristics of sea-ice have a large impact on surface density and CLD. Due to
stronger cold air advection from the Laurentide ice sheet, the simulated changes in
thermal density flux in the North Atlantic generate substantial changes in surface
density and CLD. In the LGM experiment, the increase in CLD and density at the
major sites of the deep water formation leads to an augment of the NADW formation
rate, which is associated with a strengthening of the northward total heat transport
by about 0.6 PW. The changes in ALB and TOPO are crucial for this enhancement
through the changes in thermal density flux. Although the advection of warm surface
waters associated with the anomalous cyclonic circulation in mid-latitudes (Fig. 4.3)
may reduce the surface density in the sites of deep water formation, this effect is
damped by the presence of a cold atmosphere which absorbs a large part of the heat.
Paleoceanographic data (McCave et al. 1995; Veum et al. 1992) and other LGM
model simulations (Hewitt et al. 2001; Kitoh et al. 2001) support the possibility of a
stronger thermohaline circulation as simulated here. Although, other evidence based
on radiocarbon analyses and other paleodata sources suggests that during the LGM the
THC was considerably weaker than today (Lea and Boyle 1990; Broecker and Denton
1989; Duplessy et al. 1988). It is important to note that it is not clear whether the
thermohaline circulation was completely resumed at the time of the LGM, since the
LGM occurred about 2000-3000 years after the major meltwater pulse Heinrich II.
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“Whether or not nature behaves according to law depends entirely upon whether we
succeed in writing laws that describe its behaviour”

Goodman

The aim of this thesis was to explore and understand some major climate mecha-
nisms responsible for atmospheric and oceanic changes during the LGM (21,000 years
ago). The study is based on a series of multi-millennial coupled model simulations em-
ploying for the first time the coupled global-atmosphere-sea ice model of intermediate
complexity, ECBIilt-Clio. In order to study the LGM climate mechanisms, 17 experi-
ments were performed (Table 2.4) which in total corresponds to 21,600 model years.
In the introduction of the thesis, I raised several questions that shall be discussed in
the light of the ECBilt-Clio results.

(1) What is the impact of the glacial boundary conditions on changes of the atmo-
spheric and oceanic circulations?

The findings here confirm previous results obtained by LGM simulations: The
topographic forcing excerts a strong influence on the glacial wintertime atmospheric
circulation in the northern hemisphere (e.g., Cook and Held 1988; Rind 1987). As
discussed in Chapter 3, large-scale atmospheric flow is reorganized due to changes of
the zonal mean circulation and the transient eddy activity associated to the modified
boundary conditions. Different aspects of this reorganisation can be traced back to
the effect of the individual boundary condition changes during the LGM. Analyses of
the sensitivity experiments show that the presence of the LGM ice sheets and changes
in land albedo play a crucial role in forcing LGM climate anomalies. When averaged
globally, the prescribed changes of albedo are associated with the largest radiative
forcing and the strongest tendency of cooling as compared to the changes resulting
from the other boundary conditions. The modified orbital parameters and the reduced
atmospheric CO5 concentration favour a small reduction of global surface temperature
during the LGM. However, their influence is most clearly manifested in the SH. The
positive temperature anomalies as simulated in the SH by TOPO (1°C) are replaced
by a strong cooling of up to 5°C in the LGM (Fig. 3.2). This cooling must result
from a nonlinear interaction to the joint effect of the other boundary conditions. In
some areas, TOPO and ALB generate opposite warming tendencies. For example,
TOPO shows a warming over eastern Asia and the North Pacific, while ALB generates
a cooling in these areas. In addition, as a result of the lower temperatures the dryer
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atmosphere also plays an important role to enhance the overall global cooling due to
the weaker greenhouse capacity. The topographic and albedo forcing are also crucial
to modify the large-scale stationary wave pattern in the atmosphere during the LGM.

Changes of the stationary wave pattern during DJF and the associated surface
temperature anomalies play an important role in changing the baroclinic structure
of the glacial atmosphere. The analyses of op; (baroclinic instability) revealed that
glacial topographic changes intensify baroclinic instability over North America. Over
Scandinavia, however, the reduction of the vertical wind shear due to the presence of
the Fennoscandian ice sheet decreases og;. In addition, the weaker meridional ther-
mal gradient over the North Pacific associated with the topographic changes reduces
the synoptic transient wave activity and the meridional temperature flux in the at-
mosphere. In this area, the reduced heat transport carried by the transient synoptic
eddies enhances baroclinicity and operates as a negative feedback for the Pacific storm
track activity. Furthermore, the reduction of the zonally averaged meridional momen-
tum flux divergence of the synoptic disturbances leads to an intensification of the zonal
mean upper level westerlies and an associated increase of the storm track activity due
to barotropic and baroclinic instabilities. Eddy-mean flow interactions serve as a neg-
ative feedback for the zonally averaged mean flow and its transient eddy activity. The
analyses of the eddy-mean-flow interactions showed that positive barotropic conver-
sion and baroclinic production rates over the Laurentide ice sheets and the far eastern
North Pacific have the tendency to decelerate the westerlies, thereby amplifying the
stationary wave changes triggered by topographic forcing. In the North Atlantic area,
the situation is more complex, as the downstream topographic low of the Laurentide
ice sheet interacts with the upstream high of the Scandinavian ice sheet, leading to a
particular flow situation over the North Atlantic. It is characterised by an intensifi-
cation of transient eddy kinetic energy over Labrador Sea/Nordic Seas and a weaker
transient eddy kinetic energy over the North Atlantic. These changes are consistent
with the diagnosed eddy heat transport and the Eady growth rate (baroclinic instabil-
ity). Furthermore, near the sea-ice margins the albedo and radiative forcing effects are
very strong, creating substantial cooling due to the sea-ice albedo feedback. This cool-
ing is further enhanced by the topographically-induced heat flux and ocean dynamics
(Timmermann et al. 2004).

(2) Which mechanisms are responsible for glacial SST changes in the Pacific Ocean?

Atmospheric changes associated with the LGM boundary conditions have a large
impact on the SST's anomalies, as addressed in Chapter 4. The simulated SST anoma-
lies in the LGM have quite some similarities with the CLIMAP reconstruction in the
Pacific area and with the GLAMAP SST and sea-ice reconstruction in the North At-
lantic (Fig. 4.4). Compared to pre-industrial conditions, the LGM simulates a warming
in the northeastern Pacific and an overall cooling in the Kuroshio area and Atlantic.
The LGM simulated equatorial Pacific SST anomalies during the LGM are about 1-
1.5 degrees lower than in the CLIMAP reconstruction and more consistent with the
results of Lea and Slowey (1990). The SST changes in the North Pacific are primarily
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driven by topographically induced modification of the large-scale atmospheric circula-
tion. The anomalous stationary wave patterns lead to a reduction of latent and sensible
ocean cooling in the subtropical Pacific. Furthermore, reduced wind stress curl over the
Kuroshio area slows down the subtropical and subpolar gyres, as diagnosed from the
Sverdrup transport relationship (Fig. 4.8). As a consequence, the western Pacific cools
down whereas the northeastern Pacific warms up. The mechanism responsible for the
SST anomalies in the equatorial and the North Pacific is shown in Figure 5.1. Another
mechanism that contributes to the North Pacific warming is based on remote tropical
forcing associated with a permanent La-Nifia-type pattern. It is well known that under
present-day conditions a La Nina event induces warming of the North Pacific area due
to changes of the latent and sensible heat fluxes (Lau and Nath 1996). Hence, in ad-
dition to the effect of the topographic upstream blocking situation, there is a tropical
teleconnection (which is even simulated in our quasi-geostrophic model) triggered by
the La Nina state, which reinforces the positive extra-tropical SST anomaly. Due to
the relatively low climate sensitivity of our coupled model the reduced radiative forcing
due to the CO, lowering can not compensate for this warming.

These changes in the SST have a direct impact on the precipitation patterns in
the LGM. As a result of the permanent La Nina state the LGM exhibits negative
precipitation anomalies in the equatorial Pacific, whereas positive anomalies are found
in the northeastern Pacific which are associated with positive SST anomalies. The dryer
equatorial Pacific/wetter northeastern Pacific pattern is consistent with a precipitation
reconstruction inferred from lake level data (Kohfeld and Harrison 2000) (see Fig.
3.25). Most of the glacial snowfall anomalies in the NH are a result of the presence of
the Laurentide and Fennoscandian ice sheets (Fig. 3.24c,e). The other glacial boundary
conditions play a secondary role. In the LGM, a belt of increased snowfall can be seen
around 60°S. The increase of snowfall over the ACC area is a nonlinear response to
the joint effect of the LGM boundary conditions. The LGM exhibits dryer conditions
in most of the tropics and extra-tropics (Figs. 3.24b,d,f) due to the decreased water
content in the colder atmosphere (Fig. 3.6), as well as due to changes in the atmospheric
circulation.

The strong air-sea interaction and the importance of the diabatic forcing for the
atmospheric circulation during the LGM, makes an assessment and a model-data com-
parison particularly difficult. The reason is that different coupled atmosphere-ocean
models generate different climate response for the LGM. The disagreement among the
models is expected, given the uncertainty of future climate projections using state-of-
the-art coupled general circulation models. Surprising, however, is that all of these
LGM model simulations are considered to be consistent with reconstructed data. Ob-
viously, this suggests that the uncertainty in the reconstructions is so large that it
prevents to constrain which of the model simulations is most realistic. Or in other
words, paleo modeling studies (including this) tend to show a comparison with those
paleo-data which fit. Future research will hopefully narrow down the uncertainties of
paleo data and those of climate model simulations for the LGM considerably. For the
time being, we have to cope with the uncertainties still present.
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SECONDARY MERIDIONAL
CIRCULATION (Kuo 1956)
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Fig. 5.1: Control mechanism of the northern and equatorial Pacific surface tempera-
ture. After Timmermann et al. (2004).

(2) How does the thermohaline circulation respond to glacial boundary conditions?

As a result of the changes in the oceanic convective layer depth and the surface
density in the LGM experiment the rate of the NADW formation increases. The
enhanced glacial NADW is accompanied by a substantial strengthening of the poleward
oceanic heat transport in the North Atlantic which in turn reduces the SST in the SH,
since less heat is transported southward. Comparing the simulated NADW and the
AABW formation rate in the sensitivity runs to the CTR, it becomes evident that
the deep water anomalies triggered by orbital forcing and reduced atmospheric CO,
concentration are much smaller than in TOPO and ALB (Fig. 4.17a,b)

It is not clear from paleodata as to whether the THC was in an equilibrium state
during the real LGM period, because it occurred 3,000 years after the transient melt-
water pulse Heinrich II. In order to examine the atmospheric and oceanic response
to a weakening of the THC under the LGM background forcing, sensitivity experi-
ments were carried out (not shown here) by adding freshwater into the North Atlantic
thereby mimicking an idealized Heinrich Event II. The freshwater experiments show
that the NADW decreases almost linearly with the volume of freshwater added and it
is accompanied by an increase in the AABW nearly simultaneously with the NADW
reduction. This weaker North Atlantic meridional cell leads to reduced northward heat
transport which in turn cools the Northern Hemisphere. Since heat is no longer ex-
ported northward the Southern Hemisphere warms up in particular in high-latitudes.
This contributes to the so-called bipolar seesaw effect. The suppression of the NADW
also drastically changes the atmospheric circulation (not shown). At 800 hPa a strong
anomaly high pressure establishes over the North Atlantic/Europe while a low pressure
anomaly can be found over the North America.

Some limitations of EMIC modeling approach pursued here, originate from the
set-up of the atmospheric model, which is based on the quasi-geostrophic (QG) ap-
proximation and uses just three atmospheric layers. Strinctly speaking, the QG as-
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Fig. 5.2: Eddy geopotential response [m]| at 500hPa to an El Nifio pattern with a
Nifio 3 amplitude 3-4°C. (a) ECBIlt and (b) NCEP composite between El
Nino and La Nino events.

sumption holds only for small Rossby numbers (Ro < 1) and for small topographic
gradients. Despite this theoretical limitation the atmospheric response e.g. to tropical
SST anomalies is qualitatively well captured (Fig. 5.2). However, the amplitude of the
response is diminished in comparison with high-resolution primitive equation models,
which is mostly due to the low resolution of the atmospheric model, rather than due
to the QG assumption. Furthermore, it was found that the presence of topography
leads to an improved atmospheric circulation and stationary and transient wave activ-
ity with respect to a simulation which neglects orographic forcing (Fig. 5.3). Figure
5.3c shows that the presence of topography plays a crucial role in generating the low
over northeastern Asia and the ridge over western North America. Hence, practically
the model can reproduce much better both the tropical and topographic responses than
the strict theoretical considerations suggest. It is important to note that compared to
the NCEP Reanalysis (Fig. 5.3d), the amplitude of the simulated stationary waves is
reduced by a factor of 2. The inclusion of the ice sheet topography (see Fig. 2.8b)
in a three layer atmosphere (200, 500, 800 hPa) may be problematic. Compared with
other coupled LGM simulations, however, the LGM experiment analysed here reveals
large similarities with the results obtained from primitive equation multi-layer mod-
els. To be more specific: The simulated stationary wave anomalies induced by LGM
forcing are qualitatively and quantitatively very similar to those obtained by Kitoh et
al. (2001) using the MRI CGCM. The same holds for the simulated SST structure.
The upstream high and downstream low features associated to the ice sheets also show
good agreement with e.g., Rind (1988, figure 22) and Broccoli and Manabe (1987,

figure 11).
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Fig. 5.3: Time averaged annual mean eddy geopotential height at 500hPa [m]. Flat
Earth (a), CTR (b), eddy geopotential anomalies between Flat Earth and
CTR (c) and the eddy geopotential height in NCEP Reanalysis (d).



97

Outlook

Several issues of glacial climates could not be addressed by this study. An in-depth
analysis of the interaction between stationary and transient waves under glacial con-
ditions would be very interesting. Furthermore, atmospheric circulation changes can
be projected onto the leading atmospheric circulation regimes. According to Palmer
(1999) and Corti et al (1999), climate change manifests itself in significant changes of
the probability of natural weather patterns. This hypothesis can be tested for LGM
climate anomalies. In addition, a more in-depth analysis of the changes of the ther-
mohaline circulation, the role of overflows, convection and wind-forcing under glacial
conditions, would be another challenging exercise for future research.

In a recent EU project (MOTIF) similar experiments as the LGM experiment con-
ducted here will be performed using state-of-the art CGCMs. Using these simulations
it will be very interesting to assess how robust atmospheric and oceanic changes pat-
terns are represented by different global coupled climate models. This will also reveal
as to whether the simplifications made in our atmospheric model are justified or not.

The LGM experiments discussed in this thesis do not take into account the back-
ground ablation from the ice-sheets (Marshall and Clarke 1999) which is in the range
of 0.1-0.3 Sv. This significant perturbation of the hydrological cycle may have severe
consequences for the strength of the THC. In a series of sensitivity studies with ECBilt-
Clio, this effect has been analysed. The results will be submitted to the Journal of
Geophysical Research soon. In fact, the main conclusion is that without an active ice
sheet model the strength of the glacial THC cannot be assessed properly using CGCMs.

The LGM experiments conducted here are also the basis for the simulation of Hein-
rich events by Uta Krebs. In her PhD thesis she will study the processes that lead
to the recovery of the THC after a meltwater-induced collapse, as well as the role of
air-sea interactions in setting up the bipolar seesaw. A new version of ECBIlt-Clio
is used in this study, which has more realistics meridional overturning in the North
Atlantic.

Remote forcing of the glacial THC from the Southern Hemisphere, as suggested by
Weaver et al. (2003) and Knorr and Lohmann (2003) is another hypothesis that shall
be tested in near future using the ECBilt-Clio LGM model.

In essence, science is a perpetual search for an intelligent and integrated
comprehension of the world we live in.

Cornelius Bernardus Van Neil
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7. LIST OF ACRONYMS

AABW - Antarctic Botton Water

ALB - Albedo Modeling Experiment

AGCM - Atmospheric General Circulation Model
AOGCM - Atmospheric-Ocean General Circulation Model
BP - 1,000 years Before Present

CGCM - Coupled Global Climate Models

CLD - Convective Layer Depth

CLIMAP - Climate: Long-range Investigation, Mapping and Prediction
COADS - Comprehensive Ocean-Atmospheric Data Set
CO2 - CO; Modeling Experiment,

CTR - Control Climate Simulation

DJF - December-January-February

D-O - Dansgaard-Oeschger Cycle

EKE - Eddy Kinetic Energy

EMIC - Earth Model of Intermediate Complexity
GLAMAP - Glacial Atlantic Ocean Mapping

H 44, - Atmospheric meridional heat transport

Hop.e - Oceanic meridional heat transport

Hiota: - Total meridional heat transport

IPCC - Intergovernmental Panel on Climate Change
JJA - June-July-August

kyr - 1000 years before present

LCDW - Lower Circumpolar Deep Water

LGM - Last Glacial Maximum

LGM - Last Glacial Maximum Experiment

NADW - North Atlantic Deep Water

NCEP - National Center for Environmental Prediction
NH - Northern Hemisphere

ORB - Orbital Parameters Modeling Experiment

SH - Southern Hemisphere

SSS - Sea Surface Salinity

SST - Sea Surface Temperature

THC - Thermohaline Circulation

TOPO - Topography Modeling Experiment

YD - Younger Dryas



