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Kurzfassung

Das Néchste-Nachbar-(NN) Verfahren ist eine der nichtparametrischen Klas-
sifikationtechniken, wobei ein nichtparametrischer Klassifikator auf keinen
Annahmen hinsichtlich der Struktur der zugrundeliegenden Verteilung beruht.
Das NN-Verfahren wurde zuerst durch Fix und Hodges [9], [10] studiert.

Cover und Hart [2] bewiesen, dafi unter bestimmten Bedingungen an die
Verteilungen der erwartete Fehler R,, des NN-Verfahrens gegen einen Wert
R, konvergiert, der zwischen dem Bayes-Risiko £* und dem doppelten Bayes-
Risiko liegt. Cover [3] untersuchte die Eigenschaft des NN-Klassifikators fiir
den ein-dimensionalen Fall mit beschrinkten Trager und Mischungsdichte
f > ¢ > 0und fand heraus, dass R,, asymptotisch durch O (m~2) beschrinkt
ist, wobei m der Umfang der Trainingsfolge ist. Psaltis, Snapp und Venkatesh
[19] leiteten eine asymptotische Darstellung von R, unter der euklidischen
Metrik fiir ein Zweikategorienproblem ab. Dieses wurde ausgeweitet auf
weitere Metriken von Snapp und Venkatesh [20]. Kulkarni und Posner [16]
studierten die Rate der Konvergenz fiir néchste Nachbarschétzung mittels der
Uberdeckungzahlen total beschrinkter Mengen und fanden obere Schranken
der Konvergenzrate fiir Verteilungen mit Trdgern auf total beschrankten
Teilmengen eines separable metrischen Raumes, ausgedriickt durch deren
Uberdeckungzahlen.

Es gibt eine Fiille von Konvergenzresultaten anderer Ausrichtung fiir NN-
Verfahren: siehe die Sammlung von Dasarathy [4] und die Monographie von
Devroye, Gyorfi und Lugosi [6].

Der Hauptinhalt dieser These wird wie folgt zusammengefafit: Begriindet auf
einem exakten Ausdruck fiir das Risiko, wird eine asymptotische Auswertung
des bedingten Risikos R, () fiir unbeschriankten Triger gefunden. Dann wer-
den die Probleme und die Moglichkeiten bei der Integration dieser asympto-
tischen Entwicklung behandelt. AnschlieBend wird eine alternative asympto-
tische Entwicklung mit der Methode von Laplace gegeben. Schlieflich werden
NN-Absténde fiir unbeschrankte Tréger behandelt.



1 Introduction and Model

Pattern recognition is about inference on the unknown nature of an obser-
vation. More formally, an observation is a d—dimensional vector z, and the
unknown nature of the observation is called a class. It is denoted by ¢ and
takes values in a finite set M = {1,2, ..., C'}. Suppose that we have a function
§: R* — {1,2,...,C} where ¢ (z) represents one’s guess of ¥ given x. This
mapping is called a classifier. Our classifier errs on z if § (z) # 0.

That is, pattern recognition considers the following basic situation: A random
variable (X, ) consists of an observed pattern X € R from which we wish

to infer the unobservable class 6. This class belongs to the known finite set
M ={1,2,...,C}. The probability of error for a classifier ¢ is P (0 (X) # 0).

If the joint distribution of (X, €) is known, then we may compute the Bayes
classifier 6* which is defined by

0*(z) = argmin;—;

.....

The problem of finding ¢* is called the Bayes problem and the resulting
probability of misclassification is usually called the Bayes risk.

In general the joint distribution of (X, 6) will be unknown, and we have a
training sequence Z,, = ((X(l),9(1)> ,SX(Z),QQ)) s (X(m),ﬁ(m))) at our
disposal, where patterns and corresponding classes are observed. We shall
assume that (X(l), 9(1)) , (X(2), 9(2)> s (X(m), H(m)>, the data, stem from a
sequence of independent identically distributed (iid) random pairs with the
same distribution as (X, ).

1.1 Nearest Neighbor Procedure

The nearest neighbor rule is one of the nonparametric classification tech-
niques, where a nonparametric classifier does not rely on any assumptions
concerning the structure of the underlying distribution.

Let (X<1>,9<1>) : (X<2>,9<2>) (X<m>,9<m>) be independent identically dis-
tributed random variables taking values in R? x {1,2,...,C}. Let (X,0) be



another independent sample of the same distribution, such that X is an ob-
served pattern and it is desired to estimate . The nearest neighbor rule
assigns X to a class #%) with the property

pr-x

<|x- XU)H for all i # j,
using suitable tie-breaking.

1.1.1 Definition

The nearest neighbor procedure assigns any input feature vector to the class
given by the label 6’ of the nearest reference vector.

1.2 Literature Review

The nearest neighbor rule was first studied by Fix and Hodges [9] and [10].
Cover and Hart [2] proved that under certain conditions on the distribution
the expected error of the nearest neighbor rule converges, as the sample size
tends to infinity, to a value R., which lies between the Bayes error R* (the
minimum probability of error over all decision rules) and twice the Bayes
error, i.e. R* < Ry <2R*(1 — R*). Cover [3] investigated the finite-sample
performance of the nearest neighbor classifier for the one-dimensional case
with bounded support and mixture density f > ¢ > 0 and found under some
additional conditions that the bias of the nearest neighbor error from its
asymptotic value is bounded by O (m~?) where m is the sample size.

Fukunaga and Hummels [11] studied the rate of convergence of the above bias
in d-dimensional feature space using a series of nonrigorous approximations
based on a second-order Taylor series expansion, they obtained the heuristic

estimate R, ~ Ry + B LH)Q, where I' is the gamma function and B is a
T (m+143)

distribution-dependent constant. This approximation indicates m~2/? as the
rate of convergence of R, to R..

Psaltis, Snapp and Venkatesh [19] derived an asymptotic representation of the
finite sample risk of a nearest neighbor classifier under the Euclidean metric
for a two-class problem. They assume bounded support and that the class-
conditional distributions are absolutely continuous with densities admitting
uniform asymptotic expansions, that the mixture density satisfies f > ¢ > 0
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and that one of the class-conditional densities vanishes close to the boundary
of the support. They proved that R, ~ Ro + 352, cxm ™4 (m — o0),
where the coefficients ¢, are distribution-dependent constants independent
of the sample size m. This was extended to other metrics in Snapp and
Venkatesh [20].

Kulkarni and Posner [16] studied the rate of convergence for nearest neighbor
estimation in terms of the covering numbers of totally bounded sets. They
found upper bounds on the convergence rate for distributions with support on
a totally bounded subset of a separable metric space in terms of the covering
numbers of this support.

There is a wealth of consistency results in different directions available for
nearest neighbor rules; see the collection of Dasarathy [4] and the monograph
by Devroye, Gyorfi and Lugosi [6].

1.3 Results of the work

The main contents of this thesis are summarized as follows: Based on an
exact integral expression for the risk, we find an asymptotic evaluation of the
conditional risk R,,(x) for unbounded support. Then the problems and the
applicability of integrating these asymptotic expansions are discussed. This
is followed by an alternative asymptotic approach using Laplace’s method.
Finally nearest neighbor distances are treated, again for unbounded support.

In the next section we give the integral expressions for R,,(x) and R, in the
form

_ ! _ _ pip2fi(z) p1p2
Rn(z)=PO #£0|X =x)= IR

2(2)

I

where
I=1(z) = [g fala)mP(|X — 2| > |2 —x])" " d,

J=J() = [g fi(zymP(|X — x| > |2/ — z|)" de/,

hence
Ry = pip2 fs Jsm(P(|X — x| > |2/ — z|))™ "

(fi(z) f2(2") + f1(2)) fo(2)) d2'd,

9



where the densities f; are those of the class-conditional distributions which
are assumed absolutely continuous, for [ = 1,2, f = p1f1 + p2fo denotes the
mixture density, S being its support in R

Chapter 2 evaluates the probability of error conditioned on the event that
X = z (m-sample conditional risk R,,(z)) for different supports S in R!
by using partial integration and presents a general representation for R,,(x)
when X has support in R

Chapter 3 discusses the problem of integrating R,,(x) with respect to z to
obtain R,,. We find that, in example like the normal and exponential dis-
tribution, the integrals diverge. This seems to be typical for the case of
unbounded support. For the triangular distributions as an example for the
case of bounded support we find that the integrals exist and the rate of con-
vergence of R, to Ry is O(m™2), which is in accord with Cover’s result

3]

Chapter 4 presents another method to evaluate R,,(z) by using the asymp-
totic expansion by Laplace’s method. We derive an exact integral expression
for I and J in the form [q ge™™", where g and h are nonnegative functions.
For large m, as in typical Laplace integrals, most of the contribution to the
integral arises from a neighborhood of the point where h has a minimum.
We represent g and h as asympototic power series in a neighborhood of this
minimum, and then the integral itself may be represented as an asymptotic
power series in reciprocal powers of m. We look at the error estimates for
this case.

In chapter 5 we study the rates of convergence of nearest neighbor classifi-
cation in terms of metric covering numbers of the underlying space, present
an upper bound on the expected nearest neighbor distance for all distribu-
tions with support on a totally bounded subset of a separable metric space in
terms of the covering numbers of the support (see [16]). We then give some
contributions in the case of unbounded support for which we find upper and
lower bounds for the normal and exponential distributions as typical.

10



1.4 The Finite Sample Risk

In this section we shall derive an exact integral expression for the finite-
sample risk R,,.

1.4.1 Definition

The risk of the nearest neighbor procedure from a training sequence of size
m is defined by
R(01,m) = P(01m(X, Zy,) # 0)-

We can write this in the simple form R, = P (9/ # 0).

The finite-sample risk R,, can be written in integral form by taking the
expectation of the probability of the event 6’ # 6 conditioned on the training
sequence and the test feature vector. Then the asymptotic risk is given by
the following Lemma, compare [19].

For this Lemma, we suppose that the class-conditional distributions F; are
absolutely continuous with corresponding densities f;, for each [ € M. Let
f = X%, pif; denote the mixture density, and let S be its support in R?.
Introduce the notation B(p,x) = {x’ eR: |z -2 < p} for the closed ball
of radius p at . We shall assume C' = 2, i.e. M = {1,2}, in the following.

1.4.2 Lemma
Ry = pipa [ Jsm(P(|X — 2| > |2/ — =)™
(fr(@) fol2) + fr(2) fo(2)) da'da

Proof:

Let X’ denote the nearest neighbor feature vector in the training sequence
T = ((X(l),Q(l)) , (X(Q),G(Q)) . (X(m),ﬁ(m))) that is closest to the ran-
dom test vector X, and let & be the class label associated with X’. Then
from the definition (1.4.1)

Ryn=PO #0)=[¢P (0 #0|X =) f(r)dx, (1.4.1)
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where P (0" # 0 |x) denotes the probability of error conditioned on the event
that X = z.

Taking expectation with respect to the value of the nearest neighbor of x, we
hence obtain:

PO #0|X=2)= [P0 #0|X' =2 X =2) fu(z'| 2)da’, (1.4.2)
where f,, (' |x) denotes the conditional density of X’ given X = x. That
is, the event X’ = 2’ occurs if one of the training sequence X ) assumes the
value 2/ and every other feature vector X®), k £ j, assumes a value outside
B(p, z) with p = |2’ — x|. We thus obtain:
fm (' |z) = P(oneof the Xis € B(p, ), all others ¢ B(p,x))f(z')

=5, (M P [X®) ¢ B(o! =2, 2)]) (')
=m(l — P(X € B(|la' — 2| ,2))" " f(2),

where X is a feature vector in R? drawn from the mixture distribution F(z).
Thus we can write f,,, (2’ |z) in the form:

fn (@'2) = m(P(|X — 2| > |2 —2))" " f(2). (1.4.3)
Furthermore:

PO #0|X =2, X =)

—PO=1,0=2|X'=2/ X =2)+P(# =2, =1|X' =2/, X =z)
—PO=1|X=2)P# =2|X' =2) + P(§ =2|X =2) P(¢/ = 1|X" = &)
= 1ot i) fa(2') + fi(@)) f2(2). (1.4.4)

Substituting (1.4.3) and (1.4.4) in (1.4.2) yields
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PO #0|X =x) = [ym(P(X — x| > |2/ —a]))™"

TR (@) L) + A (@) fla)de’

(P(X — [ > [2" — )™

(fulx) fa(2") + fr(2) fa()) da. (1.4.5)
Then
Ry =pip2 [ Js m(P(|X — 2| > 2" — z]))™"!
(@) o) + f1(2") fo(2)) da'da. (1.4.6)

1.4.3 Definition

We denote the probability of error conditioned on the event that X = z by
Ry (), that is Ry, (z) = P(0' #0|X = x).

From equation (1.4.5)

Ry (w) = 2L [ fo (2 ymP(|X — 2| > |2/ — z|)™'da’

+REBE) [ fi(aymP (X = 2| > |2’ — x|y da!

Put
I=1(x) = [g fola)mP(|X — | > |2/ — z|)™ 'd’, (1.4.7)
J=J() = [g fi(zymP(|X — x| > |2/ — z|)"™ 'da’ (1.4.8)
Then
Ru(x) = P(0 #0]X = 3) = P22l pypipefo(e) g (1.4.9)
= %I(Jf)_’_mJ(m) (1410)

13



2 The Asymptotic Evaluation of R,,(x)

In this chapter we evaluate the probability of error conditioned on the event
that X = z for a two-class pattern recognition problem for different supports

S in R
2.1 Support S = (—o0,00) :

Firstly, we evaluate the asymptotic expansions for I and J in (1.4.9).

2.1.1 Lemma

Let x € RY, x € S. Assume that the densities f; are k—times differentiable
and (f(z — p) + f(z+ p)) > 0 for all p > 0. Define

r— x q)_
an
T — q (@,p
Go(, p) = % and - q(z,p) = W for k 2 1.
Then

I'=qo(z,0) + 501 (2,0) + gz 42(@, 0)

1 1
ot D) R qk(a: 0) + T ot )y L1

and
J =q(2,0) + 5 70(2,0) + G 42(2 0)

1 — 1
+ot e 4 0) + G Jeh

where
g1 = Iipa(m, 2) = [5° gy (2, p) [P(X <2 — p) + P(X >z + p)]" " dp
k=1,23,..
and
Jir1 = Jepi(m,z) = [C @z, p) [P(X <z —p)+ P(X >z +p)|"dp
k=1,2,3,.

Proof:
From equation (1.4.7)

14



I =% (@) mP(|X — x| > |2/ — x| da’

—m [ fola)P(IX — 2| > |2/ — z|)™ 'da

+m [ f(2 ) P(IX — x| > |27 — =) da!
=m [ fo(2) [P(X <2)+ P(X >+ (z—2)))" "dz
+m [ fo(2) [P(X > 2) + P(X <z — (2 —2))]" " dz
=m [5° folw = p) [P(X <2 —p) + P(X >z +p)" " dp
+m [5° folw + p) [P(X <& = p)+ P(X >z +p)]" " dp

= m [°(falw = p) + folw + p)) [P(X <z —p)+ P(X >z +p)]" " dp

= — 5 SR s PO <= )+ PX > a4 p) " dp

=~ J5" o, p) 5 [P(X < —p) + P(X >z +p)]" dp,

where  ¢o(x,p) = %. (2.1.1)

Let  u = g(z,p), dv =2 [P(X <z —p)+ P(X >z +p)"dp,
du=q.(z,p)dp, v=[P(X<z—p)+PX>z+p)]"

Then, by partial integration
I'= [ g (@, p) [P(X <2 —p)+ P(X >z+p)]"dp

—[go(, p)(P(X <z —p) + P(X > 2+ p))"]¢

= Jo" ao(z, p) [P(X <2 —p)+ P(X >z +p)|" dp
—{(go(z, 00) [[P(X <7 —00) + P(X >z +00)]")
— (¢o(z, 0) [(P(X < z) + P(X > x)]")}

15



= Jo" @o(x, p) [P(X <z —p) + P(X > 2+ p)" dp — (0 = qo(,0))

= o(2,0) + J5° gs(, p) [P(X < 2w —p) + P(X >z + p)[" dp

= qo(z,0) + I, (2.1.2)
where I = I1(z) = [{°¢.(z,p) [P(X <2 —p)+ P(X >z +p)|"dp.
Now, we evaluate I;.

= Jo @(z,p) [P(X <x—p)+ P(X >+ p)"dp

T m+1
= =L 5 e q;)+f()x+p)dp [P(X <z —p)+P(X >a+p)]" " dp

- m;jlfooo Ch(l',p)d% [P(X <z—p)+ P(X > :L’—I—p)]m+1 dp,

where q(z,p) = %. (2.1.3)

We integrate by parts with

w=q(z,p), dv=2L[P(X <z—p)+P(X>z+p)]""" dp, then

L= [ d(xp) [P(X <a—p)+ P(X >z +p)]" dp

— A (qi(@, p)(P(X <z — p) + P(X >z + p))" 1T

= 7 oo a2, p) [P(X <2 —p) + P(X > +p)]" dp+ lyai(x,0)

1
= md

(2,0) + 7 Lo (2.1.4)

m+1

where I, = [ ¢\ (z,p) [P(X <z —p)+ P(X >z + p)]"" dp.

Similarly,

=zl TG qpl)i;()a:+p) i [PX <z —p)+P(X>z+ p)]™ 2 dp,

where ¢z, p) = %. (2.1.5)
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Now, we evaluate I5.

Iy = 225 52 dh(w, p) [P(X <z = p) + P(X >z +p)]" P dp

= itz I d(x, p) [P(X <2 = p) + P(X > 2+ )" P dp + 150:(2,0)
= E50(r,0) + 5T,

where I3 = Is(x) = [¢% gy(w, p) [P(X <z — p) + P(X >z +p)|"" dp.

By repeating this procedure, we obtain an asymptotic expansion for I(x) in
the form:

I = QO<1’> 0) + #HQ1($> 0) + m(h(l’, O)+ + (m+1)(m-|—12)...(m+k)qk($’ O)

() m+k
+ e o 6@, p) [P(X <z —p) + P(X > 2+ )" dp

= 0o, 0)+ 7701, 0)+ G @ 0) 4+ s G 0(20)

1
+ (m+1)(m+2)...(m~+k) Iitq,

where
L1 = Iepa(m, @) = [5° gz, p) [P(X < 2= p) + P(X >z +p)]"Fdp
k=1,23, ...
Similarly,

J = qO<x7 0) + mLHgl (I’ 0) + qux’ O) ot (m+1)(m+12) .(m+k)qk(x7 O)

1
+ (m+1)(m=+2)...(m+k) Jrt1,
where

i1 = Jepi(m,x) = [7° @ (z,p) [P(X <2 —p) + P(X > 2+ P)]m+k dp
k=1,2,3, ...

Now we show that under suitable conditions I;1(m) — 0 when m — oo for
all k£ > 2.
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2.1.2 Lemma

Assume that there exist j, [ such that the following conditions are satisfied
(i) ‘q;(x, p)[P(X <xz—p)+PX >z+ p)]j‘ is bounded for p and
(i) [P(X <z —p)+ P(X >z + p)]' is integrable for p.

Then I,y — 0 when m — oo,

where Iy = [ q4(z, p) [P(X <z —p) 4+ P(X >z 4 p)]" " dp.

Proof: |
It = i qh(a.p) [P(X < 2= p) + P(X > 2+ p)f

(P(X <z —p)+ P(X >z +p)
JP(X <2 —p)+ P(X >z +p)]" ™ dp
il = [J5° dil@, p) [P(X < 2= p) + P(X > 2+ p))
(P(X <z —p)+P(X >z+p)
(P(X <2 —p)+ P(X >z +p)" T dp|

<l

(2, p) [P(X <2 p) + P(X >z + p)/|
[P(X <z —p)+ P(X >z +p)

(P(X <z —p)+ P(X >z+p)" " dp

< sups g}, ) [P(X < 2= ) + P(X > 5+ )]
JPIP(X <z —p)+ P(X >+ p)]
(P(X <2 —p)+ P(X >z 4 p)" T dp
<C Jo flp,m)dp,

18



where C'is a constant, and
flpym) = [P(X <@ —p)+ P(X >z +p)]
(P(X <2 —p)+ P(X >a+p)"H 7"
< flp)=[P(X <z —p)+ P(X >z +p)
We have f(p,m) — 0 for all p when m — oo, and from condition (ii)
157 f(p)dp < oo. This implies [;° f(p,m)dp — 0 by the dominated conver-

gence theorem. Then I, — 0 when m — oo.

Similarly, we show that Ji.; — 0 when m — oo.

2.1.3 Lemma

Assume that there exist j, [ such that the following are satisfied
(i)

(ii) [P(X <z —p)+ P(X >z + p)] is integrable for p.

Gz, p)[P(X <x—p)+P(X >z + p)]j‘ is bounded for p and

Then  Jgi1 — 0 when m — oo,
where  Jyi1 = [T q@u(z,p) [P(X <2 —p)+ P(X > 2+ p)™ " dp.

Proof:
As the proof of Lemma 2.1.2.

Now we give an example for normal distribution to show that the conditions
(i) and (ii) in the above Lemmas are satisfied when the support is unbounded.

2.1.4 Example

2—a)? (=) »
Let fi(z) = \/%e_( > , falz) = \/%6_ 7> be two densities for nor-

mal distributions with prior probabilities p;,ps such that p; + py = 1, and
f=pfitpfo

19



Firstly we show that there exist j such that

G, p)[P(X <z—p)+PX>z+ p)]j‘ is bounded for p.
Since ga(z, p) = % then

/
/ ( ) o ﬁ o h///gi6h//g/927h/g//9277hgg/g//+3h/(g/)29+3h(g/)3
ao\T, p) = g) g

where h(z, p) = fo(x + p) + f2(z — p), and g(z, p) = f(z + p) + f(z — p).

Substituting this functions in above equation, then ¢j(z, p) can be bounded
in the following form where we assume z > 0:

(ztp)—a)?
(ao+a1(ar+p)+a2(x+p)2+a3(m+p)3)(e 2 )

/
%7, p) < < <<z+92>a>2)6

< C

(  (@tp)-a)? ) )
e 2

where a,, ai, as, ag, and C' are constants. Then

dh(x,p) [P(X <z —p)+ P(X >+ p)l

3((z+p)—a)?
2

<Ce [P(X <z —p)+P(X>z+p)]

Cgp2

<Ole 2

[P(X <2 —p)+ P(X >x+p).
But 2 -
[P(X <a—p)+P(X>z+p) <Cy [(e“”) + (e““)}

05]'/’2

< Cye 72

That is, we can find j such that

G, p)[P(X <z—p)+PX>z+ p)]j‘ is bounded for p.

Now we show that there exists I such that [P(X < z — p) + P(X > z + p)]'is
integrable for p.

20



Since [P(X <z —p)+ P(X >z +p)] = [P(|X —z| > p)]

—p (et\X—x| > etp) < E'e"‘)jJ i < Cs

— etp?

where ¢t > 0, then

JE(P(X <2 —p)+ P(X >+ p)]) dp < Ch [ e Vedp = o = ©2.

Thus there exists [ such that
[P(X <2z —p)+ P(X >x+p)] is integrable for p.

Here 4, Cy, ..., C; are constants only depending on x, a, b.

2.1.5 Corollary
I - qo(l' 0)+Zk 2 qu(x()) I (216)

J=q,(z,0)+ 32, qu 0 (2.1.7)

I Jkq1

under the condition that T (mim) nd 15, (m+n)

tend to zero when k — o0,

where
Iy = J5° i, p) [P(X < 2= p) + P(X >z +p)]" " dp,

T = J5° @, p) [P(X <2 = p) + P(X >z + p)]" " dp,

and qk( ) Gi(x,0) are defined as in Lemma 2.1.1 when p = 0. We note
=0 and g,(x,0) = 0.

Proof:
This is immediate from Lemmas 2.1.1 and 2.1.3.

2.1.6 Theorem

Let the conditions of Lemmas 2.1.1-2.1.3 and Corollary 2.1.5 be satisfied.
Then
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R(a) = P(0 #0|X = o) = BfERE 30, il (2.1.8)
n=1

where n(x,0) = %{})(m k(x, O)+p1p2(f2)( me2 @ g (2 0), and g (z,0), g.(z,0) are

defined as in Lemma 2.1.1 when p = 0.

Proof:
This is immediate from the above results. By substituting (2.1.6) and
(2.1.7) in to (1.4.9) we obtain

Rm(x) = plp;(J;l)(l“) {QO(-fE O) + Zk 2 H Qk(l“ Uln)}

p1p2 f2(x) q (z,0)
T f(x) {QO(‘T O)+Zk 2 H . m+n)}

— 2pp2fi(@) fa(2) nkxO)
DG DY =N v

2.1.7 Multidimensional Case

Now we present a general representation for R,,(z) when X has support in
R%. Since R,,(z) take the following form:

Ry (1) = plpﬁ{; Js fo(a")mP(|X — 2| > |2’ — 2[)" "~ da’

BB [ f (2 mP(X — 2] > 2! — 2l da

_ pip2fi(x) p1p2f2(x)
=Fo 1t 550

where

I'=1(z) = [s fa(a)mP(|X — 2| > |2 — x|)" " da,
J=J(x)= [g fi(a)ymP(|X — z| > |2/ — z|)" " 'd’.

Using the function H(p) = mP(|X — x| > p)™ !, we have

I(2) = ByH (X —a) = [ H (X — 2l)dP, = [5° H (o) P~ dp

= [°H (p) £ dp,

22



similarly,

J(@) = EiH (X —a|) = [ H(X —a|)dPy = [;° H (p) P{" " dp

= [ H (p) /¥ dp,

where FEi, F» denote the expectations with respect to the densities fi, fo
respectively. Then R,,(z) take the following form :

R,(x) = %J;j)(@ffo (p )le ldp + plpzfz fo H(p >f1|X—x| dp

We note that we may expand as in Lemma 2.1.1 for any dimension d if X
has unbounded support in R? with f; and f replaced by fJX*‘T‘ and fX—=l
the densities of | X; — z| and | X — z| respectively, where i = 1, 2.

2.1.8 Example

(@1 =p1)? +(x2)?
Consider X = (X, X») having a joint density f(z1,22) = 5o5e” =

Define Z = | X — x| = /(X1 — 1) + (Xo — 22)* = \/XP + X7
where X| = X — 21, and X} = Xy — 25.

Then the region AD, of the plane such that z < /X + X2 < 2z +dz is a
circular ring with inner radius z and thickness dz. With

x) = zcosl, xf, = zsin 6, we have dx'dz, = zdzdf, it follows that

Six—ai(2) = f2(2) = [ Jap. [(ah, 25) dodaf

_ (zcos Ofu)2+(z sin 0)2

= ﬁ 027r 202 zdzd@
Hence ) )
_ (z+p9) our zp cos 6 _ (z+p)
fix—e|(2) = 555€” 207 [§Te 2 di = 51, (i—‘;) e 207 | z >0,
where I, (z) = & [77ero0d0 = Y2 2%( ,)2 is the modified Bessel function

of order zero, see [18].
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2.2 Support S = (0,00) :

Firstly, we evaluate the asymptotic expansions for I and J in (1.4.9). From
equation (1.4.7)

I =[5 folaym [P(IX — x| > o —a])]"" da’
=m [§ fo(@’) [P(X — | > |2/ —a|)]"" da’
+m [ fo(2) [P(IX = 2] > |2/ — )" da’
=m [T fo(2) [P(X < 2)+ P(X >z 4 (z—2))]" "dz
+m [ fo(2) [P(X > 2) + P(X <2 — (2 — )] " dz
=m [§ fo(x — p) [P(X <& —p) + P(X >z +p)]" " dp
+m [5° fow 4+ p) [P(X <z —p)+ P(X >z +p)]" " dp

= m 5 (faolw = p) + falw +p) [P(X <z —p)+ P(X >z +p)]" " dp

+m [ folz4+p) [P(X >z +p) " dp =1 +1", (2.2.1)
where
I'=m [§(folx = p) + folz + p)) [P(X <z —p)+ P(X >z +p)]" " dp
(2.2.2)
and
I"=m [ fo(x+p) [P(X >z +p)]" " dp. (2.2.3)

Now we estimate I’ and I”.

2.2.1 Lemma

Let x € RY, x € S. Assume that the densities f; are k—times differentiable
and f(z) > 0 for all z € S. Define

_ fa(z—p)+fo(z+p) g (zp)
dCIo(fl%P) = ity and a (T, p) = Tty for k=1,
an
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Ao(, p) = L2te) and  Ag(z,p) = Neoa@o) g > 1.

J(@+p) f(z+p)
Then
I' = qo(2,0) — go(, ) - (P(X > 2z))" L0 _ altd) (p(X > 9g))m L
+ @2(z0) ge(zx) (P(X > 21‘))m+2 + o+ ax(z,0)
(m+1)(m+2) ~ (m+1)(m+2) T Gt 1) (m+2)...(m+k)
(z,x) m 1
— ey (X > 21)) et e R Lk
and
I" = No(z,2) - (P(X > 22))™ + 22 (P(X > 2g))m+

P(X > 22))m+h

A2 (z,x) m+2 A (2,7)
o)y (PX > 22))" 7 4+ e (

1
+ (m+1)(m+2)...(m+k) [llc/-i—l

where
T m+k
I = Toa(@) = J§ dhle,p) [P(X < 2= p) + P(X > 2+ p)]" dp
k=1,2,3,..
and

Iy = Bo(2) = [§ Ml p) [PX > a+ o) dp k=1,2,3,..

Proof:

First we estimate I'.
I' =m [§(falx = p) + fa(x + p)) [P(X <z —p) + P(X >z +p)]" " dp

fg%@ [P(X <xz—p)+P(X >x+p)]|"dp

= — 5 @o(w,p) 45 [P(X <2 —p) + P(X > +p)]" dp,

Let  u=qo(x,p), dv=L[P(X <z —p)+ P(X >z+p)|"dp,
du = q;(x, p)dp, v=[P(X<z—p)+P(X>z+p)|"
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Then, by partial integration
I'= [y ¢(z,p) [P(X <z —p)+ P(X >z+p)"dp
—[¢o(2,p)(P(X <z — p) + P(X > 2+ p))"];
= Jy a.(z, p) [P(X <z —p)+ P(X >z +p)]"dp
—go(z, 2) - (P(X > 22))™ — qo(,0)]

= ¢o(2,0) —qo(z,2) - (P(X > 22))"+ 1], (2.2.5)
where I = I1(z) = 5 ¢.(z,p) [P(X <z —p)+ P(X >z + p)]" dp.
We evaluate I7.

It = [y q.(x, p) [P(X <2 —p)+P(X >z+p)]|"dp

—_ €T éx7 m 1
= P el A [P(X <z —p)+ P(X > a4+ )" dp

= it Jo @@ p) L [P(X < 2= p) + P(X >z +p)]" " dp,

where ¢ (z,p) = %. (2.2.6)

We integrate by parts with

u=q(z,p), dv= d% [P(X <z —p)+ P(X >z+p)]™ " dp, then

I = 2 5 i p) [P(X <2 = p) + P(X > 2+ )] dp

[1(z, p)(P(X <z —p) + P(X >z 4 p))" ]

B
m+1
= i o 6@, p) [P(X <z = p) + P(X >z + )" dp

— 1 (@ 2) - (P(X > 22))™ ! — gy (2, 0)]
= mLﬂléij%rlql(:v,0)—m%r1ql($,x)-(P(X > 2x))" (2.2.7)
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where I = [§7 ¢ (2, p) [P(X <z —p)+ P(X >z +p)|"" dp.
Evaluating IJ:
I = [§ qi(z,p) [P(X <z = p)+ P(X >z +p)]" " dp

— x "z, m—+2
= i I R [P(X <3 — p) + P(X > 2+ p)" P dp

- m;+12fom %(%P)d% [P(X <z —p)+ P(X >z+p)]"dp,

where qa(z,p) = %. (2.2.8)

I = L5 J5 ab(w, p) [P(X < 2= p) + P(X >z + )" dp

m+2 J0
_#H (@2(z, p)(P(X <z —p)+ P(X >z +p)" "

= L [T db(w,p) [P(X <2 —p) + P(X >z +p)]" P dp

e, 2) - (P(X > 22))™"2 — ga(x, 0)]

T m+2

— mLqu(x,O)—m%rzqz(a:,x)-(P(X > 2z))m+2+m%r2]§, (2.2.9)

where I = Ij(x) = Ji ¢h(x,p) [P(X <@ — p) + P(X > x + )" dp,

By repeating this procedure, we can obtain an asymptotic expansion for I'(x)
in the form:

I' = ¢o(2,0) — go(, ) - (P(X > 22))" 480 _ ale) (p(X > 9g))mL

q2(z,0) q2(z,x) m+2 2k (2,0)
et — gy (X > 22))" T + L+ e S ey

ai (.2) (P(X > 2z))™*F +

_ 1 I/
(m+1)(m+2)...(m~+k) (m+1)(m+2)...(m+k) “k+1>

where Ty, = I, (x) = i gi(x, p) [P(X <z —p) + P(X >z 4 )" dp
k=1,2,3,...
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Now we evaluate I”.

1" = m [ fole + p) [PX >+ )" dp

— [ B A [P(X > 1y )" dp

= = [ Ao, p) g5 [P(X >z + p)]™ dp,

where A, (z,p) = %. (2.2.11)
Let  u = X\(z,p), dv = d% [P(X > x+p)]"dp,

du = N.(z, p)dp, v=[P(X >z+p)]"
Then

1" = [ Xy, 0) [P(X > @+ p)]" = ol p)(P(X > @+ )"
= [ N, p) [P(X > &+ p)]" dpto(aa) - (P(X > 20))™
= \o(z,2)-(P(X > 22))"+1V, (2.2.12)
where I = I{(z) = [ N.(a, p) [P(X > @ + p)]" dp.

We estimate I7'.

Iy = [ N (e, p) [P(X > @+ p)]" dp

_ =1 oo Xy(zp) d m+1
= it e Farydp PX >x4p)" dp

- m;jl J /\1($7P)d% [P(X >z + p)]" " dp,

where \;(z,p) = ?li’iﬁﬁﬁ (2.2.13)

We integrate by parts with

u=M(z,p), dv= dip [P(X >z + p)]™*! dp, then
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I = i I N, p) [P(X > @+ p)] ™ dp
(Ai(@, p)(P(X > 2+ p))" 7

m+1

= g [N (2, p) [P(X > 2+ )] dp + Jighi(,2)(P(X > 2a))™+

L () (PX > 20))m LT, (22.14)
where If = If(z) = [ X, (z,p) [P(X > z 4 p)]""" dp.
We estimate 7.
Iy = [ N (2, p) [P(X > 2+ p)]" " dp
— L RSB PX > o )" dp
= s o Na(w, p) g [P(X > 2+ p)]" " dp,
where A\y(z,p) = Al(izg (2.2.15)

We integrate by parts with

u= X\(x,p), dv= d% [P(X >z + p)]"* dp, then

I = s 7 Nyl p) [P(X > 2+ )™ dp

— s oz, p)(P(X > @+ p))™ 27

= s S N, p) [P(X > 24 )™ dp + g da(a, @) (P(X > 22))7+

m+2

= —Loo(2,2) (P(X > 22))™ 2 + Lo 1 (2.2.17)
where I§ = Ij(z) = [° Ny(z, p) [P(X >z + p)]" " dp.

By repeating this procedure, we can obtain an asymptotic expansion for I"”(x)
in the form:
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I" = Xo(z,2) - (P(X > 22))™ + 222 (P(X > 2g))m+

A2 (@ m Ak (z,z) m-k
2o (P(X > 22))™ 2 4 S (P(X > 20))

1
+ e o ks

where I}, = Il (z) = [ N(z,p) [P(X >z +p)]"Fdp  k=1,2,3,...

Similarly, we can show that I}, (m), I/, ;(m) — 0 when m — oo for all k > 2
under suitable conditions as in part (2.1).

2.2.2 Lemma

Assume that there exist 7,1 such that the following conditions are satisfied
(i)

i) [P(X<z—p) +PX>2+ lisintegrableforp.
P P

Gz, p) [P(X <z —p)+ P(X >z+p) ]J’ is bounded for p and

Then [; ., — 0 when m — oo,
where I, = [i gi(w,p) [P(X <z —p)+ P(X >z +p) " dp.

Proof:
As in part (2.1).

2.2.3 Lemma

Assume that there exist j,[ such that the following conditions are satisfied
(1)

(ii) [P(X >z + p)]" is integrable for p.

No(z,p) [P(X >+ p)]j‘ is bounded for p and

Then I}/, — 0 when m — oo,

where Iy, = [ Xy(z,p) [P(X >z + p)]™ dp.
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Proof:
As in part (2.1)

Now we give an example for exponential distribution to show that the con-
ditions (i) and (ii) in the above Lemmas are satisfied in the case of support

(0, 00).

2.2.4 Example

Let fi(x) = ae™®, fy(z) = be™"® be two densities for exponential distribu-
tions with prior probabilities py, ps such that p;+ps = 1, and f = py fi +pa fo.

Fix x > 0. Firstly we show that there exist 7 such that
5z, p) [P(X <= p)+ P(X >+ p)]’| is bounded for p.

Since g2z, p) = % then

/
/(I ) . ﬁ o h/llg_Gh//g/g2_h/gNQZ_7hgglg//+3h/(gl)29+3h(gl)3
g2\ T, p) = g - g% 9

where h(z, p) = fo(z + p) + fo(z — p), and g(z, p) = f(z + p) + [(z — p).

Substituting these functions in the above equation, ¢(z, p) can be bounded
in the form:

qg(l’,p) S W S CQQCSP.

Since [P(X <x—p)+ P(X >x+p)] =[P(|X —z| > p)]
=P (e”X*I' > et”) < BT < Gathen

[P(X <z—p)+ P(X >x+)p) ]j < Cye P,

where 0 < ¢ < min{a,b}. Then

¢z, p) [P(X <z —p)+ P(X >+ p) ]j‘ < Che3rOse it < CgelCs=ibr
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That is, we can find j such that

Gz, p) [P(X <x—p)+ P(X >z+p) ]j‘ is bounded for p.

Now we show that there exists [ such that [P(X < z — p) + P(X >z + p) ]'is
integrable for p.

Above we showed that {P(X <z —p)+P(X>z+p)] < Cre™ which
immediatedly shows integrability.

2.2.5 Corollary
I = u(@.0) = o) (P(X > 20))" + 50, i

::1 (m+n)
_yoo ailme) (P(X>20)mHE
POy T, ) (2.2.18)
and
1" = hofar,2) - (P(X > 20))7 4 332, 2eeaPOC2ns (2.2.19)
n=1

under the condition that ,CI# and # tend to zero when k — o0,
Hn:1 (m+n) Hn:1 (m+n)

where
I = [ N2, p) [P(X >z + p)]" " dp,

qx(,0), qr(z, x) and A\g(x,x) are defined as in Lemma 2.2.1.

2.2.6 Lemma

Let the conditions of Lemmas 2.2.1-2.2.3 and Corollary 2.2.5 be satisfied.
Then

I=q(z,0) + (No(z,2) — @o(z, 7)) - (P(X > 22))™ + 372, %

0o ((m,@)—gp(z,2)) (P(X>2z))mFF
+ 2 2.2.20
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where g (x,0), gx(x,z) and A\gy(x,z) are defined as in Lemma 2.2.1.

Proof:
Substituting (2.2.18) and (2.2.19) into (2.2.1).

Similarly, we can obtain an asymptotic expansion for J where
J = [ fi(@")ymP(|X — x| > |2/ — z|)™  da’
=m [§(filz—p)+ filz+p) [P(X <z —p)+ P(X >z +p)]" " dp
+m [ fila + p) [P(X > x + )" dp.

2.2.7 Lemma
Under conditions as in Lemma 2.2.6, then
J = 60(13,0) + (Xo(l’,l‘) _60(1'7‘%)) ’ (P(X > QZL')) + Zk 1 H qk 350)

Ak (@,2)=Tpo(2,2) )-(P(X >22))m+F

+ 2 e F ) (2.2.21)
where
= _ filz=p)+fi(z+p) - Ty (zp)
6(®:0) = Famprrery  d Wl p) = i, fork 21,
and
N x )\ xT
Xo(z, p) = Bzt and N, p) = 2220 for | > 1.
2.2.8 Theorem
Let the conditions of Lemmas 2.2.6 and 2.2.7 be satisfied. Then
Rn(z) = P(# #0|X =)
Z‘ 00 = m+k
p1p2]}12 :v) )+Zk 1 H +60( (X > 21:)) +Z ﬂkl—[ X>(fni)n)
(2.2.22)
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where «;, = ’]’cl(pﬁ (f1(x)qe(z,0) + fo(x)q,(x,0)), k=1,23,..

5= 58 (@) Oul.2) = el ) + o) (el ) = 3y, )),
k=0,1,2, ..

Proof:
Substituting (2.2.20) and (2.2.21) in to (1.4.9) we obtain

Bon() = PEEE {go(,0) + O, 2) = go(,2)) - (P(X > 22))"

(z,0 A (z,z z,x))-(P(X>2x))mtk
Ly qu L |y, Ostea)s qﬁ(k >zn<l+<n)> ) }
1

_|_P1p2(J;2)( x) {qo(x’()) + (Xo(x,x) —qo(x,x)) (P(X > 2x))™

+ 2k H%( - )T k=1 ot T ()m+n) }
n=1

_ pip2f1(z) fo(=) 4+ pip2 o0 f1(w)Qk($:0)+f2(m)§k(%0)
f2(x) f(z) H::1(W+n)

+wﬂ%%ﬂ—wuﬂk@@—%@wﬂ+hU((x@ 9.(7,7)))

oy f1<x>(M(w,m)—qk(:c,x))wz(i)(Xk(m)—@(w))<P<X>2m)>m+'v
f(z) Hn:l(m+n)

4§ (P(X > 20))" + N, B2

_ p1p2f1($ f2
PLF2J1\")J a\"") + ,
P 2= I, [T (m+n)

m+)

where « and (3, are defined as above.
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2.3 Support S = (a,b) :

Firstly, we evaluate the asymptotic expansions for I and J in (1.4.9). From
equation (1.4.7)

I=[; fo(a")m [P(IX — x| > |2/ —|)" " da’
=m [7 fo(a!) [P(X — 2| > |2/ —a|)]"" da’
+m [y fo(a) [P(IX = 2| > |2/ — 2|)]" " da’
=m [T fo(2) [P(X <2)+ P(X >z 4 (z—2))]" "dz
+m [P fo(2) [P(X > 2)+ P(X <2 — (2 —2))]" " dz
=m [§7 falw = p) [P(X <z —p)+ P(X >z +p)" ' dp
+m fy 7 fo(x + p) [P(X <z = p) + P(X >z +p)]" " dp

For the rest of 2.3 we only treat t —a < b—x ie. z < CLTH’ The case © > “TH’
is treated similarly. Then

I=m [ (fole = p) + folz +p)) [P(X <z —p)+ P(X >z +p)]" " dp
+m [UF folx+ p) [P(X >z +p)]" dp =T+ 1", (2.3.1)
where

I'=m [T (fa(x — p) + falx 4+ p)) [P(X <2 —p) + P(X > x4 p)]"™ " dp,
(2.3.2)

" =m [77F fo(x4p) [P(X >z + p)]" " dp. (2.3.3)

2.3.1 Lemma

Let z € 5,2 < “TJ“b Assume that the densities f; are k—times differentiable
and f(z) > 0 for all z € S. Define
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_ fa(z=p)+fa(ztp) A )
60(@,0) = T pitry 4 @l p) = i, fork 21,

and

T )‘/_ z,
Ao(z, p) = ];?((:E:/f)) and Mz, p) = ’}(;Erp;) for k > 1.

Then

I'= qo(a, 0+ 557 + i — d(z. 7 —a) - (P(X > 2w —a)"

— 220 (P(X > 20 — a))" ! — (REEAS(P(X > 22 — a))™ 2

qx (2,0) gk (z,x—a) +k
.+ (m+1)(mk+2)...(m+k) - (m+1)(km+2)...(m+k) (P(X > 2z —a))™

1
T D 2 (k) Liiq

and

I" =X o(z,2—a) (P(X >2z—a))"+ %(P(X > 2x —a))™!

+ Bt (P(X > 22 — )™

M) (m+2)

o RIS (DX > 20— a))™HE ! I

(m+1)(m+2)...(m+k) (m+1)(m+2)...(m+k) “k+1
where
T—a m-+k
T = Tia(0) = " dhlar, ) [P(X < 2 — ) + P(X > 2+ p)]™* dp
k=1,2,3, .

and

Iy = L (2) = [[25 NMle,p) [PX > e+ p)" dp k=1,23,..

Proof:
First we estimate I'.

I' = fye Bt 4 p(X < g — p)+ P(X > 2+ p)" dp

= —Jo " ao(x,p) & [P(X <2 —p) + P(X >z + p)|" dp,

where ¢o(x,p) = %. (2.3.4)
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Let  u =g(z,p), dv:d%[P(X<9U—:0)+P(X>x+p)]mdp’
du = ¢, (z, p)dp, v=I[P(X <z—p)+PX >z+p)]"

Then
I'= 5w, p) [P(X <7 —p) + P(X >+ p)]" dp

= [, p)(P(X <z —p)+ P(X > 2+ p))"];™"
= Jo “q(z,p) [P(X <z —p)+ P(X >z +p)]"dp
—[o(z, 2 —a) - (P(X > 22 —a))™ — ¢o(,0) ]
= 4o(2,0)—qo(, 7—a)-(P(X > 20 —a))"+1,, (2.3.5)
where I = I!(z) = [2°° ¢z, p) [P(X < 2 — p) + P(X >z + p)]™ dp.
We evaluate 1],

L= fy " gz, p) [P(X <2 —p)+ P(X >z +p)]"dp

_ -1 rz—a !z, d m-+1
— m+1J0 f(x—qp)(-&-Jf()m-i-P)tTP [P(X <Z - p> + P(X >+ p)] dp

= o o e, p) S [P(X <2 = p)+ P(X > o+ p)"" dp,

where ¢(z,p) = %. (2.3.6)

We integrate by parts with

u=q(z,p), dv= d% [P(X <x—p)+P(X >z+p)]" " dp, then

I} = 2 g, p) [POX < 2 — p)+ P(X > 2+ )" dp
— L ) (P(X <2 = p) + P(X >+ )]
= L g, p) [P(X <o — p)+ P(X > 2+ p)" " dp
L [qu(a,e —a) - (P(X > 20))™ = gy(x,0) ]

T m+1
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- #—HQ1($> 0) - ﬁHQI(xa T —= CL) ’ (P(X > 2 — a))m-i-l + #Hjé’ (237>
where Iy = [& ¢ (z,p) [P(X <z — p) + P(X >z + p)|" " dp.
Evaluating IJ:

Iy= [ (z,p) [P(X <z —p)+ P(X >z+p) """ dp

= ;- e m+2
= Sl et e S [P(X < a—p)+ P(X >+ p) ] dp
=z 0" @w ) [P(X <2 —p)+ P(X >a+p) " dp,

— 4 (z,p)
where ¢2(%,0) = -5 (2.3.8)
L= 5 [i gz, p) [P(X <z —p)+ P(X >z +p) " dp

— g1 (@, p)(P(X <z —p) + P(X >z +p))" 2] "

— 5 [ g (w,p) [P(X <x—p)+ P(X >z 4 p)" P dp

— s [z, 2 —a) - (P(X > 22— a))™"? — go(x,0)]
= #HQQ(%’O)_$Q2($’$_G)'(P(X > 2x—a))m+2+m%r2[§, (2.3.9)

where I, = Ij(x) = [F ¢4z, p) [P(X <z —p) + P(X >z +p) ™ dp.

By repeating this procedure, we can obtain an asymptotic expansion for I'(z)
in the form:

I'= g0, 0+ 557 + iy — ¢(@.7 —a) - (P(X > 20— a))"
— WL (P(X > 20 — a))" ! — (2B (P(X > 20 — a))"
(2,0 ai (2,2 -a) _\ymtk
T (m+l)(;17§+2)...(m+k) - (m+1)é€m+2)..,(m+k) (P(X > 2z —a))

1
+ (m+1)(m+2)...(m+k) Illf-l-l )
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where
r—a m+k
Loy =T () = [§7 (e, p) [P(X <= p) + P(X > 2+ p) ] dp

k=1,2.3, ..

Now we evaluate I”.
I'"=m [;=5 folx +p) [P(X >+ p)]" dp

— [P B [P(X 5 gt )" dp

= — [770 Mo, p) 5 [P(X > + p)]™ dp,
where A\ (z,p) = %. (2.3.10)
Let  u = \(z, p), dv = ip [P(X >z + p)]" dp,

du = N.(z, p)dp, v=[P(X >z+p)]".

Then

I" =[5 Xyl p) [P(X > 2+ p)]™ dp — [a(, p) (P(X > 2+ p))"],

== M@ p) [P(X > 2+ p)]" dp + (2,2 — a) - (P(X > 22 —a))"
=Xo(z,z—a) (P(X > 2z —a)™+ I{, (2.3.11)
where 17 = I/(z) = [* Xy(w,p) [P(X > 2 + p)]" dp.
We estimate I7'.

Iy = [ N (e, p) [P(X > w+ p)]™ dp

T

=1 b=z MN(z,p) d m—+1

= =L P (e ) [P(X > x4 p)™ dp,

where Ai(x,p) = ?gﬁzg. (2.3.12)
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We integrate by parts with
u=\(x,p), dv= d% [P(X >z +p)]™* " dp, then

I = A [ X, p) [PX > )] dp

— L (@, p)(P(X >z + p))™ 00

I X ) [POX > @ )™ dp

L \i(z,r —a) (P(X > 2z —a))™!

m+1

=L \(z,r—a)(P(X > 2z —a))"t + 117,

m+1 m+1

where Ij = I(2) = ['5 N (. p) [P(X > a + p)]"  dp.

We estimate 5.

I = =3 Xi(2, p) [P(X >z +p)]" " dp

1 b=z N(zp) d ma2
= w2 Jia Fhrpap (PX >+ )" dp

= 5 18 Xa(w, p) 5 [P(X > w4 p)]" " dp,

)‘1 (z,p)
flz+p)

where Ao(x,p) =
We integrate by parts with
u= \(x,p), dv= d% [P(X >z +p)]™* dp, then

I = o 1272 Xyl ) [P(X > )™ dp
b—x

— 25 Dala, p)(P(X > 2 4 )™+,

= o [N ) [PX > o+ )] dp

s ho(, x — a)(P(X > 2z — a))™"?
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= Ld(z, v —a)(P(X > 20—a))™ 2+ L1t (2.3.15)

where I = I}(z) = [P Ny(z, p) [P(X > z + p)]" " dp.

T

By repeating this procedure, we can obtain an asymptotic expansion for I”(z)
in the form:

I" = M\o(z,2 —a) - (P(X > 22— a))™ + 2E220) (p(X > 27 — q))mH

m+1

+7(£i(f)’?n:i)2) (P(X > 2x —a))™"

A (z,z—a m
to ot G (P(X > 20 — )™ 4 g

)(m-|-12)...(m+k:) L
where I}, = I/ (z) = [P72 No(2,p) [P(X > 2+ )" dp  k=1,2,3, ...

T

Similarly, we can show that I;_,(m), I} ;(m) — 0 when m — oo for all
k > 2 under suitable conditions as in part (2.1).

2.3.2 Lemma

Assume that there exist 7,1 such that the following conditions are satisfied
(i)

(i) [P(X <z —p)+ P(X >+ p)]" is integrable for p.

q(z,p) [P(X <z —p)+ P(X >x+p) ]]‘ is bounded for p and

Then I, — 0 when m — oo,
where I, = [ q(z,p) [P(X <z —p) + P(X >z +p) " " dp.

Proof:
As in part (2.1).

2.3.3 Lemma

Assume that there exist 7,1 such that the following conditions are satisfied
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‘)\ﬁe(x, p)[P(X >x+ p)]j‘ is bounded for p and
(ii) [P(X >z + p)]' is integrable for p.
Then I/, — 0 when m — o0,
where If,, = 2 X, (2, ) [P(X > 2+ )] dp,

Proof:
As in part (2.1).

2.3.4 Corollary
I' = ¢o(2,0) — go(x,2 — a)(P(X > 2z — a))™

T (z,x—a x—a))mtk
+ 25 11—[7% O _ 500 4 f}gp()((;in) ) (2.3.16)
n=1
and »
I" = \o(z, 2—a)(P(X > 20—a))" 4350, Ao H,Ep(fnjjg“” (2.3.17)
n=1

’ "
Ik+1 Ik+1

N = BN [ =5 N
T, (mtm) 0 T, (mm)

where gi(x,0), gr(z,z — a) and \g(z,z — a) are defined as in Lemma 2.3.1.

under the condition that tend to zero when k — oo,

2.3.5 Lemma

Let the conditions of Lemmas 2.3.1-2.3.3 and Corollary 2.3.4 be satisfied.
Then

I=q(z,0)+ Moz, 2 —a) — ¢o(x, 2 — a)) (P(X > 22 —a))™

T T,r—a T,r—a z—a))mtk
S oy o e el (2.3.18)
n=1

where gx(x,0), gx(z,2 — a) and A\g(z,x — a) are defined as above in Lemma
2.3.1.

Proof:
Substituting (2.3.16) and (2.3.17) in to (2.3.1).
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Similarly, we can obtain an asymptotic expansion for J where
J= [P H@@)mP(X — x| > |2/ — z|)™ " da’
=m [5 7 (file—=p) + file +p)) [P(X <z —p)+ P(X >z +p)]" " dp
+m fo=e filz +p) [P(X > +p) " dp

2.3.6 Lemma
Under suitable conditions as in Lemma 2.3.5
J=7,(x,0)+ (Ae(w,2 = a) = Go(2, 2 — a)) (P(X > 22 — )™

(Ak(x,x—a)—ﬁk (a:,a:—a)) (P(X>2J:—a))m+k
[T, (m+n)

+3E 1Hq’“¢+2k | (2.3.19)

where 2 o)
T x — 9 _1\T,
Go(z,p) = Gy and au(wp) = oy for k21,

and

Ao(z, p) = ];}((;:5) and  M\(z,p) = X’}E;fp)p ) for k > 1.

2.3.7 Theorem
Let the conditions of Lemmas 2.3.5 and 2.3.6 be satisfied. Then

Ru(z) =Pl #0|X =z) = %_‘_Ekln

net (Mtn)
. 00 fk X>2x—a))m+’c
+&(P(X > 2z —a))™+ >0 T men) (2.3.20)
where
G = B2 [1(2) el 0) + o) 74 (x, )] k=123,
& = B2 [£1(x) (e, @ — 0) — aelw,@ — a))
+ () (Milz, 2 = a) = Gy, z — a))], k=0,1,2,..
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Proof:
Substituting (2.3.18) and (2.3.19) in to (1.4.9). We hence obtain

Ron(2) = 22 g (2,0) + (Aol — a) — gu(,2 — ) (P(X > 22 — @)™

(z,0 Mg (z,x—a z,2—a))(P(X>2z—a))mtk
Ly 1qu ) — TR Ok (z,7—a) qkhk (Qin() >27—a)) }
n=1

+%];2)(I) {QO(LO) + (Xo<x7$ - a’) —qo(l’,l‘ - a)) (P(X > 2% — a))m

(Ak(x,x—a)—ék (a},z—a))(P(X>2x—a))m+k }

Qk(ﬂf 0)
+3 0, H + >0 Hi:l ()

, (m-+n)

_ pip2f1(@) fa(x) p1pz ) f1 2) gk (2,0)+ f2 (2)qy (2,0)
P2z + o) b= [1:_, (m+n)

+opPU ) [ £ () (Vo (2, 2 — a) — go(z, 7 — a))
+h(@) Ko, 2 — a) = Gy, — a)

+p1p2 0o J1(@)(Ak(z,x—a)—qr(z,x—a))+ f2(x) (Xk(az,x—a)—ﬁk(x,a:—a))(P(X>2a:—a))m+k
Flw) ~k=1 [1_, (m+n)

%@)J‘MJFZ;;W (o(P(X > 2z —a))™

)

00 5k (X>2z—a))mtk
+ 2 T ey
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2.4 Special Case: S = (0,1)

We can obtain an expansion for P(f" # 6 |X = x) when the support is S =
(0,1) by using a = 0, b = 1 in the previous part. Then we obtain the following
form for 0 <z < %:

Fon) = P (g, (2,0) 4 (\a(,2) = go(a2)) (P(X > 20))"

z,0 A (z,z z,T X>2z))mtk
e qu( )|y Oua)- qﬁ(k LY }
n=1

+p1p]3(£2)(‘”) {qo(x 0) + ()\o(x,x) - @;(55795)) (P(X > 2z))™

(A (2,2) =Gy, (2,2) ) (P(X>22))™E }

qk(ff 0) o)
+3h T + > ko1 T, (mem)

plm?z((x et +Zk T, ) ‘l'fo(P(X > 2zx))"
oo & (P X>23:))m+k
+ e —H ) (2.4.1)
where
G = 555 (fi(@)an(@, 0) + fa(2)g,(2,0)) k=1,2,3,..
& = [fl( ) k(w,7) = qu(w, 7)) + fol@) Mi(, ) = Gy, )]
k=0,1,2,..
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3 Integrating the Asymptotic Expansion for
Ry (z)

In the previous chapter we evaluated the probability of error conditioned on
the event {X = z} by averaging P(§ # 0| X' = 2/, X = z) over the value of
the nearest neighbor of x to obtain an asymptotic expansion for R,,(x) =

P(0'£01X =x).

Now we shall attempt to average this result over x in order to obtain an
asymptotic expansion for R,,. Hence R,, take the form as (1.4.1):

Rn=[s PO #0|X =2) f(x)dx (3.0.1)

There we find essentially different situations for bounded and unbounded
support.

Integrating P <9' #0|X = a:) with respect to x we find that, in examples like
the normal and exponential distribution, the integrals diverge. This seems
to be typical for the case of unbounded support.

3.1 The Case of Unbounded Support

In this section we shall present an example for normal distributions where
S = (—o00,00), and an example for exponential distributions where S =

(0, 00).

3.1.1 The Example of Normal Distributions

(z—a)? _(a=b)?

Let fi(z) = cml/ﬂe_ 290 folx) = 021%6 273 be two densities for normal

distributions with prior probabilities p;, ps such that p; + po = 1, and let
01 = 09 = 1.

Let us look at the expansion up to the second order. Then

2 T T T T)—
Ro(z) = p1p2}g‘21((x))f2( ) 4 (m+1)1(m+2) (plp;(?)( )q2(x70) + %{3()%(%0))

1
iy s + J3),
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where I3, and J3 as in Lemma 2.1.1.

Substituting this equation in to (3.0.1) we would obtain formally

R, = [® 2p1p2 [1(@) f2(2) g

—o0 f(x) &z

+ 25 Wl(mﬁ) (p1p2f1(7)g2(2, 0) + pipafo(2)qs(, 0)) dz

+ f o) (m+113:1f2 de
where
R (2,0)g(z,0)—h(z,0)g" (2,0 _ 7 (2,0)g(z,0)—h(z,0)g" (2,0
¢ (z,0) = (z,0)g( )(x 0() )g"( )’ %(2,0) = (z,0)g( 94)(96,0() )g"( )7

Wz, p) = falz +p) + falx —p), Az, p) = filz + p) + fi(z — p),

gz, p) = flx+p) + f(x —p),and  f(z) = p1fi(2) + pafo(2).

Then ) 2
b 7 r—a
h(z,0) =2f(z) = e "2, h(@,0)=2fi(x) = Fe T,
W@, 0) = %( L W 0) = Mgt
)2

§"(2,0) = 2?1((72;?2—%—@ n 2,)2((9\;/_2%)2_1)6_@.

Now, by using these functions to evaluate the second integral we find that

L= /% m (p1p2f1(7)g2(x, 0) + p1pa fo(2)s (2, 0)) dx

_ pip2 oo fi(z)h"(2,0)9(z, 0) 1(z)h(z,0)g" (2,0)
 (m+1)(m+2) (f—OO g%(z,0) dx

+ [ L@ @0 QL0 () dgc)

These integrals can be written in the form
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L= iy (1% Gl (@) 5" da)

Looking at C(z) and Cy(x), it is easily seen that these integrals are divergent,
that is, the integrals in the expansion of R,,(z) with respect to x in the case
of normal distribution diverge.

3.1.2 The Example of Exponential Distributions

Let fi(x) = ae™®, fo(z) = be™"* be two densities for exponential distribu-

tions with prior probabilities p;, ps such that p; +p, = 1, and a,b > 0.

Let us look at the expansion up to the second order. Then

Ry (2) = B0 o Bl (i (2)ga(2,0) + fo(2) (2, 0)
+EE (fi(z) (ol 7) — go(2, 2))
+h(@) (Ko, 2) = To(x,)) ) (P(X > 22))™
+ s (fu@) (@, 2) — a2, 2))

+h(x) (M, 2) =Gy (2,2)) ) (P(X > 22))™+

T o e J1(@) ez, 1) — ¢z, 2))
+fo(x) (Ral,2) = Gl 7)) ) (P(X > 20))"+2 4 BB
where I3 = I + I¥, and J; = J} + J§ as in part 2.2.
Substituting this equation in to (3.0.1) we would obtain formally

Ry = Jo° %de + 107 ety (1(@)a2(2,0) + f2(2)qy(2, 0)) do

+ o7 Bo(P(X > 22))" f(x)dx + J5° 4y (fi(@) (Ml 2) — au(, )

+fo(x) (M(z,2) =@ (,2)) ) (P(X > 22))"+da
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15 e (i) Qole,2) = ga(w, 2))
+h2(w) Vo, 2) = Gy(,)) ) (P(X > 20))"d

oo f(x)(I3+J3)
+ f (m—+1 3m+52) dI

where » -
R’ (2,0)g(x,0)—h(z,0)g" (2,0 — h (2,0)g(x,0)—h(x,0)g"” (z,0
@(z,0) = (2,0)g( g4)(x70() )g"( ), %(2,0) = (z,0)g( 94)(%0() )g"( ),

W, p) = falz +p) + folz —p),  h(x,p) = filz+p) + filz — p),
g(z,p) = fx+p)+ flz—p),and  f(x) = prfi(x) + pafol).

Then
h(z,0) = 2fy(z) =2beb", Wz, 0) =2f1(z) = 2ae,

h"(x,0) = 2b3eb2, 1 (z,0) = 2aPe =,

g(z,0) =2f(z) = 2prae™" + 2pybe b and

g"(2,0) = 2pra®e™® + 2pybie =T,

Now, by using these functions to evaluate the second integral we find that

L =I5 ety (fil@)a(z,0) + f2(2)a,(x, 0)) dz

B 50 f1(2)h" (2.0)g(x0)— Fo(x)h(z0)g" (.0)
= o (o & @0 dx

oo fa(x)h" (z,0)g(z, 0)—f(e )h(x,0)g" (,0)
+ Jo A0 dx)

These integrals can be written in the form

L= 7(m+7il)pfn+2 (fo Cre®dx + [5° Cgebgcdx)

Looking at Ci(z) and Cy(z), it is clear that these integrals are divergent,
that is, the integrals in the expansion of R,,(z) with respect to x in the case
of exponential distribution diverge.
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3.2 The Case of Bounded Support

In this case we present the following condition, and an asymptotic expansion
for R,, in the case of triangular distributions.

3.2.1 A General Condition

Assume that the denominator in our expansions is bounded away from zero.
Then we may integrate the asymptotic expansion.

We present the example of triangular distributions such that S = (0, 1).

3.2.2 The case of triangular distributions

Consider the one-dimensional triangular distribution over the unit interval,
fi(z) = 2 =2z, and fy(x) = 22 with prior probabilities p; = p» = 1. Then
the density f = pi1fi + pafo is uniform on [0,1]. We may use the special
case (2.4) when S = (0,1). Thus using the expansion up to second order we
obtain

Ry = Jo pipafi(x) {go(2,0) + (N\o(z, 2) — qo(2,2)) - (P(X > 22))™
+ b (w, 2) (P(X > 22))™+ } da
+ Jo pipafo(@) {7o(2, 0) + (Mol @) = G, 2)) - (P(X > 20))™

1
+ g

1z, 2)(P(X > 22)™ o+ .

Since ¢; = ¢; = 0 and all second derivatives of f; and f, are identically zero
the remainder term is equal to zero.

Using symmetry with respect to the point 1/2 we get
1
Rm = %f02(2 — Qx) . {23; + QI(I _ Qx)m + %4—1(1 . 2$)m+1}d$
1
—i—% J 22 - {(2 —2z) —2x (1 —2x)™ — mi—s—l(l . 2x)m+1} d

=2 {foé (x — 2?)dx + fO% (x — 2*)(1 — 2z)"dz+
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m+1 fO (1 —2)(1 = 22)"dx + [ (v — 2°)dx
- foé 2(1 = 2x)™dr — =15 foé z(l — 2x)m+1dx}
— 4 (o — a)dr 4 2 3 (o — 222)(1 — 20)"da

m+1 fo (1 —22)(1 — 22)" " dz

_ 1 1 1 1
-3 + 2m4+1)(m+2) ~ (m+1)(m+2)(m+3) + (m+1)(m+3)

_ 1 3m+5
=3 T 3w (mt2)mra)

We remark that in this case the infinite sample risk R., = % and the rate of
convergence of R, to R., is O(m™2). This example was treated by differnt
methods in [2].
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4 The Asymptotic Evaluation of R,,(z) by
Laplace’s Method

In this chapter we present another method to evaluate R,,(z) . In chapter
one, we showed that

B / ) = pip2fi(x) pip2fa(x)
Rn(x) =P #60|X =x) (@) I+ () J

The method of evaluation R,,(z) proceeds in several stages:

First, we derive an exact integral expression for I and J in the form [y ge™™"
where g and h are nonnegative functions. For large m, this integral appears to
be in a form amenable to Laplace’s asymptotic method. This asserts that for
large m the dominant contribution to the integral arises from a neighborhood
of the point where h has a minimum. If A has more than one minimum, then
the domain of integration can be partitioned so that each subdomain contains
only one minimum.

Second, we represent g and h as asymptotic power series in a neighborhood of
this minimum, and then the integral itself may be represented as an asymp-
totic power series in reciprocal powers of m, compare [19], [20].

4.1 A General Result

From chapter one, the probability of error conditioned on the event {X = z}
can be written in the form

Rpia(z) = P(0 £ 0|X = x) = peahle powahl g (4.1.1)

where
I'=1I(z) = (m+1) [Z () (P(X — 2 > [2' — z]))"da

= (m+1) [5(fo(x = p) + folz + p)) [P(X <z —p) + P(X >z +p)|"dp

= (m+1) 7 (fa(z = p) + falz +p)) (1 = (F(z+p) = F(z—p)))" dp (4.1.2)

and

J=J(@) = (m+1) JZ, Li@)(P(X =] > [2" — 2]))" da’
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= (m+1) [;°(filz = p) + file +p)) [P(X <2 —p) + P(X > 2+ p)]"dp
= (m+1) [o° (ilz=p)+ filz+p)) (1 = (F(z+p) = F(z —p)))" dp (4.1.3)
Putting P(x,p) = —log (1 — (F(xz+ p) — F(z — p))) (4.1.4)
= ¢ ") = (1 (F(z+p) = Flz —p)"
Then the integrals of I and .J take the forms:
I = (m+1) [5°(fa(x—p)+ fo(z+p))e ™" @Pdp = (m+1)]; (4.1.5)
J = (m+1) [§°(fi(x—p)+ filz+p))e ™ Edp = (m+1).J, (4.1.6)
where
andh = Jo"(fo(x = p) + fol + p))e ™" dp,

No= [ (filz = p) + filz + p))e @) dp.

The above integrals have the desired form, so that we can apply Laplace’s
method for fixed x.

The asymptotic expansions for I; and J; are given by the following Lemma.
For this Lemma, we set Q(z,p) = fo(z — p) + fo(z + p), and Q(z, p) =
filz = p) + fi(z + p). We proceed as in [17].

4.1.1 Lemma

Let the functions P(z, p), Q(z, p), and Q(z, p) be defined as above. Assume
that the following conditions are satisfied:

(i) fi1, fo have a power series expansion.

(i) Iy(m) = J5° e P Q(a, p)dp, Ji(m) = [5° e~ Qla, p) dp

converge absolutely throughout its range for all sufficiently large m.
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Then

I = [° e™P@n) Q(x, p)dp ~ e~mP@0) SN D5 41) —ar + O(m~V+1),

and

Ji = [ e P@EA Q(z, p)dp ~ emmP@0) SN (s 4 1) o 4 O(m~V+D)

ms+1

where the a; and a/, are defined through the proof, and I' denotes the Gamma
function s.t. T'(z) = [5° e "t"1dt.

Proof:
We start by expanding I;:

(i) We compute an asymptotic expansion for the function Q(x, p) .

By using a Taylor expansion for the functions fo(z + p) and fo(x — p), we
obtain

fo@ + p) = folw) + fi(@) % + f3 ()% + f3'(2)8 + ..,

3

folw — p) = fol2) — fol(x) 8 + f3(2)% — f3'(x) % + ..

Then 5 4
fol@ + p) + folx — p) = 2fo(z) + 23 (2)% + 277 ()2 + ...

that is,
Qz,p) = X2 &5 (@) p* =X ac(@)p* (p—0) (4.1.7)
where
" 2(4)(50)
a =2f3(x), a1 =0, g = f(2), a3 =0, ay = Z5~, a5 = 0, ..

(ii) We now compute an asymptotic expansion for the function P(x, p).
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Firstly, we need good asymptotic estimates, as (p — 0), for F(z + p) —
F(z — p). By using the Taylor expansion for the functions F(z + p) and
F(z — p) we obtain

T () p2 "(2)p3 11 () p (1) (£)p®
F(l' + ,0) — F(CC) + f(l[)p + f (2!)p + f (3!)0 + f EU)P + f é! )P + ... ,

z)p® [ (x)p? + [ @)pt W (x)p°
2! 31 41 51

F(z—p) = F(z) — f(ir!)p + I'(

Then \ s
Fle+p) = Fla—p) = Ml 4 20 | 205

= Y2 Ps(x) ptt, (4.1.8)

where Py, () = 2(];21)1(;) forn=0,1,2,..., and Pi(z) = Psy(z) = ... = 0.

Use (4.1.8) and the series representation
2L =—log(l—y), y e (—1,1).
After substituting in (4.1.4) we obtain

© B o(r) o+’
P(z,p) = X2 (Z’“ZOPZ(W )

- s=1

= pB,(2) + p? (’3; + ]51) + p? (7;)3 + PP, + 1%) + ...
=329 Po(z)p*™ (p —0) (4.1.9)
where Po(z) = 2f(z), Pi(z) = 2f*(z), Py(z) = §f3(x) + 3 /" (), ...
We note that P(x,0) = 0.
Equation (4.1.9) can be differentiated, that is
Pl(z,p) = X2 (s +1) Ps(x) p° (p —0) (4.1.10)

(iii) Now we change the variable of integration.
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We can find a number z which is close enough to 0 to ensure that in (0, z],
P'(x, p) is continuous and positive and Q(x, p) is continuous. Since P(z, p)
increases in (0, z) we may take

v = P(z,p) — P(x,0).

as new integration variable in this interval. Then v and p are continuous
functions of each other and

z Z
0 [* Q) e PN dp= [T e fo) do
0 0

where 7 = P(x,z) — P(z,0) , fv) = Q(x,p)% _ Qzp)

Although P(x,0) = 0 we insert this term to show that the argument is also
valid for P(z,0) > 0.

(iv) We now need an asymptotic expansion for f(v).

Since v = P(z,p) — P(z,0) = X2, Ps(x)p**!, we obtain, compare [5], by
using Lagrange inversion formula an expansion of the form

p=>%, Civ? (v —10)

where the coefficients Cy are

¢~ [(CZ)) <h<p>>k] ,

M) = (530 Paa)pt) ™ and v= j= b

The first three coefficients are

C, =L 02:_%7 03:41’122—#.
We substitute this result in (4.1.7) and (4.1.10), and use the equation f(v) =

Q(z,p)
P,(mg). Then

fw) =3Z0 bsp? (p—0)
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by = a1Po—§aoP1

where b, = 3, by 7 ,

b P2ay—3P; Pacio—2Po Proi +2PE ao
9 = 3 g e

Since p = 322, Csv® when (v — 0), then
Fv) =% be (52, CrvF)® = S by (Cro* + Cyv? + Csv® + ...)°
= bo + b1C1v + (0:Co + 0C3) 02 + ... = 120, agv® (v —0)
where a, = b,, a; = b1Cy, as = b,Co + b,C%, ..., hence

_ e gn 4 Sl
ao = 7, al:T’GQZ%—i_hfgf{ fo _ 4faf g;f fo,...

v) Asymptotic evaluation on the range of integration (0, z).
yImp

For each positive integer N, let the remainder term fy(v) be defined by
fn(0) = an and

fv) =N aws +oN fa(v) (v>0). (4.1.11)
Then
S e fydo = [ e (SN agw + 0N fu(v)) dv
= [Zemm N sdu + [Z e fy(v)du

= SNV, ([ emmvtd — [ e wtdv) + [ e ™ol fiy(v)dv

=YV T (s + )% — SN (s + 1, Zm) % + [ e 0N fy(v)dv
=0 D(s 4+ 1) 5k — ena(m) + ena(m),
where ey;(m) = YN D(s+1, Zm) %, (4.1.12)

ena(m) = [ e v fy(v)dv (4.1.13)
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Since I'(or, m) ~ e-mme—1 3200 le=lo2.(0=8) {41 fived o and large m, then

ms

eva(m) =0 (=2). (4.1.14)

m

Also, since Z is finite and fy(v) is continuous in [0, Z], Then | fx| is bounded,
as v — 0, that is fy(v) = O(1), it follows that

eva(m) = Ji e vNO(1) dv = O (3+) . (4.1.15)
(vi) Asymptotic evaluation on the range (z,c0).

For the remaining range (z,00), let M be a value of m for which I;(m) is
absolutely convergent and write

¢ =inf, AP(x p) = Pz,0)}

Since P(x,0) = 0, and P(z,p) strictly increasing in p from (4.1.9), hence
(P(z,p) — P(x,0)) > 0 for all p > 0. Then ( is positive. Restricting m > M,
we have

mP(x, p)—mP(x,0) = (m—M){P(x, p)— P(x,0)}+ M{P(z, p)— P(2,0)}
> (m — M)¢ + MP(z, p) — MP(z,0),
then we obtain
PO [2Qa, ple P dp| <
e mMCEMPE0) 2 |0z, p) e VPO dp (4.1.16)

Thus
L= [5° Qz, p)e™P@P) dp v emmPE0) 5700 | T (s + 1) —Lags

=P S Tt 1) i+ 0 Y (@)

Similarly,
Jl _ fOOO Q(LL‘, ) —mP(z,p) de e —mP(z,0) Z:c—) 1—\(5_|_ 1) (s+1)
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= e~mP@0) NI P(s 4 1) %y + O(m~ (VD) (4.1.18)

1" g 3 "1
where al, *%, al = _fl,a’zzg—}—l— 1f8f£ Lo i{}f ffl,...

4.1.2 Theorem

Let the conditions of Lemma 4.1.1 be satisfied for all N so that the expansions
(4.1.7), (4.1.9), and (4.1.10) hold. Then

Rm+1(x) _ o—mP(,0) (2plp2]{;g;f2(w) + % (flfé'f—2fjlj;25)f"+f{'f2f)

Va@) | FIF-2ffaf Y o f
I i )

2f1(z
+0E (200

+m+ 1) T A+ 0 (m))
where Ay = p1pol'(s + 1) <fla%f2”’/s), and a, al, as in Lemma 4.1.1.

Proof:
Substituting (4.1.17) in to (4.1.5) we obtain

I=(m+ 1) =(m+1)(em™P@) AT (s 4+ 1) -2 + O(m- "))

= (m + 1)e~mP@0) <@+ 2&2 + YN A T(s+1)-2 _as _i_O(mf(NH))))

m

—= e—mP(m,O) (WLTJC7 _ m+1 f2 + (m+1) (2]% _|_ f2 fgf{ f2> + )

m2

:e—mP(ac,O)(f%_i_lﬁ_iﬁ_ LSy 1fzJr A f2

m f m f m2 f m3 f

_|_2(m+1) (fé/fg}{/f2> + )

m3

_ e—mP(x,O) (72 4 # ( élfgf{:"fz) 4 1 (fg + fé'f4}£”f2)

m3

+(m+ 1) LY T (s + 1) 5% + O(m-V+D)) (4.1.19)

Similarly, substituting (4.1.18) in to (4.1.6) we obtain
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T = (m+ 1) = (m 4+ (e SN T(s + 1) e + O(m=0 )

Jze—mP(x,O) (%‘i‘#( 1f4}£ fl)‘i‘#(fffl‘i‘ 1f4}£ fl)
+(m+ 1) LY T (s + 1) 7% + O(m-V+D)) (4.1.20)

Substituting (4.1.19) and (4.1.20) in to (4.1.1), then we obtain

+ (m+ 1) N5 T(s + 1) 5% + O(m=(V+1))

_i_PlI}Q(];Q)(Z)e—mP(xO) (%4_# (f1f4—f£ fl) +# (f71+ 1f4—f£ f1>

+(m + 1) LG T (s + 1) 5% + O(m- (VD))

= ¢~mP(x,0) (%((5))}”2(@«) + p;Tsz (flfé'f—szfczsf”Jrf{’fzf)

) ne_o "y g
_,_p?%z( fl(ﬂ;c)2f2(w) + fifyf fij;%f fi fzf)

+Hm+ 1) YV A+ 0 (mY)),
where Ay = p1pol'(s + 1) (fl“%fwls)

The following Corollary adresses P(z,0) = 0, that is, e @0 =1,

4.1.3 Corollary
Under the conditions in Theorem 4.1.2, and if P(z,0) = 0 we have

Rerl(x) = %Egh() + p1p2 (flfé/f_QfZ;%fH—’_f{,fo)

_i_% (2f1(?2f2(x) + f1fh f*2f11§25f +f1 fzf)

Hm+ 1) S G+ 0 (mN),

where A, = pipoI'(s + 1) (%M)
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4.2 FError Estimates

It is well-known, compare [17], and can be seen from the proof of the Lemma
4.1.1 that the N th truncation error of the expansion (4.1.17) can be expressed
as

Jo© Q(z, p)e=m PR dp — emm PO SILE T (s + 1) St

= —e mPE0e (m)+emmPE0 ey 5 (m)+ [ Q(x, p)e ™ dp,  (4.2.1)

where z is a number in (0, 0o], and ey 1 (m) and ey 2(m) are defined by (4.1.12)
and (4.1.13).

If the requirement in the proof of the Lemma 4.1.1 that z and Z be finite
does not apply in (4.2.1), that is, if we take z = oo, and P(x,00) = oo, we
obtain Z = P(z,00) — P(x,0) = co. Then the first error ey 1(m) in (4.2.1)
is absent.

In other cases, since the asymptotic expansion for the complemently incom-
plete Gamma funcation I'(«, m) can be writen in the form:

F(a,m) — e—mypa-l (1 + (oz;zl) + (a—1)(a—2) 4o+ (oa—l)(oz—213]:5oc—N+1))

m?2 m
+e N (m),
where N is an arbitrary nonnegative integer, and

en(m) = (a—1)(a—2)..(a = N) [ e ttaN-14t.

m

We can show that

len(m)] < (e=le=2la i) et 2 (m>a—N—1>0)

For the particular case N = 0, we have

—m

I'(a,m) < ¢

P (a>1, m>a—1)

and for the special case & = 1, m > 0 we have ['(1,m) < e™™. Then
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o

D(a,m) < oot

(m > max(a — 1,0))
Substituting in (4.1.12) by means of this inequality, we obtain

—mP(z,0) —mP(z,z)

Y lagl 2 (m> 2y)

evi(m)] < A

‘6 — Zm—oayn

where Z = P(x,z) — P(x,0) as before, and ay = max {(N —1),0}.

The second error term e ™P@% ¢y, (m), can be bounded by the following
method: We introduce a number oy such that the function vV fx(v) is ma-
jorized by

‘vaN(v)‘ < lay|vNeono. (4.2.2)

Then
’fUZ e ™o fi(v) dv‘ < ’foz |an| e~ (m=on) dev‘

<T(N41) ol (m>oy)  (4.2.3)

(m—on) VT

The best value of oy is given by

ON = SUDP(g o) 1¥N (V) }, (4.2.4)
where ¢y (v) = +1n % :

The bounded (4.2.3) has the property of being asymptotic to the absolute
value of the actual error when m — oo. But the preceding approach fails
when oy is infinite. This happens when ay = 0, so we would proceed to a
higher value of N at this case. If ay # 0, then the failure occurs when ¥y (v)
tends to +oo as v — 07. But for small v, we have from (4.1.11)

vV fy(v) = ay N Fan g 0N 4L

Therfore

2
an+1 an+2 _ ON41
Un(o) ~ 2 (- Yoy

For the tail, the inequality (4.1.16) can be used, the integral on the right-hand
side being found numerically for a suitably chosen value of M.
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5 Risk and Nearest Neighbor Distances

In this chapter we study the rates of convergence of nearest neighbor classi-
fication in terms of metric covering numbers of the underlying space, present
an upper bound on the expected nearest neighbor distance for distributions
having support on a totally bounded set and give some contributions in the
case of unbounded support for special distributions.

5.1 Introduction

Recall that the problem to be considered is the classification of a random
variable 6 taking values in M = {1,2} given a sample X in x. Somewhat
more generally we consider X taking values in some general separable metric
space x equipped with metric p which we denote as the pair (x, p). That is, a
random variable (X, #) consists of an observed pattern X € y from which we
wish to infer the unobservable class 6, such that § € {1,2}. The probability
of error for a classifier ¢ is P (6 (X) # 0).

For a given x, a classifier 0 yields a conditional risk P (6 # d (x) | X = z). If
the joint distribution of (X, ) is known then the best classifier is the Bayes

classifier, see Section 1. The Bayes classifier §* minimizes this risk resulting
in the conditional Bayes risk

r*(z) =P (0 #0*(2)|X =2) < P(0 #d(x)|X ==x) for all classifier o.
The Bayes risk is given by R* = Er*(z) = [ r*(x) P*(dz).
Define the conditional mean of 0 given X = x as

m(z)=P@=1X =2)=FE (0|X =x)
and the conditional variance as

0*(z) = P(0=1X =) — [P (6 = 1|X = 2)]" = m(z) — (m(x))”

—PO=1X=2)P(0=0|X =2)
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5.2 Nearest Neighbor Classification
As in section 1 we have a training sequence Z,, = ((X(l), 0(1)) , (X(2), 9(2))

-~ (X (m) 8(”‘)» at our disposal, where patterns and corresponding classes
are observed. Recall from chapter one that the nearest neighbor procedure
assigns any input feature vector to the class given by the label 6" of the
nearest reference vector.

The conditional probability of error for the nearest neighbor rule is defined as
the probability of error in classification § by 8’ given X and its nearest neigh-
bor X" and denoted by R,,,(X, X'), that is R,,,(X, X') = P (0 # ¢'| X, X'). By
averaging P (6 # 0’| X, X") over X', we obtain the m-sample conditional av-
erage probability of error

Ru(X)=P(0#0|X) = [P0/ #60]X', X) fu(a| X)de,

and by averaging P (6 # 0’| X) with respect to X, we obtain the unconditional
probability of error

By = P(040) = [ P (6 #0|X) f(z)da
=[[P(O #£0|X =2 X =2) fr(d|2) f(x)d2'dz.
Define the nearest distance at time m as d,,, = p(X, X').

5.2.1 Lemma

Ron(X, X) = 0(X) + 0*(X') + (m(X) — m(X"))*.

Proof:
We have

R(X,X") =P (0 #0X, X"
=P =1,0=0X,X)+(0=00=1]X,X)

=P =1X)P (0 =0[X")+ P (0 =0X)P (@ =1|X")
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= m(X)((1=m(X")) +m(X)((1 =m(X)) = m(X) +m(X’) = 2m(X)m(X’)

= m(X)+m(X") =2m(X)m(X") + (m(X))* = (m(X))*+ (m(X"))* = (m(X"))*

= [m(X) = (m(X))’] + [m(X") = (m(X")*] + [(m(X))* = m(X)m(X")]
+[(m(X")? = m(X)m(X")]

= [m(X) = (m(X))?] + [m(X") = (m(X"))?] + m(X) [m(X) — m(X")]
—m(X') [m(X) —m(X')]

= 0*(X) + o*(X') + (m(X) — m(X"))".

The following Corollary provides an upper bound on R,,(X, X’) in terms of
.-

5.2.2 Corollary

If, for some K; > 0 and a > 0 we have |m(x) — m(z')| < Kip(z,2")* for all
x,x’ € x, then, for some suitable K > 0 independent of m,

Rn(X,X') < 20*(X) + K (d3, + d22") .

Proof:
From Lemma 5.2.1

Ru(X.X') = 0%(X) + 0%(X') + (m(X) — m(X'))’
= 202(X) + [02(X") — 02(X)] + (m(X) — m(X"))"
Note that
02(X') = 02(X)] = [m(X)((1 — m(X")) = m(X)((1 — m(X))|
< m(X") — m(X)].
Then
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Ry (X, X') < 20%(X) + [m(X') — m(X)| + (m(X) — m(X'))’
< 20%(X) + Kip(z, o) + Kip(z, 2')*
< 20%(X) + K (d2 + d2),

where K = max {K;, K}}.

5.3 Covering Numbers and Supports

Define the open ball of radius € about a point € x as
B(z,e) ={y € x|p(z,y) <e}.

5.3.1 Definition

Let A be a subset of the metric space (x,p). The metric covering number
N (e) is defined as the smallest number of open balls of radius e that cover
the set A. That is

k
N(e) = z'nf{k; 3wy, ap € xstAC B(xi,e)} :
i=1

The logarithm of the metric covering number is often referred to as the metric
entropy or e—entropy. A set A is said to be totally bounded if N'(e, A, p) < 0o
for all € > 0.

5.3.2 Definition

The metric covering radius N ~!(k) is defined as the smallest radius such that
there exist £ balls of this radius which cover the set A, that is

k
NYk) = inf {(—: : 3z, ., xp € xst.AC Y B(xi,e)}.
i=1

Note that N7!(.) is a nonincreasing discrete function of k. In particular,
N7Y(1) is the radius of the smallest ball to cover A and is referred to as the
radius of A.
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5.3.3 Example:

For any bounded set A in Euclidean r—space, the covering number of A
satisfies N'(e, A) < (B/e)" for all € < B =N"1(1, A) (the radius of the set)
and the covering radius satisfies N ~'(m, A) < B/m!/". In addition, if A
contains an interior point in R" then N (e, A) > (31 /€)" for some ; > 0, and
N~ (m, A) > B /mY", see [15], [16].

5.3.4 Lemma

Let A be a totally bounded subset of (y, p), then

lim N '(m, A4,p) =0

m—0o0

Proof:

Assume the statement is false. Then since N~!(m) is nonincreasing, there
exists € > 0 such that N~'(m) > € for all m. But this implies that N'(e) > m
for all m, i.e., N(€) = oo, which contradicts the fact A is totally bounded.

We next define the standard notion of the support of a measure

5.3.5 Definition

The support of a probability measure p defined on (y, p) is defined as

k(p) ={x € x: w(B(z,€)) >0 Ve > 0}.

For a probability measure p on a separable metric space x it is well known
that p(support(p)) = p(k(p)) = 1.

5.4 A Bound for the Risk

In this section we find an upper bound on the finite sample performance in
terms of the nearest neighbor distance.

5.4.1 Lemma

Under the assumptions of 5.2.2 with o < 1
Ry, < Ro + K [(Edy)" + (Ed2,)"]
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Proof:
From Corollary 5.2.2

R (X, X") <20%X) + K (d* + d*%)

By taking expected values on this conclusion, we obtain with R, = 2E[0?(X)] =
2R*

R, < R+ KI[E (d%) + E (d*)].
Using Jensen’s inequality since h(t) = t* is concave for 0 < o < 1

Ry < Roo + K [(Edy)* + (Ed2,)].

5.5 The case of bounded support

We consider the case of totally bounded support of pz. The following theorem,
compare [16], provides a bound on Fd,, and Ed?,.

5.5.1 Theorem

Let X, X1, Xs, ... be i.i.d. according to a probability measure p with x(u) a
totally bounded subset of (x, p). Then

Edy, < 5 SN (i, k(1)
and
Edy, < 5 S N s(u)]
Proof:
Note that P[d,, > €|X] = (1 — u(B(X,¢)))™ and P[X € k(p)] = 1.

Fix € > 0. Now take an €/2-covering of s(u), Bi, Ba,...Br(ej2). Then for
X € k(u), there exists an ¢ such that B; C B(X,€). Let N = N(¢/2). Now
define an ¢/2-partition as follows. For eachi = 1,..., N, let P, = B;—U._} Bs.
Then

P; C B;

Ui]\il Bi = Ufil Pz

68



and P,NP;=0. Also YN u(P)=1.

Then for X € k(u) there exists an ¢ such that P, C B; C B(X, ¢) and in turn
pi = 1w(P;) < pu(B(X,€)). Hence

Pld, >elX e P| < (1—p;)™
and

Pldy > €] = 2%, Pldy, > €| X € Plu(P)< S5 pi(1—pi)™.
As d,, > 0, then Ed,, = [5° Pld,, > €|de.

We now prove that

1 m<N
N (1 — p )\ < = ]

The case m < N follows from
S pi(l = p)™ < S mazy, pi(1—p)™ = S(1— )™ < 1,
the case m > N from
SN pi(L=p)™ < SN maxy, pi(1 —p)m= N, m(l - *) < %

Hence we have that

Pldy > < S pi(1 = po)™ _{Ml/m Zij\v/g?

2m
1 e<2N7'(m)

That is Pld,, > €|<{ ar(e _
[ ) {én/f) e > 2N (m)

Since P[d,, > €] = 0 for e > 2N !(1), we have

Edy = [° Pldy > ede < [NV de

I sy 252 de = 2NN m) + £ [0 N(e)de.

Since N(e) =i for N71(i) <e < N71(i — 1) we get
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B N(e)de = Sy [E0 N(e)de
=Y iNTHi = 1) = N7H(i)]
=2N YD) +N 2+ ..+ N m—=1) = mN~(m)
= 2N (1) =mN T m)+ 25 N7 (i) = NTHD) —mN~H m) + 3270 V()
Hence

Edy, < N7Y(m)+ 204 Lsmmot gr=1(5) < 3 yom  A=1(G), (5.5.1)
Similarly

Ed:, = [;° P[d2, > €|de < [5° Pld,, > \/€]de

= AW m))? + & TR e N (Ve)de

and since

S N (Ve)de = INTH L) = mIN T (m)]2 + S V62

< WL 4 4y IV ) (552)

As an example, take x(u) a bounded subset of R" for some integer r > 1.
Then

30r, —1/r
Eld,,] < *m r,

where (3 is the radius of k(u).
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5.6 Specific bounds for nearest neighbor distances

5.2 shows that the risk of nearest neighbor procedures may be bounded using
the distance to the nearest neighbor. For bounded support, covering numbers
may be used to estimate the expected distance. It is not clear how to use
covering numbers for unbounded support. Here we give some contributions to
these questions for special distributions. We look at real-valued observations
and remark on the multidimensional case.

5.6.1 Deriving a lower bound

We know, letting S denote the support of our random variables
Ed,, = [5° P (d,, > €)de

— J5 Ji° P (dn > €[ X = ) de PX(dr)

— J5 Ji* P(IX — 2| > €)™ de PX(da)

— 5% Js P (X — ] > )" PX(dx) de

> 5 (fs P X = 2] > ) PX(d)" de.
using Jensen’s inequality.
This shows

Edy > [5° P (|X = X| > €)" de = 2 [5° P (Z > €)" de, say.

Here X is an independent copy of X, Z = ’X - X ‘ and X — X has a sym-
metric distribution on S — S = {x —y: z,y € S}.

Let 1 denote the density of Z and assume smoothness to apply partial inte-
gration. Then in the case of unbounded support and positive density

00 m—+1
Edpn = =2 [§° oo [P (Z >¢) ] de

- =2 1 m+1]%° 2 oo '(€) m+1
- (m+1) |:w(e)P(Z > 6) i|0 (m+1) 0 (w(e))QP(Z > E) dE.
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If we have ﬁg)P (Z>e)"' — 0  for e — oo and

I (:fESgQP (Z>e)"de — 0 for m — oo,

as is e.g. the case for exponential and normal distributions, then

2 1
Edm 2 oty 50
An analogous lower bound also holds for the multidimensional case, using

Ed,, = [ P(Z > €)™ de with Z denoting Euclidean norm of X — X.

5.6.2 A lower bound for the exponential distribution

Applying a different method, we look at d,, in the case of an exponential
distribution with density e™*, x > 0. Then

Edpn = [° J5°P(X — 2| > €)™ dee *dx
> [ S P(X <x—¢€)"dee "dx
=)o P(X <2)"dze"dx
=) 1 —e*"dze "dz
= J5 [ e dn (1 — )" d2
= e (1—e*)"dz.
To evaluate this integral note that
T I N M

hence

Je e (1= o)™ dz = o (~1)F ( " ) o -
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This sum may be computed as
1 m k m + 1
Aasant (1)

anfemen (71)-("4)]
=L [1-nm—-1] = Lo

We obtain the lower bound Ed,, > — +1

We may also use the integral at hand using Stieltjes integration:
e F(l—e®)"dz=[°(1—e*)"d(1—e?)

m+1

5.6.3 A lower bound for the normal distribution

We look at d,, in the case of a normal distribution with density ¢(x) =
12

\/%e‘T, distribution function ®(x) and let H(z) = 1 — ®(x), using the

method of 5.6.2.

Then as in 5.6.2
= [Z oo P(IX — 2| > €)™ de ¢(x)dx
> [X [ P(X <z —¢)"ded(r)dr
= [ ["  P(X < 2)"dz ¢(x)da
= [ [Z (x)dxP (X < 2)™ dz
= J%% (1= 2(2)) (B(2))" dz

> [ H(2)(1—H(2)"d=.
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For a first estimate use Stieltjes integration to obtain
Edn > [75 (1= ®(2)) (2(2))" dz
> 25 0(2) (1= @(2)) (@(2))" dz = [, (1 = ©(2)) (9(2))" dP(2)

_rl m g, — L2)T(m+1) 1
= Jo (1 —y)y"dy = T(m+3) (mtD)(m+2)

To proceed, note first that for any ¢ > 0
Jo H(z) (1 — H(2))™ dz — 0 exponentially fast as m — .
So we only have to look at [ H(z) (1 — H(z))"dz, fixing some ¢ > 1.
Now use the well known inequalities
1o(z) > H(z) > 1 (1- %) o(x), r >0,
which imply
o(z) > H(x) > 1 (1- %) o(2), z>c> 1.
Hence
J&H(2) (1= H(2)"dz > [ (1= %) L6(2) (1 — 6(2))" dz,

and we look at

2

22 L0(2) (1= 6()" dz = = Lo (1 -7 ) az

2

et ey oy o

Thus we have to treat, as m — oo,

o2yt (L —ye )™ dy.

74



If we could show that, for a > 0,
Jot e (L=ve )" dy > =,

then this would imply Ed,, > % for some suitable ¢ > 0. But as we see now,
this is not the case:

Assume that for some ¢ > 0, a > 1 we have

1 - —y\m c
IS Je Y(1—ne )" dy > =5 for all m.

This implies by partial integration for all m

00 —_y\ym+1
¢ < X (L=ye )" dy

= [ = e )™ "4 2 E (1= e dy.

[e.o]

Obviously B (1-— ’ye‘y)mﬂ} — 0 as m — oo and by dominated conver-

gence also [.° y% (1— We*y)m+1 dy — 0 as m — oc.

This gives a contradiction. Our arguments thus do not provide the bound
of 5.6.1. Here it is interesting to note that the bound P (|X — x| >¢€) >
P (X <z —¢€) does not yield the right asymptotic bound for normal distri-
butions.

We can came arbitrarily close to a bound of the type = by the following
method:

For any 3 > 1 choose a (3) > 1 such that i > e P for y > a(B). Then
TG L (L= e dy > [ e PF09 (1= )" ay,

a

and

o Com _ m r I'(m
Jg° e (L )™ dy = 3y (1~ )" dy = TEEID)
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5.6.4 An upper bound

We use constants, —oo < Kj(m) < 0 < Ky(m) < oo depending on m, to
write

Ed,, = [%_J° P(|X — 2| > €)™ de PX(dz)
=[5 52 P(IX — 2| > €)™ de P¥(dx)
+ Jramy Joo P(IX — x| > €)™ de P*(dx)
+ [ [P (X — x| > €)™ de PX (da)
= Li(m) + La(m) + Lz(m), say.
5.6.4.1 Bounding L;(m), Ly(m)

We assume for the following that |X — z| has a finite moment generating
function

Y(t,x) = Ee!X=2l 2 ecR 0<t<l.
By Markov’s inequality for any 0 <t < 1
ISP (X —x| >¢e)"de= [° P (e”X*x‘ > ete)mde
< (L, ) mem ™ de = Lap(t, z)™,

mt

hence for t = L a > 1

am’

2 P(IX =2 > )" de < atp( 5, @)™
It follows
Ly(m) < a [5™ 4(k, 2)™ PX(dx),

La(m) < a [y ¥ (5, )™ PX(dz).
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5.6.4.2 The case of the exponential distribution
Let X have density e™*, x > 0.

Then we take K(m) =0 and L;(m) vanishes.
We have
Q/J(taﬂf) = Eet‘X_xl < EetXtte — ota fooo etye—ydy — el®

hence for ¢t =

It follows, using 5.6.4.1

Ly(m) <2 [ m) e2 (1 + 1_1>me_“’dx =2 (1 + 1

2m

For Ky(m) = logm, it follows

Lo(m) <21+ 55)" 2 =0 (L),

2m—1 m

since (1 + 2ml_1)m — ez (m — 00).

5.6.4.3 The case of the normal distribution

Let X have density ¢(x) = \/%e_%, xr € R.
We take —K;(m) = Ks(m) > 0.
Forzxe R, t>0

Y(t,x) = EetlX—2l < petlXlHtel — otlel getlX]

hence for t = %, using Jensen’s inequality

7

1

1-t?



B(E,2)m < el (Bt X)) < ool B (ehIX)" = el pelX]

2
= 2¢ll [° Leve T dy = 2elles [ 71%@—(
It follows for K(m) > 1

Ly(m) + La(m) < de3 [%,.y e"(x)dx

For Ky(m) = v/2logm + 1, it follows
Li(m) + La(m) = o (%).

5.6.4.4 Bounding L3(m)
We write, for X with density f,

Ly(m) = [eson) J5° P (1X — x| > €)™ de PX (dx)
= [i2m) [0 e mG@) f(x)de da,
where G(z,¢e) = —log P (|X — x| > ¢).
Assume that the following inequality holds:
There exists ¢ > 0 such that for all x in the support of X and for all € > 0
G(z,€) > cef(x).
From this inequality we obtain

f oo e~ mG(z.e) f( )d€d$< flf(ﬁ(m f e—meef (x f( )dedl’

(m)

[I((f( 1 dq; = (K2< ) Kl(m)) %
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So if —K;(m) , Ks(m) have logarithmic growth as in 5.6.4.2, 5.6.4.3, we
obtain

Ls(m) =0 (#) for all 5 < 1.
We have to investigate validity of the inequality
—logP (| X —xz|>¢)=—log(1—P(|X —z| <€) > cef(x).
Noting
—log(1—y)>y forall0 <y <1,
we see that
—logP (| X —x| >¢) > P(|X —z| <e).
Hence a sufficient condition for
G(z,€) = cef(x)
is given by
P(|X —z| <e€) > cef(x).

Note that this second condition will always be violated for unbounded sup-
port letting € tend to oo.

Furthermore we remark:

If [z, x + €] is contained in the support of X and f is increasing on [z, z + €]
then

P(IX =] <€) = ef(x).

This also holds if [x — €, x] is contained in the support of X and f is decreasing
on [z — €, xl.
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If [z — €,z + €] is contained in the support of X and f is convex on [z — €,z + €|
then

P(IX = 2| <€) > 2f(x).

5.6.4.5 The case of the exponential distribution
We look at the validity of the inequality in 5.6.4.4.

If [# — €, 2+ €] C [0,00), then by convexity
P (X —x[ <€) >2¢f(2).
If x —e <0, then
—logP (| X —x|>¢)=—1logP(X >z +¢)
= —loge @) =g + e > ef(x).
This shows validity with ¢ = 1.
Using K;(m) = 0 and Ks(m) = logm we obtain with 5.6.4.2
Ed,, < 2L 4 lem

5.6.4.6 The case of the normal distribution

Again we look at the validity of the inequality in 5.6.4.4.

Due to symmetry it is enough to treat x > 0. Let € > 0.

(a) If x — e > —x, then
P(IX—z|<e)>Pr—e< X <z)>ep(x).

(b) So assume = — € < —x, i.e. € > 2x. We can show
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—logP(|X —x|>¢)=—log(P(X < —(e—x))+ P(X >x+¢))

> —log2P (X < —(e—x)) = —log2—log P (X >¢€—x)

> —log2 —log (;181271-€<2z)>
= log (@) + log(e — z) + (e — x)%

(c) Firstly, let x > 1. Then log(e —z) > 0 and from € > 2z

2

2
(e—2)*>5 >

ep(x).

(d) Finally, let z < 1. If € > 2 then

N [—=

log(e — ) > 0 and we proceed as in (c).
So it remains to consider x < 1, € < 2.
But then P (|X — x| <€) > ce,
where ¢ = inf}y <3 ¢(y), hence
P(|X —z[ <€) > cep(x)
(e) Conclusion.
Retracting (a)-(d) we find a constant ¢* > 0 such that
—log P (| X — x| > €) > c*ep(x), for all z,e > 0.
Using —K;(m) = Ka(m) = /2logm + 1 we obtain with 5.6.4.3.

Ed,, < 0( >+c*7”2bgm+l.

1
m m
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