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Abstract

This thesis addresses the use of reliability information in channel decoding and covers
practical aspects as well as information-theoretical bounds. The considered transmission
systems comprise linear binary channel encoders, symmetric memoryless communication
channels, and non-iterative or iterative symbol-by-symbol soft-output channel decoders.

The notions of accurate and mismatched reliability values are introduced, and the
measurement and improvement of the quality of reliability values are discussed. A crite-
rion based on the Kullback-Leibler distance is proposed to assess the difference between
accurate and mismatched reliability values. The concepts are applied to iterative decoders
for parallel concatenated codes.

Accurate reliability values may be exploited to estimate transmission quality param-
eters, such as the bit error probability or the symbol-wise mutual information between
encoder input and decoder output. The proposed method is unbiased and does not re-
quire knowledge of the transmitted data. A general framework for this kind of estimation
is introduced, and the advantage of the proposed method over the conventional method
is shown analytically by comparing the estimation variances. The proposed method may
be used for a “blind” estimation at the receiver side or to speed up the estimation in
simulations.

Symbol-by-symbol soft-output decoding may be interpreted as processing of mutual
information. Assuming accurate reliability values at the input and at the output of a
decoder, its decoding behavior may be characterized by information transfer functions,
such as information processing characteristics (IPCs) or extrinsic information transfer
(EXIT) functions. Bounds on information transfer functions are derived using the concept
of bounding combined information, which is formed by combining single values of mutual
information with respect to code constraints. These bounds are valid for all binary-
input symmetric memoryless channels, and thus no Gaussian assumption is required, as
in the original EXIT chart method. Single parity-check codes, repetition codes, and the
accumulator are addressed. Based on such bounds, decoding thresholds for low-density
parity-check codes are analytically determined.

Keywords: Linear binary codes, parallel concatenated codes (PCCs), serially concate-
nated codes (SCCs), low-density parity-check codes (LDPCCs), symbol-by-symbol soft-
output decoding, iterative decoding, reliability information, parameter estimation, infor-
mation processing characteristics (IPC), extrinsic information transfer (EXIT) functions,
EXIT charts, information combining, bounds on information combining.
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Chapter 1

Introduction

Modern communication systems aim at reliable transmission of digital data. This data
may represent text, voice, images, as well as computer files or programs. Despite noisy
communication channels, the data can be transmitted almost error-free by applying chan-
nel coding, as Shannon showed in his 1948 landmark article “A Mathematical Theory of
Communication” [Sha48]. The transmitter adds redundancy to the data before trans-
mission, and the receiver exploits this redundancy to recover the transmitted data from
the received sequence; i.e., the transmitter performs channel encoding and the receiver
performs channel decoding.

A block diagram for a typical system model is depicted in Fig. 1.1. (The inner structure
of the channel decoder is explained below.) The source models the generation of the digital
data, which may include source encoding and encryption, and the destination accepts the
outputs of the channel decoder, and may perform decryption and source decoding.

Source - Channel Encoder
Y
Communication
Channel Decoder Channel
S Constituent » Constituent
Destination | Decoder 2 |« Decoder 1

Figure 1.1: Model of a digital transmission system.

While the computational complexity of channel encoding is relatively low, the com-
putational complexity of channel decoding is rather high, in particular, when powerful
channel codes are employed. For some classes of channel codes, however, the decoding
operation may be performed by two (or more) low-complexity constituent decoders that
exchange decoding results in an iterative fashion, as depicted in Fig. 1.1. Examples of
such codes are parallel concatenated codes, serially concatenated codes, and low-density
parity-check codes.

Channel decoders may be distinguished with respect to the kind of outputs they gener-
ate. Hard-output decoders deliver estimates of the transmitted data, whereas soft-output
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decoders additionally deliver information about the reliability of these estimates; this in-
formation is called reliability information. An important class of soft-output decoders
are symbol-by-symbol soft-output decoders, which compute an estimate and reliability
information for each transmitted data symbol. Such decoders are particularly suited to
be used as constituent decoders of iterative decoders.

The reliability information delivered by a soft-output decoder may not be accurate, for
example, when sub-optimal decoding algorithms are applied. Such mismatched reliability
information usually decreases the performance of iterative decoders, since each constituent
decoder assumes that the reliability information at its input is accurate when computing
the soft-outputs. Thus, the question arises: how may the quality of reliability information
be quantified and measured, and how may it be improved.

The performance of a transmission system is typically assessed by two parameters:
(i) the probability that the estimated data symbols are erroneous and (ii) the mutual
information between encoder input and decoder output. These transmission quality pa-
rameters may be estimated by the receiver without knowledge of the transmitted data
when the soft-output decoder delivers accurate reliability information. In a similar way,
the estimation of these parameters in simulations may be improved or speeded up by
exploiting reliability information. The question is: how may the reliability information
be exploited.

A soft-output decoder may be interpreted as a processor for mutual information, as
both the input values and the output values carry information about the transmitted
data. Following this interpretation and assuming accurate reliability information at the
input and at the output of the decoder, the decoding behavior may be characterized by
the mapping from mutual information associated with the decoder inputs to mutual in-
formation associated with the decoder outputs. These mappings depend on the stochastic
structure of the communication channel, and therefore an interesting question is how these
maps can be bounded when only the value of the input mutual information is given.

This thesis addresses the three questions raised above for transmission systems with
binary channel codes and symbol-by-symbol soft-output decoders:

e How can the quality of reliability information be measured, and how can mismatched
reliability information be improved or corrected?

e How can accurate reliability information be exploited for the estimation of transmis-
sion quality parameters, such as error probability or end-to-end mutual information?

e What are the bounds on the information processing behavior of soft-output decoders
when assuming accurate reliability information at the inputs and at the outputs?

Both practical and theoretical aspects are discussed using methods from information
theory and coding theory.
Organization of the Thesis

This thesis aims at the presentation of principles and concepts rather than an optimization
of transmission systems. The main contributions are given in the form of definitions and



theorems to make them easily accessible and to provide for generality. The concepts
and results are motivated and interpreted in the surrounding text, and they are further
clarified and illustrated by examples.

The discussion of reliability information in channel decoding involves all parts of the
transmission model. Therefore this thesis is not organized in the typical-order way, where
the known fundamentals are presented in the first chapter and the new contributions
in the following chapters, but in logical order. To make clear the separation between
“known” and ‘“‘new”, each chapter starts with an overview of the new contributions.
Known fundamentals on channel models and coding schemes are included in Chapter 2
and Chapter 3; the questions on reliability information, which have been raised above,
are discussed in Chapter 4, Chapter 5, and Chapter 6. The notation, some properties of
log-likelihood ratios, and some basic notions from information theory are provided in the
appendices.

The contents of the individual chapters are outlined in the following. Further details
are provided in the introduction and the summary of each chapter.

Chapter 2 addresses models for symmetric memoryless channels with discrete input
alphabets and discrete or continuous output alphabets; the focus is on channels with
binary input alphabets. Properties following from the symmetry of the channels are
derived and discussed. The concepts presented in this chapter play a fundamental role
throughout this thesis.

Chapter 3 deals with coding schemes. Linear binary channel codes and a general model
for symbol-by-symbol soft-output decoding are recapitulated. Furthermore, parallel and
serially concatenated codes and low-density parity-check codes are presented in a unified
way. This chapter mainly summarizes known results on iteratively decodable codes.

The quality of reliability information is discussed in Chapter 4. For measuring and
improving the reliability information, a criterion based on the Kullback-Leibler distance
is introduced. This concept is applied to improve the iterative decoding of a parallel
concatenated code.

A framework for estimating transmission quality parameters based on reliability infor-
mation is introduced in Chapter 5. The presented new method requires no knowledge of
the transmitted data. Furthermore, it is unbiased and has a smaller estimation variance
than the conventional method. The general framework is specified to the estimation of
the bit error probability and of the symbol-wise mutual information.

Chapter 6 addresses information theoretical bounds on the use of reliability infor-
mation by channel decoders. Bounds on information combining are presented for single
parity-check codes and for repetition codes. These results are applied to bound informa-
tion transfer functions (information processing characteristics and extrinsic information
transfer characteristics) for these codes and for the accumulator. Furthermore, they are
used to analyze decoding thresholds of low-density parity-check codes.

The main results are summarized and conclusions are drawn in Chapter 7. Here,
possible extensions and applications of the presented work are also discussed.

Parts of this thesis have been published in [LHS00, LH00a, HLS00, LHO01, LC02, LHO3,
LHHHO03, LHG04, LHHO04b, LSH04, TL04, LHHO04a, LHHHO05a, LHHHO5b).
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Chapter 2

Channel Models

The class of discrete-input symmetric memoryless channels (DISMCs) comprises a large
number of channel models which are often employed to analyze the performance of digital
communication systems. Among these channel models are the binary symmetric channel,
the binary erasure channel, the binary erasure channel, and the additive white Gaussian
noise (AWGN) channel with binary antipodal signaling, called binary-input AWGN chan-
nel for short. For many coding schemes, the superchannel between encoder input and
decoder output can also be modeled as a binary-input symmetric channel. In some cases,
this superchannel can even be regarded as memoryless; e.g., when interleaving is applied
before encoding and de-interleaving after decoding.

This chapter addresses properties of memoryless channels that have discrete input
alphabets and discrete or continuous output alphabets. The focus is on binary-input
channels. In addition to this, all channels are assumed to be discrete in time and to have
no feedback from the output to the input. The classes of channels considered and the
acronyms employed are listed in Table 2.1.

The new contributions are as follows:

(a) Subchannel indicators are introduced, which decompose channels into subchannels.

(b) Binary-input symmetric memoryless channels (BISMCs) are shown to be decom-
posable into binary symmetric subchannels (BSCs).

(c) Error probability profiles and mutual information profiles are introduced to charac-
terize BISMCs with respect to their statistical properties.

Using subchannel indicators, the notion of symmetry, well-known for channels with dis-
crete output alphabets, is extended to channels that have continuous output alphabets.
The decomposition into binary symmetric channels plays a central role throughout this
thesis, as it simplifies many derivations and provides insightful interpretations. A binary
symmetric channel is completely defined by only one statistical parameter, such as the
crossover probability, the magnitude of the log-likelihood ratio (called reliability value),
or the mutual information. Accordingly, a BISMC is completely characterized by the
distribution of this parameter with respect to the subchannels.
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The definitions and theorems given in this chapter are formulated in a rather general
way, so that a large number of cases is covered. As generality and legibility are sometimes
inversely proportional, many examples are provided to clarify the underlying concepts.

Channel class Acronym
Discrete-input memoryless channel DIMC
Discrete memoryless channel DMC

Discrete-input symmetric memoryless channel | DISMC
Binary-input symmetric memoryless channel | BISMC

Table 2.1: Classes of channels and their acronyms. (While a DMC is defined to have
both a discrete input alphabet and discrete output alphabet, the other channels may
have discrete or continuous output alphabets.)

2.1 Symmetric Channels

A memoryless channel is a probabilistic mapping from an input alphabet X to an output
alphabet Y. The mapping is described by a conditional probability distribution py|x (y|z)
of the channel output y € Y given the channel input z € X. This conditional probability
distribution is a function of y with parameter z; it denotes a probability mass function if
the output alphabet is discrete, and a probability density function if the output alphabet
is continuous. As a memoryless channel describes the transition from a random variable
X € X to a random variable Y € Y, we denote it symbolically by X — Y and refer
to py|x(y|z) as its transition distribution. The notation (X, Y, py|x(y|x)) is adopted to
define a memoryless channel. (Channels with memory are not addressed in this thesis;
information about such channels may be found in [Gal68, CT91].)

In this thesis, we assume that the channel inputs are real values, X C R, and that the
channel outputs are either real values, Y C R, or vectors of real values, Y C R* with L €
IN*. Furthermore, we restrict ourselves to channels with discrete input alphabets X; the
output alphabets Y may be discrete or continuous. The binary alphabet B := {—1, +1},
corresponding to the signaling commonly used for binary phase shift keying (BPSK), is
of special interest. If both the input and the output alphabet are discrete, the channel
is called a discrete memoryless channel (DMC). For a DMC, the transition distribution
may be written in form of a probability matrix [py|x(y|®)]xx|v| (each row corresponding
to one input value and each column corresponding to one output value), denoted as the
transition matrix.

An important concept in information theory is the notion of symmetric channels
[Gal68, CT91, Joh92]. As indicated by the name, the transition distribution of such a
channel fulfills a certain symmetry condition, and the mutual information is maximized
for a “symmetric” input distribution. In precise terms, a symmetric channel achieves
channel capacity (cf. Appendix D) for independent and uniformly distributed (i.u.d.) in-
put values [CT91]. For a DMC, the symmetry condition is usually defined via properties
of its transition matrix. The following definition is consistent with [Gal68, CT91, Joh92].
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Definition 2.1 (Symmetric Discrete Memoryless Channel)

A discrete memoryless channel is called symmetric if the output alphabet can be parti-
tioned into subsets in such a way that for each subset, the matrix of transition probabilities
(each row corresponding to one input value and each column corresponding to one output
value of the subset) has the property that each row is a permutation of each other row
and each column is a permutation of each other column. A discrete memoryless channel
is called strongly symmetric if this permutation property holds for the transition matrix
(without partitioning into subsets). —_

The notation introduced and the definition are illustrated by a few examples.

Example 2.1

A binary symmetric channel (BSC) X — Y, (X, Y, py|x(y|z)), with crossover prob-
ability € is defined by a binary input alphabet X = {x1,z2}, a binary output alpha-
bet Y = {y1,y2}, and the transition matrix

py|x (y1lz1) pY|X(y2!331)] _ [1 —€ € ]
pyix(yilr2) pyix(ye|r2) e l—e¢
The BSC with X =Y = B is illustrated in Fig. 2.1.

Since in the transition matrix, the first row is a permutation of the second row
and the first column is a permutation of the second column, the BSC is strongly

symmetric according to Definition 2.1. &
1—c¢
+1 +1
X € Y
€
—1 —1
1—c¢

Figure 2.1: Binary symmetric channel (BSC).

Example 2.2

A binary erasure channel (BEC) X — Y, (X,Y,py|x(y|z)), with erasure probabil-
ity d is defined by a binary input alphabet X = {x1, 22}, a ternary output alpha-
bet Y = {y1, y2,y3}, and the transition matrix

[pY|X(?/1|CU1) pY|X(y2!fE1) pY|X(y3|fU1)] _ [1—5 o 0 ]
pyix(Wile2) pyix(v2lz2) pyix(ysle2) 0 46 1-9¢

The output value ys is called erasure (in the literature often denoted by A). The
BEC with X =B and Y = {—1,0,+1} is shown in Fig. 2.2.

When partitioning the output alphabet into the subsets Yo = {y2} and Y; =
{y1,y3}, we obtain the corresponding submatrices

ff e N O e s B AR
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Figure 2.2: Binary erasure channel (BEC).

As these matrices fulfill the required conditions, the BEC is symmetric according
to Definition 2.1. &

Example 2.3

A symmetric DMC with vector-valued outputs may be constructed as follows. Con-
sider two independent BSCs X7 — Y7 and X9 — Y5 of which the inputs are coupled
such that X; = Xs. Let X := X; = Xy denote their common input and let
Y := [V, Y3] denote the vector of channel outputs. Then, the channel X — Y is
obviously a DMC with binary input alphabet and vector-valued output alphabet.

This channel can easily be shown to be a symmetric channel according to Defini-
tion 2.1. Due to the similarity to parallel concatenated codes [BM96b], we say that
the two BSCs are parallel concatenated, and we call X — Y a parallel concatenated
channel. &

The concept of symmetric DMCs is now extended to channels with continuous (pos-
sibly vector-valued) output alphabets. We call these channels discrete-input memoryless
channels (DIMCs). First we introduce the notion of subchannels, and then we define
symmetric channels via strongly symmetric subchannels.

Definition 2.2 (Subchannel Indicator)
A random variable is called a subchannel indicator of a discrete-input memoryless channel
if it is a function of the channel output and statistically independent of the channel input.

A subchannel indicator allows to split the probabilistic mapping from channel input
to channel output into two subsequent steps. For illustration, consider a DIMC X — Y,
(X,Y, pyx(y|z)). Assume that A € A is a subchannel indicator for this channel, and let
pa(a) denote the distribution of A, i.e., the probability mass function for discrete A or the
probability density function for continuous A. Let further f : Y — A denote the function
mapping Y to A. Notice that A induces a partition of the output alphabet Y into the
subsets

Y(a) ={y € Y: f(y) = a}, (2.1)

a € A.

In the first step, the value of the subchannel indicator, say A = a, is drawn, inde-
pendently from the channel input (cf. Definition 2.2). Since a subchannel indicator is a
function of the channel output, the value a determines the set of possible output values,
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Y(a). (In the case of a DMC, this corresponds to a set of column vectors of the transition
matrix.) In the second step, the channel output is drawn from this subset.

The mathematical justification of this interpretation is given by the following equation
chain:

PY\X(?JW) = PY,A|X(?J,@|=T)
= pA|X(a|5U) 'pY|X,A(y‘Iaa)

= PA(G) 'pY|X,A(y|37> a).

In the first line, we have used the fact that A is a function of Y, and in the last line, we
have used the fact that A is independent from X. Accordingly, the transition distribution
of the channel X — Y is factorized into the distribution of A, pa(a), and the conditional
transition distribution py|x a(y|r,a) depending on the value a. This motivates to in-
terpret the channel defined by py|x,a(y|x,a) as a subchannel, symbolically denoted by
X —-Y[A=ua.

Definition 2.3 (Decomposition of DIMCs)

Let X — Y, (X,Y,pyx(y|z)), denote a discrete-input memoryless channel. Let further
A € A denote a subchannel indicator of this channel, and let Y(a), a € A, denote the
partition of Y induced by A (cf. Equ. (2.1)).

(a) For each a € A, the channel X — Y|A =a, (X,Y(a),py|x,a(y|z,a)), is called a
subchannel of X — Y.

(b) The set of subchannels X — Y|A =a, a € A, is called a decomposition of X —Y
induced by A.

(c¢) A channel is called a minimal channel if it cannot be further decomposed. A de-
composition is called a maximal decomposition if all subchannels are minimal.

For convenience, we use the abbreviation “subchannel A = a” to refer to the subchan-
nel X — Y|A = a. Based on the above definition, it is straight forward to give a general
definition of a symmetric channel.

Definition 2.4 (Symmetric Discrete-Input Memoryless Channel)

A discrete-input memoryless channel (with discrete or continuous output alphabet) is
called symmetric if it can be decomposed into strongly symmetric discrete memoryless
channels. —

As for symmetric DMCs, the capacity of symmetric DIMCs is achieved for i.u.d. inputs.

As a discrete-input symmetric memoryless channel (DISMC) (discrete or continuous
output alphabet) is a generalization of a DMC (discrete input and discrete output alpha-
bet), the definition of symmetry for DIMCs (Definition 2.4) must imply the definition of
symmetry for DMCs (Definition 2.1). The following example illustrates the fact that the
two definitions are consistent. Furthermore, the definitions introduced are recapitulated.



10 CHAPTER 2. CHANNEL MODELS

Example 2.4

Consider the BEC X — Y, (X,Y, py|x(y|r)), with erasure probability 6. Let X =B
and Y = {—1,0,+1}, as depicted in Fig. 2.2. In Example 2.2, it was shown that
this channel is symmetric according to Definition 2.1. Here, we show that it is also
symmetric according to Definition 2.4 (as it should be). First, we guess a function on
the output alphabet, which leads to a subchannel indicator for the BEC. Then, we
determine the induced decomposition into subchannels and check if the subchannels
are strongly symmetric.

Let the function f : Y — A = {0,1} be defined as f(y) := abs(y). The random
variable A = f(Y), A € A, can easily be seen to be a subchannel indicator of the
BEC (cf. Definition 2.2). On the one hand, A is a function of Y by definition; on
the other hand, A is independent of X, because pa x(alr) = pa(a), as can easily
be seen. The corresponding partition of the output alphabet Y is given by the two

subsets Y(0) = {0} and Y(1) = {—1,+1} (cf. Equ. (2.1)).

Now, consider the decomposition of the BEC induced by A (cf. Definition 2.3). For
A =0and A =1, we have the subchannels X — Y|4 =0, (X, Y(0), py|x,4(v|z,0)),
and X — Y[A =1, (X,Y(1), py|x,a(y|x, 1)), with the transition matrices

17 pyixa(=1=1,1) pyxa(+1] = 1,1) 01

|:pY|X,A28} + ?gﬂ _ [1] |:pY|X,A(_1’ +1,1) pyjxa(+1] + 171)} _ [1 0] ’
Py|x,aA\YUl — 1,

respectively. Since the two subchannels are strongly symmetric, the BEC is sym-
metric according to Definition 2.4. The two subchannels are depicted in Fig. 2.3.

+1 1 +1e — 1
X 0 Y X Y
-1 1 —1 ——1
1
(a) A=0 (b) A=1

Figure 2.3: Subchannels of the binary erasure channel (BEC), which is shown in Fig. 2.2.

When comparing Example 2.4 to Example 2.2, we see that the decomposition of a
DISMC into strongly symmetric subchannels, required by Definition 2.4, corresponds
exactly to the grouping of output values, required by Definition 2.1. Thus, it can easily
be seen that Definition 2.4 generalizes Definition 2.1.

With this generalization, we intended to obtain a definition of symmetry that is also
applicable for channels with continuous output alphabets. In order to show that the given
definition is reasonable, we consider the AWGN channel with binary input alphabet.
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Example 2.5
The AWGN channel with BPSK mapping X — Y, (X, Y, py|x(y|z)), is defined by
X=B,Y=R, and

Y=X+N

with
1 n?

pN(n) = exp<—2—2>,
\/27’['0']2\/ oN

n € R, denoting the probability density function of the Gaussian noise! N. Usually,
we define 03, = F;/(2Np), where E; denotes the signal energy per channel input
symbol and Ny denotes the single-sided noise power density. We refer to this channel
as binary-input AWGN channel (BILAWGNC).

The BI-AWGNC is shown in Fig. 2.4 in two different ways: Fig. 2.4(a) is the usual
representation, whereas Fig. 2.4(b), which is more of an illustration, is more appro-
priate for our purposes and follows the representation of the BSC and the BEC.
Since the output alphabet is continuous, the values of Y are depicted as the axis of
real values, and since transitions to all values of Y are possible, the transitions are
symbolically depicted as curved arrows. The transition distribution is shown on the
right-hand side.

(2.2)

To show that this channel is symmetric, we may apply the subchannel indicator
A € A defined by A = abs(Y'). The corresponding partition of the output alphabet
is given by the subsets Y(0) = {0} and Y(a) = {—a,+a}, a € RT. Notice that
the number of subsets is infinite. As an example, the subset Y(5) = {—5,+5} is
marked in the figure. The subchannels resulting from decomposition induced by A
are similar to the subchannels in the previous example. The subchannel A = 0
has only one possible output element; thus, it is trivially strongly symmetric. The
subchannels A = a for a € R can easily be seen to be BSCs (see subchannel A =5
in Fig. 2.4(b)); thus, these subchannels are also strongly symmetric. (Notice that
pa(a) is the probability density function of the subchannel indicators and thus of the
subchannels.) As we have a decomposition into strongly symmetric subchannels,
the binary-input AWGN channel is symmetric according to Definition 2.4. &

From Example 2.5, one is tempted to suggest that the condition of symmetry in
Definition 2.4 may be equivalent to the much simpler condition:

pyix(W|r) = pyix(—y| —x) forzeXandyeY. (2.3)

Since A := sgn(Y’) is a subchannel indicator in this case, the condition (2.3) is sufficient
for symmetric according to Definition 2.4. However, it is not necessary, as shown by
the following simple example. Consider two DIMCs X — Y and X — Y”, related by
Y'=Y 4+ 1;let X — Y be symmetric. Then, X — Y’ is symmetric by Definition 2.4 (as
it should be), but it is not symmetric according to (2.3). However, we conjecture that each
DISMC can be transformed such that (2.3) is fulfilled by applying a bijective mapping
to the channel inputs and to the channel outputs. For DISMCs with binary-inputs, this

IThe letter N is used to denote the code word length and to denote the random variable for the
channel noise. The meaning becomes clear from the context.
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+1

(a) (b)

Figure 2.4: Binary-input AWGN channel (BILAWGNC).

transformation may be performed by mapping the channel inputs to B and the channel
outputs to their corresponding conditional log-likelihood ratios (LLRs). This is addressed
in Lemma 2.2. (The lemma is provided in the following section, as the decomposition into
BSCs, introduced therein, allows for a simple proof.)

To conclude the discussion of discrete-input symmetric memoryless channels
(DISMCs), we remark that any subchannel of a DISMC is again a DISMC. In the re-
maining part of this chapter, we focus on DISMCs with binary input alphabets.

2.2 Decomposition into BSCs

The maximal decomposition of a binary-input symmetric memoryless channel (BISMC)
is of special interest, because each resulting subchannel is a binary symmetric channel
(BSC) or can be interpreted as an equivalent BSC. In this section, we discuss such a
decomposition.

A BEC with erasure probability 1 and a BSC with crossover probability 1/2 cannot
be used for information transmission, because their capacities are zero. As a BISMC with
only one output value corresponds to a BEC with erasure probability 1, we may introduce
the following definition without loss of generality.

Definition 2.5
A BEC with erasure probability 1 is called equivalent to a BSC with crossover probabil-
ity 1/2. —_

In Example 2.4 and Example 2.5, we considered the decomposition of a BEC and of a
binary-input AWGN channel into strongly symmetric subchannels. In both examples, the
subchannels turned out to be either BSCs or channels having only one possible output
value (Y = 0). Therefore, all subchannels are BSCs. In the sequel, we generalize this
observation.
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Lemma 2.1
A minimal subchannel of a binary-input symmetric memoryless channel has an output
alphabet with either one or two elements.

Proof. Let X — Y denote a BISMC with output alphabet Y. We show by contradiction
that there are no minimal subchannels X — Y|A = a with output alphabet Y(a) such
that Y(a) contains three or more elements.

Assume that Y(a) contains more than two elements, say n, and let [py|x,a(y|z,a)] €
[0,1]**" denote the transition matrix of subchannel A = a. Since the subchannel is
strongly symmetric, each column of the transition matrix is a permutation of each other
column. Without loss of generality, assume that we have n;-times column [p;, pg]T and
ne-times column [ps, pl]T, where n1 + ny = n. As the entries of each row add up to one,

> pyixaylera) =1

y€Y(a)

for x € X, and we have for the first and the second row

nip1 + ngpy = 1,
nipz + ngpr = 1,

respectively. Combining these two equations, we obtain

nmp1 +NapPa2 = NP2 + NPy
And ni(p1 —p2) = mna(p1 —p2)
& (ng—ng)(pr—p2) = 0.

Thus, either ny = ngy or p; = ps.
For n; = ng, the columns of the transition matrix can be grouped into pairs

p1 D2

p2 1)’
and the subchannel X — Y |A = a can be further decomposed such that each new sub-
channel corresponds to one of these pairs. For p; = po, all columns are identical, and
the subchannel X — Y |A = a can be further decomposed such that each new subchannel

corresponds to one column. In either case, the subchannel X — Y|A = a can be further
decomposed, and thus, it is not minimal, in contradiction to the assumption. QED

Theorem 2.1 (Decomposition of a BISMC into BSCs)
Every binary-input symmetric memoryless channel can be decomposed into subchannels
that are binary symmetric channels.

Proof. Let X — Y denote a BISMC with output alphabet Y, and consider a maximal
decomposition into strongly symmetric subchannels X — Y|A = a with output alpha-
bets Y(a), a € A. Due to the maximal decomposition, all subchannels are minimal.
Thus, all sets Y(a) contain either one or two elements, according to Lemma 2.1. If Y(a)
contains one element, the corresponding subchannel is equivalent to a BSC with crossover
probability 1/2. If Y(a) contains two elements, the corresponding subchannel is a strongly
symmetric DMC with binary inputs and binary outputs, and thus a BSC. QED
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In imprecise terms, the theorem states that for each channel output value, we have
one of the following two cases: (a) the two channel input values are equally probable
(corresponding to a subchannel with one output value); (b) there is another channel
output value for which the probabilities for the two channel inputs are reversed (as is the
case for a BSC).

The following examples illustrate the theorem.

Example 2.6

Consider the BEC X — Y with input alphabet X = B, output alphabet Y =
{—1,0,+1}, and erasure probability J, as discussed in Example 2.2 and depicted in
Fig. 2.2. Using the same subchannel indicator A € A = {0,1} as in Example 2.2,
we have the subchannel X — Y'|A = 0 with one output element and the subchannel
X — Y|A =1 with two output elements. The subchannel corresponding to A = 0
is equivalent to a BSC with crossover probability 1/2; we may define its output
alphabet as Y’'(0) = {0,0’}. The subchannel corresponding to A = 1 is already a

BSC. This decomposition into BSCs is shown in Fig. 2.5. &
e 112 0 +1 L .
X 1/2 X %
1/2
—1 0’ —1 - —1
1/2 1
(a) A=0 (b) A=1

Figure 2.5: Decomposition of the binary erasure channel (BEC), shown in Fig. 2.2, into
binary symmetric subchannels.

Example 2.7

Consider the binary-input AWGN channel X — Y with X = B, Y = R, and
py|x (y|z) = pn(y — ) with py(n) denoting the Gaussian distribution of the noise,
given in (2.2). As shown in Example 2.5, A := abs(Y) is a subchannel indicator.
For A > 0, the subchannels are BSCs. For A = 0, the subchannel has only one
output element and is equivalent to a BSC with crossover probability 1/2. Thus,
we have a decomposition into BSCs.

Theorem 2.1 is applied in the following lemma, which addresses a question on the
symmetry condition (2.3) raised in the previous section. (Notice the definition of LLRs
in Appendix C.)

Lemma 2.2

Consider a binary-input symmetric memoryless channel X — Y with input alphabet B
and output alphabet Y. Consider further the mapping from the channel outputs Y to
the log-likelihood ratios Z € R defined by z := L(X|Y = y) for i.u.d. channel inputs X.
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Then, the channel X — Z is a binary-input symmetric memoryless channel that fulfills
the symmetry condition

PZ\X(Z|$) = pZ|X(—Z| — )
for all x € B and z € R.

Proof. The channel X — Y is assumed to be symmetric, and thus, there is a subchannel
indicator that decomposes it into BSCs. Let this subchannel indicator be denoted by A.
Consider a subchannel X — Y|A = a, and let the LLRs corresponding to the two channel
outputs be denoted by z; and z,. Since the subchannel is a BSC, we have z; = —25 and
thus

pzix,a(z|T,a) = pzix a(—2| — r,q)

for all z € B and z € {21, 22}. This consideration holds for every subchannel, and therefore

pZ\X(Z|35) = pZ|X(—Z| — )

for all x € B and z € R. This condition is sufficient for the symmetry of the channel
X — Z, and so we have proved the lemma. QED

The concept of decomposing a BISMC into BSCs using an appropriate subchannel
indicator is employed in many derivations in this thesis. In the following section, it
provides a means for an abstract statistical characterization of a BISMC.

2.3 Characterizing Parameters

Two important statistical parameters of a BISMC are the error probability and the mutual
information for independent and uniformly distributed (i.u.d.) input values. A more
detailed statistical characterization is provided by the error probability profile and the
mutual information profile, which are introduced in this section.

For the definition of the error probability, we have to consider the estimation of the
channel inputs on the basis of the channel outputs. Consider a BISMC X — Y defined by
(B,Y, py|x(y|x)). (The channel outputs may be vector-valued.) A function® dec: Y — X
is called an estimator for the channel input, and & := dec(y) is the estimate of the channel
input. Two optimal estimators are the maximum-likelihood estimator and the maximum
a-posteriori estimator. The mazimum-likelihood (ML) estimator is defined by the rule:

+1 for pyx (y|+1) > pyix(y|-1),
decMt(y) == ¢ —1 for pyx (y|+1) < pyix(y[—1),
randomly chosen from B for py|x (y|+1) = py|x(y|—1).

Similarly, the mazimum a-posteriori (MAP) estimator is defined by the rule:

+1 for px|y(+1‘y) > pX\Y(_”y)?
y) =< —1 for pxy (+1ly) < px)y(=1|y),
randomly chosen from B for pX|y(+1|y) = PX\Y(—H?J)‘

decMAP(

2The expression dec stands for detector or decoder.
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The two estimators are equivalent for i.u.d. inputs: Applying Bayes’ rule,

px ()

py(y)

pxpy (zly) = - pyix (y]),
the two criteria can be seen to be identical, since the fraction px(z)/py(y) is constant
with respect to x.

The error probability of a BISMC X — Y is defined as the probability that, for i.u.d.
channel inputs, the channel input X differs from its ML or MAP estimate:

P, := Pr(X # dec"(Y)) = Pr(X # dec™*P(Y)). (2.4)

The definition of the error probability of BISMCs via i.u.d. inputs is motivated by two
facts. First, the probability Pr(X # decM-(Y)) does not depend on the input distribution.
Second, the probability Pr(X # decMF(Y)) is maximal for i.u.d. inputs. Thus, the error
probability of a BISMC may alternatively, but less obviously, be defined as the largest
error probability for MAP estimation, maximized over all input distributions. (Notice
the similarity to the alternative definition of the mutual information of a BISMC, stated
below.)

The error probability does not reflect the fact that there may be channel outputs that
lead to the same input estimate, but with different probabilities, or in imprecise terms,
that there may be channel outputs with different reliabilities. A statistical parameter
which takes this into account is the mutual information. The mutual information of
a BISMC X — Y is defined as the mutual information between channel input X and
channel output Y for i.u.d. inputs:

[:=1(X;Y) (2.5)

px(@)=1/2
As in the case of the error probability, the definition via i.u.d. inputs may be motivated
as follows. Since for a symmetric channel, the capacity is achieved for i.u.d. inputs, the
value I, defined above, is equal to the capacity of the BISMC. Thus, the mutual informa-
tion of a BISMC may alternatively be defined as the largest mutual information between
channel input and channel output, maximized over all input distributions. (Notice the
similarity to the alternative definition of the error probability of a BISMC, stated above.)

The error probability, the mutual information, and their relation are illustrated in two
examples. Let

h(p) == —pldp— (1 = p)1d(1 — p),
p € [0, 1], denote the binary entropy function, and let A=1(:), ¢ € [0, 1], denote the inverse
of h(p) for p € [0,1/2] (cf. Appendix D).

Example 2.8
For the BSC with crossover probability €, see Example 2.1, the error probability is
(trivially) given by P. = €, and the mutual information is given by

I=1-nhe). (2.6)

Thus, we have the relations I = 1 — h(P,) and P, = h=1(1 - I). &
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Example 2.9
For the BEC with erasure probability J, see Example 2.2, the error probability is
given by P, = §/2, and the mutual information is given by

I=1-4 (2.7)
Thus, we have the relations [ =1 — P, /2 and P, = (1 —I)/2. &

The error probability and the mutual information of a BISMC are closely related.
Given one of the two parameters, an upper and a lower bound for the other parameter
can be given [HHO03]. This is addressed at the end of this section.

A BISMC can be decomposed into subchannels that are BSCs, according to The-
orem 2.1, and the statistical properties of a BSC are completely defined by only one
statistical parameter. Combining these two facts, we may characterize a BISMC by the
distribution of a statistical parameter with respect to the subchannels. In the sequel, we
investigate this concept and start with statistical parameters of a BSC. If not otherwise
stated, we assume i.u.d. channel inputs.

A BSC X =Y, (X,Y, pyx(y|r)), is usually specified by the crossover probability

¢ := Pr(X # dec"(Y));

for formal reasons we define it via the error probability. Equivalently, we may use the
mutual information resulting from i.u.d. inputs,

Jj=1(X;Y).

As a third statistical parameter, we consider the reliability value® defined as the magnitude
of the log-likelihood ratio (see Appendix C) for i.u.d. channel inputs:

A= |LX|Y =) (2.8)

(Notice that for i.u.d. channel inputs, |L(Y = y|X)| = |L(X]Y = y)|.) Reliability values
are discussed in detail in Chapter 4. The channel parameters €, 7, and \ are, of course,
functions of the transition probabilities py|x(y|z), and there are one-to-one mappings
between the parameters:

1
S weerpyS
) 1
jo= 1=Ne = 1”(@)7
o l—e 1-hTY1-7)
A = In = In =) (2.9)

Remark 2.1
For a BSC, the reliability value A is proportional to the negative derivative of the

mutual information j with respect to the crossover probability €; to be precise,
dj/de = —\/1n2.

3In [HOP96], the value \/y is called the reliability value of the channel, assuming that the transition
distribution fulfills the symmetry condition py | x (y|z) = py|x (—y| — x).
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Consider now a BISMC X — Y, (X, Y, py|x(y|z)), with a subchannel indicator A € A
inducing a maximal decomposition, i.e., a decomposition into BSCs. Since each subchan-
nel A = a is a BSC, we may assign a crossover probability, a mutual information value,
and an reliability value to each subchannel. For this purpose, we define the following
functions (assuming i.u.d. inputs):

fe:A — E
a — Pr(X #dec"(Y)|A =a),
friA — ]
a — I(X;Y]|A=a),
fa:A — L
a — |LIX]Y =y, A=a)l (2.10)

As the subchannel indicator A is a random variable, we may also regard the function
values as random variables.

Definition 2.6 (Indicators and Profiles for BISMCs)
Let X — Y denote a BISMC, and let A € A denote a subchannel indicator that induces
a maximal decomposition (i.e., a decomposition into BSCs). Using the functions defined
in (2.10), the random variables

& = [e(A) €L,

J = fJ(A) S J
A = fA(A> el

are called error probability indicator, mutual information indicator, and reliability value
indicator, respectively. Their distributions pg(€), ps(7), and pa(A), denoting the proba-
bility mass function for discrete A and the probability density function for continuous A,
are called error probability profile, mutual information profile, and reliability value profile,
respectively. —_

These profiles represent an abstract statistical characterization of a BISMC: neither
the input alphabet nor the output alphabet is relevant, and subchannels (BSCs) that have
the same error probability (mutual information, reliability value) are not distinguished.
For decoding, only the probability or probability density py|x(y|z) associated with a
channel output y is important, but not the value of the channel output itself. Thus, the
profiles defined above completely represent the statistical properties of a BISMC with
respect to the capability of information transmission. Due to the one-to-one mappings
between the three parameters given in (2.9), the three profiles provide equivalent statistical
characterizations of a BISMC.

Example 2.10

Consider a binary symmetric erasure channel (BSEC) X — Y with input alpha-
bet B, output alphabet Y = {—1,0, +1}, crossover probability p, and erasure prob-
ability 0. This channel is defined by the transition probabilities

1—p—46 fory=nu,
pyix(ylz) =40 for y =0,
p for y # ,
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x € X. This BSEC is depicted in Fig. 2.6.

A maximal decomposition of the BSEC is induced by the subchannel indicator
A = abs(Y), A € A = {0,1}. The subchannel X — Y|4 =0 has the output
alphabet Y(0) = {0} and may be converted into an equivalent BSC that has
crossover probability fe(0) = 1/2, see Definition 2.5; the probability for this sub-
channel is pa(0) = 6. The subchannel X — Y|A =1 has the output alphabet
Y(1) = {—1,+1} and is a BSC with crossover probability fe(1) = p/(1 — J); the
probability for this subchannel is p4(1) =1 — 0.

The (discrete) profiles of the BSEC are given as follows.

e Error probability profile:
1-9 fore= L,

1-96
pg(ﬁ): 1
f =
1) or € 5

e Mutual information profile:

1-6 forjzl—h<L),

ps(j) = 1=0
0 for j = 0.
e Reliability value profile:
1—6 forA=1In ﬂ,

19 for A = 0.

Figure 2.6: Binary symmetric erasure channel (BSEC).

Example 2.11

Consider the binary-input AWGN channel X — Y from Example 2.5: X € B,
Y = X + N € R; the noise N is Gaussian distributed according to (2.2) and
has variance 0%, = E;/(2Ny). As shown in Example 2.7, the subchannel indicator
A := abs(Y) induces a decomposition into BSCs.
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Since L(X|Y = y) = 2/0% -y [HOPY6], the reliability value indicator A and the
subchannel indicator A are related as

2

oN
Based on this relation, the error probability indicator £ and the mutual information
indicator J can be computed using (2.10). &

The following theorem relates the error probabilities and the mutual information val-
ues of the subchannels to error probability and the mutual information of the BISMC,
respectively. The proof of the theorem makes use of the concept of subchannel indicators.

Theorem 2.2 (Expectation of Indicators)
For a BISMC, the error probability P, is the expected value of the error probability
indicator £, and the mutual information I is the expected value of the mutual information
indicator J:

P.=FE{&} and I=E{J}.

Proof. Let A denote a subchannel indicator inducing a decomposition of the BISMC
into BSCs. We assume that A is continuous, so that p4(a) denotes the probability density
function. (For discrete A, the integrals have to be replaced by sums.)

For proving the first part, we write the following chain of equalities:

P Y Pr(X # decM ()

/ Pr(X # dec"™(Y),A = a) da
achA

= /EApA(a) Pr(X # dec"(Y)|A = a) da

/

-~

fe(a)

—~
o>
=

= E{f:(4)}
E{¢}.

The applied relations are (a) the definition of the error probability according to (2.4),
(b) the definition of function f¢ according to (2.10), and (c) the the error probability

indicator £ according to Definition 2.6.
For proving the second part, we apply the chain rule for mutual information:

19 1x: Y 1x v, 4) C 1(X;Y]A) + 1(X; A).
We have used (a) the definition of I according to (2.5), and (b) the fact that A is a
function of Y. As A is defined to be independent from X, we have I(X; A) = 0. Using
the definition of the mutual information indicator J, see Definition 2.6 and (2.10), we
may write

—
8}
~

I(X;Y]A) = /GApA(a) I(X;Y|A=a) da=E{f;(A)} = E{J},
fi(a)

which completes the proof. QED
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Whereas the expectations of the error probability indicator and of the mutual infor-
mation indicator have well-defined meanings, namely the error probability and the mutual
information of the BISMC, the expectation of the reliability value indicator has no obvious
meaning.

As mentioned above, the error probability and the mutual information of a BISMC
are closely related. To be precise, given one of the two values, bounds for the other one
can be given, as stated and proven in [HR70, HHO3]. Here, we use another method of
proof using the concept of error probability indicators and mutual information indicators.

Theorem 2.3 (Relation between Error Probability and Mutual Information)
For a BISMC' with error probability P, and mutual information I, the following two
inequalities hold:

R (1 —1)

< %(1_1)7
1_h(Pe) <

P <
I < 1-2P.

Proof. First part: Using Theorem 2.2 and the conversion from mutual information to
error probability according to (2.9), we obtain

P, =E{€} =E{n (1 - J)}.

Now, we exploit two properties of the inverse of the binary entropy function, h=!. First,
the function h~! is convex-U; thus we can apply Jensen’s inequality [CT91] and obtain

E{r7'1-J)}>h " (E{1-J}) =n""(1-1).
Second, the function ™! is lower-bounded as h™*(¢) < 3¢; using this bound, we obtain
B - )} S E{L(1 - D)} = 21— ).

Second part: Inverting the left-hand relation of the first part, h='(1 — I) < P,, gives
1 — h(P.) < I. (Notice that the binary entropy function is monotonically increasing for
arguments in [0, 3].) Inverting the right-hand relation of the first part, P, < (1 — I),

gives [ <1 —2P,. QED
Alternatively, we may start the proof with

[ =E{J} = E{l - h(&)}

and exploit the convexity of 1 — h(.) in a similar way as above. The bounds hold with
equality when the channel is a BSC or a BEC (cf. Example 2.8 and Example 2.9).

Mutual information profiles are applied in Chapter 6 to proof bounds on combining
of mutual information values. In particular, this concept provides an elegant method
to explain the bounds on information combining for single parity check codes and for
repetition codes (cf. Section 6.2.4).
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2.4 Summary

In this chapter, we have discussed the symmetry of memoryless channels with discrete
input alphabet and discrete or continuous output alphabet. The notion of a subchannel in-
dicator has been introduced, and a definition of a subchannel has been given. As has been
shown, every binary-input symmetric memoryless channel (BISMC) can be decomposed
into subchannels that are binary symmetric channels (BSCs). Based on this property, we
have defined the error probability indicator £, the reliability value indicator A, and the
mutual information indicator J. The distributions of these random variables, denoted
as error probability profile, reliability value profile, and mutual information profile, re-
spectively, completely characterize the statistical properties of a BISMC with respect to
its capability of information transmission. A first application of these concepts has been
the proof for the relation between the error probability and the mutual information of a
BISMC. In Chapter 4, Chapter 5, and Chapter 6, these concepts are used to prove and
interpret theorems.



Chapter 3

Channel Coding Schemes

The ingredients of a powerful coding scheme are an encoder generating a code with good
distance properties and a decoder with reasonable complexity. Especially for very noisy
communication channels, where maximum-likelihood (ML) decoding or near ML decoding
is necessary for good performance, these two aspects are often contradictory. For example,
algebraic codes have very good distance properties, but ML decoding is too complex; on
the other hand, convolutional codes having moderate memory lengths can efficiently be
ML decoded, but their distance properties are poor?.

Special code constructions allow for iterative decoding schemes that achieve near ML
decoding. These kinds of coding schemes are addressed in this chapter. Typically, such a
code includes a small number of low-weight codewords, and the complexity of the decoder
grows linearly with the code length. This trade-off between distance properties of the
code and complexity of the decoder leads to powerful coding schemes for communication
channels with low to medium transmission quality. In particular, these coding schemes
may be constructed in such a way that the capacity of the communication channel is
achieved as the code length tends to infinity.

The codes are built up by combining relatively simple constituent codes. This may
be explicit in the special structure of the encoder, as in parallel and serially concatenated
codes, or implicit by a special structure of the parity-check matrix of the code, as in low-
density parity check codes. The decoders consist of several constituent decoders. Each
constituent decoder takes into account only a subset of all code constraints. By exchanging
information about info symbols? or code symbols between the constituent decoders in an
iterative fashion, the overall decoder tries to find a solution fulfilling all constraints — this
solution approximates the ML info word or the ML code word.

In this chapter, first some properties of binary linear encoders are given, and the
notion of a systematically extended code is explained. Then a general model for symbol-
by-symbol soft-output decoding is introduced; this model may be used for coding schemes
with noniterative or iterative decoding structures. Based on this decoding model, two
optimal decoding principles are reviewed: LogAPP decoding and MaxLogAPP decoding?.

Notice that convolutional codes are good with respect to the decoding delay [JZ99)].

2Throughout this thesis, the term “info symbol” is prefered to the term “information symbol” to avoid
any confusion with the term “mutual information” or the general term “information”.

3Both decoding principles can equivalently be formulated with probabilities. The first one is then
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Using these encoder and decoder descriptions, three types of iteratively decodable
codes are addressed: parallel concatenated codes, serially concatenated codes, and low-
density parity-check codes. For each code, the encoder and the iterative decoder are
described, the generator matrix and parity-check matrices are given, and the relation
between the parity-check matrix and the iterative decoding scheme is discussed.

This chapter mainly deals with fundamentals of symbol-by-symbol soft-output decod-
ing, concatenated codes, and iterative decoding, presented in a unified way. Besides that,
there are also new contributions:

(a) Systematic extensions of codes are utilized to incorporate information about info
symbols (often called a-priori information) in decoding algorithms.

(b) Requirements for pre-decoding soft-values, necessary for optimal operation of de-
coding algorithms, are made explicit.

(c¢) Generator matrices and parity-check matrices for parallel and serially concatenated
codes are given, using only generator matrices and parity-check matrices of the
constituent codes.

(d) Iterative decoders operate on a code embedding the actual code, but not on the
code itself. This prerequisite for iterative decoding is discussed in detail using the
structures of the parity-check matrices.

(e) The structures of iteratively decodable codes may be utilized to find iterative de-
coders for other codes. This possible application is discussed.

In the following section, we start with some properties of linear codes.

3.1 Linear Binary Encoders

In this thesis, we consider only binary codes. The binary symbols are represented in
either binary field Fo := {0,1} or B := {—1,+1}. The representation over B is more
suited to describe the transmission, whereas the representation over Fy is more suited
to describe encoding and code properties. For [y, addition and multiplication are those
operations in the modulo-two arithmetic; for B, addition and multiplication are defined
via the equivalent operations in 5, using the one-to-one mapping*

bpsk : Fy — B
0 +1 (3.1)
1+ —1.

The inverse mapping is denoted by bpsk™'. By convention, we write symbols and words
over B as a and a, and the corresponding symbols and words over F5 as @ and a. Symbols
a € B and a € Fy are related by

a = bpsk(a),

commonly called APP decoding.
4This mapping is commonly used for binary phase shift keying (BPSK).
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and words a = [ag, -+ ,ar_1] € BY and a = [ag,...,a;_1] € FL are related by
d; = bpsk™(a;),

i=0,1,...,L—1.
A linear binary encoder for a linear binary (NN, K') code is a linear mapping

enc: BX — BY

u — I

from info words® u € BX of length K to code words € BY of length N. As index sets
for the components of the info word and the code word, we use

K:={0,1,..., K — 1}, N :={0,1,...,N — 1};
accordingly, the info word and the code word are given as
u = [ug,...,ux_1], T =[r0,...,TN_1]
The set of code words x defined by enc is called the linear binary code
C:={xcB": x=enc(u),ucB"}

The code rate (and also the encoder rate) is given by R = K/N.

A code C' is called an equivalent code of code C if the order of the symbols in code
words @’ € C’ are simply rearrangements of the order in the code words @ € C. As
there is a one-to-one correspondence between & € BY and & € F) (cf. above), we do
not distinguish between the set of code words over Fy, and the set of code words over B,
whenever this is possible without causing ambiguity, and denote both as code C. Thus,
we have by convention

v

rcC & xcl

for & € BY and the corresponding & € FY'.
The encoding may be defined by means of a matrix G € FX*V of rank K, called
generator matriz:

T =uG. (3.2)
Thus, we have
C={xcF): &=uG, ucFr} (3.3)
A matrix H € FY*N of rank (N — K) is called a parity-check matriz of code C if
ZH" =0 forall & eC, (3.4)

where H' denotes the transposed matrix of H. Notice that M > N — K. The conditions
given by (3.4) are called code constraints of C. From (3.4), we immediately have the
relation

GH" =0

5Tn this thesis, the term “info word” is used instead of “information word” to clearly distinguish it
from “mutual information”, which is often abbreviated by “information”.




26 CHAPTER 3. CHANNEL CODING SCHEMES

between the generator matrix and a parity-check matrix of a code. Equivalently to (3.3),
we have

C={xcF) xH" =0} (3.5)

For decoding, not only knowledge of the code, but also knowledge of the encoding is
required. An implicit description of both is given by the generator matrix. For an explicit
description, we may extend each code word by the corresponding info word.

Definition 3.1 (Systematically Extended Code)
Let C denote a binary linear (N, K) code defined by a generator matrix G. The system-
atically extended code

Copxt := {@eyt € FETV 1 e = [0 2], & = uG, u € FY} (3.6)

of code C is the (N + K, K) code obtained by extending each code word of C by the
corresponding info word. J—

As Cgyx implies the encoding of C according to G, it enables an elegant description
of the decoding operation of C. Of special interest are the following subsets of Csyy: For
b € Fy, we define

) = {[u x| € Csyut : u, = b},
) = {[u ] € Copur : T, = b}, (3.7)

Csyxt(ilk =

Csyxt (-i'n =

k € K, n € N. Each subset comprises all code words that have the same symbol

in a certain position. These subsets are employed for defining LogAPP decoding and
MaxLogAPP decoding (cf. Section 3.4).

In the sequel, some relations between the generator and the check matrix for the

(original) code C and its systematically extended code Cgyy are discussed. The generator
matrix of Cex is given by

Gope = [I G] e FE ) (3.8)
where I denotes the identity matrix, and a parity-check matrix is given by®
H,. = [GT I] e Fy*"Y, (3.9)

Notice that the encoding of C according to G is included in the parity-check matrix of
the systematically extended code, but not in that of the original code.

A parity-check matrix of code Cqyy, which explicitly contains H, can be derived as
follows. Let A € FF*" denote a matrix fulfilling

GA" =1, (3.10)

such that matrix A" is an inverse” of the generator matrix G. Multiplying (3.2) by AT
from the right-hand side, we obtain

A =uGA" = . (3.11)

6The general rule is: G = [[ P] = H = [-P" I]. See [MSS88].
"The inverse of a generator matrix always exists, but it is not unique.
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When writing the constraints given by (3.4) and (3.11) in matrix notation as

-
[u ] {O H] =0 for all ey = [U ] € Copxr,

we can easily identify

Hopon = {é I‘ﬂ € FY XK+ (3.12)

to be a parity-check matrix for the systematically extended code Cgyy, that has the desired
property. As this matrix has rank N, no rows are redundant.

Example 3.1
Consider the repetition code of length N = 3 (K = 1), denoted by Rg3, with
generator matrix G and parity-check matrix H:

G=[1 1 1], H:[l ! 0}

011

For the systematically extended code, the generator matrix Gy, and the parity-
check matrix Hyy:, according to (3.8) and (3.9), are given by

Gy=I G]=[1 11 1], Hyw=[GT I]=

—_ ==
S O =
O = O
_ o O

The systematically extended code over B is given by
7?/3,st'£ - {[+17 +17 +17 +1]7 [_17 _17 _17 _1]}

In each code word, the first symbol is the info symbol, and the remaining part is
the code word of the original repetition code R 3.

Example 3.2
Consider the single parity check code of length N = 3 (K = 2), denoted by S3, with
generator matrix G and parity-check matrix H:

110
G:[O | J, H=[1 1 1].

For the systematically extended code S3syx, the generator matrix Gy and the
parity-check matrix H gy, according to (3.8) and (3.9), are given by

1 0
Gsyxt = [I G] = |: 1

0

—_
I
<
st
Il
Q
~
Y
Il
O =
— = O
o O =
O = O
= o O

11
0 1 1
An inverse generator matrix, according to (3.10), is given by

100
A‘{o 0 1}'
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According to (3.12), a parity-check matrix for the systematically extended
code 83 syxt, that explicitly contains H, is obtained as

I A

101 00
ey oy

The systematically extended code over B is given by

Csyxt = {[+17+17+17+17+1]7[_1a+17_1>_17+1]7
41, —-1,41,~1, -1],[-1, —1,~1,+1, —1]}.

In each code word, the first two symbols represent the info word, and the remaining
part is the code word of the original single parity check code S3. &

A linear binary code can compactly be represented in a trellis [Wol78, McE96, Var98,
LKFF98,JZ99]. To include also the encoding rule, i.e., the mapping between info words
and code words, one may simply use the trellis of the corresponding systematically ex-
tended code. The complexity of the resulting trellis can usually be decreased when the
systematic symbols are not placed before the original code words (as in Definition 3.1),
but “spread” over the whole code word. (Notice that this code is an equivalent code
of the systematically extended code.) In case of a convolutional code, the encoder pro-
vides already the structure for a “natural” construction of the code trellis [JZ99]. Further
information can be found in the literature.

3.2 Decoding Model

Decoding relies on the knowledge of the underlying transmission system or, more generally,
on the assumption of a particular transmission model. The latter is especially the case for
constituent decoders of iterative decoding schemes. In the sequel, a framework for symbol-
by-symbol soft-output decoding is introduced. This framework, depicted in Fig. 3.1,
includes the assumed transmission model, comprising a linear channel encoder, binary-
input symmetric memoryless channels (BISMCs) (cf. Chapter 2), and a general symbol-
by-symbol soft-output decoder. Two special and very important soft-output decoding
principles, LogAPP decoding® and MaxLogAPP decoding, are addressed in Section 3.4.

In the sequel, “symbol-by-symbol soft-output decoding” may be abbreviated with
“soft-output decoding” when possible without causing ambiguity.

3.2.1 Transmission Model

The soft-output decoder assumes the following transmission model: A binary symmetric
source (BSS) generates independent and uniformly distributed (i.u.d.) info symbols from

8LogAPP decoding, which uses LLRs as inputs and outputs, is equivalent to APP decoding, which
uses probabilities as inputs and outputs. This thesis focuses on LogAPP decoding.
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Figure 3.1: General decoding model, including a symbol-by-symbol soft-output decoder.

the alphabet B. The binary linear encoder maps each info word w onto a code word
from code C, where

’U;:['LLQ,...,UKfl], QU:[Z’Q,...,Z'N,J.
Notice that [u ] is a code word of the systematically extended code Cgyyt, i.€.,
[ux] € Copxe- (3.13)

The info symbols and the code symbols are transmitted over independent symmetric
memoryless channels, called info-symbol channel (Channel 1) and code-symbol channel
(Channel 2). The channel outputs, y, and y,, are converted to channel log-likelihood
ratios? (LLRs), z, and z,. (Channel LLRs are defined below.)

Based on these assumptions, the symbol-by-symbol soft-output decoder takes the chan-
nel LLRs for info and code symbols as pre-decoding soft-values, and it computes post-
decoding soft-values for info symbols or code symbols. These may be complete post-
decoding values, denoted by w, and wv,, or extrinsic post-decoding values, denoted by
w, and w,. (The difference between “complete” and “extrinsic” is addressed below.)
For computing the post-decoding values, the soft-output decoder only takes into account
that [ux] € Coyxe. (Symbol-by-symbol soft-output decoding is discussed in detail in Sec-
tion 3.2.2.) Finally, the post-decoding soft-values may be hard-decided to the estimated
info word u or the estimated code word 2.

Notice that we employ the following notation: Channel outputs are denoted by v,
channel LLRs are denoted by z, complete post-decoding values are denoted by v, and
extrinsic post-decoding values are denoted by w. The indices indicate whether the soft-
values are for info symbols, index “u”, or code symbols, index “z”. The index sets for the
words of symbols and soft-values are

K:={0,1,...,K — 1}, N :={0,1,...,N —1}.

The index set K is used for the info word and all corresponding words of soft-values, i.e.,
for w, y,,, 24, Vy, Wy, . The index set N is used for the code word and all corresponding
words of soft-values, i.e., for x, y,, 2., v,, w,, Z.

The given model is very general. It may be applied to coding schemes with noniterative
decoders as well as to coding schemes with iterative decoders. For coding schemes with

9Details about log-likelihood ratios are given in Appendix C.



30 CHAPTER 3. CHANNEL CODING SCHEMES

noniterative decoders, the code-symbol channel is a communication channel, and the info-
symbol channel is only a dummy channel, over which no information can be transmitted
(corresponding to infinite noise); the info-symbol channel may also be used to model the
availability of a-priori information about info symbols. For coding schemes with iterative
decoders, the soft-output decoder represents a constituent decoder, and accordingly, the
encoder represents a (possibly virtual'®) encoder for a constituent code. The info-symbol
and the code-symbol channel may be communication channels or virtual channels within
an iterative decoder. Such virtual channels are often referred to as extrinsic channels
or a-priori channels in the literature on iterative decoding; in this thesis, we call them
“a-priori channels”, because the decoder interprets the channel outputs as a-priori values.

The info symbol channel U — Y,, (Channel 1 in Fig. 3.1), and the code symbol channel
X — Y, (Channel 2 in Fig. 3.1) are assumed to be BISMCs. The channel output corre-
sponding to info symbol uy, is denoted by v, , and the channel output corresponding to
code symbol z,, is denoted by ¥, ,. The words of channel outputs corresponding to the
info word w and the code word x are written as

Y, = [yu,07 Yu,1y - - - 7yu,K71]7 Yy, = [yx,07 Yx 1y 7yx,N71]7

respectively.

As the channels are memoryless, each channel output corresponds to exactly one info
or code symbol. The LLR for a symbol given only the direct observation of this symbol
is called channel LLR. Accordingly, the channel LLR for info symbols u; and the channel
LLR for code symbols x,, are defined as

N Pr(Uy = +1{Yur = Yu)
Pr(Up = =1|Yur = Yur)’

Pr(X, = +1[Ysn = Yun)

Pr(Xn = _1|Yx,n = yx,n)

Zuk = L(Uk|Yur = Yur) =1

= L(Xnnfx,n - yx,n> =In

Zz.n y

respectively, K = 0,1,..., K — 1 and n = 0,1,..., N — 1. The words of channel LLRs
corresponding to the info word w and the code word @ are written as

Zy = [Zu,Oa Ry ly e - - 7Zu,K—1]7 2y = [ZJ:,Oa Rxly e za:,N—l]a

respectively.

The computation of channel LLRs (LLR in Fig. 3.1) can be interpreted as a conversion
of channel outputs into LLRs. Notice that the backward and the forward LLR are equal,
i.e.,

LUk Yuk = Yur) = L(Yuk = YurlUk),

L(Xn|Yx,n = yac,n) = L(Yx,n = yx,n‘Xn)v
because (i) the info symbols are equiprobably distributed by definition, and (ii) the code
symbols are equiprobably distributed due to the linear encoding of equiprobably dis-

tributed info symbols. When possible without causing ambiguity, we use the shorthand
notation L(U|y) for L(U|Y =y).

10This is the case for LDPC codes.
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Example 3.3
The channel LLR can easily be computed for the following three channels:

e BI-AWGNC (B, R, py|x (y|z)) with noise variance o3;:

2
L(X|yz) = U_gyx
N

e BSC (B, B, py|x (y|z)) with crossover probability e:

— €

1
L(X|yx) =In Y-

e BEC (B,{—1,0,+1},py|x (y|z)) with erasure probability d:

+o0o for y, = +1,
L(X|yz) =40  for y, =0,

—oo for gy, = —1.
(The indices are omitted for convenience.) &

The superchannel between the info symbols and their channel LLRs, U — Z,,, and
the superchannel between the code symbols and their channel LLRs, X — Z,, are also
BISMCs, as can easily be seen.

3.2.2 Symbol-by-Symbol Soft-Output Decoding

Decoding in the conventional sense is the inversion of the mapping from the info word or
the code word to the received word. The result of this kind of decoding is an estimate of
the transmitted info or code word; therefore it is called hard-output decoding. As opposed
to this, soft-output decoding provides not only estimates for the most probable info or
code word but also some kind of reliability information. (Notice that both hard-output
decoding and soft-output decoding may be based on hard or soft inputs.)

The kind of reliability information depends on the applied decoding scheme. Important
and frequently used schemes are the following:

e A bounded minimum distance decoder [Fri94,Bos98, LC83| outputs either (i) a code
word estimate or (ii) a decoding failure. Correspondingly, we have the following
reliability information: (i) the estimated code word is equal to the transmitted code
word; (ii) all code words are equally probable. In addition to this, the number of
corrected symbol errors may be used.

o A list decoder [Has87,5594,NS95| generates a list of code words, ordered with respect
to their probabilities. Correspondingly, the higher the position of a code word in
the list, the higher is the reliability when deciding for this code word.
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o A symbol-by-symbol soft-output decoder provides reliability information about each
info symbol or each code symbol. The optimality of the soft-outputs depends on
what they are used for by the following processing stage. For example, they may be
used to estimate the info or code symbols such that the symbol or the word error
rate is minimized; they may also be used as soft-inputs by a subsequent decoding
stage, as in iterative decoding. (Notice that these three examples lead to three
different optimality criteria.) Algorithms for this kind of decoding are the BCJR
algorithm, the LogAPP algorithm, the MaxLogAPP algorithm, and the soft-output
Viterbi algorithm; details are provided in Section 3.4.

In the sequel, we restrict ourselves to symbol-by-symbol soft-output decoding. For con-
venience, we may refer to this kind of decoding by simply “soft-output decoding”, when
possible without causing ambiguity.

A general symbol-by-symbol soft-output decoder takes one soft-value for each info and
each code symbol, and it computes one (new) soft-value for each info symbol or for each
code symbol (cf. Fig. 3.1). These computations are based on the code structure. The
input values of the decoder are called pre-decoding soft-values, and the output values are
called post-decoding soft-values. Both kinds of soft-values are assumed to be real-valued.

In literature on iterative decoding, pre-decoding values are commonly called channel
values if they come from a communication channel, and they are called a-priori values if
they come from other constituent decoders. Constant a-priori values may also be used to
model a-priori distributions of info symbols. The pre-decoding values for info symbol uy
and code symbol z,, are denoted by 2, and z ,, respectively. The words of pre-decoding
values (pre-decoding words) corresponding to the info word w and the code word x are
denoted by

2y = [Zu,Oa Zuly e Zu,KflL Zr = [Z:c,Oa Rgdy - Zx,Nfl]-

The soft-output decoder may compute general post-decoding values or extrinsic post-
decoding values; the latter are of special importance in the context of iterative decoding.
The post-decoding values for info symbol uj and code symbol z,, are denoted by v,
and v, ,, respectively. The words of post-decoding values (post-decoding words) corre-
sponding to the info word w and the code word x are denoted by

Vy = [Uu,07 Vy,1s - - - 7vu,K—1]7 Uy = [va:,Oa Vz,15 - - - ava:,N—l]'

In a similar way, extrinsic post-decoding values for info symbol u; and code symbol z,
are denoted by w, , and w,,, respectively. The words of extrinsic post-decoding values
(extrinsic post-decoding words) corresponding to the info word w and the code word x
are denoted by

w, = [wu,(b Wy,1y - - - ;wu,Kfl]a w, = [ww,(h W1y - - - ;wx,Nfl]-
While a general post-decoding value may depend on all pre-decoding values, an extrinsic

post-decoding value is required to fulfill the following condition:

Definition 3.2 (Extrinsic Value)
A post-decoding value (soft or hard) for an info or a code symbol is called extrinsic if it
is independent from the corresponding pre-decoding value for this symbol. —
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Thus, w, is independent from z,j, and w,, is independent from z,,. For conve-
nience, we call an extrinsic post-decoding value also simply an extrinsic value. When
we want to emphasize that a post-decoding value is not extrinsic, we call it a complete
post-decoding value or a nonextrinsic post-decoding value.

Soft-output decoding is a mapping from pre-decoding values for info and code symbols
to post-decoding values for info or code symbols, called soft-output decoding function. An
implementation of a soft-output decoding function, e.g., by means of a certain algorithm,
is called a soft-output decoder. We define the following two decoding functions.

Definition 3.3 (Symbol-by-Symbol Soft-Output Decoding)
An info-symbol soft-output decoding function is a mapping

decirio : RE x RY — RX

[2%L725x} = Uy

from pre-decoding values to post-decoding values for info symbols. Correspondingly, a
code-symbol soft-output decoding function is a mapping

deceoge : RE x RV — RV

[Zu, 2] — v,

from pre-decoding values to post-decoding values for code symbols. —_

For both decoding functions, the first argument is the word of pre-decoding values for
info symbols, z,, and the second argument is the word of pre-decoding values for code
symbols, z,.

In the context of iterative decoding, computation of extrinsic post-decoding values,
called extrinsic soft-output decoding, is of special interest. Similarly to the general case,
we define the following two decoding functions.

Definition 3.4 (Extrinsic Symbol-by-Symbol Soft-Output Decoding)
A soft-output decoding function is called an extrinsic soft-output decoding function if the
function values are extrinsic post-decoding values. An info-symbol extrinsic soft-output
decoding function is a mapping

dec?t : R x RY — RF

[zluAZJJ = Wy

from pre-decoding values to extrinsic post-decoding values for info symbols. Correspond-
ingly, a code-symbol extrinsic soft-output decoding function is a mapping

dec®™ RX xRV — RY

code

[Zu, 2] — wy

from pre-decoding values to extrinsic post-decoding values for code symbols. —
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Complete and extrinsic soft-output decoding are based on both the code C and the
encoding, i.e., the mapping from info words to code words. Equivalently, we may say that
soft-output decoding takes into account the code constraints given by the systematically
extended code Ce:. For emphasizing the underlying code constraints, we introduce the
following symbolic notation for the above decoding functions:

Vy = decinfo(z’m Zg H Csyxt)7
Vy = deccode(zua 2z || Csyxt)a

wy, = deci(zu, 2x || Copne),

ext

w, = deccode(’z“’ 2 H CSth)

The term “|| Csyxe” may be read “based on code Csyx”. If no pre-decoding values for info
symbols are available, the original code is sufficient to determine post-decoding values for
code symbols. Therefore, if z, = 0, we may write the code-symbol soft-output decoding
functions shortly as

deccode (24 || C) = deccode (0, 2z || Coyxe)
decext (Za: || C) = decext (0, Zr || Csyxt).

code code

As our focus is on soft outputs, we will omit the term “soft-output” when talking
about decoding, decoding functions, and decoders, if possible without causing ambiguity.
In this thesis, we assume that the decoders have a symbol-wise symmetry.

Definition 3.5 (Symbol-wise Symmetric Soft-Output Decoder)

Assume a transmission system comprising a binary symmetric source, a binary linear
channel encoder, binary-input symmetric memoryless channels, and a symbol-by-symbol
soft-output decoder. Then, an info-symbol decoder is called symbol-wise symmetric if

pvu,k:‘Uk- (Uu|u) = qu,k‘Uk(_/Uu| - U)
forall k € I, u € B, v, € R, and a code-symbol decoder is called symbol-wise symmetric
if

PV X (V2]T) = Py, ix, (< 02| — @)

for all m € N, x € B, v, € R. Similarly, an info-symbol extrinsic decoder is called
symbol-wise symmetric if

PW,, kU (wU|u) = qu,k|Uk(_wU| - u)

forall k € I, u € B, w, € R, and an code-symbol extrinsic decoder is called symbol-wise
symmetric if

PwWan|Xn (ww\x) = sz,n\Xn(—wH - l‘)

forallme N, z € B, w, € R. —

When symbol-wise symmetric decoders are employed, the superchannel between an
info symbol or a code symbol and the corresponding post-decoding value, Uy — V,,;, or
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X, — Vin, is a binary-input symmetric memoryless channel. Similarly, when symbol-
wise extrinsic decoders are employed, the superchannel between an info symbol or a code
symbol and the corresponding extrinsic post-decoding value, U, — W, ; or X,, — W, ,,
is a binary-input symmetric memoryless channel. Notice that each symbol position cor-
responds to one (separate) channel.

In some cases, it is useful to abstract from the symbol positions and consider simply the
superchannel U — V,, (similarly for code symbols and extrinsic decoders). Even though
this superchannel is no longer memoryless, it may be wnterpreted as memoryless if only
symbol-wise statistical properties are of interest, like the average symbol error probability
or the average symbol-wise mutual information. This is exploited in Chapter 4 and
Chapter 5.

Though commonly used decoders can assumed to be symbol-wise symmetric, gen-
eral conditions for this property are of interest. The following lemma deals with such
conditions.

First, we introduce some notation. Consider an info-symbol soft-output decoder for a
systematically extended code Csyy computing the post-decoding soft-value

Vy,k = decinfo,k(z || Csyxt)

for the info symbol Uy, where we use the abbreviation z := [z,, z,]. The set of words z
leading to v, = v is called the soft-value decoding region for v, = v, and it is denoted
by

D(vyp =v) :={z € RE™N 1y, = v},

k € I, v € R. For code-symbol soft-output decoders, the definition is similar. Notice that
the notation for soft-value decoding regions is similar to that for code cosets, introduced
in (3.7).

Now consider the two cosets Copxt(ur, = +1) and Ceype(ur, = —1) of code Cqpye, defined
in (3.7). Writing the element-wise multiplication of two vectors a,b € R" as

a® b= [albl, agbz, vy Oy, bn],
we have the following relation between the two cosets:
Copxt (ur = +1) = Cope(ur = —1) ® a:;yxt (3.14)

for all z(,; € Cope(ur = —1) and all k € K. This holds in a similar way for cosets with
respect to code symbols.

Using this notation, we can now state the condition for symbol-wise symmetry.

Lemma 3.1 (Condition for Symbol-Wise Symmetric Decoders)
An info-symbol soft-output decoder for a systematically extended code Csyy is symbol-wise
symmetric if and only if the soft-value decoding regions fulfill the condition

D(vyp = v) = D(vyp = =) @ Ty

for all x_,; € Coxi(ur = —1), v € R, and k € K. This holds in a similar way for

code-symbol soft-output decoders.
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Proof. According to the definition of symbol-wise symmetry, we have to show that

PV ilvy (V] £ 1) = py, i (=0 = 1) (3.15)

for all v € R and k£ € K if and only if the above condition on the soft-value decoding
regions is fulfilled. To simplify the notation, we assume that the symbol alphabets of z,
and z,, are discrete. For continuous symbol alphabets, the sums with respect to z,,; and
2, may simply be replaced by integrals in the following derivations. For convenience, we
may use the abbreviation z := [z, z,]. We start with the symmetry of the channels, and
then we exploit the linearity of the code.

By definition, the channels U — Y, and X — Y, are BISMCs and their outputs are
LLRs. Therefore, we have

pzu|U(Z\U) = pzu\U(—Z\ —u), PZI|X(Z‘$) = pZle(—Z‘ — )
for z € R and u,z € B by Lemma 2.2. Due to this symmetry, the conditional probability
of z has the property

pZ‘Xsyxt (z|mstt) = pZ|Xsyxt (z ® mSth|1)7 (316)

where 1 denotes the all-one vector.
The left-hand side of (3.15) can be expressed as

Py o (o] +1) = 27Ky > PZ|X e (2[Tsyxt)

zeD(Uu,k:'U) Lsyxt Gcsyxt (uk:"v‘l)

= 2_K+1 . Z Z pz‘Xsyxt(z X :Bsyxt|1),

zED(’Uu’k:’U) Lsyxt Ecsyxt(uk:+1)

(3.17)

where we have applied (3.16) in the second line. Similarly, the right-hand side of (3.15)
can be expressed as

qu,k|Uk<_U| - 1) - 2_K+1 ' Z Z pZ|Xsyxt<Z ® wstt|1)'

2ZED(vy, x=—) Tsyxt ECsyxt (Ur=—1)

(3.18)

Now, we apply variable substitutions in (3.18), using an arbitrary but fixed x{,, €
Copt(ur = —1). We substitute z by 2z @ x,; and Tey by Teyxr ® T ,; this does not
change the argument of the probability in (3.18), because

(Z ® w;yxt) ® (mstt ® m;yxt) =zQ® Lsyxt-

In the sums, we replace D(v,; = —v) by D(vur = v) ® T, and Cope(ur = —1) by
Copt(ur, = —1) @ x(,. Notice that

CSth(uk = _1> ® wgyxt = Csyxt(uk = +1)7 (319)
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as shown in (3.14). Doing so, (3.18) can be written as

Py, o (=0 = 1) = 278 > > PZ1X o0 (2 @ Tsyxt|1).

ZED(U1L7k:—U)®Q?gyxt Tsyxt ECsyxt (up=+1)

(3.20)

When comparing (3.17) and (3.20), it can easily be seen that (3.15) is fulfilled for all
channels U — Y, and X — Y, if and only if

D(vyr = v) = D(vyp = =) @ Ty

QED

The LogAPP decoder and the MaxLogAPP decoder, which are addressed in Sec-
tion 3.4, can easily be seen to fulfill these conditions. Therefore, they are symbol-wise sym-
metric, as also observed in [RU01a,AK02]. Since a Viterbi decoder gives the same decoding
results as a MaxLogAPP decoder with subsequent hard-decisions (cf. Section 3.4.2), it is
also symbol-wise symmetric. We conjecture that also iterative decoders with symbol-wise
constituent decoders are symbol-wise symmetric!!.

Useful and reasonable decoding requires that pre-decoding values can be correctly
interpreted by the decoder. For example, the real-valued output of an AWGN channel
and the binary output of a BSC have completely different meanings. Furthermore, pos-
sible statistical dependencies between pre-decoding values have to be taken into account.
These observations motivate to use “standardized” pre-decoding values, so that a decoder
can interpret them correctly without the need of having knowledge about the statistical
properties of their “source”. For that purpose, we introduce standardized pre-decoding
values that fulfill the following two conditions:

(a) The pre-decoding values are LLRs:
Zuk = L(Uk|2uk), Zom = L(Xp|25.0), (3.21)
for