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Introduction

For several of the classical tree forcings, such as Sacks forcing S, Laver forcing
L and Miller forcing M, there are corresponding o-ideals. Already in 1935
Marcewski [Ma] studied the o-ideal J(S) := {X C “2|Vp € S3g € S(q <
p A [gf N X = 0)}, later, for example, Velickovi¢, Judah, Miller and Shelah
[Ve, JuMiSh] continued this investigation of J (S). Brendle, Goldstern, Johnson,
Judah, Miller, Repicky, Shelah and Spinas [Br, JuMiSh, GoReShSp, GoJSp,
Sp1] studied the o-ideals J(Q) :={X C“w|Vp e QIqeQ(q<p A[gINX =
0)} for @ € {M,L}. For every ideal Z one can define the additivity add(Z) and
the covering number cov(Z) of Z. The additivity is the minimal cardinality of
a subset of the ideal whose union is not in the ideal, and the covering number
is the least cardinality of a subset of the ideal whose union is the whole set,
on which the ideal is defined. Clearly, the following inequalities hold for every
o-ideal Z on “2 or “w:

w1 < add(Z) < cov(Z) < 2¢

and a typical question is whether any of the above inequalities could consistently
be strict. Judah, Miller and Shelah built a model for add(J(S)) < cov(J(S))
and Goldstern, Repicky, Shelah and Spinas built models for add(J(Q)) <
cov(J(Q)) for @ € {M,L}. In [Spl, Sp2, Sp3] Spinas started to develop a
combinatorial theory for the two-dimensional Miller forcing M?, where M" for
n € w\ {0} consists of all n-tupels of superperfect trees and carries the coor-
dinatewise ordering. It turned out that M? is much closer to M as it is to M?.
On the one hand, for example, both, M and M? do not add a Cohen-real (see
[Mi, Sp2]), while on the other hand, by an unpublished result of Shelah, M?
does add a Cohen-real.

Jossen and Spinas [JoSp] started the investigation of the n-dimensional ideals

j(Q”) = {X - (ww)n ‘V(p(b v ;pn—l) € Qn El(qoa R ;Qn—l) € Qn
((qos- -+ +qn—1) < (Pos -, Pn—1) A ([go] X ... X [g—1]) N X =0)}

for @ € {L,M}. They showed that only the two-dimensional Miller ideal
J(M?) is a o-ideal, but neither the higher dimensional Miller ideals .J(M")
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8 Introduction

for n > 3 nor the Laver ideals J(L'™) for m > 2 are o-ideals, thus the addi-
tivity of the higher dimensional ideals is w. Therefore, it is interesting to pay
more attention to J(M?). Analogously to the one-dimensional case, Jossen
and Spinas have built a model for add(J(M?)) < cov(J(M?2)). It is obtained
— starting with a model of ZFC and the continuum hypothesis — by a count-
able support iteration of M? of length wo. Since no Cohen-reals are added,
cov(M) < cov(J(M?)) holds in their model, hence, since the continuum equals
wo, we have cov(M) = add(J(M?)) = w; there, where M is the ideal of all
meager subsets of Yw.

Here we prove the consistency of cov(M) < add(J(M?)) (Theorem 1.1.2). The
natural forcings to increase the additivity numbers are called amoeba forcings.
In general, given any definable tree forcing @), an amoeba forcing A(Q™) for Q™
is a forcing adding some (pg, . . .,pn—1) € Q™ such that every n-tupel of branches
(zoy .-y Zp—1) € [po] X ... %X [pp_1] is Q"-generic. We construct an amoeba forc-
ing A(M?) for M? that does not add Cohen-reals. Our construction is inspired
by the work of Spinas [Spl], where, in the one-dimensional situation, amoeba
forcings for I. and M have been constructed, which have the Laver property.
The Laver property is a combinatorial property ruling out that Cohen-reals are
added. By a result of Shelah, the Laver property is preserved under countable
support forcing iterations. QOur A(M2) will also have the Laver property, hence
we can increase add(J (M?)) without adding Cohen-reals. Let us remark, that
the natural amoeba forcings for I, M and M? that come to one’s mind are not
suitable for our purpose, as they add lots of Cohen-reals (see [Spl]).

Similar ideas as in [Spl] have been used independently in [LoShVe]|, where im-
plicitly an amoeba forcing for Sacks forcing has been constructed, which does
not add Cohen-reals.

Judah, Miller, Shelah and Velickovi¢ [JuMiSh, Ve] have independently shown
that Martin’s Axiom does not imply that add(J(S)) = 2¥. In contrast to this,
it is possible to blow up add(J (L)) and add(J(M)) by a forcing fulfilling the
countable chain condition. In fact, in [JuMiSh] it was shown that Martin’s Ax-
iom (t = 2% is enough, where t is the tower number) implies add(J (L)) = 2“.
The analogous result for M was claimed as well, but the proof was faulty. It was
later corrected in [GoJSp]. Here we show that Martin’s Axiom for o-centered
forcings (MA (o-centered)) implies that add(J (M?)) = 2 hold (Theorem 2.0.5)
by combining the ideas of these two papers with the combinatorial properties of
MZ. As a corollary it turns out that under the assumption that MA (o-centered)
is true forcing with M? does not collapse cardinals. By using the same methods
we can prove that MA (o-centered) implies Martin’s Axiom for the forcing M?
(Theorem 2.3.5).

In chapter 3 we will treat a completely different problem with similar methods,
in the sense that carefully chosen finite products of Mathias forcing are used
that have the Laver property. In [Ma], Mathias introduced his famous Math-
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ias forcing M (U) restricted to a Ramsey ultrafilter U, i.e. M(U) := {(s,5) €
[W]<¥ x [w]“ | (max(s) < min(S) or s = ) and S € U} and the ordering is de-
fined by (s, S) < (¢,T) ifand only if s D t and SU(s\¢) C T. The analysis of this
forcing led him, among many other things, to the result that there are no analyt-
ical infinite maximal almost disjoint families in (w). Note that maximal almost
disjoint families in P(w) correspond to maximal antichains in the Boolean alge-
bra PB(w)/fin. Here we investigate infinite maximal antichains in finite products
of P(w)/fin. Using similar but simpler ideas as in [LoShVe| and [Sp1], Shelah
and Spinas [ShSp2| introduced an n-dimensional version of Mathias forcing with
the Laver property. Combining their analysis of this forcing with some combi-
natorial facts about infinite maximal antichains in ((w)/fin)" we prove that
for every n € w\ {0, 1} there are no analytical infinite maximal antichains in
(B(w)/fin)" (Theorem 3.1.1). Curiously, in dimension w there exists a perfect
(thus closed) partition, as the following example shows: choose a € [w]* with
w\ a € [w]?, too, and consider A := {(a;)icw | Vi € w(a; € {a,w \ a})}.

I would like to thank Otmar Spinas for many helpful discussions and his dedi-
cated supervision of this thesis.
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Chapter 0

Preliminaries

We fix our notation: For a set A let [A]<¥ denote the collection of all finite
subsets of A and let [A]“ denote the collection of all countably infinite subsets
of A. <¥A denotes the set of all functions s : n — A for some n € w, “A is the
set of all functions f : w — A. For s € <“A for any set A we write |s| = n (the
length of s) if s : n — A. For a € A let s~ (a) be the function s U {(|s],a)}.
Trees: A set p C “Yw is called a tree if for every o € p and 7 C o we have
T € p. Given a tree p C <“w, the set of all infinite branches through p is
denoted by [p]. By st(p) we denote the stem of p, this is the shortest splitnode
in p. For o € p let (p), be the subtree of p consisting of all v € p which are
comparable with o. For o € p let succ,(o) designates the set of all extensions
of the form o™ (n), for n € w, with 0~ (n) € p. Call o € p a splitnode,
if [succy(o)| > 1, an infinite splitnode, if |succy(o)| is infinite. The set of all
infinite splitnodes of a tree p is denoted by split(p). For o € split(p) define
Succy(o) := {1 € split(p) [0 G TAVp(c G p & T = p ¢ split(p))}, the set of
all direct successors of ¢ in the tree sense in spht(p). A tree p C “Yw is called
a Laver tree if it has a stem st(p) and for every o € p with o D st(p) we have
o € split(p). Laver forcing is the set of all Laver trees L ordered by inclusion.
A tree p C <“w is called a Miller or superperfect tree, if it has a stem and for
every ¢ € p there exists an extension 7 2 o in p which is an infinite splitnode.
Let M denote the set of all superperfect trees p with the additional property,
that every splitnode of p is an infinite one. Miller forcing is M ordered by
inclusion, i.e. p < ¢ if and only if p C ¢q. Notice that M is dense in the forcing
sense in the set of all superperfect trees. During the whole paper, if we write p
is “superperfect” or “Miller” we mean p € M. Let M? and more generally M™
denote the set of all n-tupels of superperfect trees carrying the coordinatewise
ordering. We write p <° ¢ if p < ¢ and additionally we have st(p) = st(q)
and (p',q') <% (p,q) if (p',q') < (p,q) and we have that st(p’) = st(p) and
st(q) = st(q) hold.
w

A set S C “w is called superperfect, if there exists a superperfect tree p €

11



12 0 Preliminaries

M with S = [p]. For (p,q) € M? by [p] x* [g] we denote the upper half of
the superperfect rectangle [p] x [g], i.e. the set of all (z,y) € [p] x [q] with
z(|st(p)]) < y(|st(g)])- Similar, [p] X~ [g] denotes the lower half of [p] X [q].

We use the following well-ordering < of <“w:

0 < 7 :¢& max{|o|,maxran(o)} < max{|r|, maxran(7)}
V (max{|o|, max ran(o)} = max{|7|,maxran(7)} A |o| < |7])
V (max{|o|, max ran(c)} = max{|7|,maxran(7)} A |o| = |7|
Ao precedes 7 lexicographically) .

Let T : w — <“w be the order preserving enumeration of (““w, <) and write
#p =n if T(n) = p, so we have #p > max{|p|, maxran(p)}.
We repeat the following definition and fact of [Sp2]:

Definition 0.0.1 Let (0,7) € (“w)? and (z,y) € (“w)? with 0 C = and
7 Cy. We say that (z,y) oscillates infinitely often above (o, 7) if there exists
a strictly increasing sequence (k;)ic, in w such that the following hold for all
n € w:

ko = |T|ak1 > |U|;
kop, = min{i € w|y(i) > #z | kont1};
kont1 = min{i € w|z(i) > #y| kant2};

kont1 < yl(kon) < konto < z(kan+1) < kon+s-

The sequence
(O',T,.’E r klayr k‘2,.’E f k3ay r k47"‘)

is called the type, ,-sequence of the pair (z,y).

Fact 0.0.2 [Sp2] For every (p,q) € M? there ezists (p',q') <° (p,q) such that
for every (z,y) € [p'] xt[¢'], (z,v) oscillates infinitely often above (st(p),st(q)).
Moreover, if (po,vo,p1,v1,--.) is the type sequence of (z,y), we have {un |n €
w} C split(p’) and {v, |n € w} C split(q'). O

Hence for every (z,y) € [p'] X [¢'], (#',4') as in fact 0.0.2, there is a unique
associated sequence (k;)ic, in w, which is determined solely by (z,y) and
(st(p),st(q)) =: (o,7). Define the 0-type pair of the pair of branches (z,y) by
tp, -0-pair(z, y) := (o, 7) and for every n € w define tp, ,-(2n +1)-pair(z,y) =
(z | kon+1,y | kon) and tp, -(2n + 2)-pair(z,y) = (2 kon+1,y [ kont2). Using
this we can define a partial function

tpg:;‘I' (Yw) s w
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by letting tpg:’qu (4,v) = n if and only if there exists (z,y) € [p'] xT [¢] such
that (u,v) = tp, ,-n-pair(z,y).

For (u,v) € p' x ¢’ with tpgl,’ﬂl (u,v) = 2n there exists a unique sequence
(105 V0, - - - , iy V), Which is the initial sequence of length 2n of the type, ,-
sequence of (z,y) for some infinitely oscillating (z,y) € [p'] XxT [¢'] over (o, 7).
We call this sequence the type, ,-sequence of the pair (u,v) and define tp, -
i-pair(p, v) = tp, ,-i-pair(z,y) for all i < 2n. And similar for (u,v) € p' x ¢
with tp2y (1, ) is odd.

If (o,7) or (p',q') are clear from context, we omit them in the above notation.
For (p,q) € M? and (0,7) € p X ¢ let

TPo.+(p, q) := dom(tph:?) N (split((p)s) x T split((q)-)),

the set of all type pairs of (p,q), and for n € w let TPy (p, q) denote the set of
all type pairs of (p, q) of type n. For (u,v) € TPy . with n even let

Sopff (u,v) = {4 € split(py) | tph:d (', v) =n+1 A
tp077_n_pair(ul’ V) = (M, V)}a

the set of all possible successive oscillation points, and similar, we define
Soph?(u,v), if n is odd.

Note that for (p’,¢') as in fact 0.0.2 and (u,v) < (p',¢') and (0,7) € u X v we
in general have TP, ,(p',¢') N (u X v) # TP, . (u,v), but there exists (u',v") <°
(u,v) such that for almost all n € w and every (z,y) € [u] xT [v'] we have
tpy,-n-pair(z,y) € TP, (u',v") (and therefore tp, ,-n-pair(z,y) € split(u’) x
split(v")).

For the rest of the paper we always assume that we work with elements (p,q) €
M?, which have the property of (p',¢') of fact 0.0.2. By the fact, the set of all
such (p, q) is dense in M2, so with this partial ordering we get forcing extensions
isomorphic to those of MZ.

We will need the following result of Miller, which is not very difficult to prove:

Fact 0.0.3 [Mi] For every colouring of the splitnodes of a Miller tree p in
finitely many colours, there exists a ¢ € M with ¢ < p and such that all split-
nodes of q have the same colour. O

Ideals: For every ideal Z on “w, its additivity and its covering number is defined
by
add(Z) == min{|F||F CZ and JF ¢ 7},
cov(Z) :==min{|F||F CZ and JF ="“w}.
Let M denote the ideal of the meager subsets of “w.
Forcing: For a forcing P, an M-generic filter G for P and a P-name & we write
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valg(a) or ag for the value of . For elements z of the ground model we do not
distinguish between the canonical name £ and z itself.

Recall that a forcing P has the Laver property if there exists F' € “w NV such
that for every P-name f for an element of “w, every p € P and every g € “wnNV

with plFp Vn € w (f(n) < g(n)), there exist ¢ < p and (Hy)pew in V such that

|Hyp| < F(n) and g l-p Vo (f(n) € Hy).



Chapter 1

The consistency of

cov(M) < add(J (M?))

1.1 An amoeba forcing for M?

We repeat the definition of the introduction:

Definition 1.1.1 Let
JM") :={X C (Yw)"™|V(po,---,pn—1) € M" I(qo,...,qn—1) € M"
((q()a s aqnfl) < (p()a s 7pn71) N ([qO] X... X [qnfl]) nNX = (D)}
It is easy to see that J(M) is a o-ideal. Jossen and Spinas [JoSp| have shown
that J(M?) is a o-ideal but J(M") is not for n > 2. And they pointed out par-

allelisms between the behaviour of J(M) and J(M?). Here, we underpin this
by showing that, analogous to the one-dimensional case, we have the following:

Theorem 1.1.2 [t is relatively consistent with ZFC that add(J(M?)) = wy and
cov(M) = wy.

For this define an amoeba forcing A(M?) for M? as follows:
Definition 1.1.3 Let A(M?) be the set of all pairs ((s,p), (¢,q)) such that

(i) (p,q) € M2, s : n — split(p) and ¢ : m — split(q) for some n,m € w\ {0}
withn =mor n =m+ 1;

(ii) the downward closure S of ran(s) is a finite subtree of p and split(S) C
ran(s), the downward closure T of ran(¢) is a finite subtree of ¢ with
split(T') C ran(t);

15



16 1 The consistency of cov(M) < add(J (M?))

(iii) the mappings ® : (ran(s),C) — (ran(7T' | n),C) and ¥ : (ran(t),C) —
(ran(T | m),C) defined by s(k) — T(k) and t(k) — T'(k) are both
isomorphisms, where T' is the order preserving enumeration of our well-

ordering < of <“w fixed in the preliminaries;

(iv) if s(j) is the immediate predecessor in the tree sense of s(k + 1) in
split(p) then s(k + 1)(|s(j)[) > max({#s(:)[¢ < k} U {#(i) |i < k})
and [s(k +1)[ > s(k + 1)([s(5)]);
if t(j) is the immediate predecessor in the tree sense of ¢(k+ 1) in split(q)
then t(k + 1)(|t(5)]) > max({#s(i)|i < k+ 1} U {#t(i) |7 < k}) and
[t(k+ 1)| > t(k + 1)(|t(k)])-

Define a partial ordering < on A(M?2) by

((s,0), (t,9)) < ((s',0"),(t',4")) & s2s,tDt,pCp'andgCq.

Oftenly we will write s and ¢ as tupels.

1.2 A(M?) has the pure decision property

To rule out that A(M2) adds Cohen-reals, we need the following decision prop-
erty of A(M?):

Lemma 1.2.1 A(M?) has the pure decision property.

Here, the pure decision property means that for every A(MQ)-name © and every
((Sap)a (t7 Q)) € A(MZ) such that

((s,p), (taQ)) ”_A(MQ) CXS {0, 1}

there exists ((s',p'),(t,¢')) € AM?) with ((s',p"),(t,q)) < ((s,p), (%))
and ((¢',p'),(t',q')) decides © (this means there exists j < 2 such that
)|

(s, )( q) A(M)G_])

Proof of lemma 1.2.1: Let © be an A(M?)-name and ((s, p), (t,q)) € A(M?)
such that ((s,p), (¢,9)) Fam> © € {0,1}. Our goal is to construct by a fusion a
pair (p',q') of superperfect trees with (p',¢') <° (p,q), ((s,p), (t,¢")) € A(M?)
and with the following property:

(x) For all (s',¢') € <“(split(p’)) x <“(split(q’)), if there is some (u,v) <

(p',q') with ((s',w), (¥',v)) € AM?), ((s',u), (¥',v)) < ((s,9), (t,¢')) and
((s',u), (t',v)) decides ©, then already ((s',p'), (¢',q')) decides ©.
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Suppose |s| = |t|, so we have to extend s first. The case |s| = |t| + 1 is very
similar and is not written down. We want to construct sequences (oy,)ncw,
(Ta)new in <“w and ((u},,)))new\fo}> ((Un,n))new in M? such that, letting
Sp =8 (00,...,0n—1) and t, :=t"(70,...,Th_1), for every n € w the following
hold:

(a) (p,q) > (u0,v0) > (tpy1,Vny1) > (Unt1,Vnt1) > (Unpo; Vo)
(b) ((sn>tn), (tn,vn)) € AM?) and ((sny1,tp11), (tn, V) 1q)) € AM?);

(c) for every (s',t') € <Yran(sp41)) x <Yran(t,)) with §'(|s'| — 1) =
on, if there exists (u,v) € M2 such that ((s',u),(¥,v)) € AM?),
((Slau)a(tlav)) < ((S’U;z—f—l)a(tavln-}—l)) and ((Slau)’(tlav)) decides ®,
then ((s',u;, 1), (t',v},,1)) decides © as well;
and for every (s',t) € <“(ran(spt1)) X <“ran(tn41)) with ¢/(|¢'| —
1) = 7,, if there exists (u,v) € M? with ((s',u),(t,v)) € AM?),
((Slau)’(tlav)) < ((s,un+1),(t,vn+1)) and ((Slvu)’(tlav)) decides ®a

then ((8',unt1), (', vp41)) decides © as well.

For beginning the construction define sq := s, {9 := 1, ug := p and vy := gq.

Suppose s, = 87 (00,---,0n-1), tn = t " (T0y.-,Tn—1), Uy and v, are al-
ready defined. Fix p € ran(s,) maximal such that whenever the element
((sn " (0),un), (tn,vn)) € AM?) extends ((sn,un), (tn,vs)) we have pu G o.
Choose o, € Succy, (1) such that ((sp, " (0n), Un), (tn,vn)) € A(M?) and define

Sp+1 = Sp{(On).

Claim 1: There exists (ul,,1,v),,1) € M? such that (u}, 1,7} 1) < (un,vn),
((Sn41, U4 1), (tn, v}, 1)) is an element of A(M?) and the first part of (c) holds.

Proof of claim 1: Let ((8;,%;))i<ny for some N € w enumerate all pairs
(s',t") € <“(ran(spt1)) X <“ran(t,)) with s'(|s'| — 1) = o,. We want to con-
sider successively all pairs (5;,;) and thin out (u,,v,) to get (u;, 1, v, ). Let
po = uy, and qp := v, and suppose we have already constructed (p;,q;) € M?
for some 7 < N.

Consider (5;,%;) and suppose there exists a pair (u,v) < (p;,¢;) such that

((giau)a(t_iav)) € A(1\412)7 ((gi,u)a(fiafu)) < ((Sapi)a(taQi)) and ((Eiau)a(fi,v))

decides © (if there does not exist such a pair (u,v) we let p;y1 := p; and
gi+1 = ;). Let S; be the downward closure of ran(s;) in the tree sense and
define

rp = J{(pi)o | o € ran(sn11) \ Si},

rh = J{(®)o~gry | o € (ran(sni1) \ ran(s;)) N S; A o7 (k) ¢ S}
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and let
Pit1 :=ulUrp, U 7"1',.

Then p;11 € M and note that every o € ran(s,+1) \ ran(s;) remains an infinite
splitnode of p;11. Analogous let T; be the downward closure of ran(¢;) and
define

rq = J{(@)r |7 € ran(tn1) \ Ti},

rg = (@) e~ |7 € (ran(tns1) \ran(t:) N T; A 77(k) ¢ T)}
and let
gi+1 :=vUrgU r;.

Again, every 7 € ran(t,) \ ran(f;) remains an infinite splitnode of ¢;y1.
Easily, ((sn+1,Pi+1)s (tn,¢i+1)) € AM?) and ((sn+1,pit1), (tns Git1)) <
(($p+1,24), (tn,qi)). And ((Si,pi+1), (ti,gi+1)) decides © as well, because for
((3,4), (t,9)) < ((84,pi+1), (t;, gir1)) our construction and (iv) of the definition
of A(M?) guarantees that we have 3\ 5 C v and #\ #; C v (remember that
5i(|3i —1|) = on). So for 4 := @\ (r, Ury,) and v := o\ (ry Ury) we have
((5,u), (£,9)) € AM?) and ((5,0), (,9)) < ((5i,u), (ti,v)), hence ((5,7), (£,7))
and ((3;,u), (t;,v)) are compatible, as required.
Finally let u;,,; := py and v, ., = gn. Then (u},_ ,v; ;) is as desired.
O(claim1)
Fix now v € ran(t,), the point where we have to extend the finite tree gen-
erated by ran(¢,). Choose an element 7, € SUCCvn+1(V) such that we have
((Snt1,uh41), (tn(7))) € A(M?) and define tp 41 == ¢, (7). In the same way
as we got claim 1, we get

Claim 2: There exists (un11, Vnt1) € M? such that (un41,vn41) < (Ul q, vh1q),
(841, Uns1)s (bns1,vns1)) € AM?) and for every (s',t') € <“ran(s,y1)) X
<Yran(tp,1)) with #(|t/| — 1) = 7,, if there exists (u,v) € M? such that
((s' ), (¢',0)) € AM?), ((s'u), (', v)) < ((s,unt1), (t,0n+1)) and the pair
((s',u), (¢',v)) decides ©, then ((s',un+1), (t',vn+1)) decides © as well.
O(claim 2)
This finishes our construction.
Let p’ be the unique superperfect tree determined by

split(p') = U ran(sy)

new
and ¢’ the unique superperfect tree determined by
split(q') = U ran(t,).

new

Claim 3: (p',q') satisfies property (*) (see at the beginning of this proof).
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Proof of claim 3: Suppose (s',¢') € <“split(p’)) x <“split(q’)) and there
exists some (u,v) < (p',¢") with ((s',u),(#',v)) € AM?), ((s',u),(t,v)) <
((s,p"), (t,¢")) and ((s',u), (t',v)) decides ©. If |s'| = |¢|, there exists n € w
with (s',t') € <Yran(sp11)) X <“ran(tp41)) and ¢'(|t'| — 1) = 7,. And if |§'| =
|t'| + 1 there exists n € w such that (s',¢') € <“(ran(sp+1)) X <“ran(t,)) and
s'(|s'| = 1) = o,- Since

((s,w), (¢, 0)) < ((s',9), (,¢)) <

((Sla un+1)7 (tl,vn-l-l)) < ((Sl,u'ln—i—l)a (tla Uiz—l—l))a

property (c) gives us that ((s',u}, 1), (', v}, 1)) or ((s',un41), (t',vn41)) decides
0, s0 ((¢',p'), (t,q")) decides © as well. O(claim 3)

Claim 4: ((s,p'), (t,4")) decides ©.

Proof of claim 4: Suppose not. And suppose again that we have |s| =

|t|; the case |s| = |t| + 1 is once more similar. We will construct sequences
((tns Vn))news (uh,v5))new in M2 and (sp)new and (tn)new in <“(<“w) with
Sn = 8 (00,...0n—1) and t, = t"(70,...,Tn—1) such that for every n € w the

following hold:

) $C 8, Cspyrand t Cty Ctpy;

) aql) Z (u’II’L”U’:'L) Z (un,vn) Z (u;z—klall)?’z—kl);

() ((3n41,7"); (tns1,q')) € AM?) and ((sn41,7'); (tn, q')) € AM?);

(@) if (s',¢') € <Yran(sy,)) x <“ran(t,)) such that |s'| = |¢'|, ¢'(|t'| — 1) =
Tn—1 for n > 0, ((s',ul),(#,v)) € AM?) and ((s',ul),(t,v])) <
((s,ul), (t,v))), then there is no o € split(u],) such that we have
((s"(0),up), (t',v7,)) € AM?) and ((s"(o),up,), (¢, v;,)) decides ©;

(e’) if (', t') € <“(ran(sp41)) X <“(ran(t,)) such that |s'| = |¢'|+1, §'(|s'|—1) =

on, ((s',un); (t';0n)) € AM?) and ((s',un), (t',vn)) < ((5,un), (t;0n)),

then there is no 7 € split(v,) such that we have ((s',uy), (' (7),v,)) €

AM?2) and ((s',un), (#*(7),v,)) decides ©.

Define s := sg and ¢ := t3. For beginning the induction fix y € ran(s), the
unique point where we can extend the finite subtree of p generated by ran(s),
and prune p’ by defining

= {0 umy | Yo € ran(s) \ {u} (1™ (k) € )}

Then p is a superperfect tree with stem p and for p € Succy(p) we have (), =
(p'),- For every p € Succy(p) we want to colour the set

Sp :={o e split(p'), | ((s™(0),p), (t,4")) € AM?)}
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in three colours by defining

0o S, — {0,1,2}
0, if ((s™(o),p), (t,q")) IFaquzy © =0,
g 1a if ((3A<0>’pl)a (ta q,)) ”_A(Mz) 0= 1a
2, if ((s™(o),p'), (t,q)) does not decide O.

Fact 0.0.3 gives us for every p € Succy(i) a superperfect tree p? C (p'), whose
splitnodes all have colour ¢,,.

If there is an infinite set A C Succy(p) and an € € {0, 1} such that for every
p € A we have ¢, = ¢, then we can define an element of A(M?) which forces ©
to be this € as follows: Define

p=UJ{’ lpe AU \p)

then clearly ((s, '), (¢,¢")) IFam2) © = €.

By the property (%) of our constructed pair (p',q’) this implies that
((s,9"), (t,q")) decides ©, a contradiction to our assumption.

So there must exist a finite set ' C Succs(p) such that for every p € Succy(p)\F
we have €, = 2. Define

up == [ J{p’ | p € Sucez(u) \ F} U (' \ D)

and v} := ¢'. Then for no o € split(uh) with ((s™ (o), up), (t,vh)) € A(M?)
the element ((s™(0),u), (t,v))) decides ©. Choose oo € Succy (1) such that
((s™{o0),up), (t,v4)) € A(M?) and define s; := s~ (o).

Now fix v € ran(t), the unique point where we can extend the finite subtree
generated by ran(t).

v by defining

We want to do the same as before at the right side: Prune

7 := [ J{(00)sy | V7 € ran(t) \ {v} (v " (k) £ )}
and colour for every p € Succy(v) the set
T, := {7 € split(vg), | ((s1,up), (¢7(7),vp)) € AM?)}
by defining
Py T, — {0,1,2}
0, if ((s1,up), (¢7(7),v0)) IFamzy) © =0,

!
0)
T ¢ L i ((s1,up), (07(7),vp)) lbagazy © = 1,
2, if ((s1,up), (t7(7),v})) does not decide ©.

Again we get for every p € Succy(v) a superperfect tree ¢ C (vg),, whose
splitnodes all have colour ¢,. If there exists an infinite set A C Succy(v)
and ¢ € {0,1}, such that for every p € A we have ¢, = ¢, we can define
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o' such that ((s1,ug), (t,7")) IFam2y © = ¢ and therefore — again by prop-
erty () = ((s1,p), (£,¢)) decides ©. But ((s1,up), (t,9p)) < ((s1,9), (t,¢)),
hence ((s1,uf), (¢,v)) decides ©, this is a contradiction to the choice of (uy, vj)
(property (d’) for n = 0). Hence we get a finite set F' C Succy(v) with €, = 2
for every p € Succy(v) \ F. Define

vo := [ J{¢” | p € Succy(v) \ F} U (v \ 9)

and ug := u}. Then for no 7 € split(vy) with ((s1,up), (t7(7),v0)) € A(M?)
the element ((s1,ug),(t ™ (7),v9)) decides ©. Choose 19 € Succy,(v) with
((s1,u0), (1" {10),v0)) € A(M?) and define ¢, := t™ ().

Suppose we have constructed ((ui, v;))i<n, (4}, v}))i<n, (8i)i<n+1 and (¢;)i<n+1
with s; = s™ (09,...04-1) and t; = t~(70,...,7—1) for some n € w. First
we will describe how to get (uf,;,v},,,): Let ((5;,%)i<n be an enumeration of
all (s',t') € <“ran(sp4+1)) X “Yran(t,+1)) with || = |¢'| and ¢'(|¢'| — 1) = 7.
By considering successively all pairs (5;,%;), we will thin out (uy,v,) step by
step to make (d’) true. Let py := u, and qo := v,. Suppose (p;, ;) is already
constructed for some i < N. Consider (8;,%;) and fix u € ran(s;), the unique
point where the finite subtree of u,, generated by §; can be extended. Prune p;

by defining
pi == J{0i) ) Vo € ran(sn) \ {n} (4™ (k) £ 0)}.

For every p € Succy(p) we colour the set
S} == {o € split(p), | (3 (o), ), (hi, q:)) € AM?)}

with the three colours 0,1 and 2 as in the first step of the induction. We get
superperfect trees p” C (p;), whose splitnodes all have colour ¢,,.

If there is an ¢ € {0,1} such that for infinitely many p € Succy, (1) we have
€p = €, we can easily define (@, ) such that ((5;,a), (£;,7)) lFam2) © = €.

By property (x) we have that ((5;,p'),(fi,q")) decides ©. Fix k < n such
that 5;(|s;| — 1) = oy, then ((Ei,uk),(t_i,vk)) < ((Ei,p'),(t_i,q')) and therefore
((8i,uk), (ti,vx)) decides © as well. But (5;,%; [ (|t;| — 1)) € ““ran(sgy1)) X
<“’(ran(tk)) and |s;| = |{z I (|t_,| —1))| + 1, hence the element ((s;,ux), (f,,vk))
does not decide © by property (e’) for k, a contradiction.

So for all but finitely many p € Succ,, (1) we have £, = 2. Define

Pit1 = U{Pp | p € Sucep, () A e, =2}U (pi \ pi)

and gi11 := ¢;.
In the end, we define w;, ; := py and v, ; = qny. Then (u; ,v; )
is as desired. Choose an element 0,41 € split(u;, ;) such that we have

((sn+17(00), Un41)s (bnt1, V7 41)) € A(M?) and let sp12 := sp41"(0n+1)-
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Analogously we get (upt1,vn41) < (ulyq,vh,1) in M? such that prop-
erty (€/) holds. Choose an element 7,11 € split(v,y1) such that we have
((8n+2,Un11), (bns1 ™ (Tr1), Vnt1)) € AM?) and let ¢4 2= tny1 ™ (Tny1)-

This finishes the construction. Now we can define 4 and v to be the unique
superperfect trees with

split(u) = U{ran(sn) |n € w}

and
split(v) = U{ran(tn) |n € w}.

Then ((s,u), (t,v)) € A(M?) and the construction and property (*) guarantee
that no extension of ((s,u), (t,v)) decides ©, which is a contradiction. So claim
4 is proven and we are done. O(claim 4)

O

Corollary 1.2.2 A(M?) has the following decision property:
If © is an A(M?)-name and ((s,p), (t,q)) € A(M?) such that for some n € w

(5,9), (£,9)) Faguery © <,

then there exists an element ((s,p'),(t,q')) € AM?) with ((s,p'), (t,q")) <
((s,p), (t,9)) and ((s,p"),(t,¢')) decides ©.

Proof: Suppose ((s,t),(t,q)) IFam2) © < n. Choose an A(M?)-name ag such
that for every A(M?)-generic filter G we have (d9)g = 0 if and only if ©Og =
0 and (ag)g = 1 if and only if ©¢ # 0. As IF,u2 a0 € {0,1}, therefore
((s,p), (t,q)) IFaz), a0 € {0,1}, the pure decision property of A(M?) gives us
a pair (po,qo) € M2 such that (po,q0) < (p,9), ((s,P0),(t,q0)) € A(M?) and
((s,p0), (t,q0)) decides ao. If ((s,po), (t,q0)) Fam2) @o = O define p’ := pg
and ¢’ = qo; if ((s,p0), (t,q0)) IFa2) @o = 1 choose an A(M?)-name @; such
that for every A(M?)-generic filter G we have (a1)g = 0 if and only if Qg =
1 and (a1)¢ = 1 if and only if ©c # 1. Again the pure decision property
of A(M?) gives us (p1,q1) < (po,qo) such that ((s,p1),(t,q1)) decides a;. If
((s,p1), (t,q1)) P2y @1 = 0 let p’ := py and ¢’ := qu; if ((s,p1), (£, 1)) IFaquz
ao = 1 choose an A(M?)-name ay with (a2)g = 0 if and only if ©¢ = 2 and
(a2)g = 1 if and only if O # 2 and so on. Since ((s,p), (£,q)) IFamz © < n,
this procedure stops after finitely many steps and we get (p’,q’) as desired. O

1.3 A(M?) does not add Cohen-reals

Lemma 1.3.1 A(M?) has the Laver property.
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As an abbreviation we will use the following:

Definition 1.8.2 For ((s,p),(t,q)) € A(M?) and an element s’ € <“(ran(s))
with ((s',p), (t',q)) € A(M?) for some t' define

p(s,s’) == U{(p)ff’\(k) |o € ran(s') A Vo' € ran(s) \ ran(s’) (67 (k) € o')}

and analogous define a superperfect tree g(t,t') for ((s,p), (t,q)) € A(M?) and
t' € <Yran(t)) with ((s',p), (¥, q)) € A(M?) for some s'.

Proof of lemma 1.3.1: Suppose ((s,p), (t,¢)) € AM?), g €“wNV and f is
an A(M?)-name for an element of “w such that

((s,2); (t,9)) Faqey V1 (f(n) < g(n)).

We want to construct by a fusion (p',¢') € A(M?) and a sequence (Hy,)pep in V
such that ((s,p'), (t,¢')) € AM?), ((s,9), (t,¢)) < ((5,p), (t,9)), [Hn| < 27
for a strictly increasing sequence (my)pe, of natural numbers not depending
on ((5,8), (t:)), g and f and ((s,5), (t,)) IFuury Y (f(n) € Hy). Oftenly
my equals n, here we have to choose it a little bit larger, but as the specific
value of m,, is insignificant, we avoid the finitary combinatorics.

Suppose |s| = |t|; the case |s| = |t| + 1 is similar. We construct sequences
(8n)new, (tn)new in <w(<ww), ((un,vn))new in MIZ’ (Mn)new in w and a sequence
(Hp)new of subsets of w in V' by induction such that for every n € w the
following hold:

(1) (p.q) > (un,vn) > (Un+1,Vn+1);
(ii) ((snsun), (tn,vn)) € A(MZ);

(iii) s C sp C spt1 and t C ¢, C tp41; and if n is even we have s, 1 = s, and
if n is odd we have t,41 = tp;

(iv) ((s,un), (t,00)) Faque) f(n) € Hy;

(v) the sequence (my,)ney is strictly increasing and only depends on 7 and is
independent of ((s,p'), (t,q')), g and f and |Hj,| < 2™~.

For beginning the induction we find a natural number K and (u,v) € M?
with ((s,u), (t,v)) < ((s,p), (t,q)) and ((s,u), (t,v)) IFam2) f(0) = K by corol-
lary 1.2.2. Define (ug, v9) := (u,v), s := s, to :=t, mp := 0 and Hy := {K}.

Suppose we have already constructed ((s;,u;), (t;,v;)) € A(M?), m; and H; for
i < n for some n € w and suppose first that n is odd. Fix u € ran(s,), the
node where we have to extend the finite tree generated by ran(s,). Choose
o € Succy, (1) such that ((s, (o), un), (tn,vn)) € A(M?) and define s, 41 =
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sp (o) and tp41 == t,.

Claim 1: There exists a pair (u,v) € M? such that (u,v) < (up,v,) and
(($ns1,u), (thi1,v)) € A(M?) and for every pair (s',#) € <“(ran(sp;1)) X
<Yran(t, 1)) with ((s',u), (¢,v)) € AM?) and ((s',u), (#',v)) < ((s,un), (t,vn))
there exists some K such that

((s',u(sn+1,s')), (tlav(tn-l-latl))) ”_A(MZ) f(n + 1) =K.

Proof of claim 1: Let ((5;,;))i<n for some N € w enumerate all pairs (s',t') as
in claim 1. We want to consider successively all pairs (3;, ;) and thin out (uy,, v,)
step by step to get (u,v): Define py := u, and gy := v,, and suppose we have con-
structed (p;, ¢;) for some i < N. Consider (3;,1;). Suppose there exists (@,7) €
M? with ((5;,4), (£,9)) < ((s,pi), (t,¢)) (if not, we let p; 1 = p; and giy1 =
a@)- It is ((s,p:), (,4)) < ((s,p), (t,9)), hence ((8i, ), (t;,9)) IFagez) f(n+1) <
g(n + 1), and the pure decision property of A(M?), corollary 1.2.2 to be pre-
cise, gives us a pair (p,q) € M? with ((5;,p), (£:,q)) € AM?), ((5:,p), (i) <
((53,u), (ti,v)) and ((5;,D), (£, 7)) a2 f(n+1) = K for some K. Clearly, we
can thin out p and g to p and g such that (p,q) < (pi(Sn+t1,35:), ¢ (tnr1, %)) and
((3:,D),%i,q)) € A(M?). Define

Pit1 =D U (i \ Pi(Sn+1,5i))

and
git1:=qU (g \ gi(tnt1,t:))-

Then clearly we have

(35, Piv1(Sn415 8)), (Fis Qi1 (tng1, 50))) baquaey f(n+1) = K,

as well.
In the end, define u := py and v := gn- O(Claim 1)

Fix (u,v) € M? as in claim 1 and define H' to be the collection of all K
with (', u(snt1,5"), (t',0(tns1,1))) Fagezy f(n+1) = K for some (s',#') as in
claim 1, then H' is finite and the cardinality of H' only depends on the number
of g;’s and 7;’, which we have already chosen, hence on n.

Now we thin out u and v such that for every pair (s',¢') as in claim 1 with
|s'| = |t'| and every p € u(s,11,s’) such that ((s"(p),u), (t',v)) € A(M?) and
for every (s',t') as in claim 1 with |s'| = |t/| + 1 and every p € v(tp41,t") such
that ((s',u), (#*"{p),v)) € A(M?), respectively, we have

min{|p|, p(|u)} > max({#0 |0 € ran(sp41)} U {#7| 7 € ran(tni1)}),
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where p is the direct predecessor of p in the tree sense in ran(s'),ran(t’), re-
spectively. For this, we have to consider all pairs (s',#') and cut of finitely often
finitely many superperfect trees, so there is no problem for the remaining tree
to be a superperfect one. This implies the following property for (s',t') as in
claim 1:

(¥) Suppose p € wu(spi1,s’) such that ((s' ™ (p),u),(t',v)) € A(M?).

If 5 2 s " {p) and t D t' with ((5,u),(t,v)) € AM?) and with
((3,u), (t,v)) < ((s" ™ {p),u),(t',v)), then we have 5 C u(s,t1,s") and
FColtns, ).
And similar suppose p € v(tp41,t") such that ((s',u),(t" = (p),v)) €
AM?2). Ift D ¢~ {p) and 5 D s with ((5,u), (t,v)) € AM?) and
((3,u), (t,v)) < ((s',u),(t' ™ (p),v)), then we have 5 C u(sp+1,s’) and
t_ g 'U(tn—i-lg tl).

By a similar fusion as by the construction of the pair (p,q¢’) in the proof
of lemma, 1.2.1, using the pure decision property of A(M?), we get (u',v') €
M2 such that ((spe1,4),(tni1,7")) € AM?), ((sna1,u'), (tna1,v")) <
((S$n+1, ) (tn+1, v)) and such that for every (s',¢') € <“(split(u')) x <“(split(v'))
with ran(s’) ¢ ran(s,), ((s',u'),(t,v")) € AM?) and ((s',u),(t',v")) <
((s,u'), (t,v")), the element ((s',4'), (¢,v")) decides f(n + 1).

Claim 2: There exists a pair (u",v") € M? with (u”,v") < (u/,v') such that
((sna1,u"), (tnyi1,v")) € A(M?) and for every pair (s ,t’) € ““ran(sp11)) X
““ran(tnt1)) with ((s',u"),(#,0") € AM?) and ((s',u"),(¢,v")) <
((s,u'), (t,v")) we have the following:

If 7 € ran(s, 1) with ((s"(7),u"), (¢',v")) € A(M?) then there exists K
such that for every p € split(u' (sn+1, ~(7))) which properly extends 7
we have (5"~ (), "), (¢, ")) Iy, Fn+ 1) = K;

if 7 € ran(t,41) with ((s',u"), (¢ (1),v")) € A(M?) then there exists K
such that for every p € spht(v” (t n+1,t' (1))) which properly extends 7
we have ((s',u"), (#7(p),v")) lFaquzy f(n+1) = K.

Proof of claim 2: Let ((5;,%;,7;))i<n for some N € w enumerate all tripel
(s',t',7) as in the claim. Define py := u' and g¢ := v’ and suppose we have con-
structed (p;, g;) for some i < N. Consider (5;,;,7;) and suppose 7; € ran(s;+1),
s0 |8;| = |¢;|; the case 7; € ran(t,+1) is similar.

For all p € split(pi(snt1,8; — (7)) which properly extends 7; and with
(3™ {p), pi), (£irqi)) € A(M?) we have ran(s; ~ (p)) ¢ ran(s,) (by property

(*))a ((gi/\<p>,ul)a (fiav,)) € A(1\412) and ((gi/—\<p>,ul)7 (Eiavl)) < ((S,UI)a (t, vl))'
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The choice of (u',v') gives us that ((5;7(p),p:), (fi,q;)) decides f(n + 1), say
(5 (p), i), (tiy i) Faquz) f(n+1) = K.

By colouring splitnodes as in the proof of claim 4 in lemma 1.2.1, we can find for
every above considered p € Succy,(s,,,,5r(7;))(7i) a K, and a tree p” € M such
that p? C (p;), and for every v € split(p?) we have ((5;7(v),pi), (¢i, Gi)) IFam2)
f (n+1) = K,. There are infinitely many p but finitely many K, so there is an
infinite set A of p’s and a K; with K, = K; for every p € A. Fix p € ran(s;),
the direct predecessor in the tree sense of 7; and define

pis1ii=|J{p’lpe A} U{oep|ugov
v eran(spi1) (pGrvCoVuCoGr)}

and git1 := ¢;.
In the end, define " := py and v" := qx. O(Claim 2)

Define up4+1 := u” and vy41 := 9" and let H” be the collection of all K as
in claim 2. Clearly, H" is finite and the cardinality only depends on n. De-
fine H,,1 := H' U H" then we can choose m,.+1 € w with my+1 > m, and
|HII‘ < M+l

Claim 3: ((S,Un+1), (t,’l}n+1)) “_A(M2) f(n + 1) S Hn+1.

Proof of claim 3: Let ((s',u),(¥,v")) € AM?) with ((s',),(#,v")) <
((8,tn41), (b, 0n41)) and ((s', '), (,0")) IFaaezy f(n+1) = K for some K. Let 5
be the maximal initial segment of s’ with ran(s) C ran(sy+1) and ¢ the maximal
initial segment of ¢’ with ran(f) C ran(t,+1). Without loss of generality, the
length of s’ is longer than the length of s and the length of ¢’ is longer than the
length of ¢. Define y := s'(|5|) and v := ¢/(|t]). Distinguish the following two
cases:

First case: p € upt1(sp+1,38) and v € vy41(tnt1,1), so by property (x) we have
ran(s’) C up+1(8n+1,3) and ran(t’) C v,41(th+1,t) and hence ((s',u'), (t',v"))
and ((8, un+1(Sn+1,35)), (¢, vn+1(tnt1,1))) are compatible. Since

((57 un+1(3’n+17 5)), (fa Un+1(tn+17 E))) < ((§,u(sn+1, §)), (E’U(tn-kla E)))

and ((5,u(sn11,3)), (£, v(tns1,1)) Faezy f(n +1) € H' we conclude that
('), (#,) Iaguty £+ 1) € B

Second case: p & up+1(Sp+1,3) or v & vpy1(tni1,t). Suppose & uni1(Sn+1,35),
therefore p extends an element of ran(s,11)\ran(s); the case v & v, 1 (tn41,1) is
similar. Choose o € ran(s,+1) with maximal length such that p 2 0. It is easy
to see that we have ((37(c),uns1), (£,vn11)) € A(M?), hence (3,%,0) is among
the enumerated tripels of claim 2 above, say (3,t,0) = (8;,%;,7;). Then p is an
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element of split(p;(sp+1,8: (7)) with p 2 7 and ((5;7 (), pi), (8, 4i)) IFage2)

fln+1) = K; € H". Since ((s',u), (#',0")) < ((8: ™ {u), pi); (4, ¢i)), also
((s"yu'), (¢, 0") Waguy fn+1) € H”. O(claim 3)

If n is even, we have to do the analogous step at the right side by choosing
T € Succy, (), where v € ran(t,,) is the node, where we have to extend ran(t,).
Then we let t,4+1 := t,(7) and 8,41 := 8,. This step is very similar to the
even case, we do not carry it out. This finishes the construction.

In the end, define p’ and ¢’ to be the superperfect trees determined by

split(p’) = U{ran(sn) |n € w}

and
split(¢') = | J{ran(t,) |n € w}.
Then (p',¢') and (H,)new are as desired. O

It is well known, that the Laver property of a forcing P implies, that forcing
with P does not add Cohen-reals.

1.4 The model

Definition 1.4.1 Let G be an A(M?)-generic filter over V. Define (pg, gg) to
be the unique pair (p', ¢') € M2 such that

split(p') = |J{ran(s) | 3p,q € M3t € <“(<“w) (((s,p), (t,9)) € G)}

and

split(¢') =  J{ran(t) | Ip,q € M3Is € <“(<“w) (((5,p), (1, 9)) € G)}.

Clearly, pg and gg are welldefined.

For justifying the name amoeba for our forcing A(M?) we want to prove the
following lemma:

Lemma 1.4.2 Suppose that D C M? is open and dense and in V and G is
A(M?)-generic over V.
Then there ezists a countable F C D in V such that in V|G| we have

[pc] x [gc] € U{lp] x [a]| (p,q) € F}.

Moreover, every pair of branches of (pg,qg) is M? -generic over V.

For the proof we use the following:
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Fact 1.4.3 [Sp2] Suppose D C M? is open and dense and (p,q) € M2.

Then there exists (p',q') € M? with (p',q') <° (p,q) and there exists some
countable F C D such that for every (z,y) € [p'] x [¢'] there is (u,v) € F with
(z,y) € [u] x [v]. O

This fact is the result of a difficult induction on types invented by Spinas.

Proof of lemma 1.4.2: So suppose G is A(M?)-generic over V and D C M?
is open and dense. Define

D :={(p',q') € M? | there exists a countable F C D such that
'] x [¢') € [l x [o]| (u,0) € F}},

then D is <%-dense in M? by fact 1.4.3; recall that this means that for every
(p,q) € M? there exists (p',q') < (p,q) with (p',¢') € D and st(p') = st(p) and
st(q') = st(q). So, given ((s,p), (t,q)) € A(M?) it is easy to find (p',q") <° (p, q)
such that ((s,p'), (t,¢')) € A(M?) and there exists a countable F C D such that
[p'] % [¢'] € U{[u] x [v] | (u,v) € F}. Hence the set

D' :={((s,p"), (t,q')) € A(M?) |3IF C D countable
(1] x [¢'] € [ J{[u] x [v] | (u,0) € F})}

is <%-dense in A(M?), i.e. for every ((s,p),(t,q)) € AM?) exists (p',q') <°
(p,q) such that ((s,p'),(t,q')) € D'. Choose ((s,p'),(t,q')) € D'N G with
((s,p"), (t,4")) <° ((s,p), (t,q)) and let F € V be the countable witness for this.
Notice that the property of F is a IT} one and is therefore absolute for transitive
models of ZFC, hence F has the same property in V[G]. For every (z,y) €
[pc] % [gc] and every n € w there is an element ((s5,,Pn), (tn,qn)) € G such
that for every n € w we have ((sp+1,Pn+1), (tn+1,@n+1)) < ((Snspn)s (tn, qn)) <
((s,p'),(t,¢")) and x| n € S, and y | n € Ty, where S,, and T, are the downward
closures of ran(sy,), ran(t,), respectively. Hence (z,y) € [p'] x [¢'] and therefore
[pc] % [ga] € U{[p] < [dl] (p,q) € F}.

It remains to prove that every pair of branches in (pg,qg) is M?-generic. For
this we have to prove that every pair (z,y) € “w X “w which has the following

property:
(%) for every dense D C M? in V there exists (p,q) € D with (z,y) € [p] X [q]

is a pair of Miller-reals, i.e. H := {(p,q) € (M?)V|(z,y) € [p] x [q]} is M2-
generic over V.

Clearly, H is upwards closed. Suppose there are incompatible (p, q), (p’,¢') in H.
By Shoenfields absoluteness theorem there are incompatible in V, i.e. [p] N [p/]
or [¢] N [¢'] (or both) does not contain the branches of a Miller tree, without
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loss of generality, [p] N [p'] does not. Since [p] N [p] is a closed subset of “w, we
can apply a fact of Kechris:

Fact 1.4.4 [Ke] Every closed set A C “w is bounded with respect to <* or

contains the branches of a Miller tree.

Choose by this fact an upper bound f € “w of [p] N [p/]. It is easy to see that
the set E := {(p,q) € M? |Vh € [p] (h £* f)} is dense in M2, so by property (*)
of (z,y) there exists (p,q) € FE with (z,y) € [p] x [g], hence we have z £* f.
But by choice z € [p] N [p], therefore z <* f, this is a contradiction. Hence H
is a filter.

The genericity of H is clear by property (x). O

Now we are ready to prove the maintheorem of this chapter:

Proof of theorem 1.1.2: Suppose that ((Py)a<ws> (Qa)a<m) is a countable
support iteration of A(M2), i.e. for every a < ws, Qu is a Py-name for A(M?)
defined in the model V2. Let G be P,,-generic over V.

By lemma 1.3.1, every iterand of our iteration has the Laver property and by
a result of Shelah ([Sh], see also [Go]) the Laver property is preserved under
countable support iterations. So P,, has the Laver property, hence V[G] |
cov(M) = w;. Tt remains to prove, that, in V[G], we have add(J(M?)) = ws.
So suppose, in V[G], (Xa)a<w, is a family of elements of J(M?) and let X :=
U{Xa|a < wi}. Suppose (p,q) € M?. We have to find (p',¢') < (p,q) in M?
such that ([p'] x [¢]) N X = 0.

For o < w; define

Do = {(u,v) € M2 | ([u] X [v]) N Xo = 0}.

Clearly, D, is open and dense in M?. Our iteration has countable support,
hence for every a < wy with cf(a) = w; we have for every (u,v) € (M2)VI[Ce]
that (u,v) already belongs to V[Gg] for some f < « (see for example [Ku],
ch. VIII, lemma 5.14). With this fact, by a Lowenheim-Skolem-argument, the
set

Co :={f < wa| Dy NV[Gg] € V[Gp] and
D, NV[Gg] is open and dense in (M2)VICsly
is wi-club in wo, i.e. it is unbounded and closed under increasing sequences
of length w;. Hence C := [,
hence by the above mentioned lemma of [Ku] we find v € C and some (s,t) €

<“split(p) x <“split(q) such that ((s,p), (¢,q)) € G(v), where G(v) is the QW[GW]—
generic filter induced by G. By lemma 1.4.2 in V|G, 4] we have for every a < wy

Paen] x [aam)] € ({lu] x [v]| (u,v) € D, NV[G,]}

Cq is wi-club in wg, too. But G is generic,
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for some countable D!, C D,. By absolutness this is also true in V[G], hence
V1G] = (Ipay)] % lgam)) N X = 0 and as (pg(y): day)) < (p,g) we are done. O



Chapter 2

Martin’s Axiom and the
additivity of J (M?)

In this chapter, we want to prove the following theorem:
Theorem 2.0.5 MA (o-centered) implies that add(J(M?)) equals 2.

Where o-centered denotes the class of all forcings which are o-centered, where
a forcing P is o-centered, if it is a countable union of centered sets Py, i.e. for
p,q € P, there exists r € P, with r < p,q.

We will use the following:

Fact 2.0.6 [JoSp] For (p,q) € M? and X € J(M?) there ezists (p',q') <° (p, q)
such that ([p'] % [¢']) N X = 0. 0

In other words, the set {(p',q') € M? | ([p'] x [¢']) N X = 0} is <%-dense in M?
for fixed X € J(M?). This fact was the mainstep in proving that J(M?) is a
o-ideal.

2.1 Good sequences

For the proof of theorem 2.0.5 we need the concept of good sequences and the
corresponding sequences of superperfect trees defined in the next definitions:

Definition 2.1.1 Suppose (p,q) € M? and (p,q) have the property of (p,q')
formulated in fact 0.0.2 (recall that we always asume this).

Let ) := TPgyp)st(q) (P> q), then we have I, . C split(p) x* split(g). A
sequence A = (A(U,T))(U,T)El(p,q) is called good for (p,q) or a good (p, q)-sequence
if the following hold for every (o,7) € I, o:

31



32 2 Martin’s Axiom and the additivity of J(M?)

(i) A,y € ““w is infinite;

(i) if tp(o,7) is even, then Vp € A, -)(p 2 0 A |p| > p(|o])) and Vp,p' €
Ay (p # 0= pllo]) # p'(lo]);
if tp(o,7) is odd, then Vp € A, ry(p 2 7 A |p| > p(|7])) and Vp,p' €
A (p # 0 = pllr]) # p'(I71));

(iii) A C Sop;:t’gp),st(q) (o,7);

(iv) if tp(o,7) is even and o',0" € A, ) are such that o'(|o]) < 0”(|o]), then
we have A ) 2 Aor 1),
if tp(o,7) is odd and 7',7" € A(g) are such that 7'(|7|) < 7"(|7|), then
we have A(U,'r’) D) A(O’,T");

(v) if tp(o,7) is even, then Vo' € Ay, y30" € Ay (0 (lo]) > o'(|o]) A
A(a’,T) ; A(O’”,’T‘))7
if tp(o,7) is odd, then V7' € A, ) 37" € Ay (7"(I7]) > 7'(I7]) A
Ay 2 Aorm)-

If (p, q) is clear from context, we sometimes omit the mention of (p, q).

For every good sequence A = (A(s7))(0,7)e I there is a corresponding se-
quence ((pz‘}w),q(‘;ﬁ)))(gﬂe[@’q) in MP2:

We just describe how to get (pé T),qé T)) in the case where tp(o,7) is even,
the odd case is similar. So suppose tp(o,7) is even. Define pé,ﬁ) and qé‘”) by
defining

split,, (p(a n)={o € split(p7 Plor ) | & has exactly n different
predecessors in the tree sense in spht(p(UT )}
and
split,, (q{}m)) ={7 € split(qé,ﬂ) | 7 has exactly n different
predecessors in the tree sense in split(qéﬁ))}

by induction on n.
For n = 0 let splity(pft ) = {st({,)} = {o} and splity(qf} )) -
{st( )} = {r}. Suppose for k < n we have already defined split (p;* Plo, T))

and sph )). For defining split,, +1(pz4 ) we have to define what is in

U o:r)
Succ, 4 (6) for every o € split, (p Z“ )): Let

Succ, 4 % U{A ylte U splitk(qéﬁ)) A tp(g,r)(0,t) = 2n}
k<n
for every & € split,, (pé T)). And then define

Succq(” U{A(” |s € U split (p UT))
k<n+1

tp(a,T) (8’ 7__) =2n+ 1}
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for every 7 € split,, (qé T)).

(‘70 7'2)

(‘70 7'1)

vrie \/3 o
®

A A
70,71) 1,72) 70,70) 1,70) { (05,71)
\ (00,72) \ (01,73) ‘g(o \151 o To)\‘gl o

(03,71)

(‘72

ol ,7m0)

Ao, T)) \/(l

(02,7 (03, T)

Notice that (p(} ), 4(5.,) < (P,q), even (0 ), 45 ) <° ((P)s, (q)s), for every
(0,7) € Lip,g)-

Remark 2.1.2 Fix (p,q) € M?. Let (p',¢') € M? with (p',¢') < (p,q) and
such that for almost all n € w and every (z,y) € [p'] x* [¢'] we have tp-n-
pair(z,y) € split(p’) x split(q’) (recall that for every (u,v) € M2, (u,v) < (p,q),
there exists (p',q') <° (u,v) with this property (compare the preliminaries)).
Then we can define a partial good sequence A = (A(4,7))(0,r)er for (p,q), where
I' :== I 4) N (split(p’) x split(q')): For (o,7) € I' with tp(c,7) even let A, 1
be the subset of Succy (o) N {p|p(|o|) > #o} thinned out such that for every
p € AGo,r) we have |p| > p(|o]), min{p(|o]),|p[} > #7 and p(|o|) > #p' for
every p' € Ay with p'(|o]) < p(|o]). Analogously, if tp(o,7) is odd let A,
be the subset of Succy (7) N {p|p(|7|) > #7} thinned out such that for every
p € A(y,r) we have [p| > p(|7]), min{p(|7|),|p|} > #o and p(|7|) > #p' for every
Pl € Agry with p'(|7]) < p(|7]). Tt is easy to see that (i)-(v) of definition 2.1.1
hold for A = (A(O',T))(O',’T)EI"

Definition 2.1.3 Fix (p,q) € M2. We define the following relations for any
good (p, g)-sequences A = (A(5.7)) (o, 1)l and B = (B(o,r))(a,r)el(p,q)-

ASB & (0o Gom) < (o 0on) for every (,7) € Tpg)

A= B & Agr) =" B,y for every (o,7) € I(;,4) and
A(s,r) = B(,r) for all but finitely many (0,7) € I(p,q).-

A <*B :& there exists a good sequence C such that A ~C < B.
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The good sequence C in the definition of A <* B we oftenly call a witness for
A <* B. Notice that A <* B implies A, ;) C* B(, ) for every (o,7) € I(p g
Clearly, = is an equivalence relation on the set of good sequences for (p,q). We

have the following long but elementary lemmas:

Lemma 2.1.4 Suppose (p,q) € M2, C is good for (p,q) and (o,7) € Iip.g)-

(a)

(b)

Suppose p € split(pfo_ T)) with p 2 0. Then we have the following:
If tp(o, ) is even, there exist sequences

p=s02...28,=0 and t;2...2t =7

such that s; € Cs,py 130y for i € {0,...,k — 1} and t; € Ciy, ;. ,) for
i € {1,...,k —1}. If we choose t; <-mazimal with p € C,, 4,y (notice
there exists only finitely many t with p € C,, 1)), where s1 is the direct
predecessor in the tree sense of p in split(pfaﬁ)), then the sequences are
unique.

If tp(o, T) is odd, there erist sequences

p=802...28,=0 and t;2... Qtpgy1 =7

such that s; € Ci,y 4,00y for i € {0,...,k — 1} and t; € Cpy, 4,1y for
i €{1,...,k}. Again, if we choose t1 <-mazimal with p € C(s1,t,), where
s1 1s the direct predecessor in the tree sense of u in split(pfaﬁ)), then the
sequences are unique.

Suppose v € split(q(c

o,T
If tp(o, T) is even, there exist sequences

)) with v 2 7. Then we have the following:

s02...28k=0 and v=1ig2... 2t =7

such that t; € Cs; 4,1y and s; € Cs, 1.y for i € {0,...,k —1}. If we
choose sy <-mazimal with v € C(y, 1), where t1 is the direct predecessor
in the tree sense of v in split(q(CU,T)), then the sequences are unique.

If tp(o, 7) is odd, there exist sequences

S0 2 .gsk:o and u:tOD...?ttkH:T

Zz Zz
such that t; € Clgy,, ) for i € {0,...,k} and s; € Cigy,y4,,0) for i €
{0,...,k —1}. Again, if we choose sy <-mazimal with v € C(y 1), where

t1 is the direct predecessor in the tree sense of v in split(q(ca T)), then the
sequences are unique.

Proof: We only prove the first case of (a), the rest is similar. So suppose that

tp(o, 7) is even. Let sp := p and choose n € w such that sg | n is the direct pre-

decessor in the tree sense of sy in split(pf T)). Then there exists ¢ € split(g

C
o (o))
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with tp(soln,t) is even and sg € C(sgpp - Choose the <-maximal ¢ with that
property (property (v) of the definition of good sequences ensures that there
are only finitely many such ¢) and define s; := so | n and ¢; :=t.

Suppose now, s; and t; are defined for some j € w. If s; = 0 we have t; = 7
and k = j and we are done. Otherwise, there exists n € w and m € w such that
t; € C(s]-,tj[m) and s; € C(s]'[n,tj[m)' Define sj11 := s; [ n and tj41 = t; [ m.
After finitely many steps the construction stops. O

Lemma 2.1.5 Suppose (p,q) € M? and A and B are good (p, q)-sequences.

If there exists a good (p, q)-sequence C with A < C = B, then there exists a good
(p, q)-sequence D with A ~ D < B, hence we have A <* B. Moreover, D can
be chosen such that D < A.

Proof: Suppose A, B and C are good (p, q)-sequences with A < C = B. Define

D ) AN split(pfaﬁ)), if tp(o, 7) is even,
(o7) Aoy Nsplit(gE ), if tp(o,7) is odd.

(057)
Claim: D := (D(n))(onel,, i a good (p,gq)-sequence such that
A~D<B.

Proof of the claim: For proving that D is good it is sufficient to show
D(J’T) =* A(U’T) for every (0’,7‘) S I(p,q).

If tp(o, 7) is even, we prove |A(, ;) \split(pﬁ_ T))| < w: For fixed p € Agyry \
split(pfa,ﬂ), therefore u € split(pr,T)), we have the unique sequences py =
$0 2 .- 2 sg=o0candt; 2 ... 2t = 7 as in lemma 2.1.4. By choice,
there must exist ¢ € {0,...,k} such that s; € C(5,,, 1. 1) \ B(siyr,ts0)- Define
®(4,7)(1) to be the shortest such s;. Then @, -y [ (A \ split@ofaﬁ))) is an
injective function, because for u,u' € Ay, we have u(lo|) # p'(lo]). So we
have |A(a,'r) \Sp]it(p?gﬂ_)ﬂ < E(S,t)EI(p,q)|C(S,t) \B(s,t)| < w, the last inequality
holds because we have B ~ C, and therefore B(, ) = C(, ) for almost every
(0,7) € Ip,q)-

If tp(o, 7) is odd, we get |A(s,7) \split(qffm)ﬂ < w by a similar proof.

It remains to prove that we have A ;) = D, ) for all but finitely many
(0,7) € Iy q)- Define

E .= {(S’t) € (<ww)2 | EI(0',7-) € I(p,q) ((U’T) > (S’t) A B(U’,T) # C(O‘,T))}'
E is finite and for all (s,?) in I, 4 \ E we have (pg’t),qg’t)) = (pfs’t),qfs,t)),
hence A(s,t) == D(s,t)'

Corollary 2.1.6 Fiz (p,q) € M2. Then our relation <* is transitive on the set
of good (p, q)-sequences.
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Proof: Suppose A <* B <* C, so there exist good sequences A’ and B’ wit-
nessing these. Hence we have the following relationships:

C
VI
B~ B
VI VI

A~ A'=D

Q

D exists by lemma 2.1.5 and is a witness for A <* C. m|

Lemma 2.1.7 Suppose (p,q) € M?, A is a good (p,q)-sequence and X €
J(M?). Then there exists a good (p,q)-sequence B < A such that ([p? )] X

(CXs
[qg”)]) NX =0 for every (o,7) € I .-

Proof: Let ((opn,7n))ncw enumerate all pairs in I(p,q) such that (00,70) =

(St(p)’St(q)) Let n() = 0 and ChOOSG by fa‘Ct 206 (p(anoaTno)’q(UnoaTno)) in
0 (A A

M? such that (p(UnO,Tn0)7q(0'n0,Tn0)) < (p(gno’mo),q(ono,mo)) and

([p(a’no,Tno)] X [q(ano,'rno)]) NX = @

By a remark in the preliminaries, there exists (p'( g g’ qg ong Jno)) € M? such

that (p,(gnO,Tno)’qEUno,Tno)) SO (p(anoaTno)’q(UnO,Tno)) and for almost all n € w
l; + 1./
and e\jery (z,y) € [p(,,n(},%)] x" [qq

split(p(ano ’Tno)) X split(q(anoﬁno)). By remark 2.1.2 we get a partial good se-

quence By = (B?a,r))(a,f)elo with Iy := I(pyq)ﬂ(split(p'(gno ,mo))XSplit(anno,m )))
Suppose we have already constructed a strictly ascending sequence (nz(Szgk

anO,Tno)] we have tp(,, . -n-pair(z,y) €

of natural numbers and a sequence (B;)i<; of partial good sequences B; =
(Bga T))(U,T)GL- such that Iy C ... C I_1; C Iy and B;,; extends the sequence
B; for every i < k, this means ng’i) = Bfaﬁ)
nk+1 € w minimal such that (on,,,,7n,,,) ¢ Ix- Choose, by remark 2.0.6,

. . 0
(p(ank_H Trgg1)! Q(ank_H 7Tnk+1)) in M? with (p(ank_H Trgp1)? Q(Unk_H ,Tnk+1)) <
(it q{‘ ) and

(Onpy1:Tngy1)’ HOngyqiTngyq)

for every (o,7) € I;. Choose

([p(ank_H ,Tnk+1)] X [q(ank+1 ,Tnk+1):|) nNX = @

Thin out POyt 1) and Uong sy Trgrs) such that whenever oy, | € P(on, Tn;) \

split(p(g,,,,r,,)) for some i < k we have p( N P(on, ;) = § and when-

- Ing41 ’Tnl?+1)
ever Tnyyy € oy, ;) \ SPIt(G(0,, 7)) for some @ < k we have g, 7, ) 0
on, yn;) = 0 (Notice that we only have to cut out one single Miller tree

for every relevant 7). Again by the remark in the preliminaries there exists



2.1 Good sequences 37

! ! <0
(p(O'nk+1 ,Tnk+1)’q(0'nk+1,’rnk+1) — (p(Unk+1,Tnk+1)’q(Unk+1,Tnk+1))

/ + Tt
most all n € w an<.i every (:v,y) € I[(p(U"k+1’T"k+1)] X . [q(;rnk+1 ,Tnk+1)] we have
tp(ankﬂﬁnkﬂ)—n—palr(w,y) < Spht(p(””kﬂﬁnkﬂ)) X Spllt(q(ank+177nk+l))' By re-
mark 2.1.2 there exists a partial good sequence C = (C(47))(s,r)cs for the
) X

such that for al-

o,T
pair (p(ank+1 ’Tnk+1)’q(”"k+1’7nk+1))’ where J = I(p’q) N (split(
split(QE,,nkH )’

Define Iy := I U J and By, by

/
p(”nk+1 g1 )

BE+L . BFG,T)’ if (0, 7) € I,
(o) C(G,T)’ if (0’, T) € Ikt \Ik'

It is easy to see that By is a partial good sequence which extends Bj.

In the end, we get a good sequence B = (B(U’T))(U’T)Euneu L 168 Upew In =
(p,q)>
split(p((,nk ’Tné)) X split(q(ank ’Tnk))’ hence B, ) is defined. Clearly, we have
([p? ] x [q(a,T)]) NX =0 for every (0,7) € Ijpq)- O

(o,7)

because for every (o,7) € I, there exists ny € w with (o,7) €

Lemma 2.1.8 Suppose MA (c-centered) is true and fiz (p,q) € M.
If (A%) o<k is a <*-descending sequence of good (p,q)-sequences, then there
exists a good (p,q)-sequence B such that B <* A% for all a < k.

Proof: Define a forcing P as follows:
Conditions in P are of the form (F,{T(, )| (0, 7) € S}) such that

(a) F is a finite subset of x;
(b) S is a finite subset of I, ,);
(c) T(o,r) is a finite subset of <“w;

(d) if tp(o,7) is even, then Vs € T(, (s 2 o A [s| > s(|o])) and Vs,s' €
Tory (s # 5" = s(lal) # $'(lo])),
if tp(o,7) is odd, then Vi € T, )(t 2 7 A [t| > t(|7])) and Vit €
Tioury(t # 1" = t(|7]) # t'(I7]));

(e) T(O',’T) - SOPg(’Z%,St(q) (057-);

(f) if tp(o, 7) is even and (o, 7), (p,7), (¢',7) are in S such that p,p" € T(5
and p(|o]) < p'(|o]), then we have T(, -y 2 T(y 7);
if tp(o, 7) is odd and (o,7), (0, p), (0, p') are in S such that p,p" € T, 7
and p(|7]) < p'(|7[), then we have T,y 2 T4, p)-
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Define (F, {T(U’T) |(o,7) € S}) < (F', {T('U’T) |(o,7) €8'}) :&

FOF,

S>S

V(o,7) € S'(T(g,r) 2 T(’U’T)) and

V(o,7) € SVa € F' (T, 1y \T('J,T) - split(ré?))),

p, iftp(o,7) is even,
q, iftp(o,7) is odd;
Then P is o-centered because

where 7 = and T('UJ) =0if (o,7) ¢ 5"

pP= U{P{T(a' 1 (@n)esy [ {T(o,r) [ (0,7) € S} is as in the definition of P},

where P{T(a,f) |(0,7)€S} = {(F, {T(U,T) |(o,7) € S}) € P|F C & finite}. There
are only countable many sets {T(,r)|(o,7) € S} and obviously each set
P{T(U,T) |(o,r)es) 18 centered.

In the following we define suitable dense subsets of P: For a < & let

Do = {(F,{T(sr) | (0,7) € S}) € P|a € F}.

Clearly, D,, is dense for every a < .
We define

Es,t,n = {(F’ {T(O',T) | (U’T) € S}) | (S,t) ESA dp € T(s,t) (/‘(‘SD > ’)’L)}
for n € w and s,t € <“w such that tp(s,t) is even and
Fstm = {(FA{Tr) | (0,7) € S})[(s,t) € S A Jv € T(y ) (v([E]) > m)}

for m € w and s,t € <“w such that tp(s,t) is odd.

Claim 1: The set E;;, is dense for every n € w and every s,t € <“w such
that tp(s,t) is even and Fy,,, is dense for every m € w and every s,t € ““w
such that tp(s,t) is odd.

Proof of claim 1: We only prove the even case, the odd case is similar.
Suppose n € w and s, t are in <“w such that tp(s,t) even and (F,{T{,. | (o, 7) €
S}) € P\ Estp. Define 8" := SU{(s,t)} (maybe S =5'). Let (ag,..., k1)

be an ascending enumeration of F. Then we have A,, >* ... >* A and

Qp—1
this implies that the set [, A‘(’;", 9 is infinite. We have to care about property
(f) in the definition of P: Suppose there exists 7 with (s,7) € S and t € T(, ;)
(7 is unique); else we have nothing to do. Let (¢j)j<n be an enumeration of
all ¢/ with ' € T(, 1), (s,t') € § and #'(|7]) < #(|7]) such that t;(|7|) < t;41(|7])

for every j < N — 1. Then we have A?;,to) o* A?si,tl) o* ... D* A((lsi,t) for every
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i < k and therefore ;. AO"
set

C* Nick A?si,tN_l) C* o C Nick A?lt ) So the

*)

mAOZt) ﬂ StN 1) ﬂm (Sto

i<k i<k i<k

is infinite. Choose p € ;4 A7, (s N Ni<k A, i ) o N ik A‘()‘si’to) with

p(|s]) > n and p ¢ 71 (S) = {s|E|t((s t) € S)}. Define T(' p = Tispy U {n}
(T(spy) = 0 if (s,) ¢ 5), T(' 1) = sty yU{p} for every j < NandT = Tioyr)
for every (o,7) € S\ ({(s, t)}U{(s tj) |] < N}). We have Tst')\T(s vy ={n} C
split(p (st’) for every ¢' € {t;j|j < N — 1} U {t}, hence (F, {TUT)|(0 T) €
SYUHT n}) < (FAT(o,r) | (0,7) € 5}) and (F ATy, ) | (0,7) € SFU{T]; »}) is
in D,. D(claiml)

By MA(o-centered) let G be a generic filter for the following dense sets: Fj;,
for s,t € <“w such that tp(s,t) is even and n € w, Fy;p, for s,t € <“w such
that tp(s,t) is odd and m € w and D, for @ < k. For (s,t) € I, o) define

Bsy = {p € “w[I(FAT(o;r) [ (0,7) € S}) € G((s,1) €S A p € T(sp))}-

Claim 2: B:= (B(s1))(s,t)el,., 1S a good (p, g)-sequence.

Proof of claim 2: First suppose tp(s,t) is even and p, p' € By with
p # p'. So there are (F,{T(o,s)|(0,7) € §}) and (F',{T{, ,[(0,7) € S§'})
in G with p € T(sy and p' € T(, ), and there exists (F",{T(, [(0,7) €
S"}) < (FATr) [ (o,7) € S}), (F',{T, ;y|(0,7) € §'}) in G. So we have
T(Z,t) 2 T(S,t),T(’S’t) and hence p(|s|) # p/(|s|). The case that tp(s,t) is odd is
analogous, so (ii) of the definition of a good sequence (definition 2.1.1) holds.
For (i) we have to prove that |B(, | is infinite. If tp(s,t) is even, for every
n € w there exists (F, {1y |(0,7) € S}) € GN Eg 1y, hence (s,t) € S and
there is a u € T(,y with p(|s|]) > n. If tp(s,t) is odd we can find for every
n€wav e,y with v(|t]) > n.

(iii) and (iv) are easy to verify. For (v) suppose tp(s,t) is even and p € B, ).
Fixv € B(p,T)'
p'(|s]) > #v, hence v ¢ B, 4, hence we have B

Since GN Eg 4y # 0 for every n € w, we get p' € Bis,1) such that

ost) 2 By 1y O(claim 2)

Claim 3: B <* A“ for every a < k.

Proof of claim 3: Suppose a < « and fix (F,{T(, | (0,7) € S§}) € GN D,.

Subclaim 1: For every (s,t) € I, 4 \ S we have B, C split(r s t)) where
r =pif tp(s,t) is even and r = ¢ 1f tp(s t) is odd.
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Proof of subclaim 1: Suppose (s,t) € I, 4 \ S and tp(s,t) is even. Let
b € Bisy), then there exists (F',{T(, ,[(o,7) € S§'}) € G with (s,t) €
S' and p € Ty . Choose (F" {T[| y|(0,7) € 8"}) < (F\{T(sr)|(0,7) €

S}),(F’,{T(’U’T)|(a, 7) € S'}) in G. Then we have (s,t) € S", u € T(’;,t),
(s,t) ¢ S and o € F and these imply p € T(I;,t) \Ts) = T(I;,t) - split(pé?t)), as

desired. The odd case is once more analogous. O(subclaim 1)

Subclaim 2: For the finitely many (s,t) € S we have B, ;) C* split(ré‘;)) for
r =p if tp(s,t) is even and r = ¢ if tp(s,t) is odd.

Proof of subclaim 2: Suppose (s,t) € S and tp(s,t) is even. We prove
that we have B,y \ T(5) C split(pé‘jt)). Suppose p € B(sy) \ T{s,), S0 there
exists (F',{T(, ,|(o,7) € §'}) € G with (s,t) € §" and p € T|, . Choose
(F" AT,y [(0,7) € 8"}) < (B AT(o,r) [ (0,7) € S}), (F' . {T(, | (0,7) € S'})

in G. Then we have u € T("’g 1y B ¢ T(sy) and a € F and these imply p €

T(’; P \ Ty € split(pé‘jt)). The odd case is analogous. O(subclaim 2)
Subclaim 1 and 2 together easily imply B <* A. O(claim 3)
O

2.2 The proof of the maintheorem

Now we are able to prove the main theorem of this chapter, but we first write
down a generalized version:

Theorem 2.2.1 MA,(o-centered) implies add(J (M?)) > k.

Proof of theorem 2.2.1 and therefore of theorem 2.0.5: Suppose MA(o-
centered) is true and X, € J(M?) for o < & and (p,q) € M?. We search for
a pair (p',¢') < (p,q) in M? such that ([p'] x [¢']) N Uper Xa = 0. Define
by induction a <*-descending sequence (A%)q<, of good (p, g)-sequences: For
a = 0 define A% to be the good sequence for (p,q) defined in remark 2.1.2.
Suppose AP for 8 < « is already defined and o <  is a limit ordinal. Choose
by lemma 2.1.8 (we use MA (o-centered) here) a good (p, q)-sequence A% with
A% <* AP for every B < o

For the successor step, suppose A% is defined. Choose a good (p,q)-sequence
Aotl <* A% with ([pz‘}::)l] X [qéc;gl]) N Xy = 0 for every (o,7) € I g by

lemma 2.1.7.

Notice that the pair (pé:(p) st(q))

,qz‘st:(p) st(q))) of Miller trees does not have the
desired property, because for o < k we only have A" <* A%*! hence there
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could exist a pair (f, g) € [p é:(p) st(q) ] [Qé:p) st(q))] with (f,g) ¢ [Péz(;;,st(q))] X

[q_Aa+1

deﬁne a forcing @ to get (p',q') < (pét(p)’st(q)) ét(p)’st(q))) such that for ev-

t(2)) ] therefore we do not know whether (f,g) is in X or not. We will

ery (f,g) € [p'] x [¢'] and every a < k we have (f,g) € [pz‘}?;; ] [q ‘r’:; )]

for suitable n,m € w. In this situation the choice of A**! guarantees (f,9) ¢ X.

Define @ in the following way: @ is the set of all (u,v, X) with

(a’) X C k is finite;

(b) u:m — split(p? s ( ),St(q))) and v :m' — split(qé:(p),st(q))),m,m’ € w with
m=m'orm=m'+1;

(¢’) the downward closures U and V of ran(u) and ran(v) are finite sub-

K

trees of p(st(p) st() 4 ét(p),st(q))’ respectively, with split(U) C ran(u) and
split(V) C ran(v);

(d’) the functions @ : (ran(u),<) — (7' | m,<) defined by u(k) — T(k)
and ¥ : (ran(v),<) — (T | m/, <) deﬁned by v(k) — T'(k) are both
isomorphisms;

(e’) ifu(j) is the immediate predecessor in the tree sense of u(k+1) in ran(u),
then we have u(k + 1)(|u(7)|) > max({#u(i)|: < k} U {#v(i) |7 < k})
and [u(k +1)| > u(k + 1)(Ju(5)]),
if v(j) is the immediate predecessor in the tree sense of v(k+ 1) in ran(v),
then we have v(k +1)(Jv()|) > max({#u(3) |1 < k+1}U{#v(i)|i < k})
and |v(k + 1) > v(k +1)(Jv(4)]).

Define (u,v,X) < (v/,v', X') &

u2Du,vDv',X DO X"and

for every a € X' and every (o,7) € (ran( ) x ran(v)) \

A
a[n TIm) x q(a[n,T[m)

(
(ran(u') x ran(v’)) we have (o,7) €
for every n,m € w such that (o[ n,t[ m) € I o).
Q is o-centered, because QQ = (J{Qu)|(u,v) is as in the definition of @},
where Q. = {(u,v,X) € QX C & is finite} is obviously centered and
there are only countable many (u,v).
In the following, we will define suitable dense subsets of @): For a < k define

Dy :={(u,v,X) €Q|a € X}.
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Clearly, D,, is dense for every a < k.
We define

Estn = {(u,v,X) € Q| (s,t) € ran(u) X ran(v) A
Ju € ran(u) (s G w A p(lsl) > n)}

for (s,t) € I q) with tp(s,t) even and n € w and

Fstm = {(u,v,X) € Q|(s,t) € ran(u) x ran(v) A
v eran(v) (t G v Av(|t]) > m)}

for (s,t) € Ijpq) with tp(s,t) odd and m € w. For n € w and (s,t) € ()
with tp(s,t) even the set E,;, is dense below every (@,?,X) with (s,t) €
ran(i) X ran(v). And for m € w and (s,t) € () with tp(s,t) odd the set
F tm is dense below every (@, %, X) with (s,t) € ran(#) x ran(9). The proof of
this equals the proof of claim 1 in lemma 2.1.8 and is skipped. Letting

Espn = {(u,0,X) € Q|3(u,v',X") € Es 10 ((u,0,X) < (/,0', X"))}
U{(u,v,X) € Q| (u,v, X) is incompatible with every element of E,;,}

and

Fs,t,m = {(U,U,X) € Q ‘ El(ulavlaXl) € FS,t,m ((U,’U,X) < (ulavlaXl))}
U{(u,v,X) € Q| (u,v, X) is incompatible with every element of Fj;,,}

we get dense subsets of Q. By MA, (o-centered) let G be a generic filter for the
dense sets D, for a < k, Esy,, for (s,t) € I(pq) With tp(s,t) even and n € w
and Fy ;o with (s,t) € I(p 4) with tp(s,t) odd and m € w. Define p' and ¢' to
be the superperfect trees determined by

split(p’) = U{ran(u) | Fv3X ((u,v,X) € G)}

and by
split(¢') = | J{ran(v) | 3udX ((u,v,X) € G)}.

Claim 1: (p/,q') € M2.

Proof of claim 1: Suppose (s,t) € p' X ¢'. Then there exists (u,v,X) € G
and s’ € ran(u) and ¢’ € ran(v) with s’ D s, ¢’ D ¢, (s',1') € ran(u) x ran(v) and
tp(s',t') exists. If tp(s’,t’) is even, we have G N Ey yp, # 0 for every n € w,
therefore s’ is an infinite splitnode above s, hence p’ € M. If tp(s',t’) is odd
we have G N Fy 1, # 0 for some m € w and it is possible to choose extensions
s" of s and t" of t' with tp(s”,t") is even. Again, we have G N Egr g , # () for
every n € w and therefore s” is an infinite splitnode above s. Analogously, we
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get ¢ € M. O(claim 1)
Obviously, we have (p',¢') < (p,q).

Claim 2: ([p'] x [¢]) N U, Xa = 0.

Proof of claim 2: It suffices to prove ([p'] X [¢']) N X, = 0 for every a < k.
Fix a < k and (u,v,X) € GNDgy1, 50 a+1 € X and let U and V be the
downward closures of ran(u), ran(v), respectively.

Subclaim: For every (s,t) € (p'\U)x(¢'\V) we have (s,t) € p(s i trm) xqz‘;ﬁ:;rm)

for every n,m € w such that (s n,t[m) € I o).

Proof of the subclaim: Suppose (s,t) € (p'\U) x (¢'\V) and choose (s',t") >
(5,1) with (s/,#) € (7' \U) x (& \ V) N 5018075 ) ) X 5D )
There are (u',v', X'), (u" v", X") € G such that s' € ran(u') andt 6 ran(v’)
Choose (@,7,X) < (u/,v', X"), (u",v",X") in G and then (@,¥,X) < (4,7, X),
(u,v,X) in G, as well. Then we have s' € ran(@)\ran(u), t' € ran(v)\ran(v) and

a+1 € X and these imply (s',t') € (p {t(’)‘f:t’fm) X q.(A;)FZIt’I‘m)) for every n,m € w
a+1

such that (s' [ n,t' | m) € I, ). Therefore, (s,t) is in p(s nt’ ) X qé’rn,t’rm)’ as

well. O(subclaim)

Now we are able to prove claim 2: For (f,g) € [p'] x [¢'] we get (f,g) €

[pz‘}?;:; ] [qz‘}?;; )] for suitable n,m € w and we have chosen A%*! in such
a way that (IPimgtem] X @ gtrmy]) N X = @ hold. O(claim 2)

O(theorem 2.2.1 and 2.0.5)

Since MA, (o-centered) is true for every k < p, where p is the least cardinality
of a filter base on ([w]¥,C*) without any lower bound, theorem 2.2.1 implies
the following:

Corollary 2.2.2 add(J(M?)) > p. O

Notice also that we have cov(J(M?)) < d like in the one-dimensional case,
where d is the dominating number, i.e. the least cardinality of a dominating
family in (Yw,<*). For this, let (fa)a<d be a dominating family in “w and
define X, = {(f,9) € Yw x “w|f,g <* fa}. Then it is easy to see that
Uacd Xo = “w X “w and clearly, each X, is in J(M?). Summerized, we have

wy < p < add(J(M?)) < cov(T(M?)) < d < 2%



44 2 Martin’s Axiom and the additivity of J(M?)

Let us remark, that in the model, built for proving the maintheorem 1.1.2 in
the previous chapter, we have add(J(M?)) > cov(M) >t > p, where t is the
tower number, that is the least cardinality of a decreasing chain in ([w]¥,C*)
without any lower bound. The last inequality is trivial, the second one is a
result of Piotrowski and Szymanski [PiSz].

2.3 MA (o-centered) implies Martin’s Axiom for M?

The following definitions are due to Velickovié [Ve].

Definition 2.3.1 For a forcing P and a dense set D C P we say that a sub-
ordering ) C P captures the density of D if D N (Q is dense in Q.

If D is a family of dense sets of P, we say that Q captures the density of D if Q
captures the density of each D € D.

Definition 2.3.2 For a forcing P and a class Z of forcings let Z(P) be the
following statement:

Whenever D is a family of at most 2“ dense subsets of P and p € P, then
there exists a Q € Z such that p € Q C P and () captures the density of
D.

Definition 2.3.3 For a forcing P define MA(P) to be the statement:

For any collection of less than 2* dense subsets of P there exists a filter
on P intersecting all of them.

For a class Z of forcings MA(Z) means that MA(P) is true for every P in Z.

Thus, the usual MA is MA(ccc), where ccec denotes the class of all forcings
satisfying the countable chain condition.
It is easy to prove the following:

Fact 2.3.4 For a class Z of forcings and a single forcing P, MA(Z) and Z(P)
together imply MA(P). O

We want to prove the following result:
Theorem 2.3.5 MA (o-centered) implies MA(M?).

Since MA implies MA (o-centered) we get that MA implies MA (M?).
Because of fact 2.3.4, the following theorem implies theorem 2.3.5.
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Theorem 2.3.6 MA(o-centered) implies o-centered(M?).
For the proof we need the following definition and lemmata:

Definition 2.3.7 Suppose (p,q) € M2. For a good (p, q)-sequence A define

M2 := {(u,v) € M? | (st(u),st(v)) € Tipg) N
A = AV(0,T) € I q) N (split(u) x split(v))
((PLe)r aomy) < (w,0))}.

Lemma 2.3.8 Suppose (p,q) € M? and suppose A and B are good (p,q)-
sequences. Then the following hold:

(a) M is o-centered.
(b) A= B implies M4 = M5.
(c) A<* B implies M} D M.

Proof: For (a): For (s,t) € I, q) define
M(“;t,t) = {(u,v) € M |st(u) = s A st(v) = t}.

Then we have MZ = U{M(';‘t) | (s,t) € I(p,q} and since I, ;) is countable, it suf-
fices to prove that each M(ét) is centered. Fix (s,t) and assume (u,v), (u',v') €
M(“;‘ 0" Then there are good sequences B and B’ witnessing this. Suppose
tp(s,t) is even, the odd case is similar. It is easy to find a set C; ;) such that
Cisty =" A,y Clsp) =" Bsypy and

Vo € Cspy Vo' D oV1 D t(tp(o’,7) exists = By ;) = BZU,,T)).

Define C;r) == By, for (o,7) # (s,t). Then C = (Cor))(0,r)el,,, 18 @ goOd
sequence with B~ C ~ B' and C ~ A. And (p&, " q(cs, t)) is an element of M(“;‘, "
smaller then (u,v) and (u',v).

(b) is clear.

For (c): Suppose we have A <* B, so there exists a good (p,q)-sequence A’
with A =~ A’ < B, and suppose (u,v) € M%, witnessed by B’. By lemma 2.1.5
there exists a good (p, g)-sequence A" such that A’ ~ A" < B'. Then for every
V(o,7) € I(pq N (split(u) x split(v)) we have (péﬁ),qéﬁ)) < (pf;aﬁ),qgﬁ)) <
(u,v), so A" witnesses that (u,v) € M. O

Lemma 2.3.9 Suppose (p,q) € M? and A is good for (p,q), (u,v) € M2, D C
M2 is dense and there ezists a good (p,q)-sequence B <* A with (u,v) € M5
Then there ezist C <* A and a pair (u',v") < (u,v) such that (u,v) € MZ and
(u',v") € DNME. If D is <%-dense, we can choose (u',v") <° (u,v).
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Proof: Suppose B <* A and (u,v) € M, witnessed by B'. Since D is dense
we find (u',v") < (pﬁt(u),st(v)),qgt(u),st(v))) < (u,v) with (uv',v') € D (If D is <°-
dense, we choose (u’,v") such that st(u') = st(u) and st(v') = st(v).). We define
C in the following way: If tp(c, 7) is even and (0, 7) € I( 4N (split(u) x split(v))
let C,.ry be a subset of Succ, (o) N {p|p(|o]) > #o} such that for every p €
Clo,r) we have |p| > p(|o|), min{p(|al), |p[} > #7 and p(|o|) > #p’ for every p' €
C(o,r) With p'(|o]) < p(|o]). Analogously for (o,7) € I(;, 4y N (split(u) X split(v))
and tp(o,7) is odd. For (o,7) € I q) \ (split(u) x split(v)) let Ci, 7y = BEU,T).
If tp(o,7) is even we have C(,,) C split(pg T)), if tp(o,7) is odd we have
Cor) C split(qgﬁ)), so C < B' <* A and therefore C <* A, and we have

(u,v) € M&, = M2 C MZ by lemma 2.3.8 (c). It is easy to prove that (u,v') is

in M2. O
Now we are able to prove theorem 2.3.6:

Proof of theorem 2.3.6: Suppose MA(o-centered) is true. Suppose also
D = {Dy|a < 2¥} is a family of dense subsets of M? and (p,q) € M2. Let

{((par4a)s Da) | < 2¢}

be an enumeration of M2 x D with (pg, qo) = (p,q). We have to find a o-centered
forcing @ such that (p,q) € @ C M? and Q captures the density of D.

Define a <*-descending sequence (A%),<9v of good (p, q)-sequences as follows:
For o = 0 define A° to be the good sequence for (pg,qo) = (p,q) defined in
remark 2.1.2. Then clearly (p,q) € Mito'

If (AP) g<a is already defined and « is a limit ordinal, we choose by MA(o-
centered) and lemma 2.1.8 a good (p, ¢)-sequence A* such that A* <* AP for
every 8 < a.

For the successor step suppose A is already defined. If there is no good (p, q)-
sequence A <* A® with (pa,qa) € M2, let A%T! := A%,

If there exists A <* A with (pa,qa) € Mit, lemma 2.3.9 gives us a good (p, q)-
sequence B <* A® such that (pa,ga) € M5 and there is a pair (p}y, ¢5) < (Pas 9a)
with (p!,, ¢,) € Do NMZ. Let A%+ := B.

In the end, define
Q:= U Mita'

a<2¥
Clearly, we have QQ C M.

Claim 1: @ is o-centered.
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Proof of claim 1: For (0,7) € I, define Q7 = {(u,v) € Q|st(u) =
o A st(v) = 7}, then we have Q = ({Q(o,7) | (0,7) € I(p g} I(p,q) is countable
and like in the proof of lemma 2.3.8 (a) using that (A%),<2w is a <*-descending
chain, we see that every Q(, ;) is centered. O(claim 1)

Claim 2: () captures the density of D.

Proof of claim 2: Suppose D € D and (p,q) € @, so there exists a < 2¥
such that ((p,q), D) = ((pas9a), Da). We have to find (p, ¢') < (p,q) such that
(v.q) €DNQ.

Since (p,q) € @ we have (p,q) € Mitﬂ for some (3, by lemma 2.3.8 we have
(p,q) € M4, for every v > (3. Hence, at step « in the construction of the

sequence (A%),<9v arises the second case. There we have got (pl,,q.) < (,q)

such that (pl,,q,) € DNM,n € DNQ. Let (p',q) := (pl,qh) and we are
done. O(claim 2)
a

Corollary 2.3.10 MA (o-centered) implies that M? does not collaps cardinals.

Proof: Since M? clearly satisfies the (2)T-chain-condition, it could only col-
lapse cardinals < 2¥. Suppose there exist cardinals x and A such that kK < A <
2¥ and there is a M?-name 7 with

lFye 7@ K — X is surjective.

Define for each o < A

Dy == {(p,q) € M? | 3¢ < K ((p,q) lFaee T(€) = @)}

Then D, is open and dense for every @ < A\. As MA(o-centered) is true, we
have o-centered(M?) and since A < 2 there exists a forcing P C M? such that
each D, N P is dense in P and P is o-centered. But then P collapses « to A,
this is a contradiction to the fact that P fulfills the countable chain condition.

a



48

2 Martin’s Axiom and the additivity of J(M?)



Chapter 3

Infinite maximal antichains in

(B (w)/fin)™

3.1 Definitions and combinatorics

In the sequel, we always identify the elements of (w)/fin with their represen-
tatives in [w]”. By (P(w)/fin)"", for n* > 0 in w, we mean the full product
carrying the coordinatewise ordering. Hence elements of ((w)/fin)" are n*-
tupels of subsets of w, elements of (P(w)/fin \ {0})™ are n*-tupels of infinite
subsets of w, or we can view the elements as functions from n* to P(w)/fin,
PB(w)/fin \ {0}, respectively. For a € (P(w)/fin \ {0}))"" and F C n* we write
a | F for the restricted function @ : F — P(w)/fin \ {0}. If F have just one
element i, we write a; instead of a [ {i}, so @ = (a;)i<n=-

Two elements @,b € (P(w)/fin \ {0})™" are called compatible if there exists an
element ¢ € (P(w)/fin \ {0})"" with ¢ < @ and ¢ < b, i.e. for @ = (a;);<n+ and
b= (b;)i<n~ that a; Nb; is infinite for every 4 < n*. As usual, if @ and b are not
compatible, they are called incompatible. A subset A C (P(w)/fin \ {0})™" of
pairwise incompatible elements is called an antichain of ((w)/fin)"".

Here, we are interested in infinite maximal antichains of ((w)/fin)"". Since
(P(w)/fin)®" can be densely embedded in the complete Boolean algebra of
the regular open subsets of (P(w)/fin)"" (see [Ko], for example), people of-
ten use the terminology of Boolean algebras and call maximal antichains in
(B(w)/fin)™" partitions.

Of course there are finite analytical maximal antichains of ((w)/fin)"" for ev-
ery n* € w\{0}: choose a € [w]¥ with w\a € [w]¥, too, then {a = (a;)j<n* | a; €
{a,w\ a} for every i < n*} is a maximal antichain in (P(w)/fin)"".

Our goal is to proof, analogously to Mathias’ one-dimensional result, the fol-
lowing theorem:

49
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Theorem 3.1.1 Fiz n* € w )\ {0}.
There are no analytical infinite mazimal antichains in (P(w)/fin)™ .

Recall that a filter on w is called Ramsey if for every descending sequence
(Xn)new with X,, € U for every n € w there exists {zy, |n € w} € U such that
ZTnt1 € Xy, for every n € w. In this case, we say that {z, |n € w} diagonalizes
the sequence (X,)new- If f : w — w is an enumerating function for the set
{zn|n € w}, hence f(n+1) € Xy, for every n € w, we say that f diagonalizes
(Xn)nEw-

The Rudin-Keisler ordering <pk is defined by the following: For two ultrafil-
ters U and U’ we have U <gg U’ if there exists a function & : w — w such that
U= {z C w|h™!z] € U'}. Two ultrafilters U, U’ are called Rudin-Keisler-
equivalent if and only if U <gx U’ and U’ <gx U. Equivalently (see for
example [Je]), U and U’ are Rudin-Keisler-equivalent if there exists a bijection
h:w — w such that U = {h[z] |z € U'}.

It is well known that Martin’s Axiom implies the existence of a Ramsey ultra-
filter and the continuums hypothesis (CH) implies the existence as well (this is
for example a consequence of lemma 3.3.1). And also a B(w)/fin-generic filter
over V is a Ramsey ultrafilter. Kunen got, starting with a model of CH and
adding Ny random reals, a model in which there are no Ramsey ultrafilters (see
for example [Je]).

For n* € w\ {0} and an infinite maximal antichain A C (P(w)/fin \ {0})"
define

J(A) == {z € (B(w)/fin \ {O)™ | Ik € wIag,...,a, € A
(Z\ (@U...Ua) ¢ (B(w)/fin\ {0})"")}

and
TAY = () /i \ {0)" \ T (A
={z € (P(w)/fin \ {0})*" | I®a € A (a and T are compatible)}.
Here, 3°° means “there are infinitely many”. For z € (B(w)/fin \ {0})"" define
Al z:={a € A|a and = are compatible},
the set of all elements of A compatible with Z.
We will use the following lemma of [Sp4]:
Lemma 3.1.2 [lemma 1.1 of [Sp4]]
Suppose n* € w\ {0} and A C (B(w)/fin)™ is an infinite mazimal antichain.
If F C n* is (with respect to C) mazimal such that there exists F € [A]Y

with the property that {a | F|a € F} has the finite intersection property in
(P(w)/fin\ {0})™, then |F| =n* — 1.
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Here, the finite intersection property in ((w)/fin \ {0})™ means, that for
every finite subset there is a lower bound in (PB(w)/fin\ {0})™". In other words,
every finite coordinatewise intersection of elements of F is in every coordinate
infinite. Of course, this lemma also holds for the restriction A | Z for every

Z = (20,...,Tp—1) € (P(w)/fin)™"

Corollary 3.1.3 Suppose n* and A are as in lemma 3.1.2 and T is an element
of (B(w)/fin \ {01)™". Then there exist F € [A] Z]“ and i* € n* such that for
every i € n* \ {i*} there exists b; € [w]¥ with b; C* a; for every a € F. Clearly,
the set {a;< |a € F} must be an antichain.

Lemma 3.1.4 Suppose n* € w\ {0} and A C (P(w)/fin)" is an infinite
mazimal antichain. Suppose also b= (bg,...,by_1) € J(A)T and h: w — w
s a bijection.

Then for every pair k,l € n* with k < | there exists b, C by and b C b
such that we still have (bo,...,b},...,b],...,bp=—1) € J(A)T and additionally
R[] N, =0 or h[b)] N}, =0 holds.

Proof: So suppose b € J(A)*, h: w — w is bijective and k < [ < n* are given.
By corollary 3.1.3 there exist i* < n* and F € [A | b]* such that for every
i € n*\ {7} there exists b} € [w]* with b} C* ¢; for every ¢ € F. Let (¢")new
be an enumeration of F. Notice that the set {c[* |n € w} consists of pairwise
almost disjoint subsets of w, since F is countable without loss of generality we
have ¢l N ¢t = () for n # m.

First case: k,l € n*\ {i*}.

Consider the set (by N b;) \ k[bj N by]. If this set is infinite, let b := (b] N b;) \
h[by Nbg] and b, := by N bg. Then clearly we have h[b}] Nb; = § and because of
by, C by, b C bj and the choice of b} and b we have (by, ..., b},..., b}, ..., bL._;)
is compatible with every ¢ € F, hence it is an element of J(A)*.

If (bf N by) \ h[b: N by is finite, divide the infinite set bF N b N h[b: N by] in
two infinite pieces H’Ub” and let b] := ' and b}, := h~![b"]. Again, we have
(boy -y by, b, b)) € T(A)T.

Second case: [ =1*.

If there is an infinite subsequence (¢v")mew Of (cik )new such that ¢x™ N Alb, N
bi] N by is infinite for every m € w then let

b, = h7 ' Upnew ™0 (b NB}) and
b; = Ume Z*Qm-H nbl

If there are only finitely many ¢, ..., ci* such that ¢ N hlby N b5 N b is

i*
infinite for every m < u then let

b, = byNbj and
B = (UL In€w fno,...,mad} 0b) \ hlbe b
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Easily, in both subcases b, and bj are as claimed.

Third case: k = *.

This case is analogous to the second one, we just have to change the roles of k&
and [. O

3.2 A finite-dimensional version of Mathias forcing

Now we introduce an n*-dimensional version of Mathias forcing:

Definition 3.2.1 [ShSp2] Fix n* € w \ {0}. Let
Q :={(s,5) € [w]*¥ x [w]*| max(s) < min(S) V s = 0}.

For defining the ordering on @@ we need the following: let (I;);<|, be the in-
creasing enumeration of s € [w]<*“ and define s; := {l;|j = i(modn*)} for
i < n* and let (k;)j<, be the increasing enumeration of S € [w]* and define
S; :={kj|j =i(modn*)} for i < n*. Then we define

(s,8) < (t,T) & sN(maxt+1)=tort=10,
si \ t; C T; for every i < n* and
S; C T; for every i < n*.

We write (s,S) <° (t,T) if (s,5) < (t,T) and additionally s = ¢.
Notice that (s, S), (t,T) € Q are compatible if and only if

(Vz’<n*(sz~§t,~/\ti\sig5i)) V (Vi<n*(t,~§si/\si\tig7}))

and for every i < n* we have |S; N T;| = w.

As for the classical Mathias forcing we have the following relationship between
Q@-reals and generic filters: If G is @Q)-generic over some model M define = :=
U{s|3S5((s,S) € G)} and z; := {k;|j = i(modn*)}, where (k;)i<, is the
increasing enumeration of z (notice that we have z; = [J{s; |35 ((s',9') €
G A st =5;)}). Then G = {(s,5) € QM |Vi < n*(s; C z; C S; Us;)}. The
proof of this fact equals the classical proof. Hence a set x is a @)-real if the set
Gy :={(5,9) € QM |Vi < n*(s; C z; C S; Us;)} is a Q-generic filter over M,
where s; is defined as above.

Suppose Uy, ...,Up«_1 are ultrafilters on w. Then we define the subordering
Q(Uy,...,Up_1) of Q like follows: in Q(Uy,...,Uy=—1) are only those pairs
(s,S) € Q with S; € U; for every i < n*.

In the following we list some of the results of the investigation of @@ by Shelah
and Spinas [ShSp2] which we will need later. All this results generalize well
known facts about the one-dimensional Mathias forcing (see [Mal, for example).
Fix n* € w\ {0}.
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Fact 3.2.2 [ShSp2] The forcing Q is equivalent to the forcing (P(w)/fin)™" *
Q(Go, - ..,CGp_1), where (Gy,...,Gn-_1) is the canonical name for the generic
object added by the forcing (P(w)/fin)"" consisting of pairwise not Rudin-Keis-
ler-equivalent Ramsey ultrafilters. O

Shelah and Spinas introduced a helpful game:

Definition 3.2.3 Let Uy,...,U,~_1 be ultrafilters on w. Then the game
I'(Uy,-..,Uy»—1) for two players I and I7 is defined as follows: player I chooses
in the mth-move (Af',..., A% _;) € Uy x ... x Up=_1 and player II responds
playing k., € A" ... Player IT wins the game if and only if for every 7 < n*
the set {ky, |n = i(modn*)} is an element of U;.

Fact 3.2.4 [ShSp2] Suppose Uy, ..., Up-_1 are pairwise not Rudin-Keisler-equi-
valent Ramsey ultrafilters. Then player I does not have a winning strategy in
the game T'(Uy, ..., Up=—1).- O

Here, it is easy to see that it is necessary that the ultrafilters are pairwise not
Rudin-Keisler-equivalent.

Fact 3.2.5 [ShSp2] Let Uy, ...,Up~_1 are pairwise not Rudin-Keisler-equiva-
lent Ramsey ultrafilters on w. Suppose S € [w]|* such that for every i < n* and
for every X € U; we have S; C* X. Then S is Q(Uy,...,Up~_1)-generic over
V. O

As a corollary we get:

Fact 3.2.6 [ShSp2] Let Uy,...,Uy~_1 are pairwise not Rudin-Keisler-equiva-
lent Ramsey ultrafilters. If S € [w]¥ is Q(Uy,...,Up=_1)-generic over V and
T € [w]¥ with T; C S; for every i < n*, then T is Q(Uy,...,Up~_1)-generic
over V as well. O

Fact 3.2.7 [ShSp2] If Uy,...,Up+_1 are pairwise not Rudin-Keisler-equivalent
Ramsey wultrafilters then the forcing Q(Uy,...,Upx_1) has the pure decision
property.

This means that for a given Q(Up,...,Up+—1)-name ©O such that
Fowo,.t,«_y) © € {0,1} and given (s,S) € Q(Uy,...,Unx—1), there ewist
t,T) € QUo,---,Up—1) and ¢ € {0,1} such that (t,T) <° (s,5) and
t,T) FQs,..U,-_1) © =¢. O
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3.3 Finding Ramsey ultrafilters

Suppose A is an infinite maximal antichain in (w)/fin. Mathias [Ma] proved
that CH implies that there exists a Ramsey ultrafilter U such that U C J(A)*.
For the proof of Theorem 3.1.1 we need the following n*-dimensional general-
ization:

Lemma 3.3.1 (CH) Suppose n* € w \ {0} and A is an infinite mazimal an-

tichain in (P(w)/fin)™ . Then there exist pairwise not Rudin-Keisler-equivalent
Ramsey ultrafilters Uy, ..., Upx_1 such that Uy X ... X Upx_1 C J(A)T.

Proof: Assume CH and fix the following enumerations: Let (z4)a<w, enumer-
ate [w]¥; (ha)a<w, enumerate all bijections from w to w and let (“X )a€Lim(w:)
enumerate all n*-tupels of decreasing sequences (of length w) in [w]*, such that
every X occurs cofinal often.

We want to construct sequences (af)a<w:s- - -5 (@%_1)a<w, in [w]* by induction
such that we get U; as the filter generated by {af* | < w1} for i < n*.

For beginning the induction choose (al,...,ad._;) € J(A)T arbitrarily.
Suppose (a§)v<a;-- -, (@4«_1)v<a are chosen such that {af | B < v} generates a
filter called F} for every i < n* and every v < a and we have F} x...x FY._; C
J(A)T for every v < a.

First, suppose that « is a successor ordinal, say o = $+ 1. Consider the infinite
subset zg of w. Let

Op,; .= af Nzg and 1y, = aiﬂ \ z3

for i < n*. Because of (ag,...,ag*_l) € J(A)" there exists at least one
sequence (go,...,ep—1) € {0,1}"™ such that (%0by, ..., 5" =1 by_1) € J(A)T.
Now consider the function hg. By applying lemma 3.1.4 finitely many times
we get the following: For every ¢ < n* there is an infinite a; C ®b; such that
(agy---,an~—1) € J(A)T and for every pair k,I < n* with k # [ we have

hglag] Na; = 0 or hgla]) Nax = 0. Let af := a; for every ¢ < n*.

Second, suppose that « is a limit ordinal. Consider the tupel ®X =
((“XP)news - - - » (X% _1)new) of decreasing sequences in [w]®.

First case: L« {°X]"|n € w} C Ilicp U, o FY- We want to construct for
every ¢ < n* strictly increasing functions f; : w — w such that fi(n + 1) €
O‘Xifi(n) for every i < n* and every n € w, (folw],-.., far—1[w]) € J(A)" and
Wicns(Uger FY U{filw]}) has the finite intersection property in J(A)*.

Fix for every ¢ < n* an enumeration (a}"),e, of {a} |v < a} .

Choose ¢?(0) € °X? N a!? for every i < n*. If g§(k),...,¢5%._;(k) are already
chosen for some k € w, take for every ¢ < n*

0
PR+ exdn...next®ngdn. . nakt
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with g9 (k+1) > g7 (k) (notice that in this first case the set “X?N...N°XF 1 Nan

. .ﬁa;k+1 is infinite for every 7 < n*). Hence we get strictly increasing functions
¢Y 1w — wfor i < n* with (gd[w], ..., g% ;[w]) € ([w]“)*". As A is a maximal
antichain there is a & = (cJ,...,c2._;) € A such that (¢9[w],...,g%._;[w]) and
& are compatible in (PB(w)/fin)" . Define

%

eyn ::{ O‘Xi"\c?, ife =0;

axn, ife=1.
Since we have (“X[,...,°X[!._,) € J(A)" for every n € w and of course
(c9,...,c% 1) is not in J(A)T, for every n € w there exists a sequence
(eB,...,e" ;) € {0,1}" such that €7 = 0 for at least one i < n* and we have
(YR, ..., ¥ ) € J(A)t. Because the sequences (“X™),¢,, are decreas-
ing we have the following: If (*9Y],...,5»*~1Y"% ,) ¢ J(A)" for some sequence
(€0,---,€n—1) € {0,1}™" then for every m > n we have (0YJ",...,5n* 1Y} ) ¢

J(A)*. So we can choose an i € w large enough such that for every m > 7 we
have " = 1 whenever el = 1. Let ¢; := € for every i < n*, then ¢; = 0 for at
least one ¢ < n* and (°YJ,...," 1Y% _,) € J(A)* for every n € w.

Let 'Z1 := €Y for every i < n* and every n € w. So we have an n*-tupel
17 = ((Z®)new, -+ (227 _{)new) of descending sequences in [w]“ such that
(1zg,...,' 2% _,) € J(A)T for every n € w. Notice that we have IT;,,» {1Z" | n €
@} € Ticu Uy g Y-

Now we construct functions gé, N g,ll*_1 ! w — w in the same way as before
but for 1Z instead of “X. Choose g;(0) € X? N a? for every i < n* and if
g5(k),--., gL« (k) are already chosen take for every i < n*

1
g+ ezn...nz8®nadn.. nalkt?

with g}(k + 1) > g}(k). Then there exists an element ¢! € A such that
(g§[w],-- -, _1[w]) and & are compatible in (P(w)/fin)”". As there is at
least one index i < n* with 12 = X"\ ¢? for every n € w the elements ¢® and
¢! are different. As before we let V" := 17"\ ¢! and ¥ := 1Z" and we find a
sequence (gg, . ..,ep+_1) € {0,1}"" with g; = 0 for at least one i < n* such that
(Fvg,... oYL ) € J(A)T for every n € w. For every i < n* and every
n € w let 2Z1 := iy

Hence we can find a sequence ('Z)1c, = ((Z8)new; - - - (Z%_1 )new) of n*-tupels
of descending chains in [w] with (‘Z},...,"Z"% ;) € J(A)T for every n € w,
a sequence ((g4, ..., gL« 1))icw of n*-tupels of increasing functions from w to w
with gt(k+1) € lng(k) and (g4[w], - .., g% 1[w]) € ([w]*)" and a third sequence
(¢")icw of pairwise different elements of A such that |t N g![w]| = w for every
1 < n* and every [ € w.

Now we are ready to define diagonalizing functions fy,..., fpr—1 : w — w for
(XD new, - -+ (X% _{)new such that (folw],..., fur—1[w]) € J(A)*: Choose
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fi(0) € ®X? for i < n*. For k > 0 there exists j,! € w such that k = 27(2] +1).
Choose for every i < n*

fik) edngwnex?n...nx/®Vngdn.. . nakt

with fi(k) > fi(k —1).

Now we define af := f;[w] for every i < n*. Hence for every i < n* we have
that a? diagonalizes (“X!*)ncw; and as (a§, .. .,a%_;) cuts infinitly many ¢’ we
have (a§,...,a%_;) € J(A)T and I;cp-{a! |v < a} has the finite intersection
property in J(A)7.

Second case: IIc,+{*X]"|n € w} is not a subset of IT;cp+ |J
]UJ

y<a Py~ Then
choose af € [w]¥ arbitrarily such that a® C* af for every v < « and every

1 < n*.

This finishes our construction. Qur construction guarantees that for every
i < n* the set {a® | < w;} has the finite intersection property, thus we can
define U; to be the filter generated by {af | @ < w1}. We have to check that U;
is an ultrafilter, that this ultrafilter is Ramsey and that U; and U; for 1 # j are
not Rudin-Keisler-equivalent.

First we check that each Uj; is an ultrafilter: Suppose a € [w], so there exists
a < wy with a = z4. If 2, ¢ U; we have af‘“ ,¢_ T, hence in the successor step
we have chosen af‘“ Caf\zq Cw)\ 24, hence w\ z, € Uj;.

Check that each U; is Ramsey: Suppose (X,,)new 18 a descending chain in
U;. Then there exists @ € Lim(wi) such that (Xp)new = (*X]")new and
Micn {*X] |0 € w} C Thicpr U, o FY', hence we are in the first case of the
limit step of the construction and ¢ € U; diagonalizes (*X")pey-

It remains to check that for 7,7 < n* with ¢ # j that the ultrafilters U; and U;
are not Rudin-Keisler-equivalent: Suppose there exists a bijection h : w — w
such that U; = {h[z]|z € U;}. But there is an a < w; with A = hy and in
the successor step of our construction we have chosen a?“ and a?“'l such that
halad )N a?‘“ =0 or ha[ajo-‘“] Na?*t =0, hence we get a contradiction. O

3.4 The proof of the maintheorem

Proof of theorem 3.1.1: Suppose n* € w \ {0} and A C (P(w)/fin)"" is an
infinite maximal antichain. Since we can collapse 2% to wy by a o-closed forcing,
hence without changing the set (w), we can assume without loss of generality
that CH is true. By lemma 3.3.1 there are pairwise not Rudin-Keisler-equivalent
Ramsey ultrafilters U, ..., Up+_1 such that Uy X ... x Up=—1 C J(A)*.

Suppose A is analytical. Notice that in this case J(A) is analytical, too. Choose
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a countable elementary submodel N of Hg for a sufficiently large © such that
J(A), Ug,...,Ups_1,code(J(A)) € N, where code(J (A)) is the S1-code of the
analytical set J(A). Consider the image of the Mostowski collapse @(N) =: N
of N, hence N is transitive, J(A) is analytical in N by the same code as in V,
U; := ©(U;) =U; NN, hence U; € N for every i < n* and Q(ﬁo, .. .,ﬁn*,l) =
Q(Uo, ce Un*fl) NN = Q(Uo, ceey Un*:l) N ./\7: hence Q(ﬁo, ceey ﬁn*71)~€ ./\7
Let (go,---,Gn 1) be a name for a Q(Uy, ..., Uy, 1)-generic real over . By
the pure decision property of Q(Up, - . ., Up-_1) (fact 3.2.7) there exists (0, S) €
Q(Uy,...,Up~_1) such that

(Z) (@, S) “_Q(ffo,---f]n*q) (g(), cee agn*—l) € ‘.7(»/4)

or
(1) (0,5) IFoqgp...0nn ) @05 —1) & T(A).

Claim: There exists @ € [w]“, which is Q(Up, . .., Un_1)-generic over N, such
that a; C S; and a; € U; for every ¢ < n™* .

Proof of the claim: Let (Op)ne, be an enumeration of all open and dense
subsets of Q(Uy,...,Un+_1) in N. Consider the following strategy for player
I in the game G(Up,...,Up _1) (defined in definition 3.2.3): In the begin-
ning, player I plays (s°,5%) € Op with (s°,58%) < (0,S). Player II answers
with kg € SJ. In the (m + 1)th-move, player I plays (s™*1, S™!) € Opyq

with (s™*1, §m+1) < (s™,8™) and additionally k,, € s™*! (this is possible,
+1

Zln—l—l)modn*'

By lemma 3.2.4 player I has no winning strategy, so the just defined one is

since Oy,+1 is open is dense). Player IT responds with k11 € S

not a winning one. Fix a play ((s",S")new, {kn|n € w}) such that player I
plays (s, S™) as his above defined strategy orders, player II plays {k, |n € w}
and player I does not win. Hence we have {k,|n = i(modn*)} € U; for
every i < n*. Define a := [J,o, ' and a; := {kj|j = i(modn*)}, where
(ki)i<w is the increasing enumeration of a. Clearly, we have a; C S; and since
{kn|n = i(modn*)} C a; we have a; € U; for every i < n*. It remains to
prove that a is Q(Up, - . . , Up+_1)-generic over . For this, by the remarks after
the definition 3.2.1 of @), we have to prove that for every open and dense set
O C Q(Uy,...,Up_1) with O € N there exists (t,7) € O such that t; C a;
and a; \ t; C T; for every i < n*. So suppose O € N is open and dense in
Q(Uy, - ..,Up_1), hence O = O,, for some n € w. Consider (s, S™), the ele-
ment of O, played by player I. Easily, we have s? C a; and a; \ s} C S}, as
required.

O(claim)

Now, if (i) is true we have

(&) Nlal = (ao,- ., an—1) € T(A)
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and if (i4) is true we have

(i) Na] & (ao,- .., an—1) & T(A).
But by fact 3.2.6 this implies

(&) NTel | (co,-- - »enr 1) € T(A)
for every ¢ with ¢; € [a;]” for every i < n* or

(#)" NTd = (cos...,cnr—1) & T(A)

for every ¢ with ¢; € [a;]” for every i < n*. But Xl-definitions are absolute for
transitive models, hence

)" VI (cos--- 1) € T(A)
for every ¢ with ¢; € [a;]* for every i < n* or

()" V= (co,-- -5 1) ¢ T(A)

|

for every ¢ with ¢; € [a;]* for every i < n*. But both is impossible.
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