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Chapter 1

Introduction

Today's SiGe:C BICMOS technologies are key enabliers single chip wireless and
broadband communication systems. They combine pegformance RF-bipolar transistors
required for analogue functions, e.g. wireless ti@asmission, with VLSI CMOS for digital
data processing. A cost effective process techyotogkes this functionality feasible for the
consumer market. We see today, for example, a lyagbwing spectrum of wireless
applications, starting from mobile phones, Bluetoot WLAN up to wireless sensors or
sensor networks, which are in return drivers fahtelogy development. This dissertation
describes for the first time in detail the integratof a suitable embedded flash memory
module into such a SiGe:C BiCMOS process technology

The SiGe and subsequently the SiGe:C HBT pushedsitioen technology towards high
frequency applications, which were earlier covelsd costly IlI-V-semiconductor based
processes [1][2], thus making RF-applications add for a mass market which were only
niche products before. Additionally, the compaitibilwith VLSI CMOS allowed the
combination of dense digital with analogue funcsi@nd paved the way for complete single
chip solutions [3]. Research directions are ondhe hand improving the SiGe-HBT itself
towards higher frequencies, thus principally denrating the potential of this material, and
on the other hand developing less complex prooadsnblogies compatible with standard
CMOS. Besides SiGe BiCMOS for highest frequencles &i-only BICMOS or RF-CMOS
technologies are being developed for similar applns.

Many research and development activities are gangto further combine different
components on the same chip, e.g. high qualityiyesginductors, capacitors, resistors or
transmission lines), high voltage power MOS-devigd3MOS), different kinds of memories
(SRAM, DRAM, NVM), up to micromechanical compone®EMS) and sensors. The main
reasons for this system-on-chip integration (SO4}) dway from multi-chip solutions, are
saving costs, reducing size, saving power (lespubutrivers), enhancing reliability,
optimizing the design of clock, bus and control ngig, reducing electromagnetic
interferences, at board level, and, especially dothedded memories, enhancing system
flexibility (by reconfigurable non-volatie memosg and achieving faster access times
(reduced capacitive coupling) [5]. This has to beudht by more complex process
technologies, issues like interference of the irgtegl components (e.g. noise problems) and
complex functional testing requirements.

In the special case of mass market wireless conuatian systems, which are often battery-
driven portable applications (e.g. mobile phone$ap process technologies in terms of
number of required mask levels and number of p&tsps are needed, which offer the
required RF-performance and allow designing ciecwith low power consumption. These
boundary conditions are also valid for all addiithy integrated components, and have thus
also a big influence on the choice of a concepafoembedded memory.

For embedded non-volatile memories the most mdtaienology today is the floating-gate
flash memory. The information is stored by chargamgisolated piece of silicon in a MOS-
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Figure 1: Flash memory incorporation in a System-on-Chip c@jymunication via system
bus, (2) direct memory access by the CPU

transistor-like memory cell. The advantage of ttoescept is the CMOS compatibility, as no
new materials or new kinds of process steps ardatedluch work was done understanding
the reliability issues, scaling the cell size, m@dg the operation voltage (which is
significantly higher than CMOS operation voltagesdo the high electric fields needed for
cell-programming), or enhancing the memory’s sp&aace the further development in all of
these areas appears to reach some limits, morarcbseas done in the last years to develop
alternative memory concepts (SONOS, FeRAM, MRAMM @tc.), which means in most
cases investigating new materials and their progetegration. These technologies are
emerging and will in future take over the maingtmgaosition of the floating gate embedded
flash memory.

Floating-gate embedded flash memories are offepedyt in different forms by most Si-
foundries as an optional module for their CMOS aldo RF-CMOS processes, and
semiconductor companies offer ICs with integratédMs. The combination of a Si-only
BICMOS process with an embedded flash memory isrted [6][7]. The integration of an
embedded flash memory into SiGe:C BICMOS is a cgmset development, but not yet
established. No literature is available on the gssdntegration issues, and, to my knowledge,
only one company has announced a SiGe process\Wilh option to be available in future
[8], but yet without further specification.

As SiGe:C applications evolve from mainly RF praguto real BICMOS products, which
make use of the VLSI CMOS possibilities, memoriasging from low density (a few byte,
e.g. non-volatile registers) up to medium densityifit, e.g. for operation system storage)
are required. The embedded flash process technolegys to produce cells that fulfil the size
and performance requirements for such a memomgywathemories operating at low supply
voltages and with low power consumption, and adg tow additional cost to the process.
An important requirement is the read access ting. F shows two ways of how a flash
memory can be incorporated into a system. The Ci#l.tommunicate with the flash memory
via the system bus (1) or be directly connecteth wie flash memory (2). In the first case the
speed requirements are more relaxed, while in ¢cersl case the flash memory should be
readable at the clock frequency of the CPU. Thikesafor embedded applications, the read
access time more critical than other memory pararsetA modular integration scheme with
low impact on the original CMOS and HBT devices Wobe favourable, e.g. for reusability
of libraries.

This dissertation describes the development antacteisation of a process technology for
an embedded floating-gate flash memory within aeStGtechnology platform. The baseline
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process is a fully featured SOC SiGe:C RF-BiCMOScpss developed at the IHP
microelectronics research institute [9]. It corsist an industry standard 0.25um CMOS part
and different integrated high performance SiGe:CTBiBIt is optimized for cost effective
processing, e.g. different HBTs are integrated witly one mask level on top of the CMOS
part. The flash memory integration is done with th@n targets of achieving a process with
low added cost and allowing memories with low powensumption, while cell size and
performance need to fulfil the boundary conditiémealizing up to Mbit memories.

The low cost issue is addressed by a process atiegrscheme with a low number of
additional mask steps. This is achieved by theaghof the flash cell concept and by sharing
masks and process steps for different purposes.

The target of low power consumption is addressedhiegymemory concept. Cells with a
Fowler-Nordheim (FN) programming scheme were chosaning intrinsically low power
consumption during write and erase operations.

An additional task is the realization of devicepalale of handling the required voltages for
cell programming. These are well above the stan@M®DS supply voltages, especially for
FN-writing. A concept for integrating high voltagdOS transistors is presented, again
targeting low added processing cost.

One more goal is to reduce the impact on the algtMOS and HBT devices as much as
possible, which results in a modular process, talidle to offer an optional embedded flash
memory only on demand.

The primary result of this dissertation projecttie successful realization of a process
technology for integrating an FN-programmed, flogtgate embedded flash memory into the
0.25um SiGe:C BiCMOS process of the IHP. The irgggn of flash cells and high voltage
devices is done with 4 mask levels on top of theelae BiCMOS flow, which is among the
lowest numbers for embedded FN-programmed cellsortegp so far. The process
implementation has been investigated geometrichllymeans of SEM and TEM. The
different newly developed devices have been chariged electrically. The results indicate
that the process is capable of fabricating deviegth the required performance. To
demonstrate the feasibility of the process foritating medium density memories, a 1-Mbit
circuit has been demonstrated in cooperation vaghTtechnical University of Kiev.

The dissertation was done as a research projélee dHP microelectronics research institute,
using the process technology and characterisafoilities of the IHP. | acted as project
leader and was working on myself on all of the pescintegration issues. The IHP process
research department, where the single process wstesdeveloped, supported my work, as
well as the characterisation department, wherentbasurements were performed, the clean-
room staff, who prepared the wafers, and the CApadenent of the Technical University of
Kiev, who worked on designing the 1Mbit memory chgsed on the developed technology.
Results of this work have been published at the @4 [10]. The complete SOC BICMOS
technology, including embedded Flash, has beerepted at the BCTM 2005 [11].

The thesis is structured as follows:

Chapter 1. Introduction.

Chapter 2 briefly introduces the field of non-volatile menes, then gives an overview of
existing embedded non-volatile technologies andlliindescribes the fundamentals of the
chosen memory concept, from single cell functidgab memory-array operation.

Chapter 3 explains the process integration scheme. Stantiith a presentation of the

baseline BICMOS process, the newly developed amiti process modules for integrating
the flash cells and the peripheral high-voltagei@kssare described and discussed in detail.
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Chapter 4 presents the results of implementing the propdselnological process flow in
the 0.25um pilot-line of the IHP. A geometrical & of the different devices is presented,
followed by a discussion of important process stapsvell as the impact of these steps on the
original BICMOS devices.

Chapter 5 presents the results of electrical characterinadiothe individual devices. DC and
transient characteristics of the flash cells amnshand discussed, also with respect to their
dependence on important technological parametefse Tesults of basic reliability
investigations done at single memory cells are shov DC characterisation of the high
voltage MOS transistors is done. Finally the impatte flash memory integration on the DC
characteristics of the CMOS transistors and the HBliscussed.

Chapter 6 shortly introduces the 1Mb demonstrator circuitl amows the most important
results of functional testing.

Chapter 7 closes this work giving a summary and conclusions.
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The chosen embedded NVM concept

This chapter gives a brief introduction into theldi of non-volatile memories, describes
examples of technologies for embedded flash mesopiefore explaining more in detail the
chosen memory concept. The aim is to range theechogemory concept within the field of
existing embedded non-volatiie memories. The ppilesi of different approaches are
introduced and discussed. A more detailed desonii the different memory concepts can
be found in textbooks [5][12][13], review paper&]L5][16][17][18][19][20][21], and the
respective specific publications given below.

For easier understanding of layouts and schematisscsection views please refer to the
respective legends.

2.1. Non - volatile memories

Non-volatile memories are memories that keep tinéarmation without regularly refreshing
their contents (unlike DRAM) and without a powepply connected (unlike SRAM). Two
important performance parameters are the reterfttone) and the endurance. The retention
states how long the information can be stored. Tdifisrs to the fact that the information is
lost after some time, which is in floating gate noeies due to electrons leaking off the
floating gate. Typically a retention time of 10 y®& specified. The endurance of a memory
cell says how often the contents of a memory il lose changed. This refers to the fact that
each programming process of a cell leads to someadation of its characteristics and can be
done only a limited number of times. For floatingtgymemories the limitation is given by the
degradation of the tunnel-oxide caused by electpassing through it. Typical values aré 10
— 1@ maximum allowed write / erase cycles.

2.1.1. Floating gate memories

These are today’s mainstream non-volatile memorgsschematic cross-section and
characteristics are shown in Figure 2. The inforomats remembered by the charging state of
an isolated piece of silicon, the floating gate JF@®hich is placed between a control gate
(CG) and a channel in the silicon substrate or wetla. This structure forms a MOS-like
transistor (usually n-Type) whose threshold voltslges determined by the amount of charge
on the floating gate. The\¥shift is detected by measuring the change in taaeturrent at a
control-gate voltage & The voltage applied to the control gate is capasty coupled to
the floating gate via the interpoly-dielectric. $fdoupling is determined by the control-gate
coupling ratio kg being the ratio of the CG/FG capacitance andR@G€rest of the world”
capacitance. A high coupling ratio is usually faradle, as high FG-potentials are needed to
get the required electric field for cell programgin

The floating gate’s history goes back to UV-erasdftPROMs [22], then the invention of the
electrically erasable EEPROM [23], and subsequethily flash-EEPROM [24], which
allowed larger memories due to a reduced cell siad,introduced this technology to a broad
market in the late ‘80s, after its reliability wdsmonstrated [25].
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Figure 2: Schematic cross-section and characteristics afadifly gate memory transistor

The first differentiation that can be made is batwéfull feature-) EEPROM and Flash (-
EEPROM) memories. In EEPROMSs every single bytelmmritten and erased separately. In
Flash memories only the writing is on byte levehile the erase operation is performed for
all cells of a defined memory sector simultaneoustyr selecting a single cell in EEPROMs,
a select transistor is required in series withabtieial memory transistor in every cell, leading
to the two-transistor cell structure. Due to thaiger cell size, EEPROMSs are mainly used for
smaller memory sizes and functions like parameimiage. The smaller cell size of the 1-
transistor Flash memory cell, which in principleedaot need a select transistor, leads to the
feasibility of this technology for code and massage applications [14].

Programming of the cells, which means transferalegtrons on or off the floating gate, is in
most cases done by one of two different mechanisaitber Fowler-Nordheim (FN)
tunnelling or hot-electron injection. At sufficiegythigh electric fields electrons overcome the
oxide barrier by FN tunnelling. This mechanism da used in both directions, getting
electrons on and off the floating gate. FN tunneglican be realized between the floating gate
and the silicon substrate, either in a separateelling area or in the channel area, from the
floating gate to the source or drain, or betweem paly-silicon layers. In the latter case it can
be locally enhanced by a specially designed gegmedot-electron injection uses the
possibility for electrons to gather enough energthe lateral electric field at the drain side of
the transistor to get over the oxide barrier, & trertical electric field is also favourable for
them to do so. Only a fraction of the total drainrent is injected to the floating gate this
way. The injection efficiency has been raised byinozed drain engineering, means like
substrate enhanced injection (CHISEL [26]), andnoized cell architectures, e.g. split-gate
cells for the so-called source side injection @kse below, section “HIMOS”), which divides
the formation of the lateral and vertical electii®lds to two separate gates, thus allowing
optimization of the conditions for both separatéhpt-electron injection can only be used to
get electrons onto the floating gate. Dischargsgni any case done by FN-tunnelling. FN
programming requires higher voltages, while hot#tsn programming consumes more
current. A comprehensive comparison, also with eesfgo the reliability issues of the
different mechanisms, is for example given in [20].

Another difference between types of flash memasethe memory array’s architecture. The
most important are NOR and NAND arrays. The NORwamllows fast random access to
each byte during writing and reading. The wordlammnects all control gates of one row,
while in the crossing bitline each drain is corngadby %2 contact (two cells share one contact).
The sources are all connected together via (s#icctive areas. This is the widely used, so-
called common ground NOR array (Figure 5, in thecdption of the ETOX memory below).
In the NAND array a number of cells belonging te dnitline are connected in series [5]. This
leads to very compact cells (no separate bit-lire@ndcontacts are necessary), at the expense
of a slow random access time, as the reading dulras to be passed through all cells
connected in series. Mass data storage, stand-&lasé memories up to 8 Gb have been

6
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realized in NAND architecture [27]. NOR type menedriare used for code storage
applications with medium density requirements. Duehe specific requirements (medium
density and high speed), NOR is the main architector embedded memories. Other
concepts like AND [28], AG-AND [29] or DINOR [30]lay in general only minor roles.

A big issue in floating gate memory devices is thkability in terms of endurance and
retention. This is also one main limiting factor frogress in cell scaling, operation speed
and operation voltage scaling. For array functitpalways the behaviour of the worst cell is
important, making statistical measures necessagnwhvestigating reliability. Much work
has been undertaken to understand the physicaglmakd and optimize the memory cell
structure, the operating conditions and the protasmology in this respect. Major roles play
the tunnel-oxide and the interpoly-dielectric. Tiuanel-oxide has to be produced without
defects. Then, its characteristics change with inoat cell writing and erasing. Stress-
induced leakage current (SILC) occurs with the gainen of electron traps within the oxide,
thus affecting the retention. The transient programg characteristics change due to oxide
charge build-up within the oxide. The reading caotrdecreases due to degradation of the
Silicon/Oxide interface. Other, more recently imigated effects are statistical fluctuations in
the tunnel-oxide conduction behaviour, which hawpeeially an impact on cell-array
functionality. All these effects limit the minimumdlowed tunnel-oxide thickness, which in
return has an impact on the other cell propertddd. [Typical tunnel-oxide thickness is 8-
10nm. The interpoly-dielectric is in most casesCMO layer-stack. One reason for this is a
reduction of enhanced electric fields at cornertheffloating gate. In such corner situations,
which occur as the control-gate is formed over #eady patterned floating-gate, an
intentionally introduced charge-build-up at the de{nitride interface shields the geometry
related field enhancement. This leads to a redym®g-poly leakage and thus enhanced
reliability. The higher dielectric constant of tk¥NO leads additionally to a reduced EOT,
which has a positive influence on the couplingaafiypically the EOT is around 20nm;
minimum values of 11nm have been reported. Capgpehas presented comprehensive
summaries on flash memory reliability at the IEDM1i994 and 2004 [32][33]. Other general
summaries are given in [34][35][36]. SILC and retht effects are investigated in
[37][38][39][40]. Investigation of interpoly-dielé&dc related issues can be found in
[41][42][43][44].

2.1.2. Nitride trap memory

This kind of memory distinguishes itself from tHeating gate memory by storing electrons
not in a single piece of silicon, but in discretps in a silicon-nitride layer or at the interface
between silicon nitride and silicon oxide. It hhg same transistor-like structure, where the
charge-trapping layer or layer stack, placed betvike control-gate and the channel, replaces
the floating-gate. The concept is actually evereolthan that of the floating-gate cell, but it
suffered for a long time from reliability problemed worse performance compared to
floating gate cells. During the last years, as ftbating-gate cell reaches its scaling limits,
more research was done again in this area to avertbe obstacles. Advantages are, besides
scalability, the relatively simple process integmat(e.g. no second poly level is required) and
the possibility to store 2 bits per cell by localizcharge injection at source and drain.
Advanced scaled layer stacks (SONOS - Silicon /d®xi Nitride / Oxide / Silicon, and
recently the introduction of high-k materials) enbta the performance of this
technology[45][46]. Nanocrystal memories, where tharge is stored in small silicon dots
embedded in an oxide layer, are a similar concefit [

2.1.3. Advanced memory concepts

Driven by the known limitations of the floating-gammemory cell and by the idea of
developing a “unified memory”, being a memory tlambines the advantages of the
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different existing kinds of memories (short accesses, small cell size, non-volatile,
high/unlimited endurance, low power consumption, @8compatibility), research activities
are in various directions today to explore new menmoncepts. The main directions are
FeRAM, MRAM and PCM. Some of these concepts hagelred a level of first products or
demonstrators [48]. For CMOS integration many ogeestions exist, mainly because of the
new materials involved. For embedded memory apjpdicahose concepts will be especially
interesting, which are integrated in the backentinaf part (metallization) of the fabrication
process. This reduces the interference with thedaton of the other active devices.

2.2. Embedding flash memories

Embedding of Flash memories into standard logik tolace almost from the beginning, as
required materials and process steps were comgatinst embedded memory processes,
derived from the stand-alone EEPROM processes, wemglex and thus costly. For the
integration of memory cells and the required higitage devices 7-9 extra mask levels were
needed on top of the baseline CMOS process [2X]applications with low-density CMOS
parts also modified Flash-memory processes withegltddd CMOS capabilities have been
developed [21]. With the upcoming demand for smallmedium density NVM within
complex CMOS devices, specific processes for emdmbdidash memories have finally been
developed with the goal to reduce the added praoasplexity and cost, while achieving the
required performance. The number of additionalfyureed mask levels could be reduced to 2-
5 extra mask levels, depending on the propertiethefbaseline flow [49]. The single-poly
cell approach for low-density embedded memorieks/anith even less.

Some selected examples of important embedded Fiastory technologies will be described
in following. The aim is to give an overview of thapic and what is going on in the world.
More detailed information can be found in the resipe references.

2.2.1. FLOTOX

The FLOTOX cell is the original EEPROM cell with2atransistor structure [5][23]. It has
been thoroughly investigated and modelled, e.g][33p and is also used as embedded
memory. It is both, written and erased by FN-tulingl A separate tunnelling-area (tunnel-
window) outside the actual transistor part of thk, ¢docated within the drain diffusion region,
is formed for this purpose. The drawbacks of tluisaept are the relatively big cell area due
to the select-transistor and the separate diffusi@a, as well as the high number of mask
steps and complex process technology for realiamgmbedded EEPROM including high-
voltage devices. The implementation in a modern Gu\€chnology, where the CMOS gate
oxide is thinner than the minimum allowed tunneidexthickness, also needed a re-thinking

Conrol Gate Floating Gat
Sourct

... Tunnel-

W, "G

Sourct Drain v
P-substrat

Figure 3: Schematic cross-section and layout of the FLOTOXhory cell (without select
transistor)
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Figure 4: Schematic cross-section of the ETOX memory cell@efration conditions

of the concept. An example of a scaled processitdoby for a 0.35um embedded EEPROM
has been presented in [52]

2.2.2. ETOX™

This approach, presented for the first time by llme1988 [53], is called the “industry
standard” flash memory cell [5][19]. It realizedN®R, common ground, stacked gate, one
transistor flash memory. It is programmed by he#bn injection at the drain and erased by
FN tunnelling to the source. A schematic crossieeds shown in Figure 4, together with the
operating conditions. Typical tunnel-oxide thickmas 8-10nm. An ONO stack forms the
interpoly dielectric. Due to the different operatimodes for write and erase, the source and
drain junctions need to be optimized separately Jturce is formed with a smooth profile,
having a large overlap with the floating gate. Tisigo allow applying high erase-voltages,
avoiding junction breakdown and high BTBT currenthjch are the main reliability problem
in this technology. The drain junction is steep aimized for hot electron injection
efficiency. The channel implant has to be optimizedget a compromise between the
diverging requirements of the source and draintjans. The structure is critical for short-
channel effects (due to the smooth and deep sojuncetion), leading to scalability
limitations. In modern technologies the erasingesod has been changed to a channel erase
scheme [54], where source, drain and substrate theeveame potential and the current is
distributed over the whole tunnel oxide area. Highiage transistors are formed separately by
introducing an additional HV-gate-oxide and dedidatvell implants. The arrangement of
one-transistor cells in the common ground NOR aleayls to a relatively compact cell layout
as shown in Figure 5. Control gate and floatinge gaie formed self-aligned to each other. The
technology has reached the 90nm technology-no@®04 [55], and is thus one of the most
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T T o > » 2 4 o
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Figure 5: ETOX cell layout and cell arrangement in the comrgoound array
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Figure 6: The HIMOS cell: layout, schematic cross section eperating conditions [49]

advanced NVM technologies. To use it in combinatioth CMOS for wireless applications,
in most cases the CMOS is embedded in the flasteps[54][56], but also the other way, an
ETOX-like embedded flash in CMOS, has been pregeé]. Issues for embedding are the
complex technology (number of mask steps) and tineect consumption at the drain during
programming, with drain voltages above the usualpbuvoltage in modern technologies
(which is a problem for low-voltage and low-pow@pécations).

2.2.3. HIMOS™

This is a real dedicated embedded flash technolibdyas been invented at the IMEC in the
early 90’s, and was further developed and optimizetl today [58][59][49][60]. The goal
was to reduce the process complexity and the dpgradltages, thus reducing both, the entry
cost of the technology and the chip costs by rediuwmenplexity of the periphery. This has
been achieved by a new cell concept, which is &-gale cell combined with an additional
program gate. This structure significantly enhantles efficiency of the hot-electron
injection, as it allows controlling the lateral amdrtical electric field separately, and thus
achieving the optimum injection conditions. The idraoltage could be reduced to a
minimum value of 3.3V. The drain current during tmg is low, because of the low voltage
at the control gate (1V), leading to low power agngtion. The source-side injection relieves
the requirements to the drain junction as the tigecpoint is now shifted to the source-side
of the floating gate. The split-gate structure cweenes the overerase problems of 1-transistor
cells (see below in this chapter, section 2.3.2rds operation”), and gives the possibility to
have an erasedMvell below 0V, which results in high reading cum® and fast read access
times. Also, a low excess charge in the writtertesteas a positive impact on reliability.
Erasing can be done by FN tunnelling to the draitbyoFN poly-poly erase. As the drain-
erase leads to enhanced short-channel effectslasitoi the ETOX source-erase, scaled
technologies use the poly-poly erase option. Thieszze is bigger than for ETOX, because of

A 4
A 4

Active Area: 1% poly LDD

Wells (HVn-well) Wells (2) Spacer, salicic
Interpoly ONC

HV oxide Junctions,

Tunnel oxid 2" poly Interconnect

Figure 7: Process flow for HIMOS integration in CMOS (afté0]). Bold/italic are
additional masks needed
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Figure 8: The Superflash cell: schematic cross section aedatipg conditions [64]

the additional program gate. The control gate dovakihg gate are not self-aligned. The cell-
layout, together with a schematic cross section artdble with operating conditions are
shown in Figure 6. The arrangement in a “quasuglrground” array is described in [61],
together with 1Mb circuit results. The CMOS intd@ra only needs 2-5 masks, depending on
the baseline process. An example is given in [60f process flow is shown in Figure 7.
Here, 3 additional masks are needed, one for thenkix¢ll, one for the tunnel oxide/high-
voltage-oxide dual oxide process, and one for patig the floating gate. The required
medium voltage transistors for the 3.3V operatimaready available in the process and are
not counted. The first poly layer is here used tfug floating gate and the high voltage
transistors. The second poly forms the control ,gdte program gate, the medium voltage
transistors and the CMOS transistors. The process lieen presented for the 90nm
technology node [60], and concepts for 45nm hareadly been discussed.

2.2.4. Superflash

This is also a pure embedded flash concept. It deaeloped by SST [62], and is used by
different companies (including TSMC) as CMOS emlsetldlash option. It is a NOR,
common ground, split-gate, double poly silicon tedbgy. It is written by source-side hot
electron injection and erased by poly-poly FN tulmg [63][64]. For erasing, an electric
field enhancement is achieved geometrically by fogxa tunnel-injector tip. This is achieved
by using effects of corner shaping at oxidatiopaiterned poly silicon. A high drain/floating
gate coupling is achieved by a dedicated implamhiiog a big drain overlap. This is needed
for controlling the floating gate potential durimgasing. Not much is published about the
CMOS integration, or the high-voltage concept. Tdomcept provides the advantages of
source-side injection and the split-gate structiescribed above.

2.2.5. Single poly cells

In this technology a separate active area formgadmérol-gate. The integration is very simple
(e.g. no second poly silicon level is required)that cost of a bigger cell size, which makes it
the technology of choice if only small memory dénss needed. Fig. 9 shows the schematic
cross section of one possible realization presebyetBM in 1994 [65], other solutions are
presented in [66][67]. In the IBM cell, one parttbe floating gate overlaps an n-well area,
which acts like the control gate of a stacked gate It can only be positively biased, because
of the pn-junction to the substrate. Single polyscean be programmed either by hot electron
injection or by FN tunnelling. The process integnatof the flash cell itself only needs one
additional process module, the formation of an @miakl oxide layer, forming the tunnel
oxide. This usually requires one lithographic méeskel. Additional processing is usually
necessary to make the required on-chip high-volkegelling possible.
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Figure 9: Example of a single poly cell. Schematic crossise@nd typical operation
conditions

2.3. The chosen memory concept

The embedded flash memory concept that has beesechior integration into the RF-
BICMOS process is a uniform channel FN programnaiédnnel FN erased, stacked gate,
double poly silicon, triple well, dual voltage, NGRsh memory.

The idea to use FN tunnelling for both, writing agr@sing, in an embedded flash memory,
especially for portable applications in the moldl@mmunication field, has already been
proposed in 1993 [68]. It describes a split gatesteucture, written by FN tunnelling to the
drain and erased by FN tunnelling from the chafstetes are switched here compared to e.g.
hot-electron-written ETOX). In 1997 a similar coptdias been proposed for a 1-transistor
stacked gate cell [69], also applying drain-side taNnelling for writing and channel FN
erasing. Uniform channel FN writing and erasingjstiachieving a completely symmetrical
cell, has been published in 1999 [70], proposing+teansistor cell, arranged in a common
ground NOR array, embedded in an 0.25um CMOS psodes2000 two publications, [71]
and [72], at the same time proposed a uniform oblaRN writing and erasing, 0.25um, 1-
transistor embedded flash technology using a tiy## that allows splitting the high voltage
between control-gate and well. In [72] the STI $&d to separate the wells of each bitline, to
allow bit-by-bit control of writing and erasing. 12002 an uniform channel FN written,
channel FN erased, stacked gate, double poly sjligeransistor, triple well, dual voltage,
common ground NOR technology as low-voltage, low@oembedded flash technology,
implemented in a 0.18um CMOS process has been gedd@3]. The publication describes it
as the embedded flash technology of choice duetstorabustness, reliability and cost
effectiveness. It should be noted that the setaaststor in the 2-transistor cell does not allow
a full feature EEPROM usage of the cell (= bit-wegasing) in the case of uniform channel
programming. It is merely used during reading, whérleads to immunity against the
overerase problem and to more freedom in the choidhe \4-window used for memory
operation.

The advantages of using uniform channel FN tunmglfor both, writing and erasing are the
following:

- Uniform channel FN-tunnelling has the highest pamgming efficiency. Virtually all
of the current flowing in the selected cell is th& charging current. Only junction
leakage and, in array operation, the leakage of uhselected cells reduce the
efficiency. This results in a low power consumptering programming.

- FN tunnelling requires high voltages, but these easily be generated on-chip by
charge-pumps, also from low supply voltages, dughto low power consumption
required for programming. This also results in akm@rea consumption of the charge-
pump, compared to other flash memory solutions. Thw voltage operation
capability is an advantage compared to conceptagusiot electron injection,
especially for battery-driven systems.
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Figure 10: Schematic cross sections of the 1-transistor el 2-transistor cell and the split-
gate cells

- The low power consumption makes highly paralleltvwg of cells possible, which in
principle allows reducing the average writing tifee a fraction of the actual cell
writing time.

- For uniform channel FN programming no separatentipétion of the source or drain
junction is necessary. This results in a reducedgss complexity and thus easier and
cheaper process integration. It also favours a maodategration scheme, which has
an advantage because of reusability of librarlass saving technology entry costs.

- No enhanced short-channel effects, as observealites or drain erasing schemes, are
present.

- Channel erasing has good reliability propertiexras of the main issues, the BTBT at
biased junctions, is not present

- The implementation of a triple well technology estes the high voltage requirements
on the devices involved, as the total programmialjage can be split between the
control gate and the well/channel.

The low power consumption, low supply voltage ofiera and the low cost process
technology match the requirements of portable, lratmmmunication applications.

The realization of a 1-transistor memory cell leada small cell size, while a 2-transistor cell
or split-gate cell have the advantages of

- overerase immunity

- the possibility of low voltage reading without wdide boosting, as required in other
technologies. This is because the erasedan be low, even below 0V in this case,
leading to high reading currents at low controkgatltages.

- areduced complexity, and thus reduced area gie¢hpheral circuitry [73].

The developed process technology allows the foonaif all three types of memory cells, 1-
transistor, 2-transistor and split-gate cells. $udwgc cross sections are shown in Figure 10.
A NOR configuration of stacked gate cells allowsling medium density memories
(several Mbit) with fast random access times, gsired by the targeted applications.

2.3.1. Cell operation

The applied voltages in write, erase and read nawdeshown in Figure 11. The principal
functionality is the same for all of the three agpes, thus only the 1-transistor case is shown.
All voltages are given with respect to the substr&brwriting , a high positive voltage dé.w

is applied to the control gate and a high negatiéage —\5pw v IS applied to the source,
drain and isolated p-well simultaneously. Altermaly either source or drain can be floating.
The buried n-layer is kept at OV in this case. Unslech bias conditions, a high positive
voltage is coupled to the floating gate, dependingts charging state even higher thag:y

for erased cells (%<0V). An inversion layer is formed under the oxialed electrons start
tunnelling from the channel to the floating gatehe whole tunnel oxide area. Femasing a
high negative voltage -4 is applied to the control gate, and a high positieltage pw e

is applied to the source, drain and isolated p-giellultaneously. The buried n-layer is on the
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Figure 11: Operating conditions for channel FN programmin@idgsl values: ¥cw= -Vcge
= -Vspwun = Vspw,c = 6V; Vcg, = 0V; Vps, = 1.5V

same potential as the isolated well in this caséigh negative voltage is coupled to the
floating gate, again possibly exceedingcs¥ now in the case of written cells. The channel
area is in accumulation, while the overlap areahefsource and drain with the floating gate
are inverted. This again leads to a uniform tummglcurrent through the tunnel oxide. A
more detailed analysis of the programming kineBagiven in chapter 5 and appendix A. For
reading, the control gate is biased with a voltage;Ybetween the written and the erased V
state, see also Figure 2. It must be as much ashp®sbove the erasedrYto get a high
reading current, but keep a safe distance to thiteewr\,, so that the current of a written
cell is still low and its state can be correctlyatmined. The drain voltage should be as high
as possible for high reading currents. The limgiigen by the read disturb effect, which is an
unintentional change of the floating-gate chargstate during reading (soft-writing). It is
typically specified that the cell’'s state should $efely kept for 10 years of continuous
reading.

2.3.2. Array operation

The arrangement of the cells in an array and tleadipn conditions for writing and erasing
are shown in Figure 12. Unlike usual common groN@R, for each bitline the sources and
drains have to be connected separately, leadi@gnetal lines per bitline. The reason for this
becomes clear after a closer look to the operatomglitions.

lJ_.. lJﬁ lJ_« lJ_.. Write conditions:
wiLs »—|:|T T—|:| »—lle »—lle WL, sel.: \
p q L y . CG,w
w2 — f f f D,sel: Veow
q q { S, sel.: \4
uF 1|b_ upﬁ up_' ’ DW.w
WL1 Tl 11 Tl Tl
1 ' 1 ) WL, non-sel.: gnd
1l dl d Iy
WLO 1] ] ] 1N D, non-sel.:  gnd
f ' ' S, non-sel.:  gnd
jpw DO SC D1 S1 D2 Sz D3 St ipw: Vspwa

Erase conditions:all WL: Veee
allD, all S, ipw.: Vspwe

Figure 12: NOR array configuration and operating conditionsAdl programmed memory
cells. Thick lines mark selected lines.
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Figure 13: Inhibit conditions for different cells in the array

Forwriting , the wordline of the selected bit (here WL2) istsea high potential and the drain
and source lines of the corresponding bitline (Heleand S1) are set, together with the
isolated p-well of the whole array, to a high negatpotential. This leads to the writing
conditions described above for the selected cellprBvent the other cells of WL2 from being
written, their source and drain lines are set to &W to prevent the other cells of bitline 1
from being written, their wordlines are set to OMiese inhibit conditions leave also the
unselected cells biased with some voltages. Thasesccan be distinguished as shown in
Figure 13, (1) cells in the selected wordline, im@n-selected bitline, (2) cells in a non-
selected wordline, but in the selected bitline, &)dcells in a non-selected wordline and a
non-selected bitline. These voltages lead to theafled write disturb effect, which is
discussed in chapter 5. The different potentialthefselected and non-selected source lines
do not allow the usual common-ground configurati©ne exception is the 2-transistor cell, if
the possibility is used to leave the source flgaiwhich is possible as there is an inverted
channel under the gate). If the select-transistabie to keep the voltage difference between a
selected and unselected bitline without too muelkdge, a common ground configuration is
theoretically possible (and used for example if)[70

For erasing, simply all wordlines are biased with a high pesitpotential and all bitlines and
the isolated p-well are on a high negative poténtia

Forreading, the selected wordline is biased witlad¥, the selected drain line withp¥, and
the selected source line is grounded. The unselescierce and drain lines are all grounded,
as well as the isolated p-well. For the unseleeterllines the conditions are different for the
different cell types. (1) For one transistor cdli® unselected wordlines must be set to a
voltage b , which must be well below thet¥ of the erased cell, to prevent a current in
non-selected cells of the selected bitline. Coneetiy, for the case of at\l< OV a negative
voltage must be provided within the memory circigit reading. At this point also the
overerase problem of one-transistor cell-array®imes clear. If only one cell of a bitline has
a Vre below Vg, its drain current is sensed when reading anyratek in the same bitline,
leading to wrong reading results. (2) For the gydite cell the Y of erased cells can't be
below the \f of the select-transistor-part of the cell, whishabove 0V, so the unselected
wordlines are switched off by the select-transigtart of the cell when applying 0V to the
control gate. (3) In a 2-transistor cell the cutrenunselected cells is switched off by the
select transistor, also in the case of a negatiye of the cell. The control-gates of the
unselected cells as well as the select-gates ate 6¥.

Overerased cells do not disturb reading in splie@a two transistor memories, making these
solutions more robust. In general, the 2-transisgdirgives most freedom in choosing the V
window of all three cell-types.
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Chapter 3

The Flash / BICMOS Process Integration Scheme

This chapter presents the developed process iti@gmeoncept. First, the baseline BICMOS
process is introduced followed by the descriptidnthee integration scheme for the flash
memory devices, including the different options fleemory cells themselves as well as the
high-voltage MOS transistors. After a presentatbthe overall process flow, the processing
of the individual devices is explained more in deta

For easier understanding of layouts and schematisscsection views please refer to the
respective legends given in the appendix of thesettation (p.111).

3.1 The baseline BiCMOS process

The baseline process is a 0.25um BiCMOS processjstong of an industry standard CMOS
part, combined with a low-cost, high performanc€&C HBT module and different passive
devices for RF circuit design [9]. Fig. 14 showschematic cross section. The main features
are: STl isolation; a triple well approach (n-wellwell and an isolated p-well formed by an
implanted buried n-layer); MOS transistors for thgiapplications (¥p = 2.5V), including
the possibility of an isolated NMOS for improvedjrsl isolation; a Co salicide process for
reduced poly silicon resistance; low-cost integta®#Ge:C HBTs with epi-free, implanted
collectors, allowing on the same chip 3 differe@® T4 (fr/ BVceo of 28GHz / 7.5V, 52GHz /
3.8V, 75GHz / 2.4V) by layout variation; poly siie resistors of different sheet resistances;
high-Q MOS varactors; a 4 level Al-interconnectteys, including a 2um thick top metal
layer for high-Q inductor fabrication; and a 1ffnt? MIM capacitor.
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Figure 14: Cross section view of different devices of the BiOBltechnology
16



Chapter 3 — The Flash / BICMOS Process Integreicimeme

Shallow Trench Isolation
Buried n-layer Implant ~<«——1 Isolated NMOS / HBT sub-collector

NMOS & PMOS Well Implants

5 nm CMOS Gate - Oxide
200 nm Gate - Poly - Silicon

|
1 - Mask HBT Module

Gate Structuring
S/D Junctions

Metal Interconnect Formation «— Salicide, 4 Level Al, MIM capacitors

Figure 15: Schematic BICMOS process flow without embeddedhflagmory

The principle process flow can be seen in Fig.ltdStarts with the formation of the shallow
trench isolation by trench-RIE, oxide filling andv® planarization. In a next step the
different wells are implanted in the respectiveaareA 5nm gate oxide is thermally grown,
and a 200nm poly silicon layer is deposited, whiarim the gate stack of the MOS transistors.
At this stage of the process the HBT is fabricatequiring only one lithographical step. The
HBT process is described below more in detail. Afkee HBT module the CMOS gates are
formed. First the poly silicon is structured by RWdter a poly silicon re-oxidation and the
formation of sidewall spacers, the source and djanttions are implanted. The silicon
surfaces are silicided in a Co-salicidation procégsally the interconnect system is produced
by subsequent deposition of the interlayer dielestr CMP planarization, contact hole
etching, contact filling, metal deposition and nheteucturing. On top of the last metal layer a
passivation layer stack is deposited and openeth dga RIE on the contact pads. The
complete process flow requires 19 lithographic matps. The CMOS part is a typical
process sequence for industrial fabrication in thhnology node, while the integration of
the HBT is an advanced process for low cost, higitigpmance BICMOS applications.

The description of the HBT module of [9] will beasty repeated in following. The basic
steps of the 1-mask HBT module are presented inldgFig. 16a shows the situation after
the CMOS poly silicon deposition. The poly silictayer fully covers the HBT area; STI
defines the base area of the HBT and separatesitthe collector contact area (not drawn in
Fig. 16), which is connected with the intrinsicleotor area under the base via the buried n-
layer. The HBT fabrication starts with the depasitof an SN, protection layer. The HBT
mask is used to remove thel$jand the gate poly silicon from the HBT regions b Rand

to carry out a chain of P-implants, which form aajust the collector doping. After removing
the gate oxide from the base area by wet etchivg SiGe:C base and a low-doped poly-Si
emitter layer are successively deposited by CVBhaped inside spacers are formed and a
SIC implantation is carried out (Fig. 16b). An itusn-doped poly-Si emitter layer is
deposited. All silicon material is then removednfrthe SiN4 layer by CMP, thus isolating
the emitter from the external base (Fig. 16c). Afemoving the SN, from the CMOS poly-

Si by wet etching, the CMOS device fabricationositnued as described above. The state at
the end of the HBT module is shown in Fig.16d. CM§a% etching and PMOS S/D implants
are used to complete the HBTs external base coateatlater in the process.
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Figure 16: 1-mask HBT module

The HBT fabrication leaves the regions outsideHiBa in the same state as they have been
before the module and adds only little topograpdy,the following CMOS steps can be
performed without modification. The position of tABT-module in the process flow (“HBT
before gate” — integration scheme) minimizes theaaot of the thermal steps during HBT
formation on the MOS devices. This integration sebes possible due to the C incorporation
in the base layer, which leads to a reduced B dfutstbn and thus prevents degradation of
HBT parameters by CMOS thermal steps, e.g. polyxidation and S/D RTA.

3.2 Flash Memory Integration

In following, the process steps for realizing thendsk-layer, modular integration of the flash
memory will be described. After presenting the gnédion scheme, the process flow for the
different possible flash cells and for the hightage MOS transistors is explained in detail.

3.2.1. Integration scheme

Fig. 17 shows the integration scheme for the flagimory module. The additional processing
can be separated into 4 blocks, corresponding dodtladditional lithographic mask levels
needed to include the flash memory fabrication theoeBiCMOS process.

The first block is carried out before the CMOS gatele growth, and is the formation of the
tunnel oxide by a standard dual oxide process. ptusess consists of a masked removal of
the thick oxide (tunnel oxide) outside of the are&she later tunnel oxide by wet etching,
before the thin oxide (CMOS gate oxide) is growleaBe note that, if the baseline process
already has a dual gate oxide option with a swetdhick oxide thickness, the integration of
the flash memory only requires 3 additional maskst as this block is not needed.

The second block is a masked chain of ion implamatfor doping the floating gate and the
flash p-well, which is used for both, the flashisednd the high-voltage transistors. This is
done before the HBT module is carried out, thusgishe HBTs thermal steps for annealing
the implantation damage.

The main structuring steps are carried out afterHBT module and before the CMOS gate
formation. In the third block a masked RIE of tivstfpoly silicon layer is done. This etching
separates the floating gates belonging to one wardtom each other. The same etching step
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Figure 17. Embedded flash memory integration scheme

is used to remove the first poly silicon layer frehe HYMOS areas. Before removing the
resist, the ion implantation of the n-well for tHY PMOS is carried out.

In the last block the interpoly dielectric layerdathe control gate poly silicon layer are
deposited and structured. Using the same maskDaniinplant for the HYNMOS is done.

The process continues with the CMOS processingsstefrich also do the self-aligned
floating gate etching and the formation of the sewsnd drain junctions of the memory cells
and the high-voltage transistors, thus saving exiaessing.

By the position of flash memory module in the oUgoeocess flow the impact on the CMOS
devices is minimized, as the integration is conguldbefore the CMOS gate formation. The
integration after the HBT module minimizes the ifdeence of HBT processing with flash
memory processing, which could be a problem becafigbe flash cells’ relatively high
topology. This integration scheme takes benefinfiaf the above mentioned stability of the
SiGe:C HBT to degradation to added thermal budgdédw cost process is achieved by using
the same mask layers and process steps for diffpreposes, and by using CMOS process
steps also for flash memory fabrication. Especitily fabrication of the HYMOS transistors
does not require any additional mask layer.

3.2.2. Fabrication of the floating gate memory transistor

Fig. 18 shows the schematic layout fragment ofteadsistor memory array. The following
Figures 19 - 22 show cross section views at diffes¢éages of the process. The cuts are along
line A in bitline direction, crossing the wordlinkne B in wordline direction in the area of the
control gate; and line C in wordline direction, lmuttside the CG area. In both directions (x
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Figure 18: Schematic layout fragment of a 1-transistor cetvar

and y) the chosen fragment of the array coverstanlte of about 2 memory cells. Not shown
are the metal interconnects, only the placemeth@ftontacts is drawn in Fig. 18. The metal

connection can, for example, be done in a waydhaetal-1 line and a metal-2 line are drawn
in parallel, one for connecting the sources, tieiotonnecting the drains of the memory cells
belonging to one bitline. The first two masks of fkash module are not drawn in Fig. 18, as
the first mask (DGT) completely covers the flashscevhile the second mask (FImp) is open

in the whole area of the flash cells.

Figure 19 shows the application of the first twosksaof the embedded flash process for cut

Foto-resist
<« ~—~

Wi %4 — Buried —Fﬁ’!ﬁﬁffﬁififﬁfﬁﬁﬁWM
a. cut £ n-layer a.cutk
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Ui I % i
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a. Flash-mask 1 (DGT): dual gate-oxide wet-etchigteopen outside tunnel oxide areas)
b. CMOS gate-oxide growth and gate poly-Si depasi(l™ poly silicon layer)

c. Flash-mask 2 (FImp): Floating gate and flashgtt implant (resist covers are
outside flash cel

Figure 19: Process flow for flash memory cell: flash-mask (D and flash-mask 2 (FImp);
cut lines A and B according to Fig. 18
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Figure 20: Process flow for flash memory cell: flash-mask &{€tch) and flash-mask 4
(CG-etch); cut lines A, B and C according to Fig. 1

lines A and B (C is the same as B at this staghg FTI has been formed and the well
implants have been carried out. On the active aapaxide has been grown that will become
the tunnel oxide later on. The first resist masks{D) covers the active areas at the places
where the tunnel oxide is formed, while all oxidgerémoved from the silicon surfaces of the
other active regions in an HF-wet etching stepeAfesist removal and a cleaning step the
CMOS gate oxide is grown. The tunnel oxide loosb# af thickness during the cleaning and
reaches its final thickness during the thermal gateation. The first (CMOS) poly silicon
layer is subsequently deposited.

The second resist mask of the flash module (Flropgis all areas outside the flash cell array
and protects them from the following ion implantas. A first ion implantation is done for
highly n-doping the first poly silicon layer in tha&reas of the floating gate. As in this
technology the floating gate is the same polyailitevel as the MOS transistor gates, this has
to be a masked process, unlike in many other endakbfldsh technologies, where the MOS
transistors are made of the second poly silicorrlajhe same resist mask is used to do the
well and \t+ doping for the flash cells (flash p-well). The dapis done by a chain of B
implantations of different doses and energies,ltiaguin a retrograde profile that provides a
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Figure 21: Process flow for flash memory cell: CMOS stepsegdthing; cut lines A, B and
C according to Fig. 18

compromise between the requirements of a lowadd punch-through immunity. The B
implants are carried out through the first polycsih layer, with energies ranging from 90keV
to 360keV. This process block ends with the remmfahe resist mask, leaving the wafer
ready for the HBT module.

After completing the HBT module, which has no impan the areas of the flash memory,
besides thermal implant annealing, the flash faliva is continued with applying the third
flash mask (FG-etch). This mask is used to etchomaslits in the first poly silicon layer to
separate the floating gates that will later be ceddy the same control gate (Fig. 20d, cutB).
The etching can not be done using the CMOS gatangtanask, which is also used for
structuring the T poly silicon layer, as the deposition of the iptdy dielectric and the
second poly silicon is still to come. Some condlistould appear later in the process (parasitic
spacers etc.) if the MOS gates were already strettthen. The distance of the slits defines
the width of the floating gate (the length is definlater by self-aligned etching with the
control gate). As indicated by the arrows in Figl2€ut B, an implantation is carried out after
the etching. This is needed for the formation ef HVMOS transistors, and has no impact on
the flash cells, as here it only goes into the exitithe STI.

As a next step the interpoly dielectric is formasding a thin thermal oxidation step, followed
by a thermal, low pressure CVD oxide deposition artiermal oxide-densification step. On
top of the dielectric the second poly silicon layer deposited. By using a conformal
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Figure 22: Process flow for flash memory cell: CMOS steps, fpitirtions; cut lines A, B
and C according to Fig. 18

deposition, the narrow slits between the floatiateg are filled with poly silicon during this
step, leaving a more or less planar surface. Kinallsilicon nitride layer is deposited. This
layer is needed later in the process as hardmaskefbaligned floating gate etching during
the CMOS gate RIE (Fig. 20e).

The fourth flash mask (CG-etch) is used to striecthe second poly silicon layer. The RIE
process consists of different steps for etchingsthieon nitride hardmask and the poly silicon
layer. By a long overetch, the poly silicon is remd out of the slits outside the control gate
areas (Fig. 20f, cut C). Moreover the CMOS and HB®&as are cleared from th& poly
silicon during this step. The interpoly oxide ischetd partly by RIE and partly by a
subsequent HF cleaning step, in order to remoaisd from the sidewalls in the FG slits. At
this point also a shallow P ion implantation isregt out, as indicated by the arrows in
Fig.20f, cut A. This is required for the HYMOS fatation to form LDD extensions. The last
block of the flash module ends with removing theises mask. The regions outside the flash
memory are now in the same state again as aftegateepoly silicon deposition, which was
before the second block of the flash memory intégna(not counting the influence of the
thermal steps and the HYMOS LDD implant; for a dethdiscussion of the impact of the
flash integration on the CMOS process see chap®y). A he flash memory transistor is not
finished yet. This happens during the followinggassing steps of the CMOS core.

The CMOS gate processing starts with the deposiiban antireflective coating (ARC)
(Fig.21g). The ARC is a silicon rich silicon nitedayer with adjusted optical properties. In
the following gate RIE step, the flash cell is novered by any resist. The formerly deposited
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Figure 23: Schematic layout fragment of a 2-transistor cetvar

silicon nitride hardmask protects the control géteing this step, and leads to a self-aligned
etching of the floating gate. The gate length af floating gate is larger than that of the
control gate, due to spacers formed by the CMOS Af3€r (Fig.21h, cut A). These spacers
also appear in the floating gate separation siitside the control gate (Fig.21h, cut C). They
will be removed later in the process (Fig.22i).

At this point a poly silicon re-oxidation is cadi®ut in the CMOS flow, also affecting the
memory transistor. All nitride layers, includingetthRC on the CMOS gates, the parasitic
nitride spacers and the hardmask on the floatirig gee then removed by a wet etching step
in phosphoric acid (Fig.22i).

The source and drain junctions are implanted dfterformation of sidewall spacers (Fig.
22j). The spacers are produced by conformal oxitt ratride deposition, followed by an
anisotropic RIE. The source and drain ion implaatats a combined As and P implant for
the NMOS transistors and a B implant for the PM@&hgistors. After an RTA step for
dopand activation a salicide process forms a |l®sistance CoSi layer on the silicon surfaces.
Finally the formation of the metal interconnectisys is carried out, forming the contacts,
metal layers, MIM capacitors and the passivation.

3.2.3. The 2-transistor cell

The schematic layout of the 2-transistor cell isveh in Fig. 23. The difference compared to
the 1-transistor layout is the placement of thedefate (=CMOS gate mask) parallel to the
control gate (=CG-etch mask), between the contaté @nd the source contact, resulting in a
bigger cell size.

The fabrication of the 2-transistor cell is done¢hathe same technological process flow as the
1-transistor cell; only the cell layout is chang&éty. 24 shows the fabrication of the select
transistor after the flash memory module has beempteted. The control gate of the memory
transistor has been structured at this stage ofptieeess. The ARC for CMOS gate
lithography has been deposited (Fig. 24a). In Wy the gate lithography is done and the
select transistor's gate is etched together with @#OS gates and the floating gate (Fig.
24b). The next steps are poly silicon re-oxidatitrjde removal (Fig. 24c), spacer formation
and source / drain junction ion implantation (F24d).

The select transistor consists, like the CMOS tsaois, of the first poly silicon layer only. It
has the tunnel oxide as gate oxide and the samelmnd 4 implants as the flash cell. The
latter makes the optimization of these ion implaataprocesses different compared to the 1-
transistor or split-gate cells. This will be dissed more in detail in chapter 5.1.
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Figure 24: Process flow for 2-transistor cell: building théese transistor; cross section along
line A (Fig. 23)

3.2.4. The split-gate cell

The schematic layout for fabricating a split gatdl structure with this process flow is

presented in Fig. 25. By producing an overlap & HG-etch and CG-etch masks in the
memory transistor’'s channel area, the split gatecire can be achieved. The CMOS gate
mask is needed in this case to protect the souea fnom the CMOS gate RIE. Cross

A FG-etch / CG-etch overlap over active

& & CMOS gate mask (protects the
HI RS P source active area)

e B ; — —
: H H
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Figure 25: Schematic layout fragment of a split gate cellyarra
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Figure 26: Split-gate cell process flow; cross sections aloungine A (Fig. 25)

sections of a cut along line A of Fig. 25, perpentir to the wordline direction, are shown at
different stages of the process in Fig. 26.

The tunnel oxide formation, floating gate ion impkion and flash-p-well ion implantation
are done in the same way as for the 1-transistbride floating gate etching mask'{3nask

of the flash module, FG-etch) is opened here aisthé active transistor area. The floating
gate and the tunnel oxide are removed in this p(&tg 26a). With the same mask a P-
implant is carried out as indicated by the arrowkjch is needed for fabrication of the
HVMOS transistors. This implant also adjusts theoV the select transistor part of the split-
gate cell, as it reduces the net doping (the P emsgies the B partly). Fig. 26b shows the
state after deposition of the interpoly dielectaiger, the 2 poly silicon layer and the silicon
nitride hardmask layer. Thé"4nask of the flash module (CG-etch) is now appligdced
over the former edge of the FG-etch mask (Fig. .Z6kg overlap of the CG-etch mask over
the remaining floating gate produces the memorgsisior part of the cell, while in the
already etched area the select-transistor paorisdd. The process continues with the CMOS
process steps. The CMOS ARC layer is deposited gdd) before the gate lithography and
etching are performed. Here, the CMOS gate maskidvde placed over the cell’'s source
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Figure 27: Schematic layout of the HYMOS transistors

area, where the®Ipoly silicon layer has already been removed byRBeetch, to protect the
active layer from being unintentionally etched dgrithe CMOS gate RIE (Fig. 26e). The
next steps are silicon nitride removal by wet etghiFig. 26f), the spacer formation, and the
ion implantation to produce the source and dramctjons (Fig. 269).

It should be noted that the CG-etch mask in thiscept defines the total gate-length of
floating gate + select gate. The adjustment ofGeetch mask and the FG-etch mask with
respect to each other defines the actual lengtkh@proportion) of both, which makes this a
critical process parameter here, and special caist be taken to minimize the misalignment
during the respective lithography steps. It shaléb be noted that the select transistor part is
similarly constructed as the HYNMOS transistor diésxd below, with the interpoly oxide
layer as gate dielectric and a partly compensaasth p-well.

3.2.5. High voltage MOS transistor integration

The Integration of the high voltage transistorgigeneral critical with respect to the cost of
the embedded memory process. By the way it is dwmre it does not need an additional
lithographic step, which is achieved by reusingcpes steps of the memory transistor
fabrication and of the CMOS fabrication. At diffatesteps the process is adjusted with
respect to the HYMOS fabrication. Firstly, the adjnent of the doping profile in the flash-p-
well is also done with respect to the HVYMOS. Sed¢pndn additional P-implantation for
adjusting the wells of the HVMOS transistors, whishnot required for the memory cell
itself, is done after FG-etching. Thirdly, the imgely oxide fabrication is optimized with
respect to the HVMOS transistor. The fourth poist @another additional shallow P -
implantation carried out after the control gatenatg for forming LDD extensions.

Fig. 27 shows the layout of the HYMOS transistdiise only difference between HYNMOS
and HVPMOS is that the FImp masK'{Bash mask) blocks the flash p-well implantatidn a
the HYPMOS, and the S/D implants are done withréspective masks of the CMOS process
(not drawn in Fig. 27). The gate is drawn with @©@&-etch mask in each case. The FG-etch
mask is used to clear the HYMOS area from the fiady silicon layer. The CMOS gate mask
protects the active areas during the CMOS gate Riich is necessary as the first poly
silicon is already removed there at this step.

Fig. 28 shows cross section views along the cuasslimdicated in Fig. 27 for the HYNMOS
and the HVPMOS at different stages of the procéhks. first cross section shows the state
after the first poly silicon deposition (Fig. 28@he second mask of the flash module (FImp)
is then opened only at the HYNMOS (Fig. 28b). Tlesh p-well is implanted in this area
(and the poly silicon is doped, which is not impaitt for the HVYMOS), while nothing
changes for the HVPMOS. Defined by the FG-etch m#sk first poly silicon layer is now
removed from the HVMOS areas (Fig. 28c). After RI&, before removing the resist, the n-
well for the HYPMOS is implanted. This P ion impiation is done in both devices, as the
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FG-etch mask is open in the HYNMOS and in the HVREOue to this, the net doping of
the HYNMOS'’s p-well is reduced to its final levetrie. Altogether the flash module leads to
three different wells: the p-well of the flash selthe lower doped p-well of the HYNMOS
and the n-well of the HVPMOS. The next process ssie the deposition of the interpoly
dielectric, the second poly silicon layer and thiean nitride hardmask layer (Fig. 28d). The
control gate etching with the CG-etch mask strieguhe second poly silicon layer and forms
the gates of the HVMOS transistors. Fig 28e shdwsctoss section after this RIE step. At
this point also a shallow P ion implantation isrigat out. This is needed to form LDD
extensions for the HYNMOS transistor, which is riegd to reach the necessary breakdown
voltage, see chapter 5.

Fig. 28f shows the application of the CMOS gate kmas protection from the CMOS gate
RIE. The source and drain areas must be prote€teafirst poly silicon is already removed
here, and the RIE would attack the silicon substréhe following steps are the formation of
the spacers, and the formation source and dractigns by ion implantation (Fig. 28g). Note
that the source and drain junction implants arecaotied out self-aligned for the HYNMOS,
which is again to from LDD regions at this deviddhe HVPMOS does not need such a
special treatment. The dose of the HYNMOS LDD isl@o that is has no impact on the
HVPMOS transistor.
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Figure 28: Process flow for the high-voltage MOS transistors
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Chapter 4

Process Implementation

The process described in chapter 3 has been imptechén the pilot line of the IHP. The
toolset for the 0.25um BICMOS technology fabricatitas been used. It consists basically of
(1) lithography tools for DUV (wavelength 248nm)daitline (wavelength 365nm) resist
patterning; (2) PECVD tools for deposition of idols (silicon nitride, silicon oxide, HDP
deposition option for dense oxides, e.g. at ST3); CVD tools for thermal deposition of
silicon nitride, silicon oxide and poly silicon ¢al in-situ doped); (4) Ovens for thermal
silicon oxide growth and thermal implant annea); RBE tools for dry etching of the different
materials; (6) ion implantation tools; (7) metalpdsition tools; (8) CMP tools for oxide,
metal and poly silicon planarization; (9) CVD tdok epitaxial deposition of SiGe:C; (10)
wet-etching and cleaning tools for isotropic layemoval and surface cleaning; (11) RTA
tools for implant annealing.

In this chapter, first, geometrical results obtdity SEM and TEM are presented to illustrate
the device formation during the process. Then ingmbiprocess steps and process parameters
are discussed more in detail, showing the intavacwith the overall process flow and the
impact on device properties. Finally, the impacttioé flash memory integration on the
original CMOS and HBT devices will be discussed.

4.1. Geometrical Results

To characterize the process geometrically, SEMHEaMI investigations were done. Off-line
cross section pictures, as well as in-line top gi®@m the wafer during processing have been
performed. This was done throughout the whole m®ckevelopment, to assess the results of
the different deposition and structuring stepsldvahg, typical views of the present state of
the process will be shown.

4.1.1. Flash Cells

Fig. 29 shows cross sections of the 1-transistihrtbe 2-transistor cell and the split-gate cell,
taken after full processing, corresponding to augd A in Fig. 18, Fig. 23 and Fig. 25,
respectively. The double poly silicon structure céarly be seen. The poly silicon thickness
is 200nm and 160nm for the FG and CG, respecti@tytop of the control gate, the silicide
layer for lower sheet resistance can be seen. AnZ@rerpoly oxide layer separates the two
poly silicon layers. The tunnel oxide under thestfipoly silicon layer with a thickness of
around 8nm is too thin to be seen in SEM. The ithgagate length is larger than that of the
control gate, which is because of the parasiticsfgaformed out of the ARC during CMOS
gate etching (see chapter 3.2.2.). The thickereokict can be seen at the upper part of the
floating gate sidewalls stems from the poly silic@oxidation step. The floating gate is
doped at this step already by ion implantation, #rel doping gradient in the poly silicon
from top to bottom leads to an enhanced oxidatiaie upper part (a changed oxidation rate
of doped silicon is a well-known effect). The sid#wspacers that do the separation of the
source and drain junctions from the floating gaie be seen. They consist of a silicon oxide
and a silicon nitride layer. Especially in the TEldture of the 2-transistor cell a second pair
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Figure 29: Cross section views of the different cell typegmaftll processing; cuts are along
bitline direction, crossing the wordline

of spacers on top of the first ones can be seeichvatem from the silicidation process, where
parts of the wafer are protected from silicidation a protection layer to prevent silicide
formation. This is done to produce the differenar{ssilicided) poly silicon resistors offered
by the process. During the RIE of this layer thacgps are formed. The highly n-doped
source and drain junctions can be seen in Fig.a2@aFig. 29b due to a decorative etching.
This etching solution has a doping dependent etbth, and makes these areas visible this
way. The silicon surface in the source and dragasiis also silicided. Especially at the 1-
transistor cell, the metal contact plugs can ben,sedich connect the cells to the bitline
metal. In the cross section view of the split-gegé its basic structure is visible (Fig. 29b),
e.g. how the interpoly oxide forms the gate digledbr the select transistor part of the cell.
Due to the step height, parasitic spacers are fbranehe point where the control gate steps
off the floating gate. In the 2-transistor cell g#e@dect transistor gate is formed of the first poly
silicon layer. As the FImp mask is open in the vehctll area, it is also already doped before
the poly re-oxidation is done and shows the sanharered oxidation in the upper part of the
poly silicon sidewalls as seen at the floating gate

Fig. 30 shows TEM cross section views, along wasltiirection, corresponding to cut line B
in Fig. 18. The images have been taken after fudtg@ssing. Fig. 30a covers a distance of
about one memory cell, showing how the interpolietitric and the ™ poly silicon layer,
that forms the control gate, cover the floatingegathe slits separating two neighbouring
floating gates, which were etched with th&ffash mask (FG-etch) can be seen to the left and
to the right of the floating gate. Th&"doly silicon layer fills these slits. A small natcan be
seen in the topology of the control gate at th&ce!l The silicide on top of the control gate is
again visible. The patterned substrate can be Jdensilicon (dark area) forming the active
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Figure 30: TEM cross-section views after full processing; aues along wordline direction

transistor area is isolated by the STI to thedeft to the right. A zoomed view on the floating
gate edge can be seen in Fig. 30b. The interp@iediric layer separating the two poly
silicon layers conformally covers the floating ga® thinning of the layer at the edge is
seen, and the sidewall layer has the same thiclaset®e top layer. The floating gate etching
process produces a steep profile of the slits.

Fig. 31 shows SEM top views on cell arrays befbireformation of the metal interconnects.
The views on the 2-transistor array are taken wi®0° top view, while the 1-transistor and

C.
a. 1-transistor cell array c. 2-transistor cell array
b. Zoomed 1-transistor cell array d. Split gate cell array

Figure 31: SEM top views on the different kinds of cell arrdgfore metallization
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Figure 32: SEM top view on the split gate cell array afteatiog gate dry etching

split gate cell arrays are taken with a tilted amited wafer. The layout, especially the shape
of the control gate, differs from the schematioolatg presented in chapter 3. This is because
the layout was optimized to get a high couplingda@t minimum cell size with the given
design rules of the technology. In the case oflthmnsistor cell, for example, the control
gate has been drawn wider outside the active #megise the interpoly capacitance while
keeping the minimal gate length on the active aama, keeping the minimum cell size in
bitline direction, which is defined by the gatecpitwith a contact between the gates. This all
leads to the bone-like shape that can be seereilsEM image. Fig. 31b shows a zoomed
view on one single cell in the array. The doubléymtructure can be seen, as well as the
notch in the control gate at the place where twatihg gates are separated by the slit in the
1% poly silicon layer. The picture is taken after egraformation, which is the reason why no
sharp poly silicon corners are visible. At the bottof the double gate structure the active
area (bright), crossing the control gate in bitldnesction, can be seen.

For the 2-transistor cell array, similar considienag as for the 1-transistor cell lead to the
shape of the control gate that can be seen in3kig.Again, the gate length on the active area
is minimal, while otherwise empty area on the S$Tused to enhance the CG-FG-coupling.
The FG-etch mask does not form a continuous she,heut only covers 2 control gates at
once, to allow an unbroken select gate, as thatss formed of the first poly silicon layer.
Finally, a realization of a split gate cell arragncbe seen in Fig. 31d. To make it more
understandable, an image after floating gate efctfi®G-etch mask) is shown in Fig. 32. At
the source side, the first poly silicon layer issally removed from the active area and the
STI. As also shown in the schematic layout (Fig), 2be FG-etch mask does not form a
simple slit as in the 1-transistor or 2-transistell. The FG-mask is extended over the source
active area, so that the split-gate structureaized when the interpoly-oxide and the second
poly silicon are deposited\ll these are only examples of realizations of ¢e# layouts; one
might find other optimized variants.

The situation in a more early stage of the procesbown in Fig. 33. These images are taken
after the control gate etching, at the end of tbeiad embedded flash process module, as
schematically presented in Fig. 20f (without rediste). Cross section views across the
wordline are shown (Fig. 33d and Fig. 33e). Thelltesf etching the silicon nitride hardmask
and the control gate can be seen. The dry etchepsogses the interpoly oxide as stopping
layer, so that the first poly silicon layer is umtbed. The hardmask dry etching step is
optimized to produce a steep profile, which is mektbr controlling the gate length during
the following etching steps. The result can be dese. The Fig. 33a and Fig. 33b show top
views on a l-transistor cell array, first a 90° wopw, then a view on a rotated and tilted
wafer. In the 90° view the layout becomes visilee rotated and tilted view gives a good
impression of the control gate covering the flogitgates (which are not yet etched between
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a. 1-transistor cell array SEM top view, 90°
b. 1-transistor cell array SEM top view

c. Split gate cell array SEM top view

d. 1-transistor cell SEM cross-section view
e. Split gate cell SEM cross section view

e.

Figure 33: SEM views of the different cells and cell arrayseatontrol gate dry etching

the CGs), climbing from one cell to the next arltinfy the slits produced with the FG-etch
mask. The First poly silicon layer is etched omythe separation slits at this stage of the
process. The remaining material between the cogtit#ds will be removed later during the
CMOS gate RIE. The source and drain active areashais still covered by poly silicon and
cannot be seen. A tilted view shows the split gatay at this process step (Fig. 33c). It
should be compared to the view after FG-etch in BRyto be understandable. In the tilted
view, the small bar of the first poly silicon, whievas added to enhance the coupling factor,
cannot be seen sharply, because it is partly teapspfor the electrons of the SEM.

The next set of pictures illustrates the situaafter CMOS gate etching (Fig. 34). In the top
view on the 1-transistor array now the stacked gatecture of the cell becomes visible (Fig.
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C. d.
a. 1-transistor cell array top view c. 1-transistor cell cross section view
b. 2-transistor cell array top view d. Split gate cell cross section view

Figure 34: SEM views of the different cells and cell array'eaCMOS gate dry etching

34a). The active area of the source and drain ijpmgtcan be seen now, crossing the
wordline in bitline direction, as the first polylison layer has been removed. Between the
control gates, at the edges of the former floagate separation slits, the residual nitride
spacers formed by the ARC layer can be seen, whitbe removed by a wet etching step
later. In the top view on the 2-transistor arrag farallel control gate and select gate lines
can be seen, crossed by the active area runninigfime direction (Fig. 34b).

The floating gate is etched self-aligned with tlnteol gate. Cross section views of the
different cell types are shown in the Fig. 34c &gl 34d. The silicon nitride hardmask is
thinned, but not completely removed (unfortunatilgre is only a low contrast between
silicon nitride and silicon in the images). Theaak of the CMOS gate etching on the silicon
nitride hardmask can be observed at the split gate where the CMOS gate mask has
covered the source area to protect the silicontgtbhs The mask overlaps the select gate part
of the cell, so a step in the nitride can be se¢heaplace of the former resist edge (Fig. 34d).

4.1.2. High voltage transistors

Examples of SEM investigations of the high voltagasistors will be presented now. Fig. 35
shows a cross section view after full processing.(B5a), together with top views after
silicide formation (Fig. 35b, immediately before taleinterconnect formation) and after
CMOS spacer formation (Fig. 35c). In the top viedstails of the peripheral circuitry of a
complete flash memory are shown. HVMOS transisbtérdifferent gate length and width are
visible. Fingerprints of the formerly applied FGletand CMOS gate mask can still be seen
surrounding the HYMOS areas. Fig. 36 shows thegdno after control gate lithography and
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a. Cross section after full processing

b. Top view after silicide formation

c. Top view after CMOS spacer
formation

C.
Figure 35: SEM images of the HYMOS transistor

after control gate etching. The resist covers #terlhigh voltage gates in an area where the
first silicon layer has been removed during thatilog gate etching with the FG-etch mask.
The second poly silicon layer is the only polycsili layer in that area, with the interpoly
oxide under it. The edge of this area, where tlerse poly silicon climbs off the first poly
silicon layer, can clearly be seen. After etchitigge source and drain active areas become
visible. Outside the area that was covered by timéral gate mask, the first poly silicon layer
is cleared of the second poly silicon layer agaime first poly silicon will be removed from
the regions where it is not needed by the CMOS géestep.

Fig. 37 shows cross section views after controé gathing and after CMOS gate etching.

a. After control gate lithography b. After cmitgate dry etching

Figure 36: SEM views of the HVMOS transistor at control gagééterning
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b.

Figure 37: SEM cross sections of HYMOS transistors after airgate etching (a) and after
CMOS gate etching (b)

Note that in Fig. 37b the CMOS ARC layer, whichlwi removed later by wet etching, fully
covers the HYMOS.

Fig. 38 finally shows a top view on a detail of amplete flash memory. It shows the
combination of the different devices in one chipe memory cell array, low voltage CMOS
transistors and HVMOS transistors.

4.2. Important process steps and process parameters

4.2.1. The tunnel oxide

First, the tunnel oxide fabrication will be reviewveThe tunnel oxide is one of the key
elements of the floating gate cell. The electromgreand leave the floating gate through the
tunnel oxide at high electric fields, and its pai@nbarrier keeps the electrons on the floating
gate at low electric fields. Thus its electricabperties are very important for both, the
memory performance and reliability. Results of &#leal characterization are presented in
chapter 5. In general, the quality in terms of ewnsity of process induced defects in the bulk

Corner of
the flash
cell array High
[o)

voltage
\I;gl\ivage \7 MOS
CMOS devices
circuitry

Figure 38: SEM top view on a detail of a flash memory beforegahinterconnect formation
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Figure 39: Tunnel oxide thickness extracted from electrical @¥asurement of MOS
capacitors (see appendix E); 100 sites measuredanwafer

and at the interface must be high to guaranty memietd and reliability. Defect generation
(traps) during memory operation defines a loweitliior the allowed tunnel oxide thickness.
The upper limit is given by the upper limit of theceptable programming time. This time
depends very sensitively on the oxide thicknessthastunnelling current has a strong
dependence on the tunnel oxide thickness (expaigmtiA difference of 1nm in the tunnel
oxide thickness leads approximately to a factorl@fin writing time (the higher CG/FG
coupling factor at thicker tunnel oxides can hardbmpensate this trend). Controlling the
oxide’s thickness, with respect to the homogeneitgr the wafer, from wafer to wafer and
from production lot to production lot, is thus inmrant. The absolute thickness should be
chosen as thick as possible, with respect to tipeired programming performance, to achieve
the maximum reliability.

As the baseline process is a single-oxide procébsomnly 5nm oxide thickness, which is too
thin from the reliability point of view to be uses tunnel oxide, a second thermal oxide needs
to be produced. This is done with the described gai® oxide processing (chapter 3.2.2.). In
this process, the final tunnel oxide thicknessftuenced by three separate process steps: 1)
the thermal oxide growth itself, 2) the pre-clegnperformed before the thin (CMOS) oxide
growth and 3) the thermal oxidation of the thin d&i The thermal oxidation steps are
industry standard steps, which have a tight cordfaxide thickness and homogeneity. The
second oxidation step adds only a fraction of the txide thickness to the tunnel oxide, as
the process is diffusion controlled and has a sguaot transient characteristic at this oxide
thickness. The influence of the CMOS gate oxidegbeaning step can be seen in Fig. 39,
showing the tunnel oxide thickness (from electriC&-measurements) of 3 wafers (100 sites
measured on each wafer). The main influencing carapbof the cleaning procedure is a wet
etching in diluted HF. The wet etching time hasrbearied to investigate the influence (with
the same thermal oxidation and other processinglitons). A reference wafer without HF
wet etching (0”) has been processed. It can be thetrior longer HF times the scattering of
the oxide thickness becomes slightly higher. Foretshing time of 20” the scattering is
almost the same as for the reference without HRirgge while for 40” a significant difference
can be seen. The bigger difference in thicknessdest 0” and 20” compared to 20” and 40”
can be explained by an additional “handling timéth@ wet etch tool, that has to be added in
the case of 20" and 40” etching time. The giverhieig times are here only the nominal
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Figure 40: TEM cross-section of the STI corner covered byttimmel oxide

values entered in the tool's program. The real ietchime is thus prolonged by a fixed
amount of time.

A critical point for the tunnel oxide is the shallarench edge. It must be made sure that it is
well covered by oxide to prevent any leakage cusrérere, especially as the edge is also
critical with respect to mechanical stress that tapact the processing and the electrical
properties. Fig. 40 shows a TEM view of the STInewr The tunnel oxide thickness is even
thicker than on the main active area, due to ad"pibeak” that was formed during STI
formation, and that was kept by not too long HFanlag before the tunnel oxide growth and
before the CMOS oxide growth.

The influence of the tunnel oxide thickness onpghmgramming time is presented in chapter
5. The lower limit of the tunnel oxide thicknessr fguaranteed reliability can only be
determined by extensive reliability tests, whicte arot part of this thesis. Some basic
investigations are presented in chapter 5.

4.2.2. The interpoly oxide / HYMOS gate oxide

In this technology, the interpoly oxide and theegdielectric of the high voltage transistors
are formed simultaneously, which is different in shather embedded flash memory
technologies. The oxide must fulfil the requirensenf both applications. A layer stack
consisting of a thin (2 nm) thermal oxide, growry@0°C in a dry oxidation process, followed
by an LPCVD oxide deposition at 638°C from a TE@8rse, which is finally densified at
700°C in Q ambient, is used here. Densified stacked thermadPCVD oxide has been
investigated in the early 90’s for use in submic@WOS processes and its applicability and
low defect density has been demonstrated [78][DYB3]. The first thin thermal oxide
provides a good interface quality for the HVMOS ides. The use of an LPCVD deposited
oxide for formation of the main part of the layershrsome advantages for the flash cells and
the integration scheme (compared to a pure thewwale): 1) a conformal deposition
compared to thermal oxidation of doped poly silicespecially at the floating gate edge (Fig.
30), which prevents unwanted formation of a tiph&t poly edge that could result in an oxide
thinning and worse cell reliability; 2) the adddeermal budget is lower for an LPCVD
process compared to thermal oxidation; and 3) tmswemption of (the CMOS-) poly silicon
during thermal oxidation would enhance the impécthe flash integration on the CMOS
flow and disturb the modular character of the irdtign scheme. The significant effect of the
initial thermal oxidation and final densificatiom ahe HVMOS transistor’'s ¥ distribution
can be seen in Fig. 41. The impact is on both, H\®8and HVPMOS transistors. The
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Figure 41: HYMOS V+ values of differently processed wafers: wafersad 2 with LPCVD
gate oxide, wafers 3 and 4 with stacked thermale@=aind LPCVD oxide + annealing

scattering of the Yvalues is reduced and the mean value is lowemhigher in absolute
values for the HVYPMOS). This is thought to be beeaof a reduced number of interface and
oxide electron traps. The chosen total thickness@ind 23 nm results in acceptable absolute
V1 values for the HVMOS transistors (in combinatioithwthe HYMOS wells) and a gate
breakdown voltage high enough for the targeted aipey voltages. For the flash cells, the
reliability of a 1 Mbit circuit must be demonstrdti an extensive reliability investigation, to
judge the interpoly oxide quality. This is, agawot part of this thesis. Basic investigations of
the reliability of flash memory cells are presenitedhapter 5.1.5.

It should be mentioned that usually an ONO stackn$othe interpoly dielectric layer for
reliability reasons in most floating gate processhhologies. The use of such a layer stack is
also possible in this approach, but would needdusged (and maybe more complex) control
gate etching and cleaning, and the impact on th188 would have to be reviewed, where
the traps at the silicon oxide/silicon nitride nigee could cause problems (see also 5.1.2).

4.2.3. The Flash p-well and the HYMOS wells

The wells of the different MOS devices must hawidace doping concentration that adjusts
the intrinsic threshold voltage and a concentrapafile in depth that prevents punch
through and other short channel effects. For thghficells, a chain of B ion implantations of
different energies and doses forms the p-well. ddght optimum YV, values exist for the
different cell types. For the 1-transistor cell ahd split gate cell the 4 of a cell without
floating gate charge should be in the middle betwbe written and erasedrV state. This
configuration leads to minimized excess chargehenflbating gate of the programmed cells
and thus low electric fields and better retentibaracteristics. Furthermore, if thegvvould

be too far from this centre, either the writingtloe erasing time would rise unacceptably. For
the memory transistor in the 2-transistor cell, $hene considerations are valid, but it has to
be taken into account that the select transist@iased within the same well. Here, the V
should not be too low in order to achieve smallugtoleakage currents at the unselected cells
of one bitline. Depending on the subthreshold sldpe \t,, must be well above 0V. It must
be kept in mind that the leakage currents of dlsde one bitline add together.

In the presented integration scheme, the wells hef high voltage transistors are not
independently produced from the flash cells. Onditemhal P-ion implantation compensates
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the flash p-well partly to form the p-well for thdVNMOS, while this P-ion implantation
alone forms the well for the HYPMOS. This implaraatshould be adjusted in a way that the
V1 values of the HYNMOS and HVPMOS are symmetricaD¥§ which is beneficially for
the circuit design. As the gate dielectric of théMOS is thicker than that of the flash cells,
the resulting ¥ has an acceptable absolute value with the redoeoedentration of the
compensated p-well. Here, it can be adjusted torata- / - 0.6 V in combination with the 1-
transistor memory cell.

4.2.4. Floating gate etching

The purpose of the floating gate etching with tflengask of the embedded flash integration
flow (FG-etch) is to separate the floating gated tre covered by the same control gate from
each other. The self-aligned floating gate etchinity respect to the control gate during the
CMOS gate etching later in the process definesethgth of the floating gate, the width has to
be defined before the deposition of the second pdigon. The etched slits can be very
narrow, which is beneficial for the cell size amut the control gate resistance. Narrow slits
lead to an almost planar surface after the depositif the second poly silicon layer, thus
keeping a low wordline resistance after silicidatitn case of a too deep notch in the CG, a
formation of parasitic spacers stemming from thpodded and structured silicide blocking
layers (which are needed for poly silicon resisfabrication) could disturb the silicide
formation on the wordline.

The FG etching itself is done in a plasma etchiraggss consisting of different process steps.
First, the gross part of the poly silicon is etclmedn anisotropic process, until the underlying
oxide is reached. Then, a very selective over-etchis done, which etches silicon
significantly faster than silicon oxide, to enstitat on the whole wafer no silicon is left at the
bottom of the slits. This is necessary to compenkater thickness variations and etch rate
variations across the wafer. This two-step prooedsrnecessary as the optimizations are
done with different targets. The first step hapraduce the required steep profile of the slits,
while the second one needs the high selectivitys iBnot likely to be achieved with only one
RIE process.

The target profile is a rectangular slit, with $t€80°) poly silicon sidewalls. The reason for
this is to prevent shorts between the cells of m@dgiring wordlines. The critical points are at
the process steps shown in Fig. 20f, cut C andig, cut C. Here, all poly silicon has to be
removed out of the area between two control gateimgl the control gate etching and during
the CMOS gate etching. A negative slope of theveadls could lead to residual poly silicon
at the bottom corners of the slit (Fig. 42a), whwbuld form stringers and cause a short

Possible residual poly aArc spacer
----------------------------- SI|ICOn Strlngel’S

"

b. R R R
a. : R R BRI
NegativeFG sidewall PositiveFG sidevx_/all slope:
slope: Control gate etching CMOS gate etching
(= Fig. 20f, cut C, (= Fig. 21h, cut C)

before oxide removal)

Figure 42: Unwanted residual poly silicon at non - 90° slopéamting gate slit sidewall
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Figure 43: Control gate etching: main-etch and over-etch effifst part of the etching
process, which is the silicon nitride hardmaskegrathg

between the wordlines of two neighbouring cellgadsitive slope of the sidewalls would lead
to the same problem during the CMOS gate etchirg @é2b). Residual silicon at the bottom
corner could lead here to a short between neighmgp@ioating gates. The preferred profile is
thus a 90° sidewall slope, tending more towardegative slope (or a slight notch at the
bottom of the slit as can be seen in Fig. 30bit iaseasier to optimize the control gate etching
in this respect than the CMOS gate etching, whiak the most strict profile and final
dimension requirements in the process, and on fofhis the modular character of the
embedded flash process can only be kept if no iaddit requirements are added to the
CMOS gate RIE.

4.2.5. Control gate etching

The control gate etching is a rather complex dghieg process that has to be carefully
optimized. Layers of different materials have tosbraictured on a topology resulting from the
floating gate etching. As it has been the casdherfloating gate etching, the process has to
be split into different parts with different profies. The main differentiation is done with
respect to the different materials that have tetbhed. The three layers that need to be etched
outside the area covered by the resist mask arsiltben nitride hardmask layer, the control
gate poly silicon layer and the interpoly oxidedayThe resulting three main parts of the
etching process are further subdivided. The harlngshing needs to be anisotropic to
produce steep sidewalls, in order to transfer ¢isest pattern without losing any gate length to
the underlying layers. Furthermore, the formatibparasitic spacers at edges of the first poly
silicon layer (at the edges of the former floatgaje mask) must be prevented. To do this, the
etching process must have a high selectivity batwiée etched silicon nitride and the
underlying poly silicon, to allow a long over-ettttat removes all nitride material from these
steps. In this case, the over-etch must even remmmre material (in height) than the actual
main hardmask etching: the step height that hasetaleared is higher than the hardmask
thickness, and, as the etching must be anisotrtipecmaterial is mostly removed from top
down. The hardmask etching process thus consists wifain-etch, patterning the silicon
nitride until the poly silicon is reached, followeg a highly selective over-etch, which clears
the steps in the first poly silicon from nitrideasiers. To keep the control gate length constant
during this over-etch, which is not as anisotrogscthe main etch, the nitride sidewalls are
protected by a layer of polymer material, which vimsld up during the main etch by the
chemical reactions of the chemical species thapeegent during etching (etch gases and the
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Figure 44: Control gate etching: problems at early stageb®process development

etched material). Fig. 43 demonstrates the two-stebing procedure in a schematic cross
section view.

In general, the more selective the over etch is,ntlore relaxed are the requirements for the
following poly silicon etching (as explained belgvand the better is the gate-length transfer
from the mask to the poly-silicon (as the hardmasé&r-etch is not etching the underlying
poly silicon in an anisotropic way).

The following poly silicon etching process has twal similar job as the hardmask etching:
firstly produce steep poly silicon sidewalls anérthremove the poly-silicon from the steps
formed by the first poly silicon layer, especiafiyt of the slits that were etched with the
floating gate mask. This part of the etching precesthus similarly divided in a main-etch
part and an over-etch part, with the same condidesaas for the hardmask etching. The
higher the selectivity of the hardmask etchinghie first part has been, the more poly-silicon
is now left on the interpoly oxide, and the beftegher) is the ratio of main-etch versus over-
etch in this case. This relaxes the selectivityinegnents (poly silicon versus interpoly oxide)
of the over-etch. The last part of the etching, plagerning of the interpoly oxide, is done
partly by dry etching and partly by wet etchingHR acid. This combined etching has been
found to be the best solution to clear the wafdéramdy from the silicon oxide, but also from
the polymer films formed during the former partdtoé etching procedure.

Fig. 44 shows SEM images taken during the developroéthe etching process. Fig. 44a
illustrates a non-optimized over-etch of the harsknetching. The selectivity of the over-etch
was too low. The underlying poly silicon layer i€led too much, which transfers to the
following etching steps and the total etching gfa@goo deep (the silicon surface is attacked
and the STI oxide partly removed). In addition,gsatic silicon nitride spacers at edges of the
first silicon (see Fig. 43, e.g. at the place wheeefirst poly silicon is removed to form the
HVMOS transistors) are not yet prevented. The ggagmsked the following etching steps,
leading to the parasitic spacers seen in the imBge.development of a prolonged over-etch
with significantly higher selectivity solved thegmblems. Fig. 44b shows the result of a non-
optimized cleaning after the control gate etchiRgsidual polymer films were still present at
the next etching step, the CMOS gate etching, and partly prevented the proper self-
aligned etching of the floating gate. It can bensenat the first silicon layer is not completely
removed between the control gates.
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Figure 45: Effect of ARC on control gate patterning

4.2.6. Control gate lithography: anti reflective coating

It has been found that for a proper lithographptabto resist patterning the application of an
antireflective coating (ARC) is necessary for tiledgraphy process of the control gate layer.
At the present lithographical resolution level thkeghnique is a standard measure. Here the
situation is even more critical, as the resist foake patterned on a non-planar surface. The
first poly silicon is already patterned and theaset poly silicon, covered by the silicon
nitride hardmask, follows this topology. In placgkere the second poly silicon layer steps
off the first poly silicon layer, the exposing ligis scattered and reflected back into the resist,
partly focused. The resist is exposed in an unotlett way, depending on slight thickness
and topology variations. To prevent this, an aflfeotive coating is used. This is a layer
placed under the resist that prevents the backsicagt of light from the substrate by
subtractive interference and / or absorption. Ruthé present topology, the absorbing factor
should in this case be dominant.

The approach was to change the optical properfidgemitride hardmask itself so that it acts
as an ARC, instead of introducing a separate laykich would have lead to a change in the
control gate-etching regime again. The proposedtieol does not impact the process flow. In
general, for every lithographic layer, the appl®BC has to be individually adjusted with
respect to the reflecting properties of the undegyayers. The optical properties of silicon
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Figure 46: Swing-curve: Calculated substrate reflection vesslison nitride thickness for
the silicon rich silicon nitride on top of the cositgate layer stack
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nitride can be adjusted by the amount of silicorth@ material. Fig. 46 shows a calculated
reflection versus thickness curve (so called ,sweéngve”) for the chosen silicon-rich silicon
nitride. At a thickness of 120nm the reflectiortanpletely suppressed. This thickness is also
an acceptable choice for the hardmask functionalfitthe layer. Fig. 45 shows a comparison
of a detail of the embedded flash memory (a lineebérence cells) processed without any
ARC and with the adjusted silicon nitride layerttlsaused as ARC here. The better control of
the shape of the pattern can be clearly seen.

4.3. Process impact on CMOS and HBT

The impact of the added flash memory process siegke original HBT and CMOS will be
discussed now. Electrical measurements done wghébkpect are presented in chapter 5.3.
Five points can be defined in which the embeddashfimodule impacts the MOS devices and
their processing.

(1) The formation of the tunnel oxide. This candharbe prevented when embedding a
floating gate memory device, as there are striwitditions to the thickness of this oxide,
which do not match the typical gate oxides of st&@@dOS technologies. The applied dual
gate oxide process usually needs an additionaintersxidation step to form the tunnel oxide
before the thin oxide is grown. It was tried tovymet this here by re-using an already present
so called “sacrificial oxide”, which has been groearlier in the process and can be adjusted
to the required thickness. The wet etch and clearégime is changed, which might lead to a
different STI oxide / active step at the STI edfjee pre-cleaning done before the thin oxide
growth has been be reviewed and adjusted, as iahdsmmediate influence on the tunnel
oxide. It has been tried to keep the total HF weh dime applied to the CMOS devices
almost unchanged, to minimize the impact here.ddwsion if the influence of the changes is
acceptable can strictly speaking only be done aéiability and yield testing of the CMOS
devices.

(2) The added thermal budget. Three process steps lme noted when counting the thermal
budget of the process: the interpoly dielectriarfation, the poly silicon deposition and the
silicon nitride deposition. Because of the proaessgration scheme, the thermal steps have
no influence on the critical source and drain jiord, which are formed later in the process.
Only the well doping profile might be affected, lhe damage of the implantation is already
annealed and the dopands are activated at thig,ssagthat the impact can be neglected,
which is also seen in the electrical measurementiteepresented in chapter 5.

(3) A longer nitride wet etching is required. Thieride wet etching step used in the original
CMOS flow to remove the ARC layer, which was usédha gate lithography, has to be
prolonged. The silicon nitride hardmask on tophaf tontrol gate has to be safely removed at
this place. A longer nitride wet etching can be e@ovith low risk, as the selectivity of the
phosphoric acid towards the other materials is Wgi.

(4) A thin thermal oxide is formed on the first padilicon layer. The formation of the
interpoly oxide in three steps, a thermal oxidewghy followed by an LPCVD oxide
deposition and densification, leads to a slightlation of the surface of the first poly silicon
layer. This leads to a loss in poly silicon thickeeand maybe a slightly enhanced surface
roughness, due to the grain structure of the pbbosa. As the grown oxide is very thin, only
about 2 nm, these effects can be neglected.

(5) The additional HYMOS LDD ion implantation, whicwas introduced to raise the
breakdown voltage of the HYNMOS transistors, algghfly dopes the first poly silicon layer

in the area where the later CMOS transistor gatesoamed. The dose of the implanted ions
is very low compared to the ion implantation of #wmurce and drain junctions (by orders of
magnitude), which later in the process dopes the paly silicon finally. Thus is does not
significantly change the final doping of the CMQ8&nisistor gates, which is also indicated by
electrical measurement results.
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Silicon nitride hardmask
Second poly silicon
Interpoly oxide

Figure 47: Schematic cross section of the HBT covered by thitianal layers deposited
during flash memory fabrication

The other CMOS process steps are unchanged. Thiegtaf the contact holes was reviewed,
as the stacked gate structure has a higher toptthagnythe other devices, but it was found that
no change in this process step was necessary.

Two points can be identified where the embeddesghflarocess interferes with the HBT
processing:

(1) Layer deposition and removal. The major pdrthe flash memory integration is done
after the HBT has been build. The additional laybeet are deposited to form the flash cells
are also deposited and removed again from the HEposited are the interpoly oxide, the
second poly silicon layer and the silicon nitriderdmask, see Fig. 47. They are removed
again during the control gate etching. The last phthis etching procedure, the removal of
the interpoly oxide, immediately touches the HBTieDo reasons explained above this step is
performed as a combination of dry etching and HFE etehing. The wet etching is the last
part. This step is highly selective towards silicand silicon nitride, only the oxide is
significantly removed. The only oxide present a& tHBT surface is that of the L-shaped
spacers that separate the emitter from the extdras¢. These spacers are indeed partly
removed by the added HF cleaning, as can be seEigim8. Measurements of the device
characteristics and yield did not show a negatiituénce of this fact, which might be
because these notches are filled again with oxitbe In the process.

(2) The additional thermal budget described abdse affects the HBT. The possible impact
is on the doping profiles in the intrinsic HBT laystack, especially the B doped base layer. It
must be mentioned at this place, that the carbgindoof the SiGe base layer has been

Figure 48: HBT after flash memory processing and CMOS ARC déjum
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originally introduced to reduce the boron out-dsifan out of the base layer. This fact makes
the proposed integration scheme (flash after HBBsfple. An investigation of the electrical

parameters is presented in chapter 5, also withrdspect. It could be shown that the flash
memory integration has no negative impact, neithrerthe electrical parameters of single
devices nor on the yield of HBT arrays.

In summary, as the discussed process changes dieaddb a critical change in the BICMOS

device parameters, the presented process is lgaelesl as a modular integration.
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Chapter 5

Device Characterization

In this chapter the electrical properties of théividual devices will be presented and
discussed. The flash memory cells themselves weall ilivestigated, including separate
characterisations of the tunnel oxide and of therpoly oxide. Static, dynamic and reliability
behaviour will be discussed. DC-measurement resafltthe HVMOS transistors will be
presented. Finally, the characteristic of the CM@&sistors and the HBTs prepared with the
BiICMOS/embedded flash process will be comparedeiacgs prepared with the BICMOS
process only, to demonstrate the modular chara€the technology.

A summary of the geometrical dimensions of the stigated test structures is given in
appendix D. Parameters used for simulations atedli;m appendix C, unless not differently
stated in the respective figures.

The (V) measurements of all devices, except flagimory cells, have been performed using
an Agilent 4156¢c Parameter Analyzer. Parametric somegments and all measurements
performed at flash memory cells have been donegusiteithley S600 parametric tester,
combined with a programmable pulse generator flbmeding and erasing.

5.1. Flash memory cells

The different flash memory cells have been inveséid, starting with separate
characterisations of the tunnel oxide and the jpaigr oxide at capacitor structures, followed
by the presentation of static and transient charetics of the complete flash memory cells
and finally basic tests with respect to the flagmnmory cells’ reliability.

A tunnel oxide thicknessy given in a figure is the average of values meabketectrically
after appendix E on different sites of one wafer.

5.1.1. The tunnel oxide

The tunnel oxide is the key element of the floatyadge cell. It has to fulfill the compromise of
being thin enough to let electrons enter the flgafiate at reasonable programming voltages,
while preventing the electrons to leak off againlat voltages. The latter must also be
guaranteed after the FN-stress by repeated watdarycles. The compromise is possible due
to the extremely steep current-voltage characiesisdescribed by the Fowler-Nordheim
tunneling equation (see appendix A). The electumnent that passes the oxide barrier at high
electric fields drops rapidly towards lower electfields. The FN-current at high field
strengths is determined by the electric field & itjecting electrode side of the oxide (the
electric field can vary within the oxide from sulagé to gate at the presence of oxide
charges). This field determines the shape of thedoaespecially its width, and thus the
tunneling probability [5][84]. The leakage curreattlow fields, which determines the flash
cells retention, is an electron transport via oxdé@éects (Fig. 53). The most important is the
so-called SILC [40], a trap-assisted tunneling entrvia electron traps. The traps are
generated by the FN current passing through thdeoduring the memory operation. SILC
has weaker electric field dependence than FN timmaind is thus dominating at low electric
fields, while FN tunneling is observed at high éledields.
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Figure 49: Current components and band diagrams of a MOStstaic

In order to have a direct access to the tunneliingent, a MOS-transistor like test-structure
has been build (app. D, “large area’-device), with first poly-silicon layer as gate electrode,
with the tunnel-oxide as dielectric layer, and witle source, drain and wells made with the
same processing steps as the flash cells. It neusbted that the doping concentration of the
gate poly silicon is higher than that of the flogtigate in flash cells, as in this test-structtire i
is doped twice: firstly together with the floatiggte, secondly together with the source and
drain junctions. The tunnel oxide area is signifibgbigger than the tunnel oxide area in the
flash cells, to allow the observation of low cuterat low voltages, and to produce a
sufficiently high capacitance for CV-characterisati The poly-Si gate is completely
surrounded by the S/D junctions here, so that tiseme separate contact for source and drain.
Fig. 49 shows a schematic cross section of thectsiie, together with the energy band
diagrams showing the conduction band bending inbti& region and in the source/drain-
gate overlap region of the device for positive apdative gate-voltage. The calculation of the
oxide electric field in every point of the tunnetide under different bias conditions is a
complex task, and only completely possible by 2Diake simulation. In a general view, at
high positive gate voltages versus source, drashpawell (= cell writing), the silicon surface
under the oxide is inverted in the p-well area, #ma accumulated S/D areas determine its
potential. At \&=0V (not shown in the figure), the oxide field inet p-well area is slightly
higher than in the S/D areas due to the higherbfaid voltage. When the gate voltage
becomes negative, the oxide field in the p-wellaafest becomes 0V/cm at flat-band
conditions, and then catches up with the elecieid fof the S/D areas. The field strength rises
faster in the p-well area, because the siliconaserfis accumulated here, while in the S/D
areas a depletion region builds up. Finally, ay\egh negative gate voltages (= cell erasing),
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Figure 50: Tunnelling current through a MOS structure for eliéint oxide thicknesses;
parameters for the calculated curve see appendix C

an inversion layer forms in the S/D areas, andathele surface potential is controlled by the
accumulated p-well area. An efficient method tocakdte the oxide electric field has been
developed and is presented in appendix A.

In Fig. 50 the measured gate current is shown pedéence of the applied gate voltage. The
measured curves of devices with two different oxideknesses are shown. The strong
dependence of the current on the oxide thicknessbeaseen: for about 1nm difference in
thickness the current differs more than one decadie. measurements are compared to
calculations after appendix A. Over the whole pnés@ voltage range an FN-like behaviour
is observed in good agreement to the model. A®xide is not stressed, no SILC component
is detected in the observed current range»i 0 3A.

In Fig. 51 the current components measured at #te gontact, the S/D contact and the
(isolated) p-well contact are shown for differen§p\for positive gate voltagesa/ For highly
positive gate voltages the tunnelling current ismyasupplied from the S/D junctions, which
supply electrons to the inversion layer. A p-welirent is measured, which is proportional to

++

10'13 ] Suaad otk ARG

0o 12 14 16

Figure 51: Measured gate, p-Well and S/D current componemtdifierent values of Vp;
toxg= 9.2nm
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Figure 52. Gate, S/D, p-well and buried layer current compésien negative gate bias for
MOS-structures with different gate-edge/gate-aeti®s; the signs in the legend indicate the
direction of the current, “+” means a current flagiinto the contact (Fig. 49).§= 8.1nm

the S/D current. This can be explained by hot haleselling from the gate into the p-well
and by photons leading to an electron-hole paiegsion in the p-well [85]. The hot holes
stem from electron/hole pairs generated in the gakg Si by the high-energy electrons of the
primary tunnelling component (Fig. 49), which alsad to the photon generation. For high
Vg (well above \ép) applying an S/D voltage & merely leads to a parallel shift of the
curves, showing how the whole oxide field is coli by the potential of the inversion
layer. This voltage regime is present during ceiting. For the selected celldg is on the
same potential as the p-well, for the unselectddloe tunnelling is suppressed by the applied
Vsp (chapter 2). For lower ¥a significant increase ofl and kp can be seen with increased
Vsp. This is due to the onset of BTBT. The BTBT is ajon reliability concern for source
erasing or drain erasing schemes, as it is regaadexh origin for oxide degradation during
programming. In the presented array operation sehesing uniform channel erasing, this
regime is avoided, leading potentially to a higlnat®lity of the flash cells.

The different current components at negative gete &re presented in Fig. 52. Measurement
results from two different MOS structures with diént total oxide areas are shown (app. D).
An important difference between both test structusethe ratio of the total gate oxide area
and the length of the gate poly-Si edge (= lendtlthe SD junctions, &p). The standard
structure of Fig 52a has a relatively large polyefgictrode surrounded by an S/D junction.
Thus, the fraction of S/D junction area of the ltgiate area is relatively small. The structure
of Fig. 52b consists of 1000 MOS-transistor-likeustures connected in parallel, each with
dimensions similar to the floating gate of onelilagll. Due to the small gate length, the ratio
of the S/D junction area and the total gate aresgisificantly higher here and comparable to
a flash cell. The edge/area ratio given in Figissthe length of the poly-Si gate edge divided
by the poly-Si gate area. While the different oxatea leads to a different absolute value of
the current, the different edge/area ratio resuoli different ratio of the current components
measured at the different terminals of the device.

The gate current is in both cases determined byMwnjection. In Fig. 52a it can be seen
that the highest current ig | This current component stems from electrons thanhel
through the oxide and generate electron/hole paithe p-well due to their high energy.
Both, the tunneling electrons and the generatedtreless are mainly collected by the
underlying (n-doped) buried layer and add togetbéhe current measured at the buried layer
contact. A fraction of the electrons also goesth® $/D junctions, bukp is much lower than
IsL due to the low edge/area ratio in this test stmectThe generated holes are detected at the
p-well contact and lead tg.
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Figure 53: Gate current measured after constant current Biggdsg = 8.1nm

For a different edge/area ratio the distribution toé current is different. Due to the
significantly larger edge/area ration of the devideFig. 52b, the PN-junction of the S/D
implantation plays a major role here. The electrares collected at the S/D junctions rather
than in the buried layer. So in this caggHas the highest absolute value here, whijlebuld
not even be measureds(I< 10™°A). li,w has a higher value thag In this case, so the
generated current is even higher than the injectedeling current.

An important issue for the reliability of a flaskemory is the degradation of the tunnel oxide
with repeated programming. Fig. 53 shows the changbe current/voltage characteristics
after a constant current stress. The FN curremsléa a generation of electron traps within
the oxide. This has two important consequencesth@)traps lead to an additional current
component by trap-assisted tunneling (SILC), arjde(@ctrons that are captured in the traps
charge the oxide and lead to a reduction of thetratefield at the emitting interface. The
consequence of (2) is a reduced tunneling curtemph electric fields. For the flash cells this
means that, after repeated programming, (1) tlemtien decreases and (2) the programming
becomes slower. The trap generation has in litezatound to be dependent on both, the
amount of charge that has been injected througloxide and the current density of the FN
stress [40]. Fig. 53a demonstrates the dependenE®& @urrent and SILC on the injected
charge for a constant stress current density, whil€ig.53b the influence of the current
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Figure 54: Interpoly oxide current measured at a patterneg-poly capacitor

density is shown for constant current stressinghwite same total injected charge. A
comparison with calculations shows a good agreematht an empirical model for SILC
presented in [40] (appendix A).

It must be mentioned that the oxide degradatioactsfseen at this MOS test-structure show
the large-scale behaviour. As trap generationsmall-scale, statistical effect, in a memory
matrix of millions of cells it thus different foraeh cell, while the MOS test structure shows
the average behaviour. On top of a usual Gausssarbdtion of the regular SILC current in
flash cells, which is thought to be trap assistethélling with help of one trap in the path of
an electron, there is a statistical tail of catiattshow anomalous SILC [33], which is thought
to be caused by more than one trap involved pédriggpath. Different kinds of such leaky
cells exist [82], and also the programming andiegadistribution has a statistical tail due to
fast cells. To observe such effects, array-like-s&sictures and statistical methods are
necessary.

5.1.2. The interpoly oxide

The interpoly dielectric has to fulfil the compraaiof producing a high capacitive coupling
between the control gate and the floating gateJemmieventing a leakage current between
both. As explained in chapter 3, the interpoly eliglic is here an oxide layer that is produced
by combined thermal and LPCVD oxide formation. lesihflash memory technologies, an
LPCVD ONO stack is used for this purpose. The reakw this is the better ratio of
capacitance and leakage compared to a thermallyngpmly-oxide that was used earlier. It
has especially an advantage due to the topologheffloating gate. Electrons residing in
traps at the oxide/nitride interface shield the amded electric fields at the corner of the
floating gate [41]. Here, the use of ONO is in piote also possible, but would need some
technological adjustment. The use of an oxide laydy results in a simpler process, at the
cost of programming speed due to reduced scaklabilit

From statistical reliability investigations of flasells (which are not part of this thesis) the
minimum allowed interpoly oxide thickness must betedmined. Here, a value of around
23nm has been chosen as a first guess, whichdsaalsasonable value for the gate oxide of
the HVMOS transistors.

Fig. 54 shows the measurements of the current ghrdiue interpoly oxide. The test structure
is a large CG/FG capacitor (app. D). It can be ghahthe current is lower at negative gate
bias compared to the current measured at the sasouspositive gate voltage. This is due to
the enhanced electric field at the FG edge prodibgethe FG-etch slits. The current is for
both, positive and negative gate voltages highen ttalculated by the regular FN equation for
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Figure 55: Transfer characteristics of the written and erds&@nsistor cell; curves for
Vps=0.1V and \bs=1.5V in logarithmic and linear scalgyt= 8.1 nm

the present oxide area and thickness (appendik &pm the measured current the leakage of
one memory cell is calculated and compared todhkdge of the tunnel oxide, then it can be
concluded that the interpoly oxide does not imghetreliability. It must be mentioned that

this has to be verified by reliability measuremeuitglash cells, as neither statistical effects
nor low-field behaviour are measured here.

5.1.3. Static characteristics of the flash cells

The static behaviour of a flash memory cell deteesithe reading operation of the memory.
Two main parameters can be identified. (1) Theeanirof an erased cell (on-current) that is
supplied to the sense amplifier during the readaima:. The value of this current should be
as high as possible to allow a fast random readss¢cthis means a fast decision if the cell is
written or erased. The higher the current the faste parasitic capacitances are loaded and
the faster this decision can be made by the semgdifiers. (2) The leakage current of a
written cell (off-current). This current must beM@nough to ensure that the total leakage of
all unselected cells in a bitline is significanliyver than the on-current of the selected cell, so
that for the selected cell the written and erasetd £an be distinguished.

Fig. 55 shows the measured transfer characteristficke written and of the erased 1-
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Figure 56: Output-characteristics of the 1-transistor flash 8¢ changed in 1V steps;
toxg = 8.1 nm
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Figure 57. Transfer characteristics of the written and eraé&@nsistor cell; curves for
Vps=0.1V and \4s=1.5V in logarithmic and linear scalegd=2.5V; {xg=8.1nm

transistor cell. Curves for pé=0.1V and \bs=1.5V are shown. At ¥s=0.1V the \t of the
cell is determined, while p&=1.5V is a typical value for the reading operatibar reading at
Vce=0V and \bs=1.5V a drain current of aboup34130uA is measured at the erased cell,
while the off-current of the written cell is ledsah b=0.1pA. It can be seen that the reading
current could be raised if the cell would be era®ed more negative MIp=160uA for 0.5V
lower V). The subthreshold behaviour shows no paralldaga path, e.g. stemming from
the trench corner or similar effects. The differerietween the curves forp¥0.1V and
Vps=1.5V has two origins, firstly the capacitive caagl between the drain and the floating
gate, and secondly short channel effects. Due @éodthin/FG coupling the FG potential is
raised together with the applied drain voltage teddrain current becomes higher as well.
The limitations of \&g and Vi for the memory operation become visible hergs Mmust be

at least about 1V below+\, to be sure to have no current when reading aenritell. This
margin must even be higher due to the statisticatillution of \r,, within one memory. On
the other hand, &, must be well above {\;, to have a high reading current;z\must be at
least about 1V below W, or more depending on the statisticalistribution. This makes
the need for a sensitive adjustment of the operatamditions of the 1-transistor cell clear. If
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Figure 58: Output-characteristics of the 2-transistor celln@mory cell, with ¥s=2.5V;
b. select-transistor, withAé=V1+4.5V, and reference transistor, with normalizgd |
(multiplied by Wsc/Wies) ; toxg = 8.1 nm
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no negative voltages are generated during reatheg,the maximum difference betweeg;V
and Vcg, can only be ¥p. V1e must be >1V above ), so the resulting distance between
V1e and Veaq limits the reading current. The p-well of the flasells would have to be
adjusted to produce an intrinsiag ¥lose to ¢, to have acceptable programming times, but
which would then not be the optimum choice foraility. The introduction of a negative
voltage (<-3V) for \4x relaxes all these constraints and allowsrawhdow as presented in
Fig. 55, at the cost of a higher power consumptionng reading and more complexity in the
peripheral circuitry. This measure has been chas#me memory chip presented in chapter 6.
Fig. 56 shows the measured output characterisfitheo 1-transistor cell. In the presented
normalized view (¥c V) the characteristics is the same for both, thétevriand the erased
cell. The increase ofplwith raising \bs in the saturation region can be ascribed to the
capacitive coupling between the drain and the ithgagate [12].

The transfer characteristics of the 2-transistdl aee presented in Fig. 57 and Fig. 59,
showing the behaviour of the floating gate tramsistnd the select-transistor, respectively.
For the written cell, the same considerations ashe 1-transistor cell are valid. Here also a
minimum of 1V difference betweenty, and &g, is necessary. The difference of the currents
in the subthreshold region betweeps¥0.1V and \bs=1.5V is slightly higher than for the 1-
transistor cell, which is due to a slightly shorteg in this test device, leading to enhanced
short-channel effects. For the erased cell, on¢yrdading current is important. Turning off
the unselected cells is done by the select-tramsiBig. 58 shows the output characteristics of
the flash cell and the select-transistor of thea2distor cell. The reading current of the
flash cell at \bs=1.5V is limited at high ¥ due to the select-transistor that is connected in
series. The select-transistor (measured witks=¥1+4.5V applied to the flash cell) is
compared to the reference transistor without flzedhin series. The reference transistor has a
larger W&, but for comparison the current is normalized e tidth of the transistor
combined with the flash cell. The curves first shthe slope determined by the drain/FG
coupling, before they saturate due to the limitatiby the select transistor. In the
characteristics of the select-transistor no sudiitdition is seen, which is due to the relatively
high voltage that is applied to the control gatéhefflash cell.

The restrictions for the 1-transistor cell with pest to the choice of these voltages are not
valid here. As a consequence, if no additionalutirg is used in a 1-transistor flash memory
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Figure 60: Transfer characteristics of the written and erassittgate cell; curves for
Vps=0.1V and \bs=1.5V in logarithmic and linear scalgyt= 8.3 nm

to generate a low )¢, the reading current of the 2-transistor cell vdobé higher. Here for
Vce=0V it is about h=105pA.

The transfer characteristics of the select-transistn be seen in Fig. 59. Again, a comparison
of a select-transistor within a flash cell and pasate reference transistor without floating
gate transistor in series is presented. It casdes that the current of the separate device is
higher for \kg>Vt. In the subthreshold region a higher sensitivityshort-channel effects is
visible for the reference transistor. The off-catrat \b=1.5V at \5c=0V is about 2x18A.
This value is quite high, and shows the requirenadérfurther process optimization if a 2-
transistor flash memory should be produced. If 8,68lls are connected in one bitline, the
off-current of the unselected cells is as highhasreading current of the selected cell, so that
the state of the selected cell cannot be determifieel maximum allowed number of cells in
one bitline depends on the required differencesadding current to fast and safely determine
the state of the selected cell and is thus in thise well below 5,000 cells. The doping
concentration in the p-well of the flash cell netulbe raised, in order to achieve a higher V
of the select-transistor and a lower off-current.

The next figures show the static characteristicthefsplit-gate cell. In Fig. 60 the transfer

6x10° T— , ' | |
----- erased cell: V= 1.0V - 2.5V
1— written gell: V_.= 2.5V, - 3.5V
4x10° B
2‘ /"’4 /
= 7
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Figure 61. Output-characteristics of the split-gate celc\¢hanged in 0.5V steps;
toxg = 8.3 Nm
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characteristics is shown for a written and an eraggit-gate cell. The reading current is
strongly limited by the select-transistor part loé tcell. The scale of the-bxis in Fig. 60 is
the same as in Fig. 57 and Fig. 55 for an easmpeaoison. It should be noted that the transfer
characteristics looks different for the written a&hd erased cell, which is not the case for the
other cell types. This is because for the eraskdifcéhe floating gate part of the cell has a V
below that of the select-gate part, the charatiesiof the select-gate part of the cell are
measured, while in the case of a written cell tbating gate part of the cell determines the
behaviour. The lower limit of the\. for a split gate cell is fixed by the select-gptet, and

no over-erase can take place. Stronger short-chafffieets can be seen for the written cell
compared to the 1-T or 2-T cells. This can be erpthby a reduced p-well doping compared
to the other cells, as here the compensation inmfdaproducing the HYMOS transistors has
an influence. The implantation is carried out ommythe select-gate part of the cell, but the
dopands can diffuse also into the region under fkb&ting gate, thus also leading to a
compensation of the p-well here. Another reasonidcbe a slightly shorter length of the
floating gate due to misalignment of the CG-etc d#re FG-etch masks. The problem could
be solved by an adjusted (higher) p-well dopingcemtration, which would also reduce the
writing time and allow higher ¥, values.

The relatively high off-current that is seen in flgaire must be attributed to a layout error in
the test-structure. This error leads to gdépendent leakage current flowing parallel to the
drain current of the cell. Due to this, the offiamt of the split-gate cell could not be
determined within this work.

The output characteristics of the written and etasgdit-gate cell are shown in Fig. 61. The
effect of capacitive coupling between the drain a&ne floating gate can be seen in the
characteristics of the written cell. This couplings no effect on the select-transistor part of
the cell and is therefore not observed in erasbsl ce

Comparing the static characteristics of the diffiéreell types it can be concluded that the
different cell types need a separate adjustmetitefprocess. Especially the doping level of
the p-well needs to be optimized with respect ®¢hosen cell-type, and with respect to the
way of memory operation. The process in its prestate can be used for a 1-transistor
memory that operates with a generated negatiye ov for a 2-transistor memory with a
limited number of cells combined in the same bélifror the other possible options a re-
optimization of the process parameters is necessary
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Figure 62: Transient characteristics of the 1-transistor @)l and the split-gate cell (b.);
a. bxg=7.9nm; b. & = 8.8 nm

5.1.4. Transient behaviour of the flash cells

In following, the transient behaviour of the diet types of flash cells will be presented. The
overall behaviour will be discussed and the infeesof different process parameters on the
cell programming will be shown.

The transient behaviour describes the change dfakle cell’'s characteristics with time when
the programming voltages are applied to the diffeterminals. The effect of programming is
a change in the amount of charge that resides erfldating gate (the degradation of the
oxide due to the programming current is an issgeusised under reliability). Changing the
charge on the floating gate leads to a shift oftthesfer curves along thecM-axis, which is
described by a change inrVThe transient behaviour is analyzed by meastthiegVr,, or
Ve respectively, after applying programming pulsésitierent pulse width. The results of
the individual write or erase processes for theesaalue of \ig are combined to one curve
showing the ¥, or Vre versus the pulse width. In a curve showing théealsehaviour, the
cell is erased again between each point of theecuand in a curve showing the erase
behaviour the cell is written again between eadntpaf the curve (re-set pulses). To solve
the problem that at for short pulse width the agplbrogramming pulse does not necessarily
change the state of the cell and the celksmuld be changed by the re-set pulse between the
measured programming pulses, an additional pulsgpsied before the actual re-set that in
case of a writing curve first definitely writes tkhell before the re-set, and that in case of an
erasing curve first definitely erases the cell befthe re-set. Thus, as the finat Yfter
programming does not depend significantly on theainstate of the cell for long enough
pulses (Fig. 64), the cell is in the same stateénalgefore each measurement point belonging
to one programming pulse.

An important parameter for programming is the paogming voltage, being the voltage
between the control gate and the source, drairpamdll (S, D and p-well are all on the same
potential at selected cells). During the measureése3) D and the isolated p-well have been
on the same potential as the substrate, so thats\the programming voltage.

Comparing the different cell types it must be nothdt there is no principal difference
between the 1-transistor cell and the 2-transistdhe programming behaviour. Only in the
present device realizations the cell layouts afferdint, leading to different coupling ratios
and thus different programming speeds. In the Walg investigations only the behaviour of
one type is shown, e.g. when showing the influenteprocess parameters, as it is
gualitatively the same for both kinds of cells. T¥@it-gate cell behaves in principal also in
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the same way, with the only difference that thera lower limit for the V., which is given
by the \; of the select-gate part of the cell.

Fig. 62 shows the programming curves of the 1-tsémscell and the split-gate cell within a
Vr-range that is reasonable for memory operation. Stheng dependence of the required
programming time to reach a specified ,Vor V1. on the programming voltage (g% can

be seen. To write the cell to ary=2V, a programming pulse of 1ms is required for
Vce=12V, while it becomes as short as 1us fei¥M6V. Erasing the 1-transistor cell to
V1= -2V requires a longer pulse than reaching,¥ +2V at the same absolute programming
voltage. It can be seen how the chosenawihdow determines the required programming
times. As demonstrated below, changing With an adjusted p-well doping has an influence
on this behaviour.

One important characteristic in the transient behawvof the split gate cell is the limitedr¥.
The split-gate cell cannot be erased below theMhe select-gate part of the cell. If the V
of the floating-gate part of the cell is below thiglue, then only the characteristics of the
select-gate part are measured. The minimui¥0.45V for the measured cell.

As the control gate covers also the poly-Si sideofathe floating gate, the capacitive CG/FG
coupling is higher than in the 1-transistor cetading to higher electric fields in the tunnel
oxide and thus faster programming. It can be skeahdt \tc=16V the cell is already written
to V1,=3.5V, compared to ¥,=2V for the same conditions at the 2-transistol. G&iis is
achieved despite the fact that the p-well dopingceotration is lower in the split-gate cell,
and the tunnel oxide is thicker in the investigatiedtice. Erasing is due to the higkskand
low Vr; significantly faster than in the 1-transistor c@lhe narrowing of the erasing-curves
for high absolute ¥ is due to the shape of the erase pulse. It has foesd that the rising
front of the programming pulses has a time conslhaboutrprgzl.leOss, so that ¥g is not

at its final level in this time range. The eraseves for \bc=-14V and \tg=-16V are thus
showing a slower behaviour as it would be the éaseectangular pulses.

An adjustment of the p-well doping would lead tmare reasonable ratio of write time/erase
time and to an enhanced reliability. This undedinthe necessary adjustment of the
technology with respect to the chosen kind of flash

Fig. 63 shows the transient characteristics of tHeansistor cell for a wide range oftV
values and programming voltages. The results of rfeasurements are compared to
calculated curves after appendix A. The excellegte@ment of measurements and
calculations shows that the mechanisms behindaimsient behaviour are well understood.
Some properties of the cell could be investigateth welp of the calculations. E.g. the
saturation of the ¥, at around 9V for programming withc¢=18V could only be modelled
by taking the current through the interpoly oxid&iaccount. When a programming voltage
is applied then this current rises with rising &f the cell, as the potential of the floating gate
drops and thus the electric field in the interpmkyde rises (appendix A). At the same time the
current through the tunnel oxide drops. When bathents have the same value, the charging
of the floating gate stops, as the same amounhafge that enters the floating gate on one
side leaves it on the other side. Thus the levéhefsaturated , gives an information about
the CG/FG leakage current.

The deviation of the measuredr /for long programming pulses atcd=-18V cannot be
explained by the current through the interpoly exi@his is rather due to the onset of oxide
charging, which leads to a slower cell erasing émgipx B). The curve at 34=-18V was the
last curve that was measured in this test, souttieed oxide is already stressed by the repeated
set and re-set pulses.
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Figure 63: Comparison of measured and calculated programminges of the 1-transistor
cell over a wide range of programming voltages &hdvalues; a. cell writing, ¥g is
changed from 4V to 18V in 2V-steps; b. cell erasiMgg is changed from -4V to -18V in -
2V-steps; cell parameters: appendix D; simulatiarameters: appendix Gydg=8.2nm

The steep edge of the curves at short pulse wiclinsbe explained by the shape of the
programming pulses. The measured behaviour coulthdmelled correctly in this region by
calculating with a time constant qfrgzl.leoss at the rising edge of the pulse. It should be
mentioned that for matching the writing curves ovlee whole range of programming
voltages and for modelling the writing curves agdlase the erasing curves with the same set
of parameters it was necessary to take the deplatid inversion of the highly doped poly-Si
into account.

An interesting feature of channel FN programminghis insensitivity of the final ¥/, and
V1e On the cell’'s initial \f before applying the programming pulse. This behaviis
demonstrated in Fig. 64. By adjusting the re-sétgmy the initial ¥ before programming has
been set to -1V, -2V and -3V, and to 1V, 2V andf8¥writing and erasing, respectively. It
can be seen that the curves quickly approach ehen. dhis effect can be used for example
to handle the overerase problem in a 1-transiseemany: after erasing a small write pulse
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Figure 64: Programming curves of the 1-transistor cell forfedént initial \4 values;
measured at a 1-transistor cejlg & 7.9nm
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Figure 65: Influence of the tunnel oxide thickness (a.) aralititerpoly oxide thickness (b.)
on the transient behaviour; programming voltage=#/-14V; 1-transistor cell,
a. bxeg=23nm; b. §g=9.4nm

can be applied to all cells, bringing them to tame minimum V. level.

In following the influence of selected process dagbut parameters on the transient cell
behaviour will be presented and discussed.

Fig. 65 shows the influence of the tunnel oxidekhess and the interpoly oxide thickness. In
both cases, the programming is faster for a thiorete layer. A thinner tunnel oxide leads to
an enhanced electric field within the oxide, as floating gate potential drops at a much
slower rate than the oxide thickness (the potemiraps due to the reduced control gate
coupling). The electric field depends proportiopah both, the inverse oxide thickness and
the FG potential, and in total it becomes higheat aith it the FG-charging current. A thinner
interpoly oxide raises the capacitive coupling lesw CG and FG and thus raises the floating
gate potential. This leads to an enhanced eleodtat and an enhanced FG-charging current.
For a fast programming both oxide layers should®¢hin as possible. The lower limits are
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Figure 66: Influence of the layout parametergsgl(a.) and Ws (b.) on the transient cell
behaviour; programming voltagec¥=+/-12V; tx=8.3nm; 2-transistor cell
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Figure 67: Influence of the p-well doping (a.) and the FG dagpi(b.) on the transient
behaviour; programming voltage:c¥=+/-14V ; (a) measured at a 1-transistor cell; (b)
calculated after appendix Ax$=8.3nm

given by reliability constraints.

It should be noted that the different initial vadusf Vr,,and i ¢ differ for the different oxide
layer thicknesses, because the measurements oteldhhave been done with the same re-
set pulses.

Fig. 66 shows the influence of the layout paranseteg and W:s. As these parameters are
usually chosen as small as possible with respetietalesign rules in order to achieve a small
cell size, only small variations have been dones.hBievertheless the general trend of the
behaviour is visible. For both parameters it carséen that a higher value leads to slower
programming. This effect is due to the reducedtithgagate potential, similar to the effect of
a raised interpoly oxide thickness. The controlegabupling ratio ks is reduced here,
because the floating gate has a stronger capaciivpling to the channel as a result of a a
larger tunnel oxide area.

The influence of the intrinsic threshold voltage,Wvhich is changed with the p-well doping
concentration, and the influence of the FG dopimigcentration on the transient behaviour are
shown in Fig. 67. The FG doping concentration has breen varied experimentally. The
influence is shown by calculated curves (after agpeA), to complete the picture of the
technological influence on the cell behaviour.

By varying V4 the \4y-window is shifted towards higherrMWalues. For a highery erasing
becomes slower and writing becomes faster. Thiseéscase, because the electric field in the
tunnel oxide for the same applied programming gates different for the samer\state of
the cells, as a different amount of FG charge és@nmt at this Y state.

A higher doping concentration in the FG poly-Sidedo a lower voltage drop in the poly-Si
in depletion, leading to a higher electric fieldthe tunnel oxide at the same programming
voltage. Since the poly-Si is in depletion onlyidgrcell writing, while the surface towards
the tunnel oxide is in accumulation during cellsang, an influence is only seen for the
writing curves (Fig. 67b).

The sensitivity of the programming behaviour on thierent cell parameters leads to a
certain distribution of Y,y and \t e within the cells of one memory, within cells offdrent

memories on the same wafer and within cells orecgfit wafers, which are programmed with
the same programming pulse. Thus the most cripashmeters, first of all the tunnel oxide
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thickness, must be carefully controlled during thrcess. Since another very sensitive
parameter is the programming voltage, an additieaalation of \t,, and \} . in different
circuits results from differences in the generategh voltage in a memory chip. This has to
be kept in mind during the circuit design of themoey chip, and measures have to be applied
to minimize the variation (e.g. by using bandgdenences). The final overall distribution of
V1w and Ve has to be taken into account when defining theradjppey conditions of the
memory. Especially the Mwindow and the reading conditions have to be chegéh respect

to this variation, so that the memory operatesembly also for cells at the edges of the
distribution. A further broadening of the distritart by so-called tail-cells due to oxide
defects is an additional issue that is a major eoncegarding the reliability of a flash
memory.
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Figure 68: Write disturb effect; programming voltagesd~=7V, Vspw.w=-7V; measured at
a 1-transistor cellx=7.5nm

5.1.5. Flash cell reliability

It must again be mentioned here that only basicaeghe reliability of single flash cells are
done within this work. A full characterisation dfet reliability of complete memory circuits
with arrays of millions of cells is a major resdaproject by itself, requiring extended long-
term investigations and statistical methods to iobtaformation about the behaviour of so-
called tail-cells.

The results presented here cover 1. disturb eff@ctendurance behaviour and 3. retention
measurements. These investigations give a pictutieedoehaviour of a typical memory cell.
As the process is not optimized with respect tosihlé-gate cell, the retention tests have only
been performed at 1-transistor and 2-transistds.cel

1. Disturb effects

Disturb effects can be separated into two groupgesdisturbs and read-disturbs. A write-
disturb means the unintended influence of cellingibn the un-selected memory cells of an
array, while read disturb usually refers to thentemded influence of cell reading on selected
cells of an array. Disturb effects are thus alwagjated to the array organization and chosen
way of memory operation. Here, the disturb effélotg appear for cell and array operation as
described in chapter 2 have been investigated.

When looking at write-disturb effects, the diffetlgrbiased un-selected cells that exist within
an array must be distinguished. These are un-selegls in the same bitline as the selected
cell, un-selected cells that are in the same woedas the selected cell, and all other un-
selected cells (Fig. 13, chapter 2). The trandsehtaviour of a 1-transistor cell under the bias
conditions of these three different types of uresid cells is presented in Fig. 68. It is
compared to the programming curve of a selecteld Teé worst disturb is seen at the un-
selected cell belonging to the same bitline asstlected cell. Un-selected cells in the same
wordline as the selected cell show less disturblewio write-disturb has been measured up
to 10s disturb time for cells that are neitherha same bitline nor in the same wordline as the
selected cell. The reason for the disturb effedhés voltage between the channel and the
control gate. For cells belonging to the samertgths the selected cell this voltage &wWw
Source, drain and p-well are on the same potentidlis case. For cells of the same wordline
as the selected cell, this voltage isc\. Although Veew = -Vspw,w in this case, the disturb is
less for cells in the same wordline as the selecadd The reason is that the p-well has a
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Figure 69: Results of read disturb measurements at fresh yiddccells; a. 1-transistor cell,
toxg=8.1nm; b. 1-transistor cell,4=9.2nm; c. 2-transistor celb§=8.1nm (select transistor at
source side); d. 2-transistor celht8.1nm (select transistor at drain side); writesera
cycling with constant pulses,c¥=+/-14V, initial Vr-window: V1 =2V, V1 &=-2V

negative voltage with respect to the S/D and chiapotential. Outside the actual transistor
area, where the floating gate resides on the &glde, the floating gate is capacitive coupled
to the p-well. This leads to a reduced floatingegadtential and thus a reduced FN-current
through the tunnel oxide. At all other unselectetiscthe channel and the control gate are on
the same potential. In cells that neither belonthéosame wordline, nor to the same bitline as
the selected cell, the electric field in the tunaride, which is present due to the charging
state of the floating gate, is even slightly realibg the capacitive coupling to the p-well via
the field oxide.

The measurement result leads to the definitionrma@imum allowed number of cells that are
connected in one bitline. Each cell must withstérelwriting of all other cells in its bitline,
so the disturb time is the number of cells minus times the writing time. In Fig. 68 it can be
seen that a shift of around 300mV of an unselectddis observed after a disturb time of
around 1000 times the writing time of the seleatell This means that the maximum number
of cells allowed in one bitline is according tostimmeasurement around 1000 cells, if a shift of
300mV is regarded as being acceptable.

The read disturb effect is a change of the ceflglife to the bias applied to the selected cell
during memory reading. It must be guaranteed that\ty-shift is low enough for a specified
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maximum reading time, so that the information carrdad correctly. Typically memories are
specified for 10 years of continuous reading.

The Vr of a written cell can theoretically be reducedtbg two effects: 1) a positive drain
voltage that is applied to the drain of a selecteld or 2) by the negative voltage applied to
the control gates of the unselected cells in aafsistor memory. These two disturb effects
have been found to be so small that they can blected.

An important effect is the soft-writing of selectedchsed cells. The drain current leads also at
low drain voltages to a charging of the floatingegarhis disturb effect is measured at
elevated drain voltages for acceleration. A typisadcedure is to determine the time for a
defined \-shift (typically 300mV) for a range of drain vaoles. The values are plotted
versus 1/Ws and in this scale linearly extrapolated to thec#mel maximum reading time
[76]. The result gives the maximum allowed draittage.

Fig. 69 shows results of read disturb measuremé&hts strong influence of stressing the cell
by repeated writing and erasing (cycling) can benseAs done for endurance testing
described below, the cells have been written aadeel for a number of programming cycles
with constant pulses. The pulses were adjustedafoiinitial Vy-window of V¢ ,=2V at
Vce=14V for writing and M~ -2V at Vcg=-14V for erasing. For the 1-transistor cell with
toxg=8.1nm the maximum allowed drain voltage after tkles is around ys=1.2V, after
100k cycles around p4=1.1V. A thicker tunnel oxide reduces the distufflee and allows a
maximum drain voltage of p4=1.18V after 100k cycles. The same measurement®, dbthe
2-transistor cell, show a significant dependencehef disturb-effect on the position of the
select transistor. In the case of placing the sdtansistor at the source side of the cell, a
maximum drain voltage of 34=1.2V is allowed after 100k cycles, even fggt8.1nm. In the
case of placing the select transistor at the dsi@iea of the cell, almost no change in the cell’s
V1 could be measured after 10,000s continuous reaging Vbs=5.5V.

The results show that for this technology the résturb-effect limits the minimum allowed
oxide thickness of the 1-transistor cell for a giwés needed for the reading operation and
for a required number of allowed programming cyclEse 2-transistor cell gives slightly
better results when the select transistor is platéte source side of the cell, while the read-
disturb is effectively suppressed by placing tHeddransistor at the drain side of the cell.

2. Endurance

The endurance has been measured by subsequenthingdpxed write and erase pulses and
monitoring the evolution of the threshold voltageh® written and the erased state. Different
programming conditions as well as tunnel oxide khé&sses have been compared. The
degradation of the cell's transfer characteristitth repeated cycling has been investigated.
Since the endurance first of all reflects the dégtian of the tunnel oxide, which is
gualitatively the same for 1-transistor and 2-trstios cells, the investigations presented here
concentrate on measurements done at the 2-transedtonly.

Fig. 70 shows examples of typical endurance curviest of all it can be seen that the bf

the erased state is more affected than thef\the written state. This behaviour is typical fo
flash cells with uniform channel programming. Thewindow closure, which is ascribed to
a built up of trapped negative charge within thenel oxide that reduces the electric field at
the electron injecting surface, is accompanied mypward-shift of the whole \¥window
due to the same charge. The latter can be explawéde fact that the oxide charge is present
in the channel area, and thus it raises the intrivig of the cell as seen from the floating gate
(V1i). The combination of these two effects leads toabmost constant \, value of the
written cell. Furthermore the influence of intedattapped charge is present, which does not
lead to a window-closure but merely to a shift led Vr-window. This is discussed more in
detail in appendix B, where the behaviour is ingaded also by simulations of the transient
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Figure 70: Results of endurance measurements at 2-transiiter & \&c=+14V for writing,
Vce=-14V for erasing, cells with different,§; b. txg=8.1nm, cells cycled with different
programming voltages; Cex{=8.1nm, \tc=+/-14V, length of write and erase pulses adjusted
for different initial programming windows (+/- 1\/- 2V, +/- 3V); d. evolution of the drain
current of erased cells atcd=0V and \bs=1.5V with repeated programming under the
conditions of c.

cell behaviour at the presence of oxide and interizharges, and a new method is proposed
to extract these charges from measured endurameescu

When comparing cells from two different wafers wilifferent tunnel oxide thicknesses (Fig.
70a), it can be seen that the cell with the thiakdde shows a slightly worse degradation
with respect to the ¥ of the erased cell. Ther\shift of the erased cell after 100k cycles is
1V for the cell with §g=8.1nm, while it is 1.2V for the cell with,4=9.2nm. Stressing has
been done with ¥e=+14V for writing, Vcc=-14V for erasing and an initial Mvindow of
V1w=2V and \f &-2V.

For a higher programming voltage ofd16V for writing and \t.c=-16V for erasing (Fig. 70
b), it can be seen that for the same initigd¢window both, the ¥ of the written cell and the
erased cell is shifted to higher values after regmbaycling compared to programming with
+/-14V. This indicates that more interface-trappddrge is present after cycling with the
higher voltage (appendix B).

68



Chapter 5 — Device Characterization

107 y—— : : : —— 3.0x10™
-4 3 conte e0000000e
L S R women st 05505 N
S A
2 10 f,/ ,f.;,o'g,o’ / ”518X10 =
< 10° fetesed s 7 ~ <
- 10‘9;-ﬂ—’ﬁ fod o A 11.2x10* -
1073 T B yanms 4 3
LI 1 A R Ry 5 —e—fresh cell
10 Afpy 235 6.0x10
10.12: i L40p P P Y e -+ 10k cycles
NS NS L W ?O 0 --0-- 100k cycles
-3 -2 -1 0 1 2
a Vv, V]
cg
10° y—— - - T 2.0x10
10-4; eoeedessOTTET *”Sééooooo Uﬂ@“’:j
10”4 },,v-"',..f@;gw@ﬁ Ig'”"%%mmm 1.6x10°
2 1074 J AL L] 1 2x107 £
S O 123100 2
$, 10 E -, 4 _j‘.r\" g L “ el $
o 10‘9:‘“]\ f’i;;__;? L e S#%0eed 8.0x10° 2
107 f/ ,; p g // - d a8
E N S CEL bl b Rl ) —e—
10™ f/ ){ A { /,f/\ - 14.0x10° e— fresh cell
102 3L f P / I aiateihiel ol ] -=+-- 10k cycles
103 I s 10.0 --0-- 100k cycles
-3 -2 -1 0 1 2
b vV, M
107 y— - - ————2.0x10"
10_4 é .....‘”ggg-gg&ﬁéf u)UUU\;)UULUUUUQ
10'5 ; 2 .88880 hanaann Umnx)UUuuug 1.6x1 0'4
10°; e
8 1074 ATt 1.2x10" £
< 1074 Z
2 10° // 18.0x10° —
10-10 ; e / /:/ ;
10" L ft AR 14.0x10°
1072 5 prf / //" - ": —e— fresh cell
et B A i N 0.0 --o-- 100k cycles
-2 -1 0 1 2 3 4
c V_-V_[V]

Figure 71: Degradation of the transfer characteristics withesged cell cycling: a.l-transistor
cell, thxg=8.1nm; b. 2-transistor cell§=8.1nm; c. 2-transistor cell, drain current plotted
versus (Ve — Vr)

Comparing the degradation after cycling with diéier programming windows (Fig. 70c) it
can be seen that a wider programming window leada slightly worse degradation with
respect to the Mwindow-closure, which is understandable as morargsh is transferred
through the tunnel oxide at each cycle.

69



Chapter 5 — Device Characterization

Fig. 70d shows the evolution of the drain currehtemased cells with repeated cycling,
measured at the bias conditions of cell readingait be seen that the reading current drops
drastically. This can not only be explained by thesed \fe. The \tre of the cell with an
initial V1¢=-3V reaches after 100k cycles about the samga$ a fresh cell with an initial
V1 =-2V, but the stressed cell shows a significaldlyer drain current. An explanation is a
reduced carrier mobility due to a degraded siliogide interface.

The degradation of the drain current is also vesibltransfer-characteristics measured at cells
before and after cycling, as shown in Fig. 71. ig.Aa and Fig. 71b the shift of;¥ the
degraded characteristics can be seen for a 1-g$tansell and a 2-transistor cell, respectively.
In Fig. 71c The current is drawn versusc§Y V1), which makes the reduced subthreshold
slope in logarithmic scale and the reduced saturaturrent in linear scale visible without the
effect of a raised Ye.

The strong reduction of the reading current aftglicog can be partly compensated by a
verified erasing, that adjusts the erasing time¢hst the cell is always erased to the specified
Ve In this case only the degradation as indicateHign 71c has to be taken into account.
The reduction of the reading current limits the maxm allowed programming cycles.

3. Retention

The retention needs to be measured under acceleraielitions to make a prediction of the
long-term behaviour possible within a reasonabteetiA widely used way is to measure the
charge loss of the floating gate under high tentpegaconditions and extrapolate the results
to the operating temperature by assuming a considivation energy. This approach is in
guestion due to two reasons: firstly the activaterergy has been found to change with
temperature [86], and secondly some degradatigrecesly the behaviour of tail-cells, is
already annealed at temperatures usually usedglatioh tests [33]. In this work the cells
have been investigated under a raised electrid figlprogramming the cells tor\states well
above the usual operating conditions.

The cells have been programmed tp,¥+7V and \t &~-7V to investigate the retention of
written and erased cells, respectively. Then, dutive first 1000s after programming, the V
has been measured with the cells being constaatipected (all terminals grounded during
the time between the Mmeasurements). Then the wafers have been storeshoat
temperature and thet\has been measured again after different timesulit be mentioned
that during the storage of the wafers the conteté gvas floating. The CG potential can be
nevertheless assumed to be the same as the whitrade, as the CG is connected to a metal
contact pad, which has a capacitance versus treratéthat is significantly higher than the
internal capacitances of the flash memory cell.

Fig. 72 shows the results of the retention measeinésn The patterned box shows the usual
Vr-window of +/-2V and a usually specified retentibme of 10 years. The extrapolated
curves should stay outside of this box to guarattieespecified retention. For a tunnel oxide
thickness of §g=8.1nm this is only valid for fresh cells. Alreadyter 16 programming
cycles the extrapolated curve of an erased cethe=a\f =-2V after around 1B. After 1¢
programming cycles this is already reached aftéma of less than 18. For a tunnel oxide
thickness of 9.2nm even after*lfrogramming cycles the extrapolated curves ofwthitten
and the erased cells stay outside the programmiimgios up to 10 years.

It can be seen that theréf the erased cells changes faster than thateodvtiiten cells. This

is due to the intrinsic ¥of the flash cells, which is above OV. As discassechapter 4, the
intrinsic V¢ should be in the middle of therMvindow to achieve the best retention results.

In summary it has been found that the reliabilityorsgly depends on technological and
memory operation parameters. According to the nreasent results for a tunnel oxide
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Figure 72: Results of the retention measurements of 1-traorstgtlls, comparing fresh cells
and cells after repeated programming witbc¥+14V for writing, Vcg=-14V for erasing,
initial V-window: V1 =-2V, V1 ,=+2V; a. txg=8.1nm; b. §,,:=9.2nm

thickness of 9.2nm 10 years retention time and &@rs/ read disturb immunity can be
predicted for a 1-transistor cell, also aftef pflogramming cycles.
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Figure 73: DC-characteristics of the HYMOS devices; output atadsfer-characteristics of
the HYNMOS (a., b.) and of the HYPMOS (c., d.); devdimensions see appendix D; output
characteristics with 1V-steps insVtransfer characteristics withp¥=0.1V and \bs=6V
(HVNMOS), Vps=-0.1V and \bs=-6V (HVPMOS)

5.2. High voltage MOSFETSs

In following, the DC-characteristics of the highltage MOS transistors will be presented and
discussed. The HVMOS transistors (HVPMOS and HVNNI@& required for memory
operation, i.e. for generating and switching thghhvoltage needed for programming the
memory. A very important parameter is thus therdtaisource breakdown voltage, which
has to be safely above the applied voltages. Hebeeakdown voltage of more than 10V has
been targeted. Furthermore the drain-leakage duatemgh drain voltages should be low to
achieve low current consumption during the writeragion.

The devices under investigation are a HYNMOS wibDLextension areas at the source and
the drain side of the gate, as described in chaptetith a gate-length of 0.6um and a length
of the LDD areas of 0.6pum on each side of the gateVNMOS without LDD extension
area, with a gate-length of 0.8um; and a HVPMOS vét gate-length of 0.8um. The
implantation doses of the wells, which is closetyated to the well of the flash cells as
described in chapter 3, are adjusted for a pratesdas been optimized for a 1-transistor cell
memory and for getting about the same absolytgalue of the HYNMOS and HVYPMOS.
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Fig. 73 shows the DC characteristics of the HVYNM@% of the HVPMOS. In the output
characteristics it can be seen for both devices tthe drain-source breakdown voltage is
above \bs=10V for the investigated range of gate voltagessf@V — Ves=7V), as it has
been targeted. Regarding the breakdown voltagesraary operation with voltages up to 6V
or 7V is possible, leading to a total programmimdfage of 12V — 14V. These values have
yet to be verified also by HVMOS reliability invegitions like hot-carrier stressing. The
transfer-characteristics have been measured avawes for \s. At Vps=0.1V the threshold
voltage of the devices has been determined to5®.8V for the HYNMOS and ¥-0.6V

for the HVPMOS. At \bs=6V, which is a typical memory operating voltage tleakage
current at \6s=0V is important. For the HYNMOS the leakage i8N c=3pA/um and for the
HVPMOS it is [/Wg=1pA/um.

The significant influence of the LDD area that lh@en introduced between the poly-Si gate
edge and the highly doped S/D areas can be sdgg.iii4. A HYNMOS without LDD areas,
where the source and drain doping is implantedalglhed to the gate poly-Si, has been built
and measured. In the output characteristic it carsden that the drain current significantly
rises above ¥s=6V, which is the case for the HVYNMOS with LDD arealy above
Vps=10V. This can be explained by a reduced eleciid fat the drain edge due to smoother
doping profiles. The main drawback of the constarctvith LDD areas, besides the larger
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Figure 75: Drain current of the HYNMOS transistor with LDD ageat the source and at the

drain side of the gate for different values of dose of the implanted P-ions (%)
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Figure 76: Threshold voltages of long-channel NMOS and PM@Sdistors (k=25um),
measured on wafers prepared with a BICMOS procelysamd on wafers prepared with a
BiCMOS process including additional the embeddadtflprocess modules

area consumption, is the reduced drain currenttdube additional series resistance at the
source and the drain. The dose of the implantedrdomhich controls the doping level of the
LDD areas, has to be adjusted to achieve a compeobetween a high breakdown voltage
and a high drain current. Fig. 75 shows the deps®lef the drain current atp¥=Vgs=6V

for different P-implant doses (Bb). It can be seen that the drain current tendsatorate
towards higher doses. A dose afsh=8x10"°cm has finally been chosen, leading to the DC-
characteristics of Fig. 73. The different valueslfpcomparing Fig.75 to Fig. 73 results from
slightly different p-well implant doses, which waret yet optimized in the experiment of Fig.
75.

5.3. BICMOS devices

The influence of the flash memory integration oe #iectrical characteristics of the CMOS

transistors and the HBTs will now be discussed.drtgmt parameters of devices prepared
with the original BICMOS process, without the aduial process steps for embedded flash
memory fabrication, will be compared to the pararsetof devices prepared with the

presented process flow.

5.3.1. CMOS transistors

It is important that the electric characteristiédlee CMOS devices are still well within the
given specifications after the flash memory intéigra One important benefit from such a
modular integration is that the digital cell libyazan still be used for circuit design and circuit
simulation, as the development of digital libraiiesostly and time consuming.

Since all geometrical structuring of the flash meynarocess modules is done while the areas
of CMOS devices on the wafer are completely covénggholy-Si, and process steps for the
gate formation of the CMOS devices have not beemgéd, the major influence on device
parameters is only by the added thermal budgethefnew process steps. To investigate
possible changes in the well doping profiles dupdssible thermal diffusion of dopands, the
threshold voltage of long-channel NMOS and PMOS8dlistors has been measured on wafers
processed with the original BICMOS process flowyoahd on wafers processed with the
developed BiCMOS process flow with embedded flagidumes. Fig. 76 shows the result of
measurements of transistors withe¥25um and E=25um. t-values measured on different
wafers with 9 data points belonging to one wafer @resented. It can be seen that both, the
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Figure 77. Current gain of SiGe:C HBTs, measured on waferpgresl with a BICMOS
process only and on wafers prepared with a BICM@8gss including the additional
embedded flash process modules; current gain meghativse=0.7V and \¢g=0V

mean value and the scattering of the thresholdgeltre not influenced by the flash memory
integration.

It can be concluded that the presented flash menmiegration scheme has no negative
impact on the characteristics of the CMOS devibeg to the integration before CMOS gate
structuring, the possible impact is reduced to animmim, and is according to the
measurements in an acceptable range.

This is also confirmed by the fact that the circsitnulation of the CMOS parts of the
memory chip presented in chapter 6 could be dortlke thie original device models of the
BiCMOS flow.

An open question is the yield of high-density CM@Ruits, which could be affected by the
changed cleaning regime due to the tunnel-oxid@&tion. But as dual gate-oxide processes
are industry-standard today, the tunnel-oxide faimnacannot be a principle problem of this
integration scheme. Another open question is thgachof the prolonged nitride wet etching
after the gate structuring. As it does not leadeometrical changes in the CMOS transistor,
no impact on device parameters is expected. A plessifluence on the yield of high-density
CMOS circuits has nevertheless strictly speakiiigtgtbe investigated.

5.3.2. SiGe:C HBT

The possible impact of the flash memory integratbonthe SiGe:C HBTs of the BICMOS
process can be regarded as more critical thanntipadt on the CMOS transistors, as the
almost fully processed HBT has to withstand thengetioical structuring of the flash memory
devices as well as the added thermal budget (sgeeariv).

As a sensitive parameter for monitoring changeshe device behaviour due to changed
doping profiles, the current gain of single HBTs lh@en compared for wafers processed with
and without the additional process modules of tindexided flash integration. Fig 77 shows
the result of comparing four wafers, with 100 HBfeasured on each wafer with BICMOS
and embedded flash process, and 45 HBTs measureacbnvafer with BICMOS processing
only. The results of two wafers with additionalstaiintegration and two wafers with the
original BICMOS processing are shown. It can bendbat no impact, neither on the mean
value nor on the scattering of the data pointssible.

To investigate a possible impact of the flash iraéign on the yield of HBTSs, especially as a
consequence of the steps that lead to geometi@aiges, e.g. the partly removing of the
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Figure 78: Yield of 4k HBT arrays, measured on wafers prepavigd a BICMOS process
only and on wafers prepared with a BICMOS proceshkiding the embedded flash process
modules; a “good device” is defined as an HBT vigth<1nA at \kg=0.4V

oxide spacers (see chapter 4), the wafer-yieldBT ldrrays has been measured. HBT arrays
consisting of 4k HBTs connected in parallel haverbmeasured with respect to their leakage
behaviour. Fig. 78 shows the percentage of goodceevound on wafers that have been

processed with and without integrated flash mem@mu.each wafer with embedded flash

processing 100 arrays have been measured; on edehwithout embedded flash processing

45 arrays have been measured. As a result, no trop#te additional flash memory process

modules can be seen on the yield of the HBT arrays.

5.3.4. Modularity of the technology

In summary the results of comparing CMOS transiséord HBTs of a BIMCOS process with
and without the additional embedded flash memorydutes indicate that the process
integration can be regarded as being modular. Ehigspecially important for a flexible
technology for SOC design. Different systems, \aitldl without embedded flash memory can
be developed based on the same baseline technology.
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Chapter 6

Full Circuit Demonstration

A 1-Mbit memory chip has been developed, basederittransistor cell, to demonstrate the
feasibility of the technology for such memory déiesi The circuit design has been done in
cooperation with the CAD-department of the Technit@versity of Kiev.

As the circuit design itself is not part of thisedis, only a brief general description of the
memory chip will be given, followed by a preserdatiof the most important measurement
results that show the principle functionality oéttevice.

It should be mentioned that, as an interface betweehnology and circuit-design, firstly a
set of design-rules for the newly introduced maslets had to be defined, and secondly the
electrical modelling of the new devices had to beeaj which are the high-voltage transistors
and the flash cell itself. The high-voltage tratwis have been modelled with a usual SPICE
transistor model (BSIM3v3). The flash-cell has obéen modelled for simulating the reading
operation, as a compact model that includes thesiteat behaviour has not been available at
the IHP at this time. To simulate the reading openaof erased and written cells, two sets of
SPICE MOSFET model parameters have been extramtedrepresenting an erased cell and
the other representing a written cell.

6.1. Building blocks and memory organization

Fig. 79 shows a micrograph of the memory chip dfiérprocessing. The memory matrix is
visible as black area. It is separated into twoaégarts, to reduce the length of the wordlines,
which are oriented horizontally with respect to tigeire. The row-decoder is placed between
the two cell arrays. It consists of a low-voltageader using the standard CMOS transistors,
which is connected to the wordlines via level-gh#t built with the high-voltage MOS
transistors [90]. The column-decoder is placed umekgh the cell matrix. It consists of two 3-
address-decoders, each having 8 output signalsul@plexer circuit, high voltage shifter
circuits, sense-amplifiers, output latches and wubuffers. The shifter circuits do again the
connection of a low-voltage decoder with the menmoatrix, in this case with the source and
drain connections. The sense amplifiers are diffitaie2-stage amplifiers that detect the drain
current of erased cells. The information that sdrérom the cells is kept in output-latches.
The output-latches are connected to the output-mida via the output-buffers, which
produce the required fan-out and protect the iwireuit (e.g. from ESD). The last important
building blocks are the charge-pumps for the omp-g@neration of the positive and negative
high voltage. Two concurrent Dickson-charge-pumies used to generate the positive high
voltage, while the negative high voltage is gerestatsing the high-voltage PMOS transistors
[89]. Both charge-pumps are designed to have tinee staiming-parameters. The voltages
generated for writing and erasing are targetecete@) and -6V, which are added to achieve
in total +12V and —12V for writing and erasing, pestively. A negative voltage of¥=—3V

is generated and applied to the non-selected wasliduring reading to suppress the current
in erased cells.

The memory architecture is NOR-type and it is ofelaas described in chapter 2. The
memory matrix consists of 1024 rows and 1024 cokin@ne word consists of 16 bits, which
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Memory matrix
(organized in
2x8 blocks as
indicated by
dashed lines)

Row Decoder

Column decoder
m == Charge pumps

Figure 79: Micrograph of the 1-Mbit embedded flash memory dhfier full processing

are addressed simultaneously during programmingeeding. Due to this, the whole matrix
can be imaginarily divided into 16 blocks, with édlumns belong to one block. Each bit of
one word is stored in a different block, each atgsame place within its block. Each block has
it's own sense-amplifier. The dashed lines in Fgnticate this memory-organization.
Besides the 16 I/O data pads and the 16 address gredmemory is controlled by several
control pads, which define the different operatioades of the memory (read, write, erase,
common-write). In the read-mode the informatioriref 16 cells belonging to the word that is
defined by the 16 address pads can be read at@hdath pads. In the write-mode the
information at the 16 data pads is written into fl& cells belonging to the word that is
defined by the 16 address pads. In the erase-mbbdeelss of the memory are erased
simultaneously. In the common-write-mode all celld the memory are written
simultaneously. The latter is done before memoagiag, in order to get a tighter distribution
of the threshold-voltages within the cells of themory matrix. Table 1 shows how the
different modes are switched by applying the repecignals to the control pads. These
operation modes are the needed for the basic meopesation. Additional modes, control
pads and pads connected to internal circuit nodést ¢éhat allow to get more detailed
information about the circuit, which is not discedshere. Finally, two pads are reserved for
the power supply (M = 2.5V) and the ground connection.

Operation Mode
Read Write Erase | Common-

Control Write
Pad

Read 1 0 0 0
Write 0 1 0 1
Erase 0 0 1 0
Common 0 0 1 1

Table 1: Switching of the memory operation modes by the rmbpiad signals
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6.2. Functional testing

The functional testing has been done using an AgB®©C93K Test system, combined with a
TSK UF200 wafer-prober for on-wafer measurementiste&ts were done at a supply voltage
of Vpp=2.5V. The high voltage required for cell writingcherasing was in all cases generated
on-chip.

A number of basic tests have been done. The resilltbe presented and discussed. Some
general description and definition of importantisrwill be given first.

Memory erasing

The erasing is always done in a 2-step procedurst, fhe memory is set to the common-
write mode for a defined time, and then the memsrget to the erase-mode for a defined
time, which is the erasing time. The data and addmads are not needed during this
operation.

Memory writing

Before the memory can be written, all cells havdé¢oerased first. When this is done, the
memory is set to the write-mode, an address isegppd the address pads and the data that is
to be saved is applied to the data pads. This gordtion is kept for a certain time, which is
the writing time. During this time the state of theédressed cells is changed according to the
applied data. After this, both, the address anditiia are changed to write the information of
the next word into the memory. After switching b twrite-mode and before writing the first
cell, a delay time has to be introduced to make #$uat the charge-pumps have reached the
final level of the programming voltage.

Memory reading

The memory is set to the read-mode. The addreseoivord that is to be read is applied to
the address pads, and after some time, which isnihenum reading time, the information

that is stored at this address is present at thee pids. After getting this information the
address can be changed to read the contents oietttevord. The time difference between
two times switching the address is later on caltedreading time.

6.2.1. Test sequence and results
The following sequence of basic tests has beeneapg the memory chip:

Memory erasing

Full memory writing (all cells “1”)

Writing a single row / single columns

Writing a “checker-board” pattern (every second t¥)

Determination of the read access time after writirfighecker-board” pattern
Writing one word with long writing times

ok wNE

1. Memory erasing

The memory has been erased with a common-write ¢indens and a different values of the
erasing time. After erasing, all addresses hava besd with a reading time of 500ns.

As a result it was observed that after an erasmg bf >10ms all cells of a memory were
read as “0”. Comparing this value to the transmhdracteristics of a single cell of the same
wafer at \kg=-12V, it could be seen that a cell is read asdipéady at a threshold voltage of
about Vre=-1V.
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Figure 8C: Screenshots of bitmaps generated by the evaluatiiware for functional
testing, taken after writing single rows (left) asmlumns (right) and reading the full memory

2. Full memory writing

The memory has been erased with a common-write dindens and an erasing time of 10ms.
After this, all cells were written to “1” (which raes that a value of 65535 is written to all
addresses) with different values of the writingdiriinally, all cells were read with a reading
time of 500ns. As a result it was observed, thtarad writing time of 20us all cells of the
matrix were read as “1”. Again, comparing this tesuthe transient characteristics measured
at a single cell of the same wafer, it could bensemat a cell is read as “1” already at a
threshold voltage slightly abovery, = 0V.

3. Writing single rows / single columns

The memory has been erased with a common-write dindens and an erasing time of 10ms.
Then, a single row or a single column (in each kldwas been written to “1”, respectively,
with 20us writing time. Fig. 80 shows screenshdtthe evaluation-software after reading the
full memory with 500 ns reading time. Bitmaps ahewn, where the logical addresses have
been translated to the physical position of thdésoelthin the matrix. A black spot on the
bitmap is a written cell, while the erased cells ahite. By writing a single row, possible
problems concerning the leakage of the unselecédid end overerase problems can be
detected. All cells in one bitline, except one, arased to a low state, which is the worst-
case regarding leakage current. The total leak&gdl anselected cells must still be clearly
distinguishable from the reading current of a del@cell. Furthermore, if only one cell in the
bitline would be overerased, this means that it3s\50 low that also an unselected cell has a
significant current contribution, then all cellstbe bitline would be read as “0”, also the one
that is actually written. None of this has beeneobsd here. In the picture showing the
example of writing single columns it can be seat tine column is shifted to the right with
respect to the other columns. This is due to aakestin the circuit design that caused a
different connection of the columns belonging te 8f bit of one word. The columns are
ordered in this block in the opposite direction.

4. Writing a “checker-board” pattern

The memory has been erased with a common-write dinfdens and an erasing time of 10ms.
After this, a “checker-board” pattern has been temitinto the memory with 20 ps writing
time. The “checker-board” pattern means that ewegond cell is written, so that finally a
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Figure 81: Screenshot of bitmaps generated by the evaluatifinvvare for functional testing,
taken after writing a “checker-board” pattern aedding the full memory

chess-board-like pattern is visible. This patternvidely used for memory testing, as it is in
some respect a worst-case scenario. For examply ee# is surrounded by cells of the
opposite state, so that a possible influence betwegghbouring cells becomes visible. Fig.
81 shows a screenshot of the evaluation-softwdes efading the full memory with 500 ns
reading time. The “checker-board” could be writtgthout errors.

5. Determination of the read access time after wriirighecker-board” pattern
After writing a “checker-board” pattern into the mery, the read access time has been
directly measured at selected bits. To do thisimang diagram has been generated. This

500ns 500ns

: 160ns
' 220ns

Figure 82: Screenshots of timing diagrams generated by thiei@van-software for
functional testing, taken after writing a “checherard” pattern and reading cells in y-
direction row by row (upper diagram) and in x-dtres column by column (lower diagram)
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Figure 83: Screenshot of bitmaps generated by the evaluatifingre for functional testing,
taken after writing “1” into one word with 1ms (lefand 10ms (right) writing time, and
reading the full memory

diagram shows the status (“0” or “1”) of all datads versus time during reading. As in the
“checker-board” pattern every cell has the oppastide compared to the cell read before, the
time until the right state is read at the data sty a change in the address can be measured.
Fig. 82 shows screenshots taken after measurifeyelit timing diagrams. Q_out is the status
of all 16 data pads drawn together. Xaddr and yaatédr the addresses in hexadecimal
numbers, separated in column number and row nunrespectively. The upper timing
diagram shows the states of the data pads wherchsmgt from one row to another by
changing the y-address; the lower diagram showsdh& for switching from one column to
another by changing the x-address. It can be dedrnhe “0” is already read correctly after
90ns, independent on the direction of address ¢hgnghe correct reading of a “1” is slower
for reading cells in different columns after eatheo, requiring a minimum reading time of
220ns. When changing the to another cell in y-tive¢ the slowest data pad changes its
information 160ns after changing the address. Tloavest of these times defines the
minimum read access time, which is 220ns here. asto be verified on all cells of the
memory by reading the whole memory without errdrshes reading time with a “checker-
board” and the respective inverse “checker-boaattgon written into the memory.

6. Writing one word with long writing times

This test is used to get an information about wdigturb effects. The memory has been
erased with a common-write time of 1ms and an egasime of 10ms. After this the 16 cells
of one word have been written to “1” with writinignies of 1ms and 10ms. Fig. 83 shows the
bitmaps after reading the whole memory with 500#eding time. After writing with 1ms
writing time the pattern is read correctly. Afteritnmg with 10ms other cells in the same
column as the cells that have actually been wriienalso read as “1 “. This can be explained
by the onset of write disturb. As already obsemvednhapter 5, the cells in the same bitline as
the selected cell are stronger affected by thituiseffect compared to all other cells in the
memory array. This picture is also observed heetlsGn the same wordline as the selected
cells are not yet affected.

Write disturb is a severe problem here. The vafuEans is only 500 times the usual writing
time of 20us. This means that the number of cellerie bitline has to be less than 500 to
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Memory size 2.28 x 1.55 nfm
Cell size 2.14uMm
Memory architecture NOR

Flash cell type 1-transistor cell
Capacity 1 Mbit

No. of data pads 16

No. of address pads| 16

Internal high voltage| +/- 6V (target values)
Writing time 20 us

Erasing time 10 ms

Read access time >220 ns

Table 2: Summary of important parameters of the embeddesth finemory chip

guarantee full functionality at all possible pattemritten to the memory. This needs to be
either improved or taken into account in futurdissgions of the memory.

The write disturb effect is much stronger than expe. The reason for this is an unwanted
unsymmetrical distribution of the generated hightage in this realization of the memory.

The generated negative high voltage is in absohalees higher than the positive high

voltage. This leads to a stronger disturb at theelatted cells in the bitline of a selected cell
compared to the symmetrical case, or comparede@piposite case of an absolutely higher
negative voltage. As explained before (chapter @ emapter 5), the cells in a bitline of a
selected cell have to withstan@ddy.w, Which is the full generated negative high voltagech

a constellation needs to be avoided to improventieenory in this respect, and the circuit
design of the charge-pumps needs to be reviewed.

6.3. Summary of the memory chip functional testing

In summary the results of the functional testingh®f memory chip that has been built with
the developed technological process flow has gpesitive results in the basic functions.
Different patterns could be written and read withany errors. The writing time was in the
expected range. It has been observed that the sigtdé can be determined with a smajt V
window only, but to compensate for parameter vt in different memories a wider
window needs to be specified for reliably using themory. The reading time of >220ns is
significantly longer than expected from circuit silations, which needs to be reviewed in
next design iterations. Write disturb has beentifled to be a major issue, which requires to
be dealt with in new versions of the memory chipe@ossible reason could be identified.
Table 2 summarizes the parameters of the memopy chi

The next steps that have to be done are a statigtialysis of the memory’s yield and
investigations of the reliability of the completércait, which is not covered by this
dissertation.

The first successful realization of a 1-Mbit embedidlash memory in a SiGe:C BICMOS
process has been done. The results of the basstidnal testing show the feasibility of the
process and its individual devices for memoriesuwh densities.
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Summary and Conclusions

This dissertation describes for the first time &tail the integration of an embedded flash
memory module into a 0.25um SiGe:C RF-BICMOS precdhe combination of a high-
performance BiCMOS process with a non-volatile mgme important for SOC solutions,
resulting in both, reduced fabrication cost and amgled system functionality. Similar
solutions are commonly used for RF-CMOS processge no publications are known to
me about a flash memory integration into a SiGeiCMBOS technology platform, which is
needed for applications requiring highest RF-pentmce.

In this work a process integration scheme has pegposed and the fabrication process has
been implemented in the pilot line of the IHP. Tgrecess has been characterized by means
of SEM and TEM at different stages. Overall intéigraissues as well as the main process
steps have been discussed. The individual deviea® lbeen characterised electrically,
including basic reliability investigations of siegflash memory cells. The impact of the
process integration on the original BICMOS procasd its devices has been discussed and
evaluated by electrical measurements. Finally #selts of successful functional testing of a
1-Mbit memory chip, which has been developed inpevation with the NTU Kiev and
fabricated with the presented process flow, hawnslown, demonstrating the feasibility of
the process for such memory densities.

It has been found in a comparison of CMOS embedidstt memory solutions reported in
literature that a wide variety of concepts exisithwdifferent mechanisms for writing and
erasing the memory and with different ways of psscategration. Dedicated processes have
been developed during the last 10-15 years to theespecific requirements of embedded
flash memories, which are first of all reduced ps®ing-costs and a possible low-power
memory operation. Features like cell size and @ogning speed play only minor roles here.
The cost is reflected in the number of requiredtamithl mask levels, and the lowest numbers
reported for embedded stacked gate flash memaee3-4 additional mask levels. The lowest
power consumption is achieved by flash memoriesguBN-tunnelling for cell programming,
with the drawbacks of a slower programming speed high programming voltages.
Especially embedded NOR-type 2-transistor flash oresa that are written and erased by
FN-tunnelling have been reported as a preferredtisol during the recent years. More
advanced NVM concepts are not yet mature enoudiawve not the CMOS compatibility of a
standard floating gate approach.

The chosen memory concept is an FN-programmed,lelqadby-silicon, floating-gate, NOR

embedded flash memory. The advantages and drawbafckkis approach have been
discussed. The developed process integration scliemdow-cost approach leading to an
embedded flash memory process requiring only 4tiadl mask levels on top of the
baseline BICMOS process flow. This has been achi®éyesharing mask layers for flash cell
and peripheral HYMOS transistor fabrication andusyng the interpoly oxide of the flash
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cells simultaneously as gate dielectric for the HY# transistors. The process allows the
fabrication of different types of flash cells, whiare 1-transistor cells, 2-transistor cells and
split-gate cells. It has been shown that the pdes to be adjusted with respect to the
chosen cell type, especially regarding implantagarameters.

SEM and TEM images demonstrate how the differenicge evolve during the fabrication
process. Considerations of adjusting different afft the process have been discussed in
detail, these parts are the tunnel oxide formattbme, interpoly oxide formation, the well
formation, the RIE of the floating gate, the RIEtloé control gate and the introduction of an
ARC for the CG-lithography. This gives a deeperight into the process and into the
interaction of the different steps with each otied with the baseline process.

The tunnel oxide, which is most important for th@nsient and reliability characteristics of
the flash cells, has been investigated with resfmeds current-voltage behaviour, also after
FN-stress. The measurements have been comparedsivitiations according to models
published in the literature, which shows a goodcagrent.

The DC-behaviour of the flash cells, which is intpat for the cell reading, has been
presented for the different cell types. From tkiig operating conditions of a memory using
the different cells have been be determined. Assalt it can be seen that especially the 2-
transistor cell offers a robust solution for aclmgvhigh reading currents, which is important
for a fast read access in a memory chip.

The transient behaviour of the flash cells has mesented for the different cell types. In
addition, the influence of various technologicalrgmaeters has been demonstrated and
discussed. The results show both, the possible feaytechnological improvements, and the
need for carefully controlling a number of sengtparameters during processing with respect
to homogeneity and reproducibility, in order to gettight enough distribution of the
programmed and erased ¥f the cells.

The presented reliability investigations of singlemory cells show that a careful choice of
the tunnel oxide thickness is necessary to fulid tequired specifications. A too thin oxide
leads to severe problems regarding read-distudztsfiand memory cell retention, especially
after repeated cell programming. A compromise needd®e found with respect to the
acceptable programming time for the target appboat

The investigations done within this work only gadasic picture of the reliability behaviour
of the developed flash memory cells. A full religlgicharacterisation taking statistical effects
into account is another major project by itself.

The HVMOS transistors have been found to have ficritly high drain-source breakdown
voltage of >10V. It has been demonstrated thathi presented technology this can be
achieved for both types of transistors (n-channdl gchannel), if an LDD-area is introduced
at the source and drain side of the HYNMOS gate.

The electrical measurements done at the CMOS stansi and HBTs demonstrate the
modular character of the presented integrationreeh&he presented results indicate, that the
integration of the additional process modules carddne without a significant influence on
both, the device parameters and the yield. The madtuis important to allow using the
same CMOS and HBT cell library for circuit desigithwand without an embedded flash
memory, thus offering more flexibility. Open issueghis respect that have to be investigated
in future projects have been identified.

The successful fabrication of a 1-Mbit memory-chigh the proposed process technology
has been demonstrated by a set of basic functiestd. Memories without any failing bit
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during the presented functional test flow have bmeasured. The minimum writing time has
been determined to be 20us, and the read accessotioe >220ns.

The writing time is in the expected range, while tead access time is slower than in circuit
simulations, which has to be further investigated.

Write disturb measurements have been found to $®vare issue for the presented memory
chip. A reason could be identified and has to befadly taken into account for future
memory designs.

Altogether the results of this dissertation indécéttat the developed process technology is
able to produce embedded FN-programmed flash meméor medium density applications
within a SiGe:C BICMOS platform. This opens new gbdities for future SOC
developments.
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Appendix A: Calculating the transient cell behaviour

Calculation of the oxide electric field

To calculate the transient cell behaviour, it istfiof all necessary to calculate the electric
fields in the tunnel oxide and in the interpoly @i as these determine the charging and
leakage currents. These fields are dependent (fyeoapplied voltages at the control gate and
source/drain (source and drain have always the pateatial here) versus the isolated p-well,
(2) on the charge residing on the floating gaté,did charges in the oxides due to oxide
degradation, (4) on the technological parametespifd) concentrations in the isolated p-well,
s/d, floating gate and control gate) and (5) ond#lés layout dimensions. An exact solution
requires a numerical 2-D device simulation, sodfficient calculation of the cell behaviour
some approximations are needed.

The simplified structure used here is presentdeéign84. The MOSFET part of the cell up to
the floating gate is modelled as three capacitongarallel, one representing the area where
the tunnel oxide covers the isolated p-well areal{annel area, 4); the second the area
where the tunnel oxide covers the under-diffusada@drain doping (S/D-overlap s and

the third the area where the floating gate is detshe active area residing on the STI oxide
(Awx). These three capacitors are connected in serids the capacitor formed by the
interpoly dielectric (area &) to complete the flash cell. The capacitors eamtsist of the
respective silicon oxide layers (thicknessgg toxcg loxiox), having constant capacitances, and
the silicon surfaces, having voltage-dependentatgreces (as indicated by the bent lines in
Fig. 84). The doping concentrations in the différsiticon or poly-silicon areas (N, Nsg,
Nrox, Nig, Ncg) are regarded as being homogenous (not locatigrerdent within the
respective areas). Any oxide charge.2Qoxcg IS regarded to be a 2-D-charge layer located
in a certain depth in the oxide. The location isegi by the parameters, and Xxcg
respectively; ¥g = 0 means that the charge is at the oxide/buigesil interface, %g = 1
means that the charge is at the oxide/FG interfagg; = O refers to the FG/interpoly oxide
interface and xcg = 1 to the interpoly-oxide/CG interface (Fig. 8Bjterface trapped charge
(Qipw, Qisa) Is regarded as a 2-D charge layer at the buikesiloxide interface, and it is not

Neg Ve
Acg toxcg, Ceg ; xscg
Qoxcg! Xoxcg Voxcg

Nfg Qfg qucg sfgeg V|:G
Aox Apw Ay toxg, Ofgsd 1 Vstgsd Qfgpw Vstgow Crgfox Vstgfox
Toxfox Qoxg/ Xoxg V oxsd L Voxpw V oxfox

Qitpw Qitsd Osd t Vssd iqu i[ Vspw Ofox Vsfox

Nfox pr Nsd Vsp gm gn_d

Figure 84: Simplified structure of a flash cell used for tredoulations, théold printed are
the input parameters, and the regular printedrerealculated values
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counted in p-well-accumulation (as it is regardedrapped charge, positioned energetically
in the silicon’s energy gap).

The solution of this configuration, which meansca#dting the electric fields in the different
oxide regions out of the input parameters (priftett! in Fig. 84), is still not easily done
analytically, and it is done here in a numericavig a least-squares routine. This routine
uses the possibility of a straightforward calcaatof Vg out of a given charge residing on
the silicon side of the floating-gate/p-well capaci gw. Thus, @ is initially guessed, and
then systematically varied until the rightg\éomes out (+/- an allowed erroren¥y.

The main formulas needed are for the calculatiorthef conduction band bending in the
silicon (surface potential y/for a given charge at the respective siliconaef(q):

2
KT{qg, Lyq . . .
V= | =20 -type semiconductor in depletion 1
s QO(A\/EEOEQKTJ p-typ p (1)
V, = —2k—T LN G No Lot -V,  p-type semiconductor in inversion, (2)
T A n J2ee KT
= Vg Mmust only be added if S/D-junctions are preseat ifmthe FG or the CG)!

KT L i
V, =—LN G5 _=o% | 4q p-type semiconductor in accumulation (3)

o A 2g,e KT

with A being the capacitor’s areaphhe silicon doping concentration, T the temperatuge
the Debye-length, and the silicon intrinsic carrier concentration. Thé#daare defined as

kT ) _Egs‘qo
Lo =1/ﬁ (4) n =yN_N,e 2T 5)
oNp

These calculations are an approximation to exachdtas, e.g. [83], p.368, which gives the
opposite dependence, the change of the surfacgechath the surface voltage (here for an n-
type semiconductor) for the case of constant gbasgii levels in all areas:

. b
Vsj _2 Vs%
= a2 H L _1]+ [ Nt 1ﬂ ©
D ™0 D

A comparison between the approximation and theteéwaawula is shown in Fig. 85. Around
<= 0V and in the regime around the onset of inversiome deviation can be seen.

Other formulas needed are for the calculation efftatband voltages in the different areas,

Vfbpw, Vfb3d|Vfbf0X and Vbcg- These are:

KT NN KT NN
Vg = — LN p—zfgj () Vi =— LN(%} (8)
o n b n;
N N
Vi = KT LN —fgj (9) Vi = kT LN| —% (10)
o1 Ng (O fg
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{ —— approximatioh
1E-8 \i0--8Xadt__(equation 6)

1E-9 4 \ N : )
o’ 1E-10 (equation 1) toxg = 7.9nm

; \ et 1 Ny = 2x000 e
1E-11 4 Rl ] no oxide or interface charges
V’ other simulation parameters
1E-12 | . . | see app.

03 00 03 06 09
V. [V]

Figure 85. Comparison of exact calculation (equation 6) angrayxmated calculation
(equations 1, 2, 3) of the silicon surface charpelvis present at a given surface potential

The complete flow of the numerical solution candeen in figures 89 and 90. The input
parameters f, and Ghax define an interval in which the,gis searched until  is in the
allowed limits. The variables,gland g, represent the search interval during the cal@nati
which is narrowed after every iteration. The par@rseQygow and Qxgsq are the fraction of
the total oxide charge that resides in the p-wedl source/drain areas, respectively, and they
are calculated by the total oxide charge and thie ohthe areas.

At the end of the routine the electric fields candalculated from the presentv@lues in the
different areas:

= qs + it (11)

0X -
Abxgogox

This is the electric field in the oxide at the niéee belonging to the respective 4t the
opposite interface the electric field is differeait the presence of oxide charges. This is
illustrated in Fig. 86. Only the electric field e electron-injecting interface is relevant for
the tunnelling current (at high electric fields).

The voltage drop across the oxide can be calculfated the different electric fields in the

- — qsl + itl
A)xgogox

ox1

Os1, Q
__q52+ it2 :_qsl+ it1+ OX

A)x gogox A)x gogox

0X 2

Os2, Q2

Figure 86: lllustration of the electric field in a silicon ale layer between two silicon layers
at the presence of oxide and interface charge
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VCG =12V

VT =-2V

no oxide or interface charges
other simulation parameters
see apj C

Conduction Band Potential [V]

Location [um]

Figure 87: Example of a calculated conduction band potential Flash structure

oxide (Fig. 86):

_ qq + Qitl Xt + Oqu * Qitl + Qox 1- X, )tox (12)

0X ~0X

A;)x ‘90 gox A)x gO gox

0ox

The conduction band potential along a verticaltbubugh the flash cell can easily be drawn
after the routine, as the complete conduction baending is then known. An example is
shown in Fig. 87, showing the conduction band ofeaased cell (Y = -2V), when a
programming voltage of 3= 12V is applied.

If the presented calculation is stopped after tbatihg gate potential has been calculated,
also a CV-curve of the MOS capacitor formed byfthating gate can be printed. To do this,
Vg is calculated for different,g. The capacitance is the change of the resultitad ¢gg with
Vee The calculated CV curve can be compared with asor@d one to calibrate the doping
of the isolated p-well and oxide thickness. Fig.sB®ws a measured and a calculated CV
curve. Oxide and interface charges are not coutiiteck, as the oxide is not stressed. The
oxide thickness and doping concentrations are seju® match the curve. The regions the
V«(qs) approximation is less good can identified. Tlasbetween the accumulation and the
depletion regions (wheres\Wecomes 0V) and at the onset of inversion.

1.4x10™" ——— : ——
1.2x10™° ¢
1.0x10™° 5
C 8.0x10™' & .
oo 6.0x10™" | K - toxg = 7.9an| ,
4.0x10™" Lo Nig = 2x1G° cmi
' 1 lculat { no oxide or interface charges
2.0x10™' ‘r’:‘e‘;“sar:d ] other simulation parameters
0.0l T . , , see app. C
-3 -2 -1 0 1 2 3

Ve V]

Figure 88: Calculated versus measured CV-curyg;, N, and Ny have been fitted
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Input Parameters:

pr toxg pr Qoxgpw Qfg VCG
Asd toxcg Nsd Qoxgsd Qtpw Verror
Acg toxfox Nfox Qoxcg Qtsd VSD
Avox Nig Xoxg Omax
Ncg Xoxce Qmin
[
Initial search interval for @: dup= Omax Gow = Omin
[
> Opw= 0.5 (qip — ow)
[
Calculation of \{py out of gyw
[
_ qu+Qitpw +qu+Qitpw+Qoxgpvv 1_
oxpw W Xoxgtoxg N ( Xoxg )toxg
pw™ 0™ ox pw = 0™ ox
I
Cigpw = Gpw + Qipw + Qoxgpw
[
Calculation of \sgpw 0out of ggpw
[
VFG = Vspw + Voxpw + stgpw - Vfbpw
» Numerical calculation of sgkg and Gyox With
Vegas input parameter goto Fig. 90
A 4
Gfgcg= Cgpw T Grgsd T Ckgfox + Q‘g
[
Calculation of g 0out of ggeg
[
+
oxcg qf& Xoxogtoxog + quCQ—QOXCQ (1_ Xoxcg )toxog
A;g gogox A}ggogox
I
Ocg= Cgeg + Qoxcg
[
Calculation of \{qout of gq4
[
Ve = Vig + Vstgegt Voxeg T Vseg-Vibeg
: yes
» END

Is Ve within the allowed Vo limit?

no

A

— If Vcg was overestimated theyoF Gow, If Vce was underestimated thepug=

Figure 89: Routine used for calculating the electric fieldhe oxide — main part
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Initial search interval forgg Qupsd= Gmax Gowsd = Cmin
[
—» Osd= 0.5 (Qipsd— Gowsd)
[
Calculation of \{sqout of gq
[

V= Oy * Qi Xt + Oy + Qi +Qoxgsd L= x )t
oxsd 0Xg ~Oxg OXg / ~0xg
Patotin INES

[

Ofgsd= Osd + Qitsd + Qoxgsd
[

Calculation of \gsq0out of qysg
[

Vig = Vssdt Voxsd + Vstgsd~ Vibsd

[ yes

Is the calculated § close enough to the targe{#- Verro/1000)? _l o

—— If Vg was overestimatedygia= G, if Ve Was underestimatediofkd = Gsd

v
Initial search interval forgk: Oupfox= Omax Gowfox = Cmin
[
—» Gox = 0.5 (Qipfox — Jowfox)
[
Calculation of \x out oOf Gox

qfox
V., =
oxfox Afox 50 EOX oxfox
I
Ofgfox = Crox back to
[ main
. routine
Calculation of \gtox OUt Of Qox (Fig. 89)
[
Vfg = stox + Voxfox + stgfox - Vfbfox
| yes

Is the calculated M close enough to the targetd(+- Verro/1000)?

—lno

— If Vg was overestimated ygox = Gox, if Ve Was underestimatedioffox = Gox

Figure 90: Subroutine used for calculating the electric fieldhe S/D and STl area
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Figure 91: Calculated FN current in a MOS capacitor for défer FN-parametersg# and
Ben (other simulation parameters see app. C; no axidieterface charges)

The current through the tunnel oxide: FN and SILC
The tunnelling current in the tunnel oxide followsquite good agreement the well-known
Fowler-Nordheim equation:

_Bey

Iy = AuAEne ™ (13)

with Aok being the oxide area, A and By being FN-parameters that are used as fitting
parameters here, but can in principal also be takd for the silicon/silicon oxide case. A
more exact analysis can be found in [5], where af$ects like e.g. barrier lowering at high
electric fields are explained, which is not taketoiaccount here.

A comparison between the measured and calculatielé cyrrent is shown in chapter 5, Fig.
50. The FN-parameters were fitted to match the cuibe values

Ay = 1.0x10°A/V?
Bey = 2.2x13%/m

lead to a good fit for the observed oxide thickessand voltage range at room temperature.
The influence of the FN-parameters on the curvédn@sve in Fig. 91, where both have been
varied.

The technological parameters that dominate the tlimgpeurrent are the oxide thickness and
the poly silicon doping concentration. The dopingeleof the p-well has a minor influence on
the current. This is because the for positive gateages the well is shielded by the inversion
layer, while for negative gate voltages the surfiacgccumulated, and the voltage drop in the
silicon is small in this case. The doping levellug poly silicon gate is used to fit the current
for both, positive and negative voltages simultarsgp The influence can be seen in Fig. 92.
The difficulty is that the doping concentration ist inomogeneous in the poly silicon of the
floating gate. So the current is slightly overesiied for lower voltages and slightly
underestimated for higher voltages compared to uneagents. This is compensated partly by
choosing values for & and B that result in a not so steep curve.
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Figure 92: Calculated FN current in a MOS capacitor for défgrdoping levels of the gate
poly silicon Ngy (other simulation parameters see app. C; no axideterface charges)

The steady state SILC at low oxide electric fields e empirically modelled as a current
that is proportional to the density of oxide chaegel has FN-like electric field dependence
with reduced oxide barrier height [40]. This trates$ato an FN equation with adjusted FN-
parameters, & c and B c, and which is multiplied with the of oxide charger oxide area
Qox/Aox and a proportionality factokgc:

BSLC
. Qu Eo
lsic = Care A AAscEre = (14)

For a barrier height of 0.9eV, as proposed in [40] an effective electron mass in the oxide
of myx = 0.5my the SILC — parameters calculate to [84]

Asic= 3.4X:|.06 A/V2
Bsic= 4.1x10 V/m.

The proportionality factor 45c has been used as fitting factor. A good agreemht the
measurements has been found for

CsiLc = 8.0X:|.Ol1 m2/C.

It should be noted that the oxide charggy@lso has an impact on the electric fielg, E
which is taken into account in the calculation digsd in the first part of this appendix.

The oxide charge accumulation during an FN-stressciwleads to the SILC, can also be
calculated from the stress conditions by an emgdiequation [40]:

Q.1 .
o4 = xkox = ‘]itr):j 15
o nef o

where @y is the injected chargeinJthe current density of a constant-current stres& Th
parameters ai and bi are fitting factors. Good @gent with measurements has been found
for
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Figure 93: Calculated FN current in an FG/CG capacitor (sitiotaparameters see app. C)

ai=0.5
bi=0.3

which is close to values reported in literature][4the proportionality factor  is also used
for fitting, with

kox = 2.8x10° C**m}(A/Im?)°3

giving good results for ai = 0.5 and bi = 0.3.

A comparison between calculated and measured Slioe seen in chapter 5, Fig. 53.

The SILC component of the current is not neededhan dalculation of the programming
behaviour of the cell, as there the electric figlth a range where the current is dominated by
the FN component. But by including the SILC in tinansient cell calculations, the cells
retention can be calculated (at least for cell$waigular SILC, of course not for the tail-cells
showing anomalous SILC).

The current through the interpoly oxide: modified FN tunnelling

The tunnelling current through the interpoly oxides la strongly unsymmetrical behaviour for
positive and negative voltages with respect tespd = OV. The reason for this is the
geometrically enhanced electric field at the cowfehe floating gate. When this corner is the
electron-injecting surface (for positive-¥rg) the current density is significantly raised asth
point by several orders of magnitude compared & dther areas of the oxide. Also for
negative gate voltages a higher current as cakulilay a regular FN-equation for this oxide
thickness has been found. The measured curve nelesshhas FN-like I-V behaviour. Thus
it was tried to empirically model the measured eupy using two fitting parameters. One is
fip by which the oxide electric field is multiplied. &lsecond isig which is an effective width
that is multiplied with the length of the FG cornkye, in order to get an effective area, by
which the total FN current can be calculated.

_ Bgic

(fip ox)

Iip = aipogeASLC(fipon)ze - (16)

The parameters,fand & have different values for positive and negativee galtages, thus
resulting in two pairs of parameterg, f app and fon / 8pn. Fig. 93 shows simulation results in

comparison with measured curves for
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Figure 94: Comparison of a transient flash cell simulationhwand without taking the
interpoly oxide current into accountcd=18V, no oxide or interface charges

The current through the interpoly oxide has to bleenainto account in the transient
simulation of the flash cells when trying to sinteldhe \f - saturation observed at high
programming voltages when writing the cell to highk-states. As the amount of negative
charge rises on the floating gate during the wgipnocess, the absolute FG potential rises and
the current through the interpoly oxide rises adl,wehile the current through the tunnel
oxide becomes lower. At some point both currenteehequal values and the floating gate is
not further charged and ther\8aturates. This effect could be simulated with ghesented
model for the current in the interpoly oxide. Fitirig the flash cell transient measurements
the field enhancement could be modelled with ttreesparametersyf / app. The erase curves
did not show saturation in the investigated ramgfgsrogramming voltage and programming
times, as the interpoly oxide current is much lowethis case. Therefore onlyfand gp
could be verified here, and interpoly leakage istaken into account in the calculation of the
flash cell erasing behaviour.

A comparison between a transient simulation with asthout taking the current through the
interpoly oxide into account is presented in Fig). 9

Transient simulation

When the different oxide fields and the tunnellmgrents are known, a transient simulation
of the flash cell can be done. This is done by aearigal step-by-step integration of the
floating gate charge. First, the electric fieldsdatine resulting tunnelling currents are
calculated as described above. The currents ar@dppated to be constant for a small time
step of the duration dt. The change of the floagjate charge in that time step is calculated by
multiplying the net charging current of the flogtigate with dt. With this new floating gate
charge as input parameter, the electric fieldscateulated again, leading to new tunnelling
currents, which then change the floating gate aharghe next time step. This is done until
the final programming time is reached. A non-conistzontrol-gate voltage (a ramped or
otherwise shaped programming pulse) can be takenaitcount during the integration over
time.
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Input Parameters:

=> the same Parameters as for the calculationeobxide field +

V Tstart Vorg dt Arn AsiLc CsiLc ap

torg Tprg Ben BsiLc fip Ltge
[

t=0s; calculation of the initial out of Vrstart

_t
Calculation of the present control gate voltagg.(€.; =V, {1—e r”’g} )

[
Calculation of the oxide electric fields and theuahng currentsek and |,

[

Calculation of the new floating gate charge; Qg + dt (len + lip)
[

Next time pointt =t + dt (for faster calculatidhcan be increased each time)*

I
Calculation of \f out of Qg and print out ¥ and t

[
es
Final programming time, reached? y—> END

no

*e.g. so that constant steps occur in a log. ticedes

Figure 95: Routine for the calculation of the transient celhbviour

The result of the calculation is the change of flapgate charge ©Qover time. The floating
gate charge can be translated into the cell’s tlmldsvoltage \f and vice versa. The threshold
voltage is characterised by a specific surfacegegg,r in the channel area of the flash cell.
This is described by the following equation [83]:

Ot =~ \/45059 Agwqupw(k—T LN(MB (17)
Qo n
Knowing the depletion charge in the p-wellg¥¢an be calculated by the routine described in
the first part of this appendix. TherVf the flash cell is equal to the resulting,VThe other
direction (calculating & out of Vr) is not so straightforward. It can be done nunadiycoy
calculating \g out of gyt and varying @ until the resulting ¥ is equal to the given vV
(within allowed error limits).
Fig. 95 shows the complete flow of the calculatdrthe transient flash cell behaviour. Figure
63 in chapter 5 presents calculation results coetpawvith measurements, showing an
excellent agreement over a wide range of programmmuitages and flash cell threshold
voltages.
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Appendix B: Oxide Charge Extraction

The presented routine for calculating the transidriracteristics of the flash cells presented
in appendix A is used here for a closer investagatf the endurance curves, especially how
the closure and shift of thetMvindow depends on the charging state of the ozide the
interface to the silicon substrate. The oxide chalgesity and the interface charge density
can be identified as the origins for the-Window closure and shift, and can separately be
determined from the measured endurance curves,diliirgy a better idea of the state of a
degraded cell.

Fig. 96a and Fig. 97a show the results of calauhatiof \4,, and \ e for different oxide and
interface charge densities. The parameters usesirfariation are given in appendix C. The
programming conditions have been chosen to get-&4Window with Vr,, = 2V and e =

-2V in the initial state (without charges). Then; Wand \f . have been calculated with the
same programming conditions, with changed oxideiatetface charge densities. The result
indicates that, independent from interface chamgesiiies, the oxide charge leads to a closure
of the Vr-window, dVr cose(= difference between thefMvindow of the degraded cell and the
initial Vt-window ), while interface charge, independent froxide charge density, leads to a
shift of the whole ¥-window. Independent means that the closure isséime for different
interface charge densities, and the shift is theesdor different oxide charge densities.
Furthermore, the (negative) oxide charge leadsltavaring of \t . These dependencies are
shown in Fig. 96b and Fig. 97b. They have beendfitye second order polynomial equations:
Dependence of oxide charge density gawrndow closure:

: C . )
Qg [W} = —245072(aV; oo [V])? - 263107 (V; oo [V]) (18)
e — 8x10” : :
} ¢ o s ees o o | | & ifrom Fig. 96a
2 SSRGS — S| equatjon 18
— ] 1 e 6x10 o
= 14 open: Q"= -I10'-1-QC/cm2 8 Rt
G o |filed: Q= 10"C/em’ =
PRI EESEE after equation 18 a _g4x10 e
>|— 1 R A g //’a
1 4 4 4 :::; ; 1 2x10” /”
-2 Aol B ”/
i ”
0 I B R 04" . . . .
107 10° 107 10° ,, 00 05 -1.0 -15 20 -25

oxg T,close

Figure 96: a. Calculated dependence of Wand ;e on Q'oxg for 2 different values of @’
b. Relationship betweenMvindow closure and Qg (equal for both @)
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Figure 97: a. Calculated dependence of Wand \t on Q' for 2 different values of Qg
b. Relationship betweenMvindow shift and Q; (equal for both Q)

Dependence of ¥,-lowering on oxide charge:

T WC[V] 144)(1010Q 9] |:CrCT:12

}— 428x10°Q',, {%} (19)
cm
Dependence of interface charge opwindow shift:
.| C . _
Q it [E} —-244x10 ( T shift [V]) — 29710 ( T shift [V]) (20)

Note that these equations are only valid for tmgue memory cell, modelled with the given
set of parameters.
With help of these equations, a measured endur@mrge can now be analysed. From the V

2 o——ote. . oot o=tmot—t—e—o—o 55107 —

< 1' measured: extracted: 1 5 E
|_|a1 _‘_VT Q' 4X10 O
= 1 w OX( ] —
> _‘_VTQ ------ an / -7 _*:
= -1 e 2x107 =

%r
%
\g
|Q'oxg

—s s _1x10‘7

100 10 10 10° 10* 10°
number of programming cycles

Figure 98: Analysis of a measured endurance curve: extraci@ g and Qj; from the
measured Y-window closure and ¥window shift by the described method

99



Appendix B

window closure the oxide charge can be calculasguuequation 17. This oxide charge leads
to a theoretical ¥, shift dVr ., given by equation 18, if no interface charge taten into
account. The difference between this result andatiteally measured shift d\{,m of V1w
after endurance is thetMvindow shift: d\fshit = dVrwm — dVrwce . From this shift the
interface charge can be calculated using equafion 1

Fig. 98 shows the result of this chain of calcolas. Starting from a measured endurance
curve, first the evolution of the oxide charge #&calated out of the Ywindow closure.
Using this result and the\, behaviour, the Ywindow shift is calculated, which finally
gives the interface charge.

It can be seen that the major degradation is dwitte charges. After 100k cycles under the
given programming conditions, a value of,Q'= 3.3x10° Clcnt is reached. The interface
charge is found to be about;G 3.5x10° C/cnt. It must be noted that the resulting curves
are not very smooth. This routine can only giveualigative picture of what is going on,
rather than quantitative values.
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Appendix C: Summary of Simulation Parameters

If not stated differently in the respective figurése following parameters have been used for

the different simulations:

Table 3: Parameters for simulating the behaviour of thenélioxide MOS capacitor
(calculation of gV¢); CV; FN-current; SILC)

Apw | 31,506 | pum Ni, | 6.6x10° | cm® ai 0.5 1
Asg | 29.2 U Aen | 1.0x10° | AVZ? bi 0.3 1
toxg | 8.1 nm Ben | 2.2x1G° | Vim kox | 2.8x10° |C”*m*(A/m?)°3
Xoxg | 0.5 1 Asic | 3.4x10° | AV? | | Venor | 0.01 V
Npw | 6.6x10°| cm® Bsic | 4.1x10 | VIm Omax | 3x10° | C
Neg | 2.0x1G° | cm® Csiic | 8.0x10™ | m*/C Omin | -3x10° | C

No oxide and interface charges unless stated inegpective figures.

Table 4: Parameters for simulating the behaviour of theRG&s¢apacitor (calculation
of the current through the interpoly oxide)

A, | 16,800 | um 3pn | 100 nm Ben | 2.2x10° | VIm
toxeg | 24 nm Lige |24,000 | um Omax | 2X10° [ C
fiop 1.85 1 Neg | 1.0x1G° | cm® Omin | -2x10° | C
pp 100 nm Nig, | 5.0x10° | cm® Veror | 0.01 v
fion 1.40 1 Aev | 1.0x10° [ ANV?

Table 5: Parameters for simulating the behaviour of theahdistor flash memory cell
(calculation of the transient behaviour; oxide dearextraction from endurance

curves)

Apw ]0.108 | pum Neg |2.0x10° | cm® fip | 1.85 1

A |0.007 | pm N,y | 5.0x16° | cm® app | 100 nm
Ag |12 und Neg | 1.0x1G° | cm® Lige | 0.28 um
Aox | 1.2 pnd Niox | 6.6x10° | cm® Tog | 1.5x10° | s

toxg | 8.6 nm Xoxg | 0.5 1 dt 10" |s

toxeg | 25.5 nm Xoxcg | 0.5 1 Verror | 0.01 v
toiox | 500 nm Arn | 1.0x10° | AIV? Omax | 10™° C

Now | 1.0x1G" | cm® Ben | 2.2x1G° | Vim Omin | -10% [ C

No oxide and interface charges, unless stateceimg$pective figures.
*) this is the initial value; dt is raised afterchaiteration so that in a logarithmic time-scale
100 calculations are done per time-decade
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Appendix D: Dimensions of the Test Devices

In the following tables important dimensions of tliferent devices that have been used for
electrical characterisation are listed.
The oxide thicknesses are given in the respediijeds.

Table 6: Dimensions of the flash cells

1-T cell 2-T cell Split-gate cell
Ltg 0.32 pm 0.28 pm 0.26 pm
Wiq 0.36 pm 0.33 pm 0.33 pm
Acq 1.25 pn 0.75 pn 1.27 pn
Ltge 0.56 pm 0.93 pm 3.39 pm
Avox 1.19 pn 0.50 pn 0.54 pn
toxfox 500 nm 500 nm 500 nm
Lsg - 0.24 pum 0.40 pm

Table 8: Dimensions of the MOS capacitors

Large area Large S/D junction
A 31,500 um 92.4 pum2
Lsq 1460 pm 660 pm

Table 7: Dimensions of the interpoly capacitor

Interpoly capacitor
Acq 19,800 um
Lfge 24,000 pm

Table 9: Dimensions of the HYMOS transistors

HVNMOS HVNMOS HVPMOS
without LDD
Le 0.8 Hm 0.6 Hm 0.8 Hm
We 25 pm 25 pm 25 pm
Lipp - 0.6 pm -
_I—LDD LLDD
HVNMOS: p-well \\ ~n+
LDD-implant
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Appendix E: Determination of Vt and tox

V1 measurement

The threshold voltage vof MOS transistors and flash cells has been détechby finding
the gate voltage &or Vg, respectively, that leads to a defined value efdhain current at a
given drain bias:

Ip= (WF(;/LFG) X 0.1pA (21)

for n-channel devices atp¥y= 0.1V and

Ip= -(WF(;/LFG) X 0.1pA (22)

for p-channel devices atp¥=-0.1V.
This procedure is e.g. in agreement with [87] &88&].[

Electrical Gx measurement

The electrical measurement of the tunnel oxidektless has been done by an analysis of CV-
measurements of MOS-capacitors in accumulationV&t-2.5V for n-channel devices and
Vg=+2.5V for p-channel devices the capacitanged{and its deviation dzos/dVs has been
determined. From this the oxide capacitance has approximated as [91]:

-05

2kl dCMOS _
dv,
Co =Cuos 1Bl Ne TH 1y, ) Cmos : (23)
Cuios Zk—T dCyos
Qo | dVe

The oxide thickness has been calculated freggn&suming a dielectric constantegf=3.9:

A)
t = &4E, g 24
OX 0% ox COX ( )

This method does not take quantum mechanical sfiatd account. This is the reason for a
difference in the order of 0.5nm when comparing tiessult to other values obtained by TEM
or ellipsometry.
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List of Abbreviations

-V
AG-AND
Al

ARC

As

B
BiCMOS
BL
BSIM3v3
BTBT

C

CAD
CHISEL
CMOS
CMP

CG

Co

CPU

CVv

CVvD

D

DC

DE

DGT
DINOR
DRAM
DUV

E
EEPROM
EPROM
EOT
ESD
ETOX
FeRAM
FET

FG

Flimp
FLOTOX
FN

G

Ge

gnd

HBT
HDP

HF

104

refers to compound semiconductors consistifigroup Il and V elements
Assist Gate AND (memory array arrangement)
Aluminum

Anti-Reflective Coating

Arsenic

Boron

Bipolar-CMOS (combination of bipolar and CI8@evices on one chip)
Bit Line

MOS transistor model by Berkley university

Band To Band Tunneling

Carbon

Computer Aided Design

Channel Initiated Secondary Electron
Complementary MOS

Chemical Mechanical Polishing

Control Gate

Cobalt

Central Processing Unit

Capacitance Voltage

Chemical Vapour Deposition

Drain

Direct Current

Drain Erase

Dual Gate oxide

Divided bitline NOR (memory array arrangement
Dynamic Random Access Memory

Deep Ultra Violet

refers to the erase operation

Electrically Erasable Programmable Read ®tdmory
Electrically Programmable Read Only Memory
Equivalent Oxide Thickness

ElectroStatic Discharge

EPROM Tunnel OXide (a type of stacked gaastil cell)
Ferroelectric RAM

Field-Effect-Transistor

Floating Gate

Flash Implant (mask step of the flash process
FLOating gate Tunnel OXide (a type of EEPRO#I)
Fowler-Nordheim

Gate

Germanium

Ground

Hetero Bipolar Transistor

High Density Plasma

Hydro-Fluoric acid



List of Abbreviations

HIMOS High Injection MOS (a type of split-gate Hlasell invented by IMEC)
HV High Voltage

HVMOS High-Voltage MOSFET

HVNMOS  High-Voltage NMOS transistor

HVPMOS High-Voltage PMOS transistor

IC Integrated Cicuit

ILD Inter-Layer-Dielectric

ipw isolated p-well

LDMOS Lateral Diffused MOS

LDD Lightly Doped Drain (here: a separately impiharea in the HYMOS)
LPCVD Low Pressure Chemical Vapour Deposition
MEMS Micro Electro-Mechanical System

MIM Metal-Isolator-Metal layer stack

MOS Metal-Oxide-Semiconductor

MOSFET Metal-Oxide-Semiconductor Field-Effect-T restsr
MRAM Magnetic RAM

NAND memory array arrangement

NMOS MOSFET with n-type Channel

NOR memory array arrangement

NVM Non-Volatile Memory

n-well substrate area with n-type doping

ONO Oxide Nitride Oxide

P Phosphorus / or: refers to the program operation
PCM Phase Change Memory

PE Poly Erase

PECVD Plasma Enhanced Chemical Vapour Deposition
PG Program Gate

PMOS MOSFET with p-type Channel

PN refers to a junction between p-type and n-gipeon
Poly-Si Poly silicon

p-well substrate area with p-type doping

R refers to the read operation

RAM Random Access Memory

RF Radio Frequency

RIE Reactive lon Etching

RTA Rapid Thermal Annealing

S Source

Salicide Self-Aligned silicide

S/D Source and Drain

SEM Scanning Electron Microscopy

SG Select Gate

Si Silicon

SizN4 Silicon Nitride

SIC Selectively Implanted Collector

SiGe Silicon-Germanium

SiGe:C Carbon doped Silicon-Germanium

SILC Stress Induced Leakage Current

SOC System On Chip

SONOS Silicon-Oxide-Nitride-Oxide-Silicon layer ska
SPICE Simulation Program for Integrated Circuitsgbasis
SRAM Static Random Access Memory
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STI
TEM
TEOS
uv
VLSI
\W

WL
WLAN
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Shallow Trench Isolation
Transmission Electron Microscopy
Tetraethylorthosilicate = SiCsH-0
Ultra Violett

Very Large Scale Integration
refers to the write operation

Word Line

Wireless Local Area Network



List of Symbols

CsiLc

dVT,close
dVT,W,C
dVT,w,m
dV7 shitt
Esi

Eox

EOX

fipp
fipn

IsL
Ip
ID,e
lecs
SN
lip
Iipw
I
Isp
IsiLc
Jnj
Kca
kOX

Lrc

area

fitting parameter used in the calculation @& txide degradation

fitting parameter used in the calculationpf |

ap for positive \egre

ap for negative gre

area of the interpoly capacitor formed betweenGiG and the FG

area of the capacitor formed by the part of tBetlfat resides on STI oxide
area of an oxide layer

area of the tunnel oxide capacitor formed betwherFG and the p-well
area of the tunnel oxide capacitor formed betwherFG and the S/D junction
linear FN parameter

modified linear FN parameter for SILC modelling

exponential FN parameter

fitting parameter used in the calculation of thxide degradation

modified exponential FN parameter for SILC moidgll

breakdown voltage between Collector and Emitiién wpen base

gate capacitance

proportionality factor for SILC modelling

initial time interval used for transient flaséll simulation

Vr-window closure during endurance testing

calculated decrease of ) during endurance testing due to oxide charges
measured shift of ¥, during endurance testing

Vr-window shift during endurance testing due to ifstee trapped charges
permittivity of silicon

permittivity of silicon oxide

electric field in an oxide layer

fitting parameter used during the calculatior;pf

fip for positive \egre

fip for negative ¥gre

transit frequency

current measured at the contact to the burieer lay

drain current

drain current of an erased flash memory cell

HBT emitter current with collector and base havimg same potential

FN current component of the tunnel oxide current

current through the interpoly oxide

current measured at the contact to the isolatedlp

leakage current

total current at the S/D junctions in the casearfreected S/D

SILC component of the tunnel oxide current

current density during an FN-stress of an oxayet

control Gate coupling ratio

proportionality factor for calculating the oxidegradation during FN-stress
Debye length

gate length of the floating gate
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List of Symbols

Osd

Omax Omin
Cup: Gow
Qupfoxs Clowfox
qupsd Qowsd
T

tox

toxcg

toxfox

toxg

Tprg

Lorg
t

Vie
VeL
Vs
Vce
Ve
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gate length

length of the FG/CG corner in a flash cell orG/€G capacitor structure
effective electron mass in an oxide layer

electron mass in vacuum

poly-Si doping concentration within the control gat

doping concentration

poly-Si doping concentration within the floatiggte

doping concentration in p-well regions under Td oxide

dose of implanted ions in the LDD regions of HNMOS

doping concentration in p-well regions

intrinsic carrier concentration in silicon

doping concentration in the S/D — FG overlapaagif a flash cell
charge residing on the floating gate

injected charge during an FN-stress of an oxager

interface trapped charge

interface trapped charge per area

interface trapped charge in a MOS structureabthde / p-well interface
interface trapped charge in a MOS structureabthde / S/D interface
oxide charge

oxide charge in the interpoly oxide

oxide charge in the tunnel oxide

Qoxg Per area

fraction of the oxide charge residing over the phnegion

fraction of the oxide charge residing over the &Bion

surface charge at the CG side of the CG/FG capaci

surface charge at the substrate side of the B&isue capacitor (STI region)
surface charge at the FG side of the CG/FG ctpaci

surface charge at the FG side of the FG/substegtacitor (STI region)
surface charge at the FG side of the FG/substegtacitor (p-well region)
surface charge at the FG side of the FG/substegtacitor (S/D region)
surface charge at the substrate side of the B&isicapacitor (p-well region)
Qow if Vce = V7 is applied to the control gate

surface charge

surface charge at the substrate side of the B&isue capacitor (S/D region)
initial search interval for g, in the numerical calculation of the oxide field
search interval forg during the numerical calculation of the oxidediel
search interval forsg during the numerical calculation of the oxidediel
search interval forggduring the numerical calculation of the oxidediel
absolute temperature

thickness of an oxide layer

thickness of the interpoly oxide

thickness of the STI oxide (= field oxide)

thickness of the tunnel oxide

parameter for modelling the pulse shape duriagsient flash cell simulation
programming pulse width

time

voltage between base and emitter

voltage (versus substrate) applied to the burigerla

voltage between collector and base

control gate voltage (versus substrate)

control gate voltage (versus substrate) applieddtirerasing



List of Symbols

Vcere voltage between the CG and the FG

Veor control gate voltage (versus substrate) appbedéll reading

Veew control gate voltage (versus substrate) applied@ddrwriting

Vp drain voltage (versus substrate)

Vb positive supply voltage in an electric circuit

Vs drain voltage (versus source)

Vs drain voltage (versus source) applied for cedtdiag

Verror allowed error at the numerical calculation oftagkes

Vioeg flatband voltage of the FG / CG capacitor

Vtopw flatband voltage of a MOS capacitor in the p-weljion

V tofox flatband voltage of a MOS capacitor in the STI exidgion

Vtpsd flatband voltage of a MOS capacitor in the S/D oegi

Ves floating gate voltage (versus substrate)

Ve gate voltage (versus substrate)

Vipw voltage (versus substrate) applied to an isolpteetl|

V off Ve applied to the non-selected cells in a 1-transiNtOR memory

Vox voltage drop across an oxide layer

Voxceg voltage drop across the interpoly oxide

V oxfox voltage drop across the STI oxide

V oxpw voltage drop across the tunnel oxide (p-welloayi

V oxsd voltage drop across the tunnel oxide (S/D region)

Vorg parameter for calculating time-dependegtduring transient simulations
Vs surface potential

Vscg surface potential at the CG side of the CG/FGacapr

Vsp voltage of the S/D junction (versus substratehacase of connected S/D
V spw voltage applied to source, drain and isolated p{versus substrate)

Vspbw,e voltage applied to source, drain and isolated g-feelcell erasing

V spw,w voltage applied to source, drain and isolatedefi-for cell writing

Vsfgeg surface potential at the FG side of the CG/FGacipr

V stgfox surface potential at the FG side of the FG/sabsitapacitor (STI region)
Vstgow surface potential at the FG side of the FG/sabsitapacitor (p-well region)
Vsfgsd surface potential at the FG side of the FG/sabsttapacitor (S/D region)

V sfox surface potential at the substrate side of thistéstrate capacitor (STI region)
Vse select gate voltage (versus substrate)

Vspw surface potential at the substr. side of the &&f%. capacitor (p-well region)
Vssd surface potential at the substrate side of thist@strate capacitor (S/D region)
Vt threshold voltage

V1o Vr of a flash memory cell with no net charge on tbating gate

Ve threshold voltage of an erased flash cell

Vi intrinsic threshold voltage of a flash cell (mea&sl at cells with contacted FG)
V Tstart initial V1 for transient flash cell simulation

V1w threshold voltage of a written memory cell

Wee gate width of the floating gate

Wg gate width

Wies gate width of the reference transistor in a &gistor memory cell

Wse gate width of the select transistor in a 2-trsitwsimemory cell

Xox parameter defining the location of oxide charge

Xoxg parameter defining the location of oxide chargéhe tunnel oxide

Xoxcg parameter defining the location of oxide chargéhe interpoly oxide
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Physical Constants and Material Parameters

k=1.38066 x 1 JK*
0o = 1.60218 x 18° C

g0 = 8.85418 x 10°> F nit

h=6.62617 x 18" Js
N, =2.80x10® m?®

Ny =1.04x 16> m?*
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Boltzmann constant
Elementary charge
Permittivity in vacuum
Planck constant

Effective density of states conduction band QiK3
Effective density of states in valence ban@QiiK)
Silicon bandgap at room temperatar800K)



Legend: Cross Section Views

Si, undoped
@ Poly-Si, undoped
7
7 Si or poly-Si, with n-type doping
%§ Si or poly-Si, with p-type doping
— Dielectric (silicon oxide)

Dielectric (silicon nitride or oxide/nitride laystack)

Metal (W - contact plug)

Metal (Al — interconnect layer)

Resist

Legend: Layout Views

Active areas, with underlying p-well or n-well, pestively
(remark: inverse = STI)

! Fimp

FG-etch
CG-etch

|1

— CMOS gate etch

. Contact
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Figure 1. Flash memory incorporation in a SysterCbip, (1) communication via system
bus, (2) direct memory access by the CPU

Figure 2: Schematic cross-section and charactesisfia floating gate memory transistor

Figure 3: Schematic cross-section and layout ofRb®@TOX memory cell (without select
transistor)

Figure 4: Schematic cross-section of the ETOX mgmoell and operation conditions
Figure 5: ETOX cell layout and cell arrangementhi@ common ground array
Figure 6: The HIMOS cell: layout, schematic crosst®n and operating conditions [49]

Figure 7: Process flow (after [60]) for HIMOS intagon in CMOS Bold/italic are additional
masks needed

Figure 8: The Superflash cell: schematic cross@eeind operating conditions [64]

Figure 9: Example of a single poly cell. Schematioss section and typical operation
conditions

Figure 10: Schematic cross sections of the 1-tsémrscell, the 2-transistor cell and the split-
gate cells

Figure 11: Operating conditions for channel FN paogming; typical values: 86w = -Vcee
= -Vspw,w = Vspw,e= 6V; Vcer= 0V; Vps,= 1.5V

Figure 12: NOR array configuration and operatingditbons for FN programmed memory
cells. Thick lines mark selected lines.

Figure 13: Inhibit conditions for different cells the array.

Figure 14: Cross section view of different devioéthe BICMOS technology

Figure 15: Schematic BICMOS process flow withoubended flash memory

Figure 16: 1-mask HBT module

Figure 17: Embedded flash memory integration scheme

Figure 18: Schematic layout fragment of a 1-transicell array

Figure 19: Process flow for flash memory cell: lasask 1 (DGT) and flash-mask 2 (FImp);

cut lines A and B according to Fig. 18
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Figure 20: Process flow for flash memory cell: filanask 3 (FG-etch) and flash-mask 4 (CG-
etch); cut lines A, B and C according to Fig. 18

Figure 21: Process flow for flash memory cell: CM&E&ps, gate etching; cut lines A, B and
C according to Fig. 18

Figure 22: Process flow for flash memory cell: CM&8ps, S/D junctions; cut lines A, B and
C according to Fig. 18

Figure 23: Schematic layout fragment of a 2-transisell array

Figure 24: Process flow for 2-transistor cell: dinly the select transistor; cross section along
line A (Fig. 23)

Figure 25: Schematic layout fragment of a spliegzll array

Figure 26: Split-gate cell process flow; cross isest along cut line A (Fig. 25)
Figure 27: Schematic layout of the HVMOS transistor

Figure 28: Process flow for the high-voltage MO&h#tistors

Figure 29: Cross section views of the different tgles after full processing; cuts are along
bitline direction, crossing the wordline

Figure 30: TEM cross-section views after full presiag; cuts are along wordline direction
Figure 31: SEM top views on the different kindsefl arrays before metallization

Figure 32: SEM top view on the split gate cell grater floating gate dry etching

Figure 33: SEM views of the different cells and eetays after control gate dry etching
Figure 34: SEM views of the different cells and egtays after CMOS gate dry etching
Figure 36: SEM views of the HYMOS transistor atttohgate patterning

Figure 35: SEM images of the HVYMOS transistor

Figure 37: SEM cross sections of HYMOS transistdter control gate etching (a) and after
CMOS gate etching (b)

Figure 38: SEM top view on a detail of a flash meyrimefore metal interconnect formation

Figure 39: Tunnel oxide thickness extracted fromaciical CV measurement of MOS
capacitors (see appendix E); 100 sites measuredaacnwafer

Figure 40: TEM cross-section of the STI corner ceddy the tunnel oxide

Figure 41: HVMOS ¥ values of differently processed wafers: wafersd 2 with LPCVD
gate oxide, wafers 3 and 4 with stacked thermale@=aind LPCVD oxide + annealing
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Figure 42: Unwanted residual poly silicon at n@®¢ slope of floating gate slit sidewall

Figure 43: Control gate etching: main-etch and @teh of the first part of the etching
process, which is the silicon nitride hardmaskegyathg

Figure 44: Control gate etching: problems at esidyges of the process development
Figure 45: Effect of ARC on control gate patterning

Figure 46: Swing-curve: Calculated substrate réfl@cversus silicon nitride thickness for the
silicon rich silicon nitride on top of the contrgéte layer stack

Figure 47: Schematic cross section of the HBT cewdry the additional layers deposited
during flash memory fabrication

Figure 48: HBT after flash memory processing and@3VARC deposition
Figure 49: Current components and band diagraras®S structure

Figure 50: Tunnelling current through a MOS struetdor different oxide thicknesses;
parameters for the calculated curve see appendix C

Figure 51: Measured gate, p-Well and S/D currentmanents for different values okl, toxg
=9.2nm

Figure 52: Gate, S/D, p-well and buried layer correomponents at negative gate bias for
MOS-structures with different gate-edge/gate-aetis; the signs in the legend indicate the
direction of the current, “+” means a current flagyiinto the contact (Fig. 49)§= 8.1nm

Figure 53: Gate current measured after constanémustressingpfg = 8.1nm
Figure 54: Interpoly oxide current measured attéepa@ed poly-poly capacitor

Figure 55: Transfer characteristics of the writeamd erased 1-transistor cell; curves for
Vps=0.1V and \6s=1.5V in logarithmic and linear scalgy¢= 8.1 nm

Figure 56: Output-characteristics of the 1-trawsifiaish cell; \g changed in 1V stepsi§ =
8.1 nm

Figure 57: Transfer characteristics of the writemd erased 2-transistor cell; curves for
Vps=0.1V and \6s=1.5V in logarithmic and linear scalegd=2.5V; {,g=8.1nm

Figure 58: Output-characteristics of the 2-tramsisell; a. memory cell, with =2.5V; b.
select-transistor, with 3=V1+4.5V, and reference transistor, with normalizednhultiplied

by WsdWier) ; toxg = 8.1 nm

Figure 59: Transfer characteristics of the selegtdistor of a 2T cell, compared to a reference
transistor without a flash cell in series; curves\ps=0.1V and \bs=1.5V in logarithmic and
linear scale; flash-cell: 3 =V1+4.5V; Ip of reference transistor normalized by {4¥WVe) ;

toxg = 8.1 nm
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Figure 60: Transfer characteristics of the writimnd erased split-gate cell; curves for
Vps=0.1V and \6s=1.5V in logarithmic and linear scalgyd= 8.3 nm

Figure 61: Output-characteristics of the split-gag#; Vg changed in 0.5V stepsid=8.3nm

Figure 62: Transient characteristics of the 1-titns cell (a.) and of the split-gate cell (b.); a.
toxg=7.9nm; b. §,=8.8nm

Figure 63: Comparison of measured and calculatedramming curves of the 1-transistor
cell over a wide range of programming voltages &fidvalues; a. cell writing, ¥c is
changed from 4V to 18V in 2V-steps; b. cell erasivgs is changed from -4V to -18V in -
2V-steps; cell parameters: appendix D; simulatiarameters: appendix Gyg=8.2nm

Figure 64: Programming curves of the 1-transistell for different initial \r values;
measured at a 1-transistor cellgE 7.9nm

Figure 65: Influence of the tunnel oxide thicknés3 and the interpoly oxide thickness (b.)
on the transient behaviour; programming voltagec#/-14V; 1-transistor cell; a.
toxecg=23NM; D. §,g=9.4nm

Figure 66: Influence of the layout parameteks a.) and W (b.) on the transient cell
behaviour; programming voltage:¥=+/-12V; t,xg=8.3nm; 2-transistor cell

Figure 67: Influence of the p-well doping (a.) atict FG doping (b.) on the transient
behaviour; programming voltage:cd=+/-14V ; (a) measured at a 1-transistor cell; (b)
calculated after appendix Ax§=8.3nm

Figure 68: Write disturb effect; programming vokagvCG,w=7V, VSDW,w=7V; measured
at a 1-transistor cell; toxg=7.5nm

Figure 69: Results of read disturb measuremertestt and cycled cells; a. 1-transistor cell,
toxg=8.1nm; b. 1-transistor cellxt=9.2nm; c. 2-transistor celly=8.1nm (select transistor at

source side); d. 2-transistor celhgt8.1nm (select transistor at drain side); writesera

cycling with constant pulses,c¥=+/-14V, initial Vr-window: V1 =2V, V1 -2V

Figure 70: Results of endurance measurementsrangitor cells: a. ¥4=+14V for writing,
Vce=-14V for erasing, cells with differenty; b. t,xg=8.1nm, cells cycled with different
programming voltages; Cext=8.1nm, \tc=+/-14V, length of write and erase pulses adjusted
for different initial programming windows (+/- 1\#/- 2V, +/- 3V); d. evolution of the drain
current of erased cells atcd=0V and \bs=1.5V with repeated programming under the
conditions of c.

Figure 71: Degradation of the transfer characiesswith repeated cell cycling: a.1-transistor
cell, thxg=8.1nm; b. 2-transistor cell§=8.1nm; c. 2-transistor cell, drain current plotted
versus (e — Vi)

Figure 72: Results of the retention measurementistadnsistor cells, comparing fresh cells
and cells after repeated programming witbc¥+14V for writing, Vce=-14V for erasing,
initial Vr-window: V1 &=-2V, V1uw=12V; a. txg=8.1nm; b. §¢=9.2nm

Figure 73: DC-characteristics of the HVYMOS devicastput and transfer-characteristics of
the HYNMOS (a., b.) and of the HYPMOS (c., d.); @evdimensions see appendix D; output
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characteristics with 1V-steps ingV transfer characteristics withp¥=0.1V and \bs=6V
(HVNMOS), Vps=-0.1V and \bs=-6V (HVPMOS)

Figure 74: Output-characteristic of the HYNMOS with LDD area; 1V-steps in VG

Figure 75: Drain current of the HYNMOS transistathhLDD areas at the source and at the
drain side of the gate for different values of dose of the implanted P-ions (%)

Figure 76: Threshold voltages of long-channel NM&@%l PMOS transistors ¢25um),
measured on wafers prepared with a BICMOS procesand on wafers prepared with a
BiCMOS process including additional the embeddadrflprocess modules

Figure 77: Current gain of SiGe:C HBTs, measuredwarfers prepared with a BiCMOS
process only and on wafers prepared with a BiCMQ®&cgss including the additional
embedded flash process modules; current gain mexhatinge=0.7V and \&g=0V

Figure 78: Yield of 4k HBT arrays, measured on waferepared with a BICMOS process
only and on wafers prepared with a BICMOS procestuding the embedded flash process
modules; a “good device” is defined as an HBT With<1nA at Veg=0.4V

Figure 79: Micrograph of the 1-Mbit embedded flastmory chip after full processing

Figure 80: Screenshots of bitmaps generated bgwhkiation-software for functional testing,
taken after writing single rows (left) and colun{night) and reading the full memory

Figure 81: Screenshot of bitmaps generated by\hkiation-software for functional testing,
taken after writing a “checker-board” pattern aedding the full memory

Figure 82: Screenshots of timing diagrams genefaydtie evaluation-software for functional
testing, taken after writing a “checker-board” pattand reading cells in y-direction row by
row (upper diagram) and in x-direction column byuoon (lower diagram)

Figure 83: Screenshot of bitmaps generated by\uhkiation-software for functional testing,
taken after writing “1” into one word with 1ms (fefand 10ms (right) writing time, and
reading the full memory

Figure 84: Simplified structure of a flash cell dder the calculations, the bold printed are the
input parameters, and the regular printed aredlmilated values

Figure 85: Comparison of exact calculation (equetk) and approximated calculation
(equations 1, 2, 3) of the silicon surface charpeivis present at a given surface potential

Figure 86: lllustration of the electric field insdicon oxide layer between two silicon layers at
the presence of oxide and interface charge

Figure 87: Example of a calculated conduction baoténtial in a Flash structure
Figure 88: Calculated versus measured CV-cugyg:Npw and Ny have been fitted
Figure 89: Routine used for calculating the eledigld in the oxide — main part

Figure 90: Subroutine used for calculating theteled@ield in the S/D and STI area
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Figure 91: Calculated FN current in a MOS capaditordifferent FN-parameters and
Ben (other simulation parameters see app. C; no axideterface charges)

Figure 92: Calculated FN current in a MOS capadordifferent doping levels of the gate
poly silicon Ny (other simulation parameters see app. C; no axidieterface charges)

Figure 93: Calculated FN current in an FG/CG capa¢simulation parameters see app. C)

Figure 94: Comparison of a transient flash cell Bation with and without taking the
interpoly oxide current into accountcd=18V, no oxide or interface charges

Figure 95: Routine for the calculation of the tians cell behaviour
Figure 96: a. Calculated dependence 9f,¥nd ;e on Qg for 2 different values of @’
Figure 97: a. Calculated dependence 9f,¥nd ¢ on Qi for 2 different values of Qg

Figure 98: Analysis of a measured endurance cuxgaction of Qug and Qi from the
measured Y-window closure and ¥window shift by the described method
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Table 1: Switching of the memory operation modeshigycontrol pad signals
Table 2: Summary of important parameters of theezfdbd flash memory chip

Table 3: Parameters for simulating the behaviouheftunnel oxide MOS capacitor
(calculation of gqs(Vs); CV; FN-current; SILC)

Table 4: Parameters for simulating the behaviouhefCG/FG capacitor (calculation of the
current through the interpoly oxide)

Table 5: Parameters for simulating the behaviouhefl-transistor flash memory cell
(calculation of the transient behaviour; oxide g¢eaextraction from endurance curves)

Table 6: Dimensions of the flash cells
Table 8: Dimensions of the MOS capacitors
Table 7: Dimensions of the interpoly capacitor

Table 9: Dimensions of the HYMOS transistors
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