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Chapter 1

Introduction

Euclidean optimization problems are naturally associated to graphs: we are given
one or more sets of points in [0, 1]d and we are looking for a certain graph on
the points so that the total edge length with respect to the Euclidean distance is
minimal. The most famous example is the Traveling Salesman Problem (TSP),
where n points in [0, 1]d are given and we are searching for the shortest cycle that
contains each point exactly once. The total edge lengths of those graphs repre-
senting the solutions to Euclidean optimization problems of a “typical” instance
are studied. From the mathematical point of view, in a “typical” instance the
points are given by random variables.

The central theme of this thesis is the investigation of the asymptotic behavior of
the total edge length of typical instances if the number of points tends to infinity.
We consider the following Euclidean optimization problems: the multi depot
vehicle routing problem (MDVRP), the all nearest neighbor problem (ANNP)
and the b-degree constrained minimal spanning tree problem (bMST).

The first result concerning the asymptotics of a Euclidean optimization prob-
lem is the celebrated paper of Beardwood, Halton and Hammersley [BHH59]
from 1959 where they proved that for n independently and identically dis-
tributed random variables P1, . . . , Pn in [0, 1]d, d ≥ 2, the optimal TSP
tour length LTSP (P1, . . . , Pn) is asymptotically n(d−1)/d, more precisely there
is a constant α(LTSP , d) > 0 such that limn→∞ LTSP (P1, . . . , Pn)/n

(d−1)/d =
α(LTSP , d)

∫

[0,1]d
f(x)(d−1)/ddx almost surely, where f is the density of the ab-

solutely continuous part of the law of P1. Papadimitriou [Pap78] modified in
1978 the proof and showed a similar result for the minimal matching in two di-
mensions. This is the first general approach, he determined four conditions so
that all problems satisfying these conditions have the same asymptotic behav-
ior. In 1981 Steele[Ste81] also presented a general approach and showed that a
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large class of problems has the same n(d−1)/d asymptotics as the TSP. Twelve
years later, 1993, Rhee [Rhe93] brought isoperimetric inequalities into play and
showed that Steele’s results hold in the sense of complete convergence, which is
stronger than almost sure convergence. In 1994 Redmond and Yukich [RY94]
extended Steele’s and Rhee’s results to an even broader class of problems.

So Beardwood, Halton and Hammersley [BHH59] motivated a large body of re-
search on the probabilistic analysis of Euclidean optimization problems as min-
imal spanning tree, minimum perfect matching, etc. Today, there is a good
understanding of the general structure that underlies the asymptotic behavior of
these problems. A good overview on the history and main developments in this
area is given in the books of Yukich [Yuk98] and Steele [Ste97].

The first problem studied in this thesis is an important generalization of the
classical traveling salesman problem: the multi depot vehicle routing problem
(MDVRP). In its simplest variant, several depots and a set of customers who
must be served from these depots are given. A multi depot vehicle routing tour
is a set of disjoint cycles such that all customers are covered and each cycle
contains exactly one depot. Note that not all depots have to be used. The
problem consists of two subproblems: first, assign the customers to a depot, and
secondly find an optimal routing of all customers assigned to a given depot. In
the following the set of depots is denoted by D, |D| = k, and the set of customers
by P , |P | = n.

In Chapter 2 we introduce the basics of the general approaches by Steele [Ste81],
Rhee [Rhe93] and Redmond and Yukich [RY94]. The class of problems they
can be applied to is determined via properties of the associated graphs. These
properties are defined in Section 2.1. Rhee [Rhe93] uses a concentration inequality
in her approach, that is introduced in Section 2.2. In Section 2.3 we sketch
the approach by Redmond and Yukich [RY94]. The main tool they use is the
boundary functional, that is a general modification of Euclidean optimization
problems.
The MDVRP is a Euclidean optimization problem that is defined on two point
sets in contrary to the classic problems that are defined on a single point set,
e.g. traveling salesman problem, minimal matching etc. So we extend the classic
definitions of the properties in order to treat problems defined on two point sets
in this chapter.

In Chapter 3 we show that the MDVRP does not have the same properties as
most Euclidean optimization problems studied in the literature, so the general
approach of Chapter 2 cannot be applied directly. But in Section 3.2 we show
that the boundary modification of the problem has sufficient properties to analyze
its asymptotics and that it approximates the original functional. Consequently
we can analyze the asymptotics of the MDVRP via the modification.
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We study in Chapter 4 the asymptotic behavior of the optimal MDVRP tour
length for random depot and customer sets in [0, 1]d given by iid random
variables with uniform distribution. We show that the asymptotic behavior
depends on the customer-depot ratio n/k, and we distinguish three cases:
k = o(n), k = λn + o(n) and k = Ω(n1+ε). The last case is studied in Chapter 5
and first two cases in Chapter 4:
First we show: if k = o(n), then limn→∞ L(D, P )/n(d−1)/d = α(LTSP , d) c.c.
Thus, the MDVRP for “small” numbers of depots behaves asymptotically
exactly like the TSP.
Secondly, we show: if k = λn + o(n) for a constant λ > 0, then
limn→∞ L(D, P )/n(d−1)/d = α(LMDV RP , λ, d) c.c., where α(LMDV RP , λ, d) is
a positive constant. Note that the constant only depends on the value of λ and
it does not depend on the o(n) term. In this case the MDVRP shows the n(d−1)/d

asymptotics of the TSP, but the constant differs from α(LTSP , d). constant.
Since the exact values of the constants are unknown for almost all studied
Euclidean optimization problems, we do not expect to determine the exact value
of the MDVRP constant. In Section 4.2.1 we give upper and lower bounds for
the MDVRP constant.

This is the first analysis of the MDVRP and it is noteworthy that it considers
the numbers of customers and depots. Bompadre, Dror and Orlin [BDO06] an-
alyze a related problem, where the number of depots is constant. They give a
probabilistic analysis for the capacitated multi depot vehicle routing problem,
where each customer has unit demand and at each depot there are an unlimited
number of vehicles with capacity Q. Each vehicle starts and ends at a depot
and cannot visit more customers than its capacity allows. In this problem the
k depots are fixed in advance. They show for a customer set P , |P | = n, of
iid uniform random points in [0, 1]2 with expected distance ν to a closest de-
pot that if limn→∞ Q/

√
n = 0 then limn→∞ LMDV RP (P )Q/n = 2ν a.s., and if

limn→∞ Q/
√

n = ∞ then limn→∞ LMDV RP (P )/
√

n = α(LTSP , d) a.s.

In Chapter 5 we consider the second problem of this thesis, the all nearest neigh-
bor problem(ANNP). In the ANNP two point sets D, P ⊂ [0, 1]d are given. The
aim is to connect each point in P to a closest neighbor in D. So each point
of P is connected to a point a in D, but the points in D may be connected to
more than one point of P or none at all. We show in Chapter 5 for the total
edge length LANN(D, P ) for iid random variables with uniform distribution that

limk→∞
E[LANN (D,P )]

nk−1/d =
Γ( 1

d
)Γ(d

2
+1)1/d

d
√

π
.

In Section 5.2 we consider the MDVRP in case k = Ω(n1+ε) for an arbitrary
ε > 0. In this case most customers are connected to a depot by two edges.
So the structure is very similar to the all nearest neighbor problem and the
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analysis of the MDVRP is based on the results for the ANNP. We prove that

limn→∞
E[L(D,P )]

nk−1/d =
2Γ( 1

d
)Γ(d

2
+1)1/d

d
√

π
if k = Ω(n1+ε) for an arbitrary ε > 0. The

concentration inequality by Rhee [Rhe93] can not be applied to this problem,
since it does not have the needed properties. But in two dimensions in the
case k = n1+ε for 0 ≤ ε < 1, we can show via an isoperimetry inequality that

limn→∞
L(D,P )

nk−1/2 =
2Γ( 1

d
)Γ(d

2
+1)1/d

d
√

π
c.c.

In Chapter 6 we treat the MDVRP in the cases k = o(n) and k = λn+ o(n) with
more general distributions of the customers and depots, i.e. all distributions with
an absolutely continuous part of the density, denoted by f , are considered:
As in Chapter 4 the MDVRP behaves like the TSP in case k = o(n). We show:
limn→∞ L(D, P )/n(d−1)/d = α(LTSP , d)

∫

[0,1]d
f(x)(d−1)/ddx c.c.

If k = λn + o(n) for a constant λ > 0, then we have limn→∞ L(D, P )/n(d−1)/d =
α(LMDV RP , λ, d)

∫

[0,1]d
f(x)(d−1)/ddx c.c., where α(LMDV RP , λ, d) is a positive con-

stant. As for the uniform distribution the MDVRP shows the n(d−1)/d asymptotics
of the TSP in this case.

In Chapter 7 we consider MDVRP heuristics. It is known that vehicle rout-
ing problems are very hard to solve - in the current state of knowledge,
they can rarely be solved to optimality for sizes in excess of 50 customers,
[TV02]. Usually one resorts to heuristics instead and as for other vehicle rout-
ing problems, there is a wide body of literature consisting of the application
of various heuristics to the MDVRP, tested with various benchmark problems
[CGL97, CGW93, RLB96, GTV02]. We give probabilistic analyses for two heuris-
tics in Chapter 7. First, we focus on the very natural class of heuristics that
follow the two-step scheme [FJ81, GTV02] cluster first route second, i.e., first
assign each customer to a depot to form clusters of customers centered at each
depot and then find an optimal routing tour connecting all customers to the
corresponding depots. Let C denote a clustering, i.e., an assignment of cus-
tomers to depots. Let CN denote the clustering produced by applying the nearest
neighbor rule and let C∗ denote the clustering in an optimal tour. Let T (C)
denote the total length of an optimal tour for the clustering C. We show that

lim supk→∞
T (CN )−T (C∗)√

k
≤ 6

∫

[0,1]2
(f(x))1/2dx c.c., where f is a continuous density

of the customers and depots which is bounded away from 0 and ∞.

In the landmark articles [K76, K77] Karp introduced polynomial time partitioning
heuristics which for every ε > 0 construct a TSP tour of length at most (1 +
ε)LTSP (P1, . . . , Pn) for n independently and identically distributed random points
in [0, 1]d. For the first time this result showed that the stochastic version of an
NP-hard optimization problem allows a tight approximation in polynomial time
almost surely. Later, it was shown that the heuristic can be extended to other
classic Euclidean optimization problems, see [Yuk98, Ste97].
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In Section 7.2 we show that the heuristics can also be extended for the MDVRP
in the case k = o(n) and k = λn, although the problem has not the needed
properties. As before, the analysis relies on the boundary modification of the
problem, which has the needed properties and has the same asymptotic behavior.

In Chapter 8 we analyze the b-degree constrained minimal spanning tree(bMST):
we are given n points in [0, 1]d and a degree constraint b ≥ 2, the aim is to
find the minimal weight spanning tree, where each vertex has at most degree b.
This is a generalization of the path version of the TSP. We verify the conjecture
by Yukich [Yuk98] that the asymptotics of the problem may be determined via
the approach by Redmond and Yukich [RY94]. We show: the optimal length
LbMST (P ) of a b-degree constrained minimal spanning tree on P1, . . . , Pn given

by iid random variables with values in [0, 1]d satisfies limn→∞
LbMST (P1,...,Pn)

n(d−1)/d =

α(LbMST , d)
∫

[0,1]d
f(x)(d−1)/ddx c.c., where α(LbMST , d) is a positive constant and

f is the density of the absolutely continuous part of the law of P1. In the case
b = 2, the b-degree constrained MST has the same behavior like the TSP, we
have α(LbMST , d) = α(LTSP , d).
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Chapter 2

The General Approach

The general approach used in this thesis in order to describe the asymptotics of
the total edge length of graphs associated to combinatorial optimization problems
has been developed in the last 50 years, as noted in the introduction. During
these years the approach has been refined in order to determine the asymptotics
of a growing class of problems. It turns out that properties of the graphs, e.g.
subadditivity and smoothness, form the key conditions that determine the asymp-
totic behavior of the Euclidean optimization problems. In the next section these
properties are defined and the first unifying result determining the asymptotics
of a large class of problems, published in 1981 by Steele [Ste81], is stated. The
definitions of the properties are generalized in order to treat the multi depot ve-
hicle problem that is defined on two point sets in contrary to the classic problems
that are defined on a single set.

Rhee [Rhe93] generalized Steele’s approach in 1993, her approach can be applied
to a larger class of problems. Additionally, Steele’s limit theorem shows only
almost sure convergence and Rhee’s limit theorem yields complete convergence.
Rhee discovered that isoperimetric inequalities yield a general concentration in-
equality for Euclidean optimization problems, and the complete convergence is
shown via the concentration inequality. In the proof of her limit theorem, the
properties of the graphs are used to determine the asymptotics of the mean of
the total edge length. Then, concentration inequalities are applied to show that
the total edge length has the same behavior as its mean. Rhee’s limit theorem
and the used concentration inequality is stated in Section 2.2.

In 1994 Redmond and Yukich [RY94] generalized Rhee’s approach. Their limit
theorem ensures complete convergence not only for independent and uniformly
distributed random variables as considered by Rhee, but for any law of the ran-
dom variables(with an absolute continuous part of the density) giving the points.
Furthermore they were able to give rates of convergence. The main tool of their
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approach is the ’quasiadditive’ structure of many problems, that is defined via
modifications of the considered problems that approximate the original problem.
This approach is sketched in Section 2.3.

2.1 Euclidean Functionals and Steele’s Theorem

We give definitions of the necessary properties of a total edge length function F
of a Euclidean optimization problem defined on two finite subsets of R

d, d ≥ 2.
In this thesis the dimension is always at least 2. Naturally, the definitions are
based on the definitions used for problems on a single vertex set. We begin with
the definition of Euclidean functionals.

Let F be a function F : S × S → R
+, where S is the set of finite subsets of

R
d. F has the translation invariance property if for all y ∈ R

d and finite subsets
D, P ⊂ R

d:
F (D, P ) = F (D + y, P + y),

the homogeneity property, if for all α > 0 and finite subsets D, P ⊂ R
d:

F (αD, αP ) = αF (D, P ),

and the normalization property, if

F (∅, ∅) = 0.

From now on all functionals we are speaking of are Euclidean functionals. In the
following |P | denotes the cardinality of a point set P .

As mentioned before, the Euclidean functionals were originally defined for func-
tions on a single finite point set in R

d. We are considering the MDVRP, where
the point set contains two different kinds of points(customers/depots), so we ex-
tend the definition of Euclidean functionals. We demand that the conditions that
hold originally for a single set, are satisfied for two point sets, e.g. the original
homogeneity property is F (αP ) = αF (P ). In the following we present other
properties extended in the same way to functionals defined on two point sets.
We will compare the properties of the MDVRP with classic problems, although
the properties are not explicitly defined for single set problems in this thesis. If
we speak of properties of functions on a single point set, we demand that the
property is satisfied for the single set.

Now we consider additional features of functionals associated to Euclidean op-
timization problems. Each property alone may seem weak, but a combination
together with the basic features of Euclidean functionals is a strong composition.
A very simple and powerful one is the subadditivity.
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F is called subadditive if for all d-dimensional rectangles R ⊂ R
d, all finite subsets

D, P ⊂ R and all partitions of R into rectangles R1 and R2,

F (D, P ) ≤ F (D ∩ R1, P ∩ R1) + F (D ∩ R2, P ∩ R2) + C,

with a constant C that may depend on d and the diameter of R. In the following
the value of the constant C may change from line to line and it may depend on
d and the diameters of the considered rectangles.

It is easy to see that most Euclidean optimization problems are subadditive, e.g.
traveling salesman problem, minimal spanning tree, minimal matching etc. We
give a reasoning for the traveling salesman problem, and similar argumentations
can be applied to most problems: we are given a finite set P and a d-dimensional
rectangle R = R1∪R2 with diameter diam(R). Let T1 and T2 be optimal tours in
R1 respectively R2. In each tour an arbitrary edge is deleted, and by two edges
of length at most the diameter of R the tours are merged into a single tour T .
The optimal tour in R is at most as long as T , and the length of T is at most the
sum of the lengths of T1 and T2 and the connecting edges, so we have

LTSP (P ) ≤ LTSP (P ∩ R1) + LTSP (P ∩ R2) + 2 diam(R).

This property is used over and over in the study of the asymptotic behavior of
these problems, first of all it has been used in the seminal paper of Bearwood,
Halton and Hammersley [BHH59]. The subadditive structure of the graphs asso-
ciated to optimization problems is used to approximately express the global graph
length as a sum of the lengths of local components, this is a crucial method in
the probability theory of Euclidean optimization problems.

Rhee [Rhe93] was the first to show that subadditivity has useful non-trivial con-
sequences. She showed the following growth bound for subadditive Euclidean
functionals which are defined on a single point set P .

Lemma 2.1. [Rhe93] Let F be a subadditive Euclidean functional. Then there
exists a constant C such that for all cubes R ⊂ [0, 1]d and all point sets P ⊂ R
we have

F (P ) ≤ C|P |(d−1)/d,

with a constant C.

Instead of using subadditivity in order to express the global graph length as a
sum of local components, one can use superadditivity. The difference is that we
obtain by superadditivity a lower bound of the global length, while subadditivity
gives an upper bound.

A functional F is called superadditive, if for all rectangles R ⊂ R
d, all finite

subsets D, P ⊂ R and all partitions of R into rectangles R1 and R2

F (D, P ) ≥ F (D ∩ R1, P ∩ R1) + F (D ∩ R2, P ∩ R2).
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Another very strong and useful property in the analysis of classic functionals is
monotonicity. The lengths of some functionals are monotone increasing with an
increasing number of points.

A functional F is monotone if for all finite sets D, P ⊂ R
d and y ∈ R

d

F (D, P ) ≤ F (D ∪ {y}, P ) and F (D, P ) ≤ F (D, P ∪ {y}).

For example, the traveling salesman functional is monotone, since adding a point
can not shorten the tour. But this property is not shared by all classic problems.
The minimal spanning tree is obviously not monotone, having four points in the
corners of a square and adding a point in the center shortens the total length of
a minimal spanning tree.

By using subadditivity and monotonicity only, Steele [Ste81] characterized the
asymptotic behavior for the large class of Euclidean functionals with these prop-
erties:

Theorem 2.2. [Ste81] Suppose F is a monotone subadditive Euclidean func-
tional. If the random Variables X1, . . . , Xn are independent with the uniform
distribution on [0, 1]d, then as n → ∞ we have with probability one that

F (X1, . . . , Xn)

n(d−1)/d
= βF ,

where βF ≥ 0 is a constant.

We only mention that Steele [Ste81] also showed the asymptotics of Euclidean
functionals having these and some additional properties for more general distri-
butions of the random variables giving the points. Theorem 2.2 can be applied
to many functionals, an example is the traveling salesman functional. It is sub-
additive and monotone as shown above.

Rhee [Rhe93] introduced with the smoothness of Euclidean functionals a tool to
handle subadditive functionals that are not monotone.

A Euclidean functional F is smooth if there is a constant C > 0 such that for all
finite sets D1, D2, P1, P2 ⊂ R

d,

|F (D1 ∪ D2, P1 ∪ P2) − F (D1, P1)| ≤ C(|D2| + |P2|)(d−1)/d.

So smoothness bounds the variation of F when points and depots are added and
deleted. Rhee [Rhe93] proved that the smoothness condition yields inequalities
that show that a smooth Euclidean functional is sharply concentrated around its
mean. This is done via an isoperimetry inequality, her approach is the topic of
the next chapter.
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2.2 Isoperimetry and Rhee’s Theorem

Rhee [Rhe93] was able to improve two points in Steele’s Theorem 2.2 [Ste81].
The first drawback of Steele’s approach is that it is only applicable to monotone
functionals, so it does not determine the asymptotics of the minimal spanning
tree or the minimal matching. Rhee was able to show that smoothness can
be used as a substitute for monotonicity, so the theorem can be applied to a
larger class of functionals, e.g. the above mentioned minimal matching and the
minimal spanning tree. The second point is that Steele’s theorem states almost
sure convergence, where Rhee’s theorem covers complete convergence.

We remind the reader of the different notions of stochastic convergence. Let
(Yn)n≥1 be a sequence of random variables and let Y be a random variable on
some probability space (Ω,F , P). We say Yn converges almost surely to Y , written
limn→∞ Yn = Y a.s., if

P[ω ∈ Ω : lim
n→∞

Yn(ω) = Y (ω)] = 1,

and we say Yn converges completely to Y , written limn→∞ Yn = Y c.c., if for all
ε > 0 ∞

∑

n=1

P[|Yn − Y | > ε] < ∞.

Note that the Borel-Cantelli lemma shows that the condition for complete conver-
gence is sufficient for almost sure convergence. But the main benefit of complete
convergence is that it yields convergence results for two different random problem
models that differ in the transition from F (X1, . . . , Xn) to F (X1, . . . , Xn, Xn+1),
where F is a functional and X1, . . . , Xn+1 are random variables giving the points.
In the incrementing problem model an additional sample point is given by Xn+1

in order to get F (X1, . . . , Xn, Xn+1), while in the independent problem model a
completely new sample of points {x1, . . . , xn+1} is given. The important point
is that almost sure convergence results for the independent model imply almost
sure convergence for the incrementing model, but the converse is false in gen-
eral; where complete convergence covers both models. Weide [Wei78] was the
first to distinguish the models in the probabilistic analysis of algorithms. In his
thesis he defines that an algorithm succeeds strongly if the random variable Xn

giving the error of an algorithm of a problem of size n converges almost surely
to 0. The difference of the models is that in the independent model the variables
X1, . . . , Xn, . . . are independent, which is obviously false for the incrementing
model. We state the vital part of Weide’s Theorem.

Theorem 2.3. [Wei78] If an algorithm succeeds strongly in the independent prob-
lem model, then it succeeds strongly in the incremental model, but not necessarily
vice versa.
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Rhee’s tool in order to prove complete convergence is the following inequality. It
shows that, except for a small set with polynomially small probability, smooth
Euclidean functionals are close to their means. By the inequality it is sufficient
to determine the asymptotics of the mean in order to show complete convergence
of the functional. This simplifies the analysis of many problems and we will use
the fact for all considered problems.

Theorem 2.4. [Rhe93] Let X1, . . . , Xn be independent uniformly distributed ran-
dom variables with values in [0, 1]d, d ≥ 2, and let F (X1, . . . , Xn) be a smooth
Euclidean functional. Then there are constants C and C ′ such that for all t > 0:

P [|F (X1, . . . , Xn) − E [F (X1, . . . , Xn)] | > t] ≤ C exp

(

− 1

Cn

(

t

C ′

)2d/(d−1)
)

.

The theorem is proven via an isoperimetric inequality. We do not state a proof
of the theorem, but refer to Talagrand [Tal95] and Ledoux [Led96] for a complete
treatment of isoperimetry, and introduce the isoperimetric inequality used in the
proof of Theorem 2.4. The inequality origins in work of Milman and Schecht-
man [MS86] that will be applied in a proof in Chapter 5, where we can not apply
Theorem 2.4 directly. We need the following notation: the Hamming distance H
on Ωn = ([0, 1]d)n measures the distance of x and y by the number of coordinates
in which x and y do not match:

H(x, y) := |{1 ≤ i ≤ n : xi 6= yi}|.
The Hamming distance between y ∈ Ωn and a set A ⊂ Ωn is

ΦA(y) = min{H(x, y) : x ∈ A}.
Let µn denote the product measure of Ωn. Now we are ready to give the isoperi-
metric inequality for the Hamming distance H .

Lemma 2.5. If A ⊂ Ωn satisfies µn(A) ≥ 1
3

then

µn ({y ∈ Ωn : ΦA(y) ≥ t}) ≤ 6 exp
(

−t2/8n
)

.

To conceive the connection to Theorem 2.4 consider the t-enlargement At of a
set A ⊂ Ωn

At := {x ∈ Ωn : ∃y ∈ A s.t. H(x, y) ≤ t},
that contains A and all points of Ωn that are within Hamming distance t of A.
The Lemma 2.5 states that for a set A ⊂ Ωn with µn(A) ≥ 1/3 and t ≫ √

n
the measure of At is almost 1, more precisely µn(At) ≥ 1 − 6 exp (−t2/8n). The
smoothness of a Euclidean functional says that modifying some points does not
change the total edge length too much. Since the number of modified points
equals the Hamming distance, Lemma 2.5 can be used to prove Theorem 2.4.

At last we state the limit theorem by Rhee [Rhe93]:
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Theorem 2.6. [Rhe93] Let X1, . . . , Xn be independent uniformly distributed ran-
dom variables with values in [0, 1]d. If F is a smooth subadditive Euclidean func-
tional on R

d, then

lim
n→∞

E[F (X1, . . . , Xn)]

n(d−1)/d
= α(F, d)

where α(F, d) is a constant. For some universal constants C and C ′, we have,
for all n ≥ 1, and t ≥ 0,

P [|F (X1, . . . , Xn) − E[F (X1, . . . , Xn)]| ≥ t] ≤ C exp

(

− 1

Cn

(

t

C ′

)2d/(d−1)
)

.

2.3 The Boundary Functional by Redmond and

Yukich

Redmond and Yukich [RY94] developed a general unifying approach describing
the stochastic behavior of the total edge length of a variety of graphs associated
to combinatorial optimization problems, e.g. the traveling salesman problem,
minimal spanning tree, minimal Steiner tree and so on. The core of this ap-
proach is the combined use of subadditivity and superadditivity. With a certain
“quasiadditive” property they gave an approach to the limit theory of Euclidean
functionals that is more general than Steele’s approach [Ste81], since it is not lim-
ited to monotone increasing functionals. The approach also extended the work
of Rhee [Rhe93] by showing complete convergence for any density f of the law of
the random variables giving the points. Furthermore they were able to show rate
of convergence results with the help of the quasiadditive structure. Redmond
and Yukich get this structure in the following way. They show that the edge
length function of many graph problems is not only subadditive, but it admits
a simple and natural modification, called boundary functional, that is smooth
and superadditive and approximates the original functional. Roughly speaking,
the boundary modification of a problem is the same problem, but edges that lie
on the boundary are assigned zero length. The boundary functional has to be
defined for each problem explicitly, so that it displays the desired features. We
state the definition of the boundary TSP functional in order to give an intuition
of boundary functionals: for all rectangles R ⊂ R

d, finite point sets P ⊂ R and
points a, b on the boundary of R let L′

TSP (P, {a, b}) denote the length of the
shortest path through all points of P with endpoints a and b. The boundary
functional LB

TSP is defined by

LB
TSP (P ) := min

{

LTSP (P ), inf

{

∑

i≥1

L′
TSP (Pi, {ai, bi})

}}

,

19



where the infimum ranges over all sequences (ai, bi)i≥1 of points on the boundary
of R and all partitions (Pi)i≥1 of P .

The boundary functional is only useful for the analysis of the asymptotics of
a functional if it approximates the functional. A functional F defined on two
point sets and its boundary modification F B are called pointwise close if for all
D, P ⊂ [0, 1]d

|F (D, P )− F B(D, P )| = o(|P |(d−1)/d).

Redmond and Yukich call a smooth subadditive functional that is pointwise close
to its superadditive boundary functional quasiadditive. We state the limit theo-
rem by Redmond and Yukich and recommend the monograph [Yuk98] by Yukich
for more information.

Theorem 2.7. [RY94] Let X1, . . . , Xn be independent identically distributed ran-
dom variables with values in [0, 1]d, d ≥ 2, and let F (X1, . . . , Xn) be a quasiad-
ditive smooth Euclidean functional, then

lim
n→∞

F (X1, . . . , Xn)/n(d−1)/d = α(F )

∫

f(x)(d−1)/ddx c.c.,

where f is the absolutely continuous part of the law of X1.

Note that in this thesis we first consider uniformly distributed variables. Further-
more we mainly consider functionals that are not quasiadditive, but functionals
that are close to their smooth superadditive boundary functional. As we will
see, instead of attacking a problem directly, it is often easier to determine the
stochastic behavior of the superadditive boundary functional and by the close-
ness to the original functional we get the behavior of the original problem. So we
take a careful look the following central general asymptotic result for independent
and uniformly distributed random variables, formulated by Yukich [Yuk98] in the
spirit of Rhee:

Theorem 2.8. If F B is smooth superadditive Euclidean functional on R
d, then

lim
n→∞

F B(P )

n(d−1)/d
= α(F B, d) c.c.,

where α(F B, d) is a positive constant. If F is a Euclidean functional on R
d, which

is pointwise close to F B, then

lim
n→∞

F (P )

n(d−1)/d
= α(F B, d) c.c.

Applying the theorem is a quite easy way to determine the asymptotics of a
functional: we have to define a proper boundary functional that is close to the
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original functional and satisfies superadditivity and smoothness. In the next
chapters we modify the proof of the theorem in order to apply the theorem to
the MDVRP functional that is defined on two point sets. In Chapter 6 and
Chapter 8 we consider more general distributions and we modify the proof of
Theorem 2.7. The proof is based on the tools and methods used for uniformly
distributed random variables.
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Chapter 3

The Multi Depot Vehicle

Routing Problem

In 1959 Dantzig and Ramsey [DR59] presented a paper concerning the delivery
of gasoline to gas stations and introduced the vehicle routing problem. Nowadays
there is a large variety of models that take a lot of real-world constraints into
considerations. They cover the number and capacity of the delivering vehicles,
different regional provenance of the goods, as well as the demand and availability
of the customers and so forth. The book “The Vehicle Routing Problem” edited
by P. Toth and D. Vigo [TV02] gives an extensive survey of the models and
algorithms developed in the last decades.

As mentioned before, we consider the following very simple variant of the multi
depot vehicle routing problem (MDVRP): Let k, n ∈ N and D = {D1, . . . , Dk}
respectively P = {P1, . . . , Pn} be sets of points in [0, 1]d with the usual Euclidean
metric. The Di’s are called depots and the Pi’s points or customers. A multi
depot vehicle routing tour is a set of disjoint cycles such that all points are covered
and each cycle contains exactly one depot. Note that not all depots have to be
used. If P = ∅ or D = ∅ the length of an optimal tour is 0, since there is no cycle
containing points and a depot. The goal is to find a tour of minimum length.
L(D, P ) denotes the length of an optimal MDVRP tour for depot set D and point
set P .

In order to prepare the asymptotic analysis, we examine the MDVRP functional
in Section 3.1 and show that it does not have the same properties as most Eu-
clidean functionals studied in the literature, it is neither sub- nor superadditive.
But in Section 3.2 we introduce the boundary functional and prove that it ap-
proximates the original functional. Furthermore, it is shown that the boundary
functional is a smooth superadditive functional. These properties suffice to de-
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termine its asymptotics, which is done in Chapter 4.

3.1 Properties of the MDVRP Functional

The main difference between the MDVRP functional L and most classic func-
tionals is: it has neither a subadditive nor a superadditive structure. We will see
that this behavior is caused by the two set structure of the MDVRP.

First we show that L is not subadditive. Note that a functional F is called
subadditive if for all d-dimensional rectangles R ⊂ R

d, all finite subsets D, P ⊂ R
and all partitions of R into rectangles R1 and R2, F (D, P ) ≤ F (D∩R1, P ∩R1)+
F (D∩R2, P ∩R2)+C, with a constant C that may depend on d and the diameter
of R. A counterexample showing that the MDVRP is not subadditive is given
in Figure 3.1 and 3.2. As shown in the figures, the problem is that a rectangle
containing only points does not produce a depot tour, since a feasible depot
tour contains a depot. In this way it is possible to diminish the instance to an
instance with only a few customers. This is not possible for problems defined on
a single set, since they yield a graph with edges as soon as we have two points in
a rectangle.

Figure 3.1: The MDVRP tour in R, the
partition is indicated by the dotted line.

Figure 3.2: The MDVRP tours in R1

and R2.

Recall that a functional F is called superadditive, if for all rectangles R ⊂ R
d,

all finite subsets D, P ⊂ R and all partitions of R into rectangles R1 and R2

F (D, P ) ≥ F (D ∩ R1, P ∩ R1) + F (D ∩ R2, P ∩ R2). As in the counterexample
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for the subadditivity, the two set structure of the MDVRP functional is also
exploited to show that the functional is not superadditive, a counterexample is
given in Figure 3.3 and 3.4. In the example a subtour in an optimal solution is
enlarged by cutting out the used depot, so the subtour has to be connected to a
different depot that is far away.

Figure 3.3: The MDVRP tour in R, the
partition is indicated by the dotted line.

Figure 3.4: The MDVRP tours in R1

and R2.

Another feature that the MDVRP functional does not share with other problems
is monotonicity. This is obvious, since adding a depot may shorten the MDVRP
tour.

Altogether, the multi depot problem is not monotone and it is neither subadditive
nor superadditive. As noted in Chapter 2, these properties are used a lot in the
study of Euclidean optimization problems. So there is a very significant difference
between the multi depot problem and most Euclidean optimization problems,
since we can not apply the ideas used in the classic results from Chapter 2 for
the stochastic behavior of optimization problems that rely on the subadditivity
or superadditivity directly. Thus, we state this fact in the following lemma.

Lemma 3.1. The MDVRP functional is not monotone and it is neither subad-
ditive nor superadditive.

Thus, in the next section we consider a modification of the MDVRP functional,
that has the same asymptotic behavior and that is easier to analyze: the boundary
MDVRP functional.
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3.2 Properties of the Boundary MDVRP Func-

tional

For the MDVRP functional, the boundary modification of Euclidean functionals
introduced by Redmond and Yukich [RY94] helps to overcome the lack of sub-
and superadditivity. The boundary modification of the total edge length function
of the MDVRP is the total edge length function of the least expensive depot tour,
where the cost of traveling along any path on the boundary is zero, and the paths
connected to the boundary do not have to contain a depot, see Figure 3.5 and
3.6. The formal definition of the boundary functional of the MDVRP follows: for
all rectangles R ⊂ R

d, finite point sets D, P ⊂ R and points a, b on the boundary
of R let L′(∅, P, {a, b}) denote the length of the shortest path through all points
of P with endpoints a and b. The boundary functional LB is defined by

LB(D, P ) := min

{

L(D, P ), inf

{

L(D, P1) +
∑

i>1

L′(∅, Pi, {ai, bi})
}}

,

where the infimum ranges over all sequences (ai, bi)i>1 of points on the boundary
of R and all partitions (Pi)i≥1 of P .

Figure 3.5: A MDVRP tour. Figure 3.6: A boundary MDVRP tour.

From the definition of the boundary functional it is easy to see that LB(D, P ) ≤
L(D, P ). Furthermore, the boundary functional of the MDVRP is superadditive:
Consider a rectangle R ⊂ R

d, finite subsets D, P ⊂ R and a partition of R into
rectangles R1 and R2. The restriction of the boundary tour in R to the rectangles
Ri for i ∈ {1, 2} defines boundary tours on P ∩Ri and D∩Ri that are at least as
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large as LB(P ∩Ri, D∩Ri), so we get LB(D, P ) ≥ LB(P ∩R1, D∩R1)+LB(P ∩
R2, D ∩ R2), see Figure 3.7 and 3.8.

Figure 3.7: The optimal boundary MD-
VRP tour in R.

Figure 3.8: The optimal boundary MD-
VRP tours in R1 and R2.

We state this fact in the following lemma.

Lemma 3.2. The boundary functional of the MDVRP is superadditive.

The boundary functional satisfies the inequality in the next lemma that is used
as a substitute for subadditivity.

Lemma 3.3. Let D and P be sets of depots respectively customers in [0, 1]d. If
[0, 1]d is partitioned into md congruent subcubes Qj, then

LB(D, P ) ≤
md
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + md−1C ·
( n

md

)(d−2)/(d−1)

.

Proof. Let |P | = n and |D| = k. Optimal tours in the subcubes Qi are merged
into a boundary tour in [0, 1]d in the following way. Consider two neighboring
subcubes Qi and Qj . There are two types of paths connected to the separating
face between Qi and Qj : paths that have their start and endpoint on the face and
paths that are only connected with one point of the face. We denote those points
on the separating face where paths of the first type meet by B1 and those points
where paths of the second type meet by B2. If the cardinality of B2 is odd, a
point of the boundary of the separating face is added to B2. Now, the edges of a
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minimal matching of B2 are adjoined to the graph. The total length of the added
edges is C

m
|B2|(d−2)/(d−1) by Lemma 2.1, since the face is a d− 1 dimensional unit

cube stretched by a factor of 1
m

. Furthermore, we add a minimal perfect matching
of B1 and a TSP tour through B1 to the graph. In the connected component
containing B1 all vertices have even degree. So there is a Eulerian tour through
the component. We turn the Eulerian tour into a TSP tour by shortcuts, delete
an edge and connect both endpoints to the boundary of Qi∪Qj . The total length
of all edges used to connect the first type paths to the boundary of Qi ∪ Qj is
at most C

m
|B1|(d−2)/(d−1) by Lemma 2.1. The number of faces that have to be

considered in this procedure is bounded by dmd. In every face i let Bi
1 and Bi

2

denote the number of points on the face where paths of the first respectively
second type meet. The total length of all added edges is

dmd
∑

i=1

C

m

(

|Bi
1|(d−2)/(d−1) + |Bi

2|(d−2)/(d−1)
)

. (3.1)

Each point may be connected to the boundary of its subcube by two edges,

so
∑dmd

i=1 |Bi
1| + |Bi

2| ≤ 2n. The sum (3.1) is maximized for |Bi
j| = 2n

2dmd for
i = 1, . . . , dmd and j = 1, 2. We have

LB(D, P ) ≤
md
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + Cmd−1d
( n

dmd

)(d−2)/(d−1)

.

As indicated in section 2.3, the asymptotic behavior of Euclidean functionals
can often be determined via the boundary modification. This is the case if the
boundary functional approximates the original functional, i.e. if the functional
and its boundary functional are pointwise close. We show that this is true for
the MDVRP functional in the following lemma.

Lemma 3.4. For the tour length L of MDVRP and the boundary functional LB

of MDVRP we have

|L(D, P ) − LB(D, P )| ≤ C|P |(d−2)/(d−1),

for a constant C > 0.

Proof. Since L(D, P ) ≥ LB(D, P ), we only have to show that L(D, P ) −
LB(D, P ) ≤ C|P |(d−2)/(d−1). Let G be the graph associated to LB(D, P ). We
modify the paths in G that are connected to the boundary in order to construct
an MDVRP tour. Let B denote the set of points where the graph G meets the
boundary of [0, 1]d. Since B is a set of endpoints of paths, |B| is even and a perfect
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matching of B exists. We adjoin to G the edges of a perfect minimal matching
of B and a traveling salesman tour through B, Figure 3.9. By Lemma 2.1, the
total length of the added edges is at most C|B|(d−2)/(d−1), since all points of B
are on the boundary of [0, 1]d, which has dimension d − 1.

So all paths of G are connected via the TSP tour, see Figure 3.9. All points
connected by the tour have even degree, so there is a Eulerian tour through
this connected component. Shortcutting the Eulerian tour yields a traveling
salesman tour. Furthermore, we eliminate in this tour the points of B by short-
cuts. Connecting the resulting tour to a depot with two edges of length at most√

d we get, together with the unmodified cycles in G, a feasible tour of length
LB(D, P ) + C|B|(d−2)/(d−1) + 2

√
d, Figure 3.10. Since |B| ≤ 2|P |, we have

L(D, P ) ≤ LB(D, P ) + C|P |(d−2)/(d−1).

TSP tour Perfect matching

Figure 3.9: The boundary MDVRP
tour with added TSP tour and match-
ing.

Figure 3.10: The resulting tour.hier
brauch ich noch genau zwei zeilen
mehr, damit es gut aussieht

Since we are trying to modify Theorem 2.8 in order to handle the MDVRP
functional, a functional defined on two point sets, we need in addition to super-
additivity the smoothness of the boundary functional.

Lemma 3.5. The boundary functional LB of the MDVRP is smooth.
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Proof. Let D1, D2, P1, P2 ⊂ [0, 1]d be sets containing depots respectively points.
To see that

LB(D1 ∪ D2, P1 ∪ P2) − LB(D1, P1) ≤ C(|D2| + |P2|)(d−1)/d,

consider an optimal boundary MDVRP tour for D1 and P1 and form a traveling
salesman tour through all elements of P2 and a depot of D2, see Figure 3.11 and
3.12. This is a feasible solution for the boundary MDVRP on D1∪D2 and P1∪P2 if
D2 6= ∅. The length of the tour through D2 and P2 is at most C(|D2|+ |P2|)(d−1)/d

for a C > 0 by Lemma 2.1. If D2 = ∅, we transform the cycle into a path starting
and ending at the boundary of [0, 1]d. The tour/path together with the graph
associated to LB(D1, P1) yields a feasible solution for the problem on D1 ∪ D2

and P1 ∪ P2 of length at most LB(D1, P1) + C(|D2| + |P2|)(d−1)/d.

Figure 3.11: The boundary MDVRP
tour on P1 and D1.with dashed TSP
tour through P2 and D2

TSP

Figure 3.12: The boundary MDVRP
tour on P1 and D1 with dashed TSP
tour through P2 and a depot of D2.

Once we show

LB(D1, P1) ≤ LB(D1 ∪ D2, P1 ∪ P2) + C(|D2| + |P2|)(d−1)/d,

the smoothness of LB follows. We start with a graph G associated to LB(D1 ∪
D2, P1 ∪ P2), see Figure 3.13, and we remove all elements of D2 and P2. Let B
denote the set of points where the graph meets the boundary of [0, 1]d, we add
B to the graph, Figure 3.14. In the following, we do not consider unmodified
components in G.
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Figure 3.13: The boundary MDVRP
tour.P2 and D2

Figure 3.14: P2 and D2 deleted and B
added.

The deletion of D2 and P2 generates at most 2(|D2|+|P2|) connected components,
since the elements of D2 and P2 are either in a path connected to the boundary or
they are in a closed cycle. Deleting the first element in a path results in at most
two connected components and deleting further elements in this path generates
at most an additional connected component for each element. Deleting elements
in a closed cycle results in at most one connected component for each element.

The resulting components are either paths or isolated vertices. The endpoints
of the paths are vertices with degree 1. So the total number of vertices with
degree 1 is even, and the overall number of vertices with degree 1 and 0 is at most
4(|D2|+|P2|). We adjoin the edges of a traveling salesman tour through the points
of degree 1 and 0 and a minimal perfect matching of the points with degree 1 to
the graph, see Figure 3.15. The length of the tour is at most C(|D2|+ |P2|)(d−1)/d

with a constant C. The same holds for the matching, see Lemma 2.1.

Adding the TSP tour and the matching yields a connected graph. Every vertex
has an even degree so that there exists a Eulerian tour. We shortcut the Eulerian
tour into a traveling salesman tour. If the tour contains a depot, it is a feasible
cycle, otherwise we delete an edge and connect the remaining path to the bound-
ary. Together with the unmodified cycles in G we get a feasible tour for D1 and
P1, Figure 3.16, so it follows that

LB(D1, P1) ≤ LB(D1 ∪ D2, P1 ∪ P2) + C(|D2| + |P2|)(d−1)/d.
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MatchingTSP tour

Figure 3.15: Boundary MDVRP tour,
D2 and P2 deleted and the TSP tour
and matching added.

Figure 3.16: The final tour.through D1

and P1. and added TSP tour and
matching.
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Chapter 4

Analysis of the Multi Depot

Vehicle Routing Problem

We consider the asymptotic behavior of the multi depot vehicle routing functional
on random instances in [0, 1]d, where the depots D and the points P are given
by independent uniformly distributed random variables. Intuitively, we expect
each of the k tours to occupy (roughly) a cell with sidelength k−1/d of the d-
dimensional grid. Hence the TSP result applied to the (roughly) n/k points in
each tour yields k times (n/k)(d−1)/d/k1/d, which is n(d−1)/d. It is evident that
the asymptotic behavior of L(D, P ) depends on the point-depot ratio n/k. All
in all, we study three cases. In this chapter we consider the cases k = o(n) and
k = λn+o(n) for a constant λ > 0, in Chapter 5 we analyze the case k = Ω(n1+ε)
for ε > 0. Our main result of this chapter covers the first two cases:

Theorem 4.1. Let D = {D1, . . . , Dk} and P = {P1, . . . , Pn} be depots and
points in [0, 1]d given by independent uniformly distributed random variables. The
optimal length L(D, P ) of an MDVRP tour through D and P satisfies

(i) lim
n→∞

L(D,P )

n(d−1)/d = α(LTSP , d) c.c., if k = o(n),

(ii) lim
n→∞

L(D,P )

n(d−1)/d = α(LMDV RP , λ, d) c.c., if k = λn + o(n) for a constant λ > 0,

where α(LTSP , d) is the constant for the TSP and α(LMDV RP , λ, d) is a positive
constant.

Note that the constant α(LMDV RP , λ, d) does not depend on the o(n) term, it
depends only on λ and the dimension d.
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The theorem is proven in the following two sections. First we show in Section 4.1
that the behavior of the MDVRP and the TSP is the same up to the limiting
constant for k = o(n). In Section 4.2 we consider the case k = λn + o(n),
λ > 0. The superadditive structure of the boundary MDVRP functional is used
to show that the mean of the MDVRP has the same n(d−1)/d asymptotics like
most Euclidean functionals, e.g. TSP, MST and so on. By the concentration
inequality of Rhee, Theorem 2.4, we have that the boundary functional has the
same asymptotics as its mean. Since the boundary functional LB approximates
the original functional L, the asymptotics of the MDVRP are determined for
k = λn + o(n), λ > 0. Naturally, the value of the limiting constant depends on
the value of λ. In Section 4.2.1 we give upper and lower bounds for the MDVRP
constant. The values for the limiting constants of most problems are unknown,
so we can only compare the values with bounds for constants of other problems.

4.1 The case k = o(n)

For k = o(n) the MDVRP behaves asymptotically exactly like the TSP, even the
constant is the same. The reason is that the number of depots is too small to affect
the asymptotics. In the following lemma we show that the lengths of optimal
solutions for the MDVRP and the TSP are very close if k = o(n), afterwards we
prove that the multi depot tour length divided by n(d−1)/d converges completely
to the same constant as the TSP tour length divided by n(d−1)/d.

Let LTSP (P ) denote the length of an optimal TSP tour through a point set
P ⊂ [0, 1]d.

Lemma 4.2. Let D, P ⊂ [0, 1]d. If |D| = o(|P |), then

|LTSP (P ) − L(D, P )| = o(|P |(d−1)/d).

Proof. Let D, P be finite point sets in [0, 1]d with |D| = o(|P |). We have
L(D, P ) ≤ LTSP (P )+2

√
d, because we get a feasible multi depot tour by inserting

a depot into an optimal TSP tour. It remains to show that LTSP (P )−L(D, P ) =
O(|D|(d−1)/d). We are given an optimal multi depot tour of length L(D, P ), we
add a traveling salesman tour through D of length O(|D|(d−1)/d), see the growth-
bound Lemma 2.1. The resulting graph is connected and all vertices have even
degree, so there is a Eulerian tour. In the tour we remove all depots by short-cuts,
and this procedure yields a traveling salesman tour through P of length at most
L(D, P ) + O(|D|(d−1)/d).

So the influence of the depots on the length of an optimal MDVRP tour is small
in this case and we have Theorem 4.1 (i) straightaway:
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Proof of Theorem 4.1 (i). Let |P | = n and |D| = o(n). We show that L(D,P )

n(d−1)/d

converges completely to α(LTSP , d). Let ε > 0,

∞
∑

n=1

P

[∣

∣

∣

∣

L(D, P )

n(d−1)/d
− α(LTSP , d)

∣

∣
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]

=
∞
∑
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P
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∣

LTSP (P )

n(d−1)/d
− α(LTSP , d)

∣

∣

∣

∣
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]
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∞
∑
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P
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∣

∣

∣
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∣

>
ε

2

]

.

With Lemma 4.2 we have |LTSP (P ) − L(D, P )| = o(n(d−1)/d), so

∞
∑

n=1

P

[∣

∣

∣

∣

L(D, P ) − LTSP (P )

n(d−1)/d

∣

∣

∣

∣

>
ε

2

]

< ∞.

The length of the TSP functional converges completely to α(LTSP , d), refer
Rhee [Rhe93],

∞
∑

n=1

P

[∣

∣

∣

∣

LTSP (P )

n(d−1)/d
− α(LTSP , d)

∣

∣

∣

∣

>
ε

2

]

< ∞,

thus, we have complete convergence of the MDVRP functional in the case k =
o(n):

∞
∑

n=1

P

[∣

∣

∣

∣

L(D, P )

n(d−1)/d
− α(LTSP , d)

∣

∣

∣

∣

> ε

]

< ∞.

4.2 The case k = λn + o(n) for a constant λ > 0

In this case the depots influence the asymptotic tour length. We show that the
asymptotic multi depot tour length divided by n(d−1)/d is α(LMDV RP , λ, d), where
the constant α(LMDV RP , λ, d) depends on the value of λ and the dimension d.
First we consider the case k = λn and after that we show that adding o(n) depots
does not change the asymptotics.

The proof of the asymptotic behavior is based on the multi depot tour boundary
functional: the superadditive and smooth structure of the boundary functional is
used to determine the asymptotics of its expectation in Lemma 4.4. In Lemma 4.3
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we apply Theorem 2.4 directly to show that the asymptotic tour length of the
boundary functional has the same behavior as its expectation. Since the multi de-
pot tour functional and its boundary functional are pointwise close, Lemma 3.4,
they have the same asymptotic behavior. Therefore, it is sufficient to show The-
orem 4.1 (ii) for the expectation of LB.

Lemma 4.3. If

lim
n→∞

E
[

LB(D1 . . . , Dλn, P1 . . . , Pn)
]

n(d−1)/d
= α,

then

lim
n→∞

LB(D1 . . . , Dλn, P1 . . . , Pn)

n(d−1)/d
= α c.c.

Proof. Suppose that limn→∞ E
[

LB(D1 . . . , Dλn, P1 . . . , Pn)
]

/n(d−1)/d = α. By
Theorem 2.4 for all ε > 0,

∞
∑

n=1

P

[∣

∣

∣

∣

∣

LB(D1, . . . , Dλn, P1, . . . , Pn) − E
[

LB(D1, . . . , Dλn, P1, . . . , Pn)
]

n(d−1)/d

∣

∣

∣

∣

∣

> ε

]

=

∞
∑

n=1

P
[∣

∣LB(D1, . . . , Dλn, P1, . . . , Pn)

−E
[

LB(D1, . . . , Dλn, P1, . . . , Pn)
]∣

∣ > εn(d−1)/d
]

≤ C
∞
∑

n=1

exp
(

−(
ε

C ′ )
2d/(d−1) n

C

)

< ∞,

for constants C, C ′ > 0. Thus,

∣

∣

∣

∣

LB(D1,...,Dλn,P1,...,Pn)−E[LB(D1,...,Dλn,P1,...,Pn)]
n(d−1)/d

∣

∣

∣

∣

con-

verges completely to zero.

The next lemma is the main lemma of this chapter, we show convergence of the
expectation of the boundary functional in case k = λn. The lemma together with
the previous lemma yields the proof of Theorem 4.1 (ii) in case k = λn.

The asymptotic behavior of the expectation of LB is shown via typical meth-
ods, they are used since the seminal paper of Beardwood, Halton and Hammers-
ley [BHH59] and exploit the superadditive and smooth structure of the functional,
refer to Chapter 3 in [Yuk98] or Chapter 3 in [Ste97].

Lemma 4.4. Let k = λn, λ > 0 constant. Then there exists a constant
α(LMDV RP , λ, d) > 0 such that

lim
n→∞

E
[

LB(D1 . . . , Dλn, P1 . . . , Pn)
]

n(d−1)/d
= α(LMDV RP , λ, d).
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Proof. Set Φ(k, n) := E
[

LB(D1, . . . , Dk, P1, . . . , Pn)
]

. The number of depots
respectively points that fall into a given subcube of [0, 1]d of volume m−d are given
by binomial random variables X respectively Y with distribution B(k, m−d) and
B(n, m−d). Set Φ(X, Y ) := E

[

LB(D1, . . . , DX , P1, . . . , PY )
]

. We divide [0, 1]d

into md identical cubes Ri of volume m−d. With the superadditivity we have
that the global tour length in [0, 1]d is at least as large as the sum of the tour
lengths in the md cubes Ri:

Φ(k, n) ≥
md
∑

i=1

E
[

LB({D1, . . . , Dk} ∩ Ri, {P1, . . . , Pn} ∩ Ri)
]

,

We scale the Ri and the contained tours by a factor m up to the unit cube [0, 1]d

and exploit the homogeneity of LB,

Φ(k, n) ≥ 1

m

md
∑

i=1

Φ(X, Y ).

Via the smoothness of LB and Jensen’s inequality one can show that

Φ(k, n)

≥ 1

m

md
∑

i=1

[

Φ(km−d, nm−d) − C E
[

|X − km−d|
](d−1)/d

−C E
[

|Y − nm−d|
](d−1)/d

]

≥ 1

m

md
∑

i=1

[

Φ(km−d, nm−d) − C(E
[

X − km−d
]2

)(d−1)/2d

−C(E
[

Y − nm−d
]2

)(d−1)/2d
]

≥ 1

m

md
∑

i=1

[

Φ(km−d, nm−d) − C(km−d − km−2d)(d−1)/2d

−C(nm−d − nm−2d)(d−1)/2d
]

≥ 1

m

md
∑

i=1

[

Φ(km−d, nm−d) − C(km−d)(d−1)/2d

−C(nm−d)(d−1)/2d
]

≥ md−1Φ(km−d, nm−d) − Ck(d−1)/2dm(d−1)/2 − Cn(d−1)/2dm(d−1)/2.

Dividing by k(d−1)/2dn(d−1)/2d, we get

Φ(k, n)

k(d−1)/2dn(d−1)/2d
≥ md−1 Φ(km−d, nm−d)

k(d−1)/2dn(d−1)/2d
− Cm(d−1)/2

n(d−1)/2d
− Cm(d−1)/2

k(d−1)/2d
.
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Now, n is replaced by nmd and k by kmd:

Φ(kmd, nmd)

(kmd)(d−1)/2d(nmd)(d−1)/2d
≥ Φ(k, n)

k(d−1)/2dn(d−1)/2d
− Cm(d−1)/2

n(d−1)/2dm(d−1)/2

− Cm(d−1)/2

k(d−1)/2dm(d−1)/2
.

Simplified,

Φ(kmd, nmd)

(kmd)(d−1)/2d(nmd)(d−1)/2d
≥ Φ(k, n)

k(d−1)/2dn(d−1)/2d
− C

n(d−1)/2d
− C

k(d−1)/2d
.

For the case k = λn, this yields

Φ(λnmd, nmd)

λ(d−1)/2d(nmd)(d−1)/d
≥ Φ(λn, n)

λ(d−1)/2dn(d−1)/d
− C

n(d−1)/2d
− C

λ(d−1)/2dn(d−1)/2d
.

Therefore we have

Φ(λnmd, nmd)

(nmd)(d−1)/d
≥ Φ(λn, n)

n(d−1)/d
− Cλ(d−1)/2d

n(d−1)/2d
− C

n(d−1)/2d
.

Set α(LMDV RP , λ, d) := α := lim supn→∞
Φ(λn,n)

n(d−1)/d . The smoothness of LB guaran-

tees α < ∞. For all ε > 0, choose n0 such that for all n ≥ n0 we have C
n(d−1)/2d < ε,

Cλ(d−1)/2d

n(d−1)/2d < ε and Φ(λn0,n0)

n
(d−1)/d
0

> α − ε. Thus, for all m ≥ 1 it follows that

Φ(λn0m
d, n0m

d)

(n0md)(d−1)/d
> α − 3ε.

Now we use an interpolation argument and the smoothness of the functional. For
an arbitrary integer t we choose m as the unique integer m such that

n0m
d < t ≤ n0(m + 1)d.

Then |n0m
d − t| ≤ C ′n0m

d−1 and by smoothness we obtain

Φ(λt, t)

t(d−1)/d
≥ Φ(λn0m

d, n0m
d)

(n0(m + 1)d)(d−1)/d
− C ′(n0m

d−1)(d−1)/d

(n0(m + 1)d)(d−1)/d
− C ′(λn0m

d−1)(d−1)/d

(n0(m + 1)d)(d−1)/d

≥ (α − 3ε)

(

m

m + 1

)d−1

− C ′m(d−1)2/d

(m + 1)d−1
− C ′(λm)(d−1)2/d

(m + 1)d−1
.

Since the last two terms go to zero as m goes to infinity,

lim inf
t→∞

Φ(λt,t)

t(d−1)/d ≥ α − 3ε.
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For ε tending to zero we see that the lim inf and the lim sup of the sequence
Φ(λt,t)

t(d−1)/d , t ≥ 1, coincide, and we may define

α(LMDV RP , λ, d) := lim
t→∞

Φ(λt, t)

t(d−1)/d
.

It remains to show that α(LMDV RP , λ, d) > 0. For a set of independent random
variables X := {X1, . . . , Xn+λn} with uniform distribution in [0, 1]d, there is a
c > 0 such that E [min{|Xi − Xj| : Xi, Xj ∈ X}] > c

(n+λn)1/d . Since c
(n+λn)1/d =

c′

n1/d for a c′ > 0, and a depot tour through n points contains at least n+1 edges,

we have Φ(λn, n) > c′n(d−1)/d. Consequently, α(LMDV RP , λ, d) is positive.

Note that the proof is not valid in the case k = n1+ε for ε > 0. In this case, the
graph looses its self-similarity: for example, dividing [0, 1]2 into four subcubes,
we have n

4
points and k

4
depots in each cube, but if e.g. k = n2, we have n

4
points

and n2

4
depots instead of (n

4
)2 depots in each cube. So we do not have small

instances of the original type in the subcubes.

It remains to show that adding o(n) depots does not change the asymptotics of
the multi depot tour functional and this completes the proof of Theorem 4.1 (ii).

Corollary 4.5. Let D = {D1, . . . , Dk} and P = {P1, . . . , Pn} be depots and
points in [0, 1]d given by independent uniformly distributed random variables. The
optimal length L(D, P ) of an MDVRP tour through D and P satisfies

lim
n→∞

L(D, P )

n(d−1)/d
= α(LMDV RP , λ, d) c.c.

, if k = λn+o(n) for a constant λ > 0 and where α(LMDV RP , λ, d) is the constant
from Lemma 4.4.

Proof. Let P be a set of n points, D a set of λn depots and D′ a set of o(n)
depots. First we prove |L(D, P ) − L(D ∪ D′, P )| = o(n(d−1)/d). We begin with
a MDVRP tour on D ∪ D′ and P and delete all depots of D′. In the remaining
graph we have at most 2|D′| vertices with degree 1 and 0. We denote the set
of vertices with degree 1 by B. The cardinality of B is even, since the vertices
with degree 1 are endpoints of paths. We adjoin the edges of a perfect minimal
matching of B and a TSP tour on all vertices with degree 1 and 0 to the graph.
All vertices in the resulting connected component without a depot have even
degree so there exists an Eulerian tour. We turn the Eulerian tour into a TSP
tour by shortcuts. The resulting cycle is connected to a depot of D or merged
into a cycle with a depot of D. By Lemma 2.1 the total length of all added edges
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is at most C|D′|(d−1)/d. Since |D′| = o(n) and L(D ∪ D′, P ) ≤ L(D, P ), we have
|L(D, P ) − L(D ∪ D′, P )| = o(n(d−1)/d).

By Lemma 4.4 and Lemma 4.3 we have lim
n→∞

L(D,P )

n(d−1)/d = α(LMDV RP , λ, d) c.c.

Analogous to the proof of Theorem 4.1 (i), we can show that lim
n→∞

L(D∪D′,P )

n(d−1)/d =

α(LMDV RP , λ, d) c.c.

4.2.1 Bounds for α(LMDV RP , λ, d) for k = λn

The exact values for the limiting constants of optimization problems such as the
traveling salesman problem, minimal spanning tree, minimal matching, etc. are
unknown. The best bounds for the TSP constant are given by Beardwood, Halton
and Hammersley in [BHH59]. For d = 2, they show 0.62 < α(LTSP , d) < 0.93.
For the minimal matching, Papadimitriou [Pap78] showed that for d = 2, the
constant is in the interval [0.25, 0.40].

We consider bounds for the MDVRP constant α(LMDV RP , λ, d) for k = λn. It is
expected that the constant decreases with increasing λ. We give upper and lower
bounds that decrease as (1 + λ)−1/d in the following lemma. For the analysis we
need the following notions. Let B(x, r) denote the ball around x with radius r

and let vd := πd/2

Γ(d
2
+1)

. The volume of the d-dimensional ball with radius r is rdvd.

Theorem 4.6. In the case k = λn, λ > 0, the bounds for the limiting constant
α(LMDV RP , λ, d) for the multi depot tour functional are:

(i) min
{

α(LTSP , d), 2α(LTSP ,d)

(1+λ)1/d

}

≥ α(LMDV RP , λ, d)

(ii)
Γ( 1

d
)Γ(d

2
+1)

π1/2d(1+λ)1/d

(

1 + 1
2d(1+λ)

)

≤ α(LMDV RP , λ, d).

Proof. For the lower bound we consider an arbitrary point p ∈ P . Let O =
P \ {p} ∪ D. We consider the following equivalent random setting. We have
n + k − 1 objects given by random variables with uniform distribution in [0, 1]d.
After the objects are placed, we choose a random subset of k elements which we
consider as depots. Let δi denote the distance from p to the i-nearest object of
O. In an optimal tour p is either connected with two edges to a depot or it is
connected to two different objects in O, two points respectively a point and a
depot. We bound the lengths of the edges connecting p in an optimal tour: the
length of one edge is bounded from below by δ1. The length of the second edge
is bounded by δ1, too, if the nearest neighbor is a depot or by δ2 if the nearest
neighbor is a point. Let z1 = δ1 and z2 = δ1 if the nearest object is a depot and
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z2 = δ2 if the nearest object is a point. So z1 is a bound for the shorter and z2

for the longer edge connecting p in an optimal tour. Thus, P[z2 = δ1] = k
n+k−1

and P[z2 = δ2] = n−1
n+k−1

.

We have 2 E[L(D, P )] ≥ n E[z1 + z2]. To determine the probability that the
nearest neighbor has a distance of at least r, we consider the probability that
there is no point in a circle around p with radius r. Then,

E[L(D, P )] ≥ n

2
E[z1 + z2]

=
n

2

(

E(δ1) +
k

n + k − 1
E(δ1) +

n − 1

n + k − 1
E(δ2)

)

≥ n

2

((

1 +
k

n + k − 1

)
∫ ∞

0

P[δ1 > r]dr +
n − 1

n + k − 1

∫ ∞

0

P[δ2 > r]dr

)

≥ n

2





(

1 +
k

n + k − 1

)
∫ v

− 1
d

d

0

(1 − vdr
d)n+k−1dr

+
n − 1

n + k − 1

∫ v
− 1

d
d

0

(1 − vdr
d)n+k−1 + (n + k − 1)vdr

d(1 − vdr
d)n+k−2dr





=
n

2



2

∫ v
− 1

d
d

0

(1 − vdr
d)n+k−1dr + (n − 1)

∫ v
− 1

d
d

0

vdr
d(1 − vdr

d)n+k−2dr



.

We substitute z = vdr
d,

E[L(D, P )]

≥ n

2

(

2

∫ 1

0

(1 − z)n+k−1

dv
1/d
d z(d−1)/d

dz + (n − 1)

∫ 1

0

z(1 − z)n+k−2

dv
1/d
d z(d−1)/d

dz

)

≥ n

2dv
1/d
d

(

2

∫ 1

0

z−(d−1)/d(1 − z)n+k−1dz + (n − 1)

∫ 1

0

z
1
d (1 − z)n+k−2dz

)

.

Using
∫ 1

0
tx−1(1 − t)y−1dt = Γ(x)Γ(y)

Γ(x+y)
and xΓ(x) = Γ(x + 1), one can calculate

E[L(D, P )] ≥ n

2dv
1/d
d

(

2
Γ(n + k)Γ(1

d
)

Γ(n + k + 1
d
)

+ (n − 1)
Γ(n + k − 1)Γ(1 + 1

d
)

Γ(n + k + 1
d
)

)

=
n

dv
1/d
d

(

Γ(n + k)Γ(1
d
)

Γ(n + k + 1
d
)

+
n − 1

2d(n + k − 1)

Γ(n + k)Γ(1
d
)

Γ(n + k + 1
d
)

)

≥ n

dv
1/d
d

Γ(n + k)Γ(1
d
)

Γ(n + k + 1
d
)

(

1 +
n − 1

2d(n + k − 1)

)

.
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Now consider al = Γ(l)l1/d

Γ(l+ 1
2
)
. Since al

al+1
=
(

1 + 1
l

)− 1
d
(

1 + 1
dl

)

≥ 1 and al → 1 for

l → ∞, we get the following inequality with l = n + k.

E[z1 + z2] ≥
Γ(1

d
)

dv
1/d
d

n

(n + k)1/d

(

1 +
n − 1

2d(n + k − 1)

)

.

Thus, for k = λn, we have

lim
n→∞

E[L(D, P )]

n(d−1)/d
≥ Γ(1

d
)

dv
1/d
d (1 + λ)1/d

(

1 +
1

2d(1 + λ)

)

.

For the upper bound, we consider a TSP tour through all points and depots. We
give the tour an arbitrary direction, start with an arbitrary point and follow the
tour, duplicating all edges starting at a point and deleting all edges starting at a
depot. In this procedure we delete k random edges of the tour, considering the
model where n + k objects are placed and a random subset with k elements is
chosen afterwards to determine the depots. So we use a fraction of n

n+k
of the (n+

k) edges of the TSP tour and the expected length of the used edges is n
n+k

times
the length of the TSP tour. Each of the resulting connected components is turned
into a feasible depot tour by shortcuts. Thus, for the length T of the constructed

depot tour we have E[T ]

n(d−1)/d ≤ 2 E[TSP tour](n+k)(d−1)/dn

(n+k)(d−1)/dn(d−1)/d(n+k)
= 2 E[TSP tour]

(n+k)(d−1)/d(1+λ)1/d .

So we get

lim sup
n→∞

E[T ]

n(d−1)/d
≤ 2α(LTSP , d)

(1 + λ)1/d
.

In Figure 4.1 we have a plot of the bounds for d = 2 that shows the behavior of the
bounds for increasing λ. These are the first results for the MDVRP constants, so
we can only compare the values with the bounds for other Euclidean optimization
problems. We choose the TSP and the minimal matching due to their close
relation to the MDVRP. The relation to the TSP is obvious, and in the case
k ≥ n1+ε a lot of points are connected by two edges to their nearest depot, so the
graph is similar to a matching graph. This is analyzed in the next section. As
noted in the introduction of this section, the lower bound of the TSP constant
is 0.62 and the upper 0.93, the Matching constant is in [0.25, 0.40106]. So for
0 ≤ λ ≤ 8 the MDVRP upper bound is in the range of the TSP constant,
and for 20.6 ≤ λ54.4 it is in the range of the minimal matching constant. The
lower bound of α(LMDV RP , λ, d) is smaller than the lower bound of the minimal
matching constant for λ ≥ 4.1. In comparison to the minimal matching, a point
in the MDVRP may be connected to a depot or other points, so there are λn
additional possible neighbors for each point compared to the minimal matching
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with n points. This might indicate that there is some space to improve our upper
bound.
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Figure 4.1: Plot of the bounds for increasing λ (for d = 2).
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Chapter 5

The All Nearest Neighbor

Problem and the MDVRP in

case k ≥ n1+ε

There is a large variety of nearest neighbor problems, a detailed overview is given
by Smid [S00], in a chapter of the ’Handbook on Computational Geometry’ edited
by Sack and Urrutia. An elementary construction in computational geometry
is the k nearest neighbor graph: we are given a set of n points, and we have
to connect each points to its k nearest neighbors. The length function of this
problem fits directly into the theory of smooth subadditive Euclidean functionals,
and McGivney [M97] showed the asymptotic behavior for the total graph length
L(k; n).

Theorem 5.1. [M97] Let X1, . . . , Xn be iid random variables with values in
[0, 1]d, d ≥ 2. Then

lim
n→∞

L(k; n)

n(d−1)/d
= α(k, d)

∫

[0,1]d
f(x)(d−1)/d c.c.,

where f is the density of the absolutely continuous part of the law of X1, and
α(k, d) is a constant depending only on k and d.

Agarwal et al. [AHR+92] introduced the multi-chromatic closest pair problem.
Here, we are given a collection of point sets and each point p has an edge to its
nearest neighbor that does not belong to p’s set.

We consider a slight modification, the so-called all nearest neighbor problem
(ANNP): we are given two point sets P and D, |P | = n and |D| = k, in [0, 1]d,
and each point of P has to be connected to its nearest neighbor in D. Note that
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an element of D may be connected to several elements of P or not a single one
at all.

The total edge length is denoted by LANN(D, P ),

LANN (D, P ) = min
σ

n
∑

i=1

∥

∥pi − dσ(pi)

∥

∥

2

where pi ∈ P and di ∈ D and the minimum is taken over all mappings σ : P → D.

This problem occurs frequently in several database applications. In Geographi-
cal Informations Systems example queries include ’find the nearest warehouse for
each supermarket’ or ’find the nearest parking lot for each subway station’, so all
nearest neighbor queries are common in urban planning and resource allocation
problems. In Data Analysis all nearest neighbor queries have been considered
as a core module of clustering [JMF99] and outlier detection [AY01]. In Com-
puter Architecture/VLSI design, the operability and speed of very large circuits
depends on the relative distance between the various components. The ANNP is
solved to detect abnormalities and guide relocation of components [NO97].

In this chapter we analyze the asymptotic behavior of the expectation of LANN ,
we prove the following theorem in Section 5.1.

Theorem 5.2. Let P = {X1, . . . , Xn} and D = {Xn+1, . . . , Xn+k} be sets of in-
dependent random variables with uniform distribution and values in [0, 1]d. Then

lim
k→∞

E[LANN (D, P )]

nk−1/d
=

Γ(1
d
)Γ(d

2
+ 1)1/d

d
√

π
.

Unfortunately, we can not apply the concentration inequality of Theorem 2.4
in order to show the behavior of the functional, because the ANNP functional is
obviously not smooth. Furthermore the functional does not satisfy an appropriate
smoothness so that the theorem may be modified to meet our needs, as far as we
know.

We use Theorem 5.2 for the analysis of the MDVRP in the case k ≥ n1+ε for ε > 0.
The connection between the MDVRP and the ANNP is shown in Section 5.2. We
will see that in the case k ≥ n1+ε for ε > 0 almost all points are connected to
the nearest depot with two edges. Thus, the analysis of the MDVRP is based
on the analysis of the ANNP. Again, Theorem 2.4 can not be directly applied
to show the asymptotics and complete convergence for the MDVRP functional.
But the isoperimetric inequality used in the proof of Theorem 2.4 gives complete
convergence for the MDVRP for the two dimensional case with k = n1+ε for 0 <
ε < 1. It remains an open problem to show the asymptotics of the functional for
other cases. As our main result we prove the following Theorem 5.3 in Section 5.2
and 5.2.1
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Theorem 5.3. Let P = {X1, . . . , Xn} and D = {Xn+1, . . . , Xn+k} be sets of in-
dependent random variables with uniform distribution and values in [0, 1]d. Then

lim
n→∞

E[L(D, P )]

nk−1/d
=

2Γ(1
d
)Γ(d

2
+ 1)1/d

d
√

π
if k = Ω(n1+ε) for an arbitrary ε > 0.

Let d = 2 and k = n1+ε for 0 < ε < 1. Then

lim
n→∞

L(D, P )

nk−1/2
= 1 c.c.

5.1 The All Nearest Neighbor Problem

In this section we prove Theorem 5.2. The proof is based on the following lemma,
which gives the expected minimal distance between a point and its nearest depot.

Lemma 5.4. Let Pj be a point and D be a point set in [0, 1]d, |D| = k, given by
independent random variables with uniform distribution. Then

lim
k→∞

k1/d
E

[

min
1≤i≤k

‖Pj − Di‖2

]

=
Γ(1

d
)Γ(d

2
+ 1)1/d

d
√

π
.

Proof. For the upper bound we have to bound the probability that a depot Di

is not contained in a ball around Pj with radius r from below. So we have to
consider the case that the ball around Pj is not entirely contained in [0, 1]d and

therefore we distinguish if Pj is in Q :=
[

1
k1/2d , 1 − 1

k1/2d

]d
or not. The volume of

B(Pj, r) ∩ [0, 1]d is minimized if Pj coincides with one of the corners of [0, 1]d,
and in that case B(Pj , r) has volume 2−dvdr

d. We have

E

[

min
1≤i≤k

‖Pj − Di‖2

]

=

∫ ∞

0

P

[

min
1≤i≤k

‖Pj − Di‖2 ≥ r

]

dr

=

∫ ∞

0

P

[

min
1≤i≤k

‖Pj − Di‖2 ≥ r | Pj ∈ Q

]

· P [Pj ∈ Q] dr

+

∫ ∞

0

P

[

min
1≤i≤k

‖Pj − Di‖2 ≥ r | Pj /∈ Q

]

· P [Pj /∈ Q] dr

≤
∫ k−1/2d

0

(1 − vdr
d)kdr +

∫ 2v
−1/d
d

k−1/2d

(1 − vdr
d2−d)kdr

+

∫ ∞

0

P

[

min
1≤i≤k

‖Pj − Di‖2 ≥ r | Pj /∈ Q

]

2d

k1/2d
dr
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≤
∫ k−1/2d

0

(1 − vdr
d)kdr +

∫ 2v
−1/d
d

k−1/2d

(1 − vdr
d2−d)kdr

+

∫ 2v
−1/d
d

0

(1 − vdr
d2−d)k 2d

k1/2d
dr

≤
∫ ∞

0

exp(−vdr
dk)dr +

∫ 2v
−1/d
d

k−1/2d

exp(−vd2
−dk1/2)dr

+

∫ ∞

0

exp(−vdr
dk2−d)

2d

k1/2d
dr.

Substituting y = vdr
dk in the first and y = vdr

dk2−d in the last integral yields,

E

[

min
1≤i≤k

‖Pj − Di‖2

]

≤ 1

d(vdk)1/d

∫ ∞

0

y
1−d

d exp(−y)dy +

∫ 2v
−1/d
d

0

exp(−vd2
−dk1/2)dr

+
2d

k1/2dd(vdk2−d)1/d

∫ ∞

0

y
1−d

d exp(−y)dy.

By definition of the Gamma function
∫∞
0

tx−1 exp(−t)dt = Γ(x),

E

[

min
1≤i≤k

‖Pj − Di‖2

]

≤ Γ(1
d
)

d(vdk)1/d
+ 2v

−1/d
d exp(−vd2

−dk1/2) +
2dΓ(1

d
)

k1/2dd(vdk2−d)1/d

We multiply the inequality with k1/d and let k tend to infinity and get

lim sup
k→∞

k1/d
E

[

min
1≤i≤k

‖Pj − Di‖2

]

≤ Γ(1
d
)

dv
1/d
d

=
Γ(1

d
)Γ(d

2
+ 1)1/d

d
√

π
.

We consider the lower bound: the probability that a depot Di is not contained
in a ball around Pj with radius r is 1 − Vol(B(Pj , r) ∩ [0, 1]d), so it is at least

1 − vdr
d. Using 1 − x ≥ exp(−(1 + 1

k1/4d )x), 0 ≤ x ≤ 2k1/4

k1/4+1
,

E

[

min
1≤i≤k

‖Pj − Di‖2

]

≥
∫ k−1/2d

0

(1 − vdr
d)kdr
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≥
∫ k−1/2d

0

exp

(

−vdr
dk(1 +

1

k1/4
)

)

dr

≥
∫ ∞

0

exp

(

−vdr
dk(1 +

1

k1/4
)

)

dr −
∫ 1

k−1/2d

exp
(

−vdk
1/2
)

dr

−
∫ ∞

1

exp(−vdrk)dr.

The substitution y = vdr
dk(1 + 1

k1/4 ) yields

E

[

min
1≤i≤k

‖Pj − Di‖2

]

≥ 1

d(vdk(1 + 1
k1/4 ))1/d

∫ ∞

0

y
1−d

d exp(−y)dy −
∫ 1

0

exp
(

−vdk
1/2
)

dr

−
∫ ∞

1

exp(−vdrk)dr

≥ Γ(1
d
)

d(vdk(1 + 1
k1/4 ))1/d

− exp
(

−vdk
1/2
)

− 1

vdk exp(vdk)

=
Γ(1

d
)

d(vdk(1 + 1
k1/4 ))1/d

(

1 −
d(vdk(1 + 1

k1/4 ))
1/d

Γ(1
d
) exp(vdk1/2)

−
d(vdk(1 + 1

k1/4 ))
1/d

Γ(1
d
)vdk exp(vdk)

)

.

We multiply by k1/d and let k tend to infinity and get

lim inf
k→∞

k1/d
E

[

min
1≤i≤k

‖Pj − Di‖2

]

≥ Γ(1
d
)

dv
1/d
d

=
Γ(1

d
)Γ(d

2
+ 1)1/d

d
√

π
.

Theorem 5.2 follows directly from Lemma 5.4 by linearity of expectation.

5.2 The MDVRP in case k ≥ n1+ε

In this section we show that the analysis of the MDVRP in case k ≥ n1+ε reduces
to the analysis of a nearest neighbor problem, where all but a negligible amount
of points will be connected to the nearest depots via two edges. By applying the
Lemma 5.4, we get the first part of Theorem 5.3:

Lemma 5.5. Let D = {D1, . . . , Dk} and P = {P1, . . . , Pn} be sets of depots and
points in [0, 1]d given by independent uniformly distributed random variables. The
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expected value of the optimal length L(D, P ) of an MDVRP tour through D and
P satisfies

lim
n→∞

E[L(D, P )]

nk−1/d
=

2Γ(1
d
)Γ(d

2
+ 1)1/d

d
√

π
, if k = Ω(n1+ε) for an arbitrary ε > 0.

Proof. First we show that MDVRP reduces to a nearest neighbor problem: for
the lower bound we convince ourselves that in an optimal depot tour (for k =
Ω(n1+ε)) all but at most o(n) points are connected via two edges to distinct
depots.

Let ε > 0 and ε′ < 1
d
ε. For each Pj ∈ P , we have

P



min
1≤i≤k

‖Pj − Di‖2 >
1

2
min

1≤i≤n
i6=j

‖Pj − Pi‖2





= P



min
1≤i≤k

‖Pj − Di‖2 >
1

2
min

1≤i≤n
i6=j

‖Pj − Pi‖2 and min
1≤i≤k

‖Pj − Di‖2 ≤
1

n
1
d
+ε′





+ P



min
1≤i≤k

‖Pj − Di‖2 >
1

2
min

1≤i≤n
i6=j

‖Pj − Pi‖2 and min
1≤i≤k

‖Pj − Di‖2 >
1

n
1
d
+ε′





≤ P





1

2
min

1≤i≤n
i6=j

‖Pj − Pi‖2 ≤
1

n
1
d
+ε′



+ P

[

min
1≤i≤k

‖Pj − Di‖2 >
1

n
1
d
+ε′

]

≤ P

[

B(Pj,
2

n
1
d
+ε′

) ∩ P 6= {Pj}
]

+ E

[

min
1≤i≤k

‖Pj − Di‖2

]

· n 1
d
+ε′.

Since P

[

B(Pj ,
2

n
1
d

+ε′
) ∩ P = {Pj}

]

≥
(

1 − vd

(

2

n
1
d

+ε′

)d
)n

and

E
[

min1≤i≤k ‖Pj − Di‖2

]

≤ Γ( 1
d
)

d(vdk)1/d +2v
−1/d
d exp(−vd2

−dk1/2)+
2dΓ( 1

d
)

k1/2dd(vdk2−d)1/d , see

proof of Lemma 5.4,

P



min
1≤i≤k

‖Pj − Di‖2 >
1

2
min

1≤i≤n
i6=j

‖Pj − Pi‖2





≤ 1 −
(

1 − vd

(

2

n
1
d
+ε′

)d
)n

+ E

[

min
1≤i≤k

‖Pj − Di‖2

]

· n 1
d
+ε′

≤ 1 − exp(−2d+1vd

ndε′
)
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+
n

1
d
+ε′Γ(1

d
)

d(vdk)1/d
+ 2v

−1/d
d exp(−vd2

−dk1/2) +
2dΓ(1

d
)

k1/2dd(vdk2−d)1/d

since 1 − x ≥ exp(−2x) for small x. So the expected number of points whose
nearest neighbors are distinct depots at a distance at most half of the distance to

the nearest point is at least n(exp(−2d+1vd

ndε′ )− n
1
d

+ε′Γ( 1
d
)

d(vdk)1/d −2v
−1/d
d exp(−vd2

−dk1/2)−
2dΓ( 1

d
)

k1/2dd(vdk2−d)1/d ) = n(1 − o(1)) for k = Ω(n1+ε).

Using Lemma 5.4 and taking into account that each point is connected by two

edges to its nearest depot, we conclude that E[L(D,P )]

nk−1/d tends to
2Γ( 1

d
)Γ(d

2
+1)1/d

d
√

π
for

n → ∞.

We leave open the problem to exhibit the asymptotics not only for the expec-
tation, but also for the functional. But we can not apply the concentration
inequality by Rhee to the functional, since we do not have the usual n(d−1)/d)

asymptotics here. In order to show the nk−1/d asymptotics, we would need a
different concentration inequality or a stronger smoothness property of the func-
tional.

5.2.1 The two dimensional MDVRP in case k = n1+ε for

0 < ε < 1

In two dimensions, we can analyze the total length of the MDVRP in case k =
n1+ε for 0 < ε < 1. In two dimensions and in the given range of values for ε, we
can modify the proof of Rhee’s theorem 2.4 and get a concentration result. We
use the notation introduced in Section 2.2. Note that the following lemma covers
the second part of Theorem 5.3.

Lemma 5.6. Let P = {X1, . . . , Xn} and D = {Xn+1, . . . , Xn+k} be sets of inde-
pendent random variables with uniform distribution and values in [0, 1]2, and let
k = n1+ε for 0 < ε < 1. Then

lim
n→∞

L(D, P )

nk−1/2
= 1 c.c.

Proof. In the proof Lemma 2.5 is used to get a concentration inequality
for the MDVRP about its median. Note that in the used notation y =
(y1, . . . , yn, yn+1, . . . , yn+k) ∈ Ωn+k the points are given by the first n coordi-
nates and the depots by the last k coordinates. Let M denote a median of L(y),
y ∈ Ωn+k, and let A be the set of y ∈ Ωn+k for which

L(y) ≥ M.
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By the definition of the median we have µn+k(A) ≥ 1
2
. As before, for all t > 0

the t-enlargement of A is

At := {x ∈ Ωn+k : ∃y∈A s.t. H(x, y) ≤ t}.

Let G be a regular grid with k gridpoints in [0, 1]2. Let B ⊆ Ωn+k defined by

B :=

{

y ∈ Ωn+k : max
1≤i≤k

d(gi, D) ≤ C

(

log k

k

)1/2
}

,

where d(gi, D) denotes the Euclidean distance between a gridpoint gi and the set
of depots D. So for y ∈ B all points may be connected to a depot with two edges

of length at most C
(

log k
k

)1/2
. B is a high probability set: we are given a set D

of k depots in [0, 1]2 by iid random variables with uniform distribution. Let g
be a gridpoint in [0, 1]2, we bound the probability that all depots of D are at a

distance of at least C
(

log k
k

)1/2
from g:

P

[

d(g, D) ≥
(

C
log k

k

)1/2
]

≤
(

1 − Cπ log k

4k

)k

≤ exp

(

−kπ log kC

4k

)

≤ 1

kC
.

Thus, we get µn+k(Bc) ≤ 1/kC′
, where C ′ > 1 with an appropriate choice of C

in the definition of B.

We have µn+k(A∩B) ≥ 1
3
, because µn+k(A) ≥ 1

2
and B is a high probability set.

Applying Lemma 2.5, we have

µn+k
(

{y ∈ Ωn+k : ΦA∩B(y) ≥ t}
)

≤ 6 exp
(

−t2/8(n + k)
)

.

For the complement of the t
√

n + k-enlargement (A ∩ B)t
√

n+k we have

µn+k((A ∩ B)c
t
√

n+k
) ≤ 6 exp

(

−t2/8
)

.

Consider E := B ∩ (A ∩ B)t
√

n+k, we obtain

µn+k (Ec) = µn+k
(

Bc ∪ (A ∩ B)c
t
√

n+k

)

≤ µn+k (Bc) + µn+k
(

(A ∩ B)c
t
√

n+k

)

≤ 1

kC′ + 6 exp
(

−t2/8
)

.

If x ∈ E then there is a y ∈ A ∩ B such that:

• H(x, y) ≤ t
√

n + k.

52



• all points may be connected to a depot with two edges of length at most

C
(

log k
k

)1/2
.

In the following we show that for this choice of x and y

|L(x) − L(y)| ≤ Ct
√

n + k

(

log k

k

)1/2

.

Let G be a graph associated to L(y). In order to modify G into a feasible MDVRP
graph for x, we remove in each cycle of G the points of y \ x by shortcuts. We
replace each depot of y \ x in a cycle of G with the nearest depot x: For each

depot of y \x in a cycle of G there is a depot of x at distance at most C
(

log k
k

)1/2
,

since x is an element of B. Thus, we can connect in each cycle with a depot
in y \ x the depot to the nearest depot of x with two edges of length at most

C
(

log k
k

)1/2
and remove the depot in y \x by shortcuts. Furthermore, we connect

each point in x\y to its nearest depot by two edges of length at most C
(

log k
k

)1/2
.

If a depot is now part of more than two cycles, all cycles are merged into a single
cycle by shortcuts. Altogether we add at most 2H(x, y) edges of length at most

C
(

log k
k

)1/2
during the modification. Thus,

L(x) ≤ L(y) + t
√

n + kC

(

log k

k

)1/2

.

Swapping the roles of x and y, it is easy to see that

L(y) ≤ L(x) + t
√

n + kC

(

log k

k

)1/2

,

and the above assumption is proven. So for an x ∈ E,

L(x) ≥ L(y) − |L(y) − L(x)| ≥ M − Ct
√

n + k

(

log k

k

)1/2

.

Thus it follows for all z ∈ Ωn+k that

P

[

L(z) ≤ M − Ct
√

n + k

(

log k

k

)1/2
]

≤µn+k(Ec)

≤ 1

kC′ + 6 exp
(

−t2/8
)

.

Let A′ be the set of y ∈ Ωn+k for which

L(y) ≤ M.
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We can show the reverse inequality with the same reasoning

P

[

L(z) ≥ M + Ct
√

n + k

(

log k

k

)1/2
]

≤ 1

kC′ + 6 exp
(

−t2/8
)

,

and we get

P

[

|L(z) − M | ≥ Ct
√

n + k

(

log k

k

)1/2
]

≤ 1

kC′ + 12 exp
(

−t2/8
)

.

For t := γ n
C((n+k) log k)1/2 , where γ > 0 is fixed, we obtain the concentration

inequality

P

[∣

∣

∣

∣

L(z) − M

nk−1/2

∣

∣

∣

∣

≥ γ

]

≤ 1

kC′ + 12 exp

(

−γ2 n2

C(n + k)(log k)

)

. (5.1)

We have

∞
∑

n=1

P

[∣

∣

∣

∣

L(z) − M

n(n1+ε)−1/2

∣

∣

∣

∣

≥ γ

]

≤
∞
∑

n=1

1

(n1+ε)C′ +

∞
∑

n=1

12 exp

(

−γ2 n2

C(n + n1+ε)(log(n1+ε))

)

< ∞,

since the first sum is a converging series(C ′ > 1), and the second sum is also
converging: note that for all β > 0 and large n we have nβ > log n. There is a δ >

0 such that
∑∞

n=1 12 exp
(

−γ2 n2

C(n+(n1+ε))(log(n1+ε))

)

≤ ∑∞
n=1 12 exp

(

−γ2nδ/C
)

.

Since
∑∞

n=1 12 exp
(

−γ2nδ/C
)

< ∞ for all γ > 0,

lim
n→∞

∣

∣

∣

∣

L(z) − M

nk−1/2

∣

∣

∣

∣

= 0 c.c.

Since
∣

∣

∣

L(z)−M

nk−1/2

∣

∣

∣
≤ Cn

nk−1/2 = Cn(1+ε)/2, we have with (5.1)

E

[∣

∣

∣

∣

L(z) − M

nk−1/2

∣

∣

∣

∣

]

≤
∫ Cn(1+ε)/2

0

1

kC′ + 12 exp

(

−γ2 n2

C(n + k)(log k)

)

dγ.

Note C ′ > 1, so integration of the inequality above yields

lim
n→∞

E

[∣

∣

∣

∣

L(z) − M

nk−1/2

∣

∣

∣

∣

]

= 0

and hence

lim
n→∞

∣

∣

∣

∣

E[L(z)] − M

nk−1/2

∣

∣

∣

∣

= 0.
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According to Lemma 5.5,

lim
n→∞

E[L(z)]

nk−1/2
=

2Γ(1
d
)Γ(d

2
+ 1)1/d

d
√

π
= 1,

so the triangle inequality yields

lim
n→∞

|L(z) − nk−1/2|
nk−1/2

= lim
n→∞

∣

∣

∣

∣

L(z) − M + E[L(z)] − nk−1/2 + M − E[L(z)]

nk−1/2

∣

∣

∣

∣

≤ lim
n→∞

[∣

∣

∣

∣

L(z) − M

nk−1/2

∣

∣

∣

∣

+

∣

∣

∣

∣

E[L(z)] − nk−1/2

nk−1/d

∣

∣

∣

∣

+

∣

∣

∣

∣

M − E[L(z)]

nk−1/2

∣

∣

∣

∣

]

= 0 c.c.

Therefore,

lim
n→∞

L(z)

nk−1/d
= 1 c.c.
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Chapter 6

The MDVRP with General

Distributions

We consider in this chapter not only uniformly distributed random variables,
but all distributions with an absolutely continuous part of the density. Consider
a partition of [0, 1]d into congruent subcubes. The idea is to approximate the
general distribution on [0, 1]d by a linear combination of uniform distributions
on the subcubes, recall that Theorem 4.1 gives the asymptotic behavior of the
functional on the subcubes. We have for the MDVRP the following result:

Theorem 6.1. Let D = {D1, . . . , Dk} and P = {P1, . . . , Pn} be sets of depots
and points in [0, 1]d, d ≥ 2, given by iid random variables. The optimal length
L(D, P ) of an MDVRP tour through D and P satisfies

(i) lim
n→∞

L(D,P )

n(d−1)/d = α(LTSP , d)
∫

[0,1]d
f(x)(d−1)/ddx c.c., if k = o(n),

(ii) lim
n→∞

L(D,P )

n(d−1)/d = α(LMDV RP , λ, d)
∫

[0,1]d
f(x)(d−1)/ddx c.c., if k = λn + o(n)

for a constant λ > 0,

where f is the density of the absolutely continuous part of the law of D1 and
where α(LTSP , d) is the constant for the TSP and α(LMDV RP , λ, d) > 0 is a
positive constant.

Note that the constant α(LMDV RP , λ, d) does not depend on the o(n) term, it
depends only on λ and the dimension d.

The proof of the first part of the theorem is almost verbatim the proof of Theo-
rem 4.1 (i), we only have to replace α(LTSP , d) by α(LTSP , d)

∫

[0,1]d
f(x)(d−1)/ddx.
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For the second part of the theorem, we need the following two lemmas. The first
one was proven by Strassen [Str65] in 1965.

Lemma 6.2 ([Str65]). Suppose P and Q are probability measures on a bounded
subset of R

d and suppose also that there is an ε > 0 such that P and Q satisfy
P (A) ≤ Q(A)+ε for all closed A. There is a probability measure µ̂ on the product
space R

d × R
d such that

µ̂(·, Rd) = P (·), µ̂(Rd, ·) = Q(·) and µ̂ ({(x, y) : x 6= y}) ≤ ε.

The second lemma is an extension of a lemma that was proven by Steele in
1988 [Ste88]. It shows that it suffices to prove the limit result for the expectation
for a special class of distributions, the so-called blocked distributions, in order to
show the limit result for the expectation when the density of the distribution is
a mixture of absolutely continuous and singular laws. We extend the lemma in
order to handle functionals that are defined on two point sets.

Lemma 6.3. Let F be a smooth subadditive Euclidean functional and suppose
that for all sequences of iid random variables (Xi)i≥1 and (Yi)i≥1 distributed with

a blocked distribution µ(x) := φ(x)dx + µs with φ(x) :=
∑md

i=1 γi1Qi
(x), where γi

are constants and Qi for 1 ≤ i ≤ md form a partition of [0, 1]d into md congruent
subcubes, we have that

lim
n→∞

E[F (X1, . . . , Xλn, Y1, . . . , Yn)]

n(d−1)/d
= α(F, λ, d)

∫

[0,1]d
φ(x)(d−1)/ddx

for a positive constant λ. Whenever (Ai)i≥1 and (Bi)i≥1 are independent and
identically distributed with respect to any probability measure on [0, 1]d with an
absolutely continuous part given by f(x)dx, we then have that

lim
n→∞

E[F (A1, . . . , Aλn, B1, . . . , Bn)]

n(d−1)/d
= α(F, λ, d)

∫

[0,1]d
f(x)(d−1)/ddx.

Proof. Let (Qi)
md

i=1 be partition of [0, 1]d into md congruent subcubes. If the
(Ai)i≥1 and (Bi)i≥1 are distributed according to f(x)dx+µs, where µs is singular,

we take an approximation gm(x)dx + µs, where gm(x) =
∑md

i=1 γi1Qi
and γi =

∫

Qi
f(x)dx. We have limm→∞

∫

A⊆[0,1]d
|gm(x) − f(x)|dx = 0.

Thus, for measures M and M ′ defined by

M(A) =

∫

A

f(x)dx + µs(A) and M ′(A) =

∫

A

gm(x)dx + µs(A),
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we have |M(A)−M ′(A)| ≤
∫

A
|gm(x)− f(x)|dx ≤ ε for all m ≥ m(ε) and ε > 0.

By Lemma 6.2 there is a probability measure µ̂ on R
d × R

d such that

µ̂(·, Rd) = M ′(·), µ̂(Rd, ·) = M(·) and µ̂ ({(x, y) : x 6= y}) ≤ ε.

We define sequences of random variables (Xi, Ai)i≥1 and (Yi, Bi)i≥1, where
(Xi, Ai) respectively (Yi, Bi) are the i-th vector of an independent sequence of
random vectors with distribution given by the measure µ̂. So we have E[|{i ∈
{1, . . . , λn} : Xi 6= Ai}|] ≤ λnε, respectively E[|{i ∈ {1, . . . , n} : Yi 6= Bi}|] ≤ nε.
So by smoothness and Jensen’s inequality it follows that

|E [F (X1, . . . , Xλn, Y1, . . . , Yn)] − E [F (A1, . . . , Aλn, B1, . . . , Bn)]|
≤ C E

[

(|{i ∈ {1, . . . , λn} : Xi 6= Ai}| + |{i ∈ {1, . . . , n} : Yi 6= Bi}|)(d−1)/d
]

≤ C(nε)(d−1)/d,

where C depends also on λ now. By the triangle inequality we get

lim sup
n→∞

∣

∣

∣

∣

E[F (A1, . . . , Aλn, B1, . . . , Bn)]

n(d−1)/d
− α(F, λ, d)

∫

[0,1]d
φ(x)(d−1)/ddx

∣

∣

∣

∣

= lim sup
n→∞

∣

∣

∣

∣

E[F (A1, . . . , Aλn, B1, . . . , Bn)] − E[F (X1, . . . , Xλn, Y1, . . . , Yn)]

n(d−1)/d

+
E[F (X1, . . . , Xλn, Y1, . . . , Yn)]

n(d−1)/d
− α(F, λ, d)

∫

[0,1]d
φ(x)(d−1)/ddx

∣

∣

∣

∣

≤ Cε(d−1)/d.

Since for all a, b ≥ 0 we have

|a(d−1)/d − b(d−1)/d| ≤ |a − b|(d−1)/d,

using Hölder’s inequality it follows that
∣

∣

∣

∣

∫

[0,1]d
f(x)(d−1)/ddx −

∫

[0,1]d
φ(x)(d−1)/ddx

∣

∣

∣

∣

≤
∫

[0,1]d
|f(x) − φ(x)|(d−1)/ddx

≤ ε(d−1)/d.

Combining the two inequalities and letting ε tend to zero completes the proof.

The proof of Theorem 6.1 (ii) is similar to proof of Theorem 7.1 in [Yuk98]. The
idea of the proof is to generalize the proof of Theorem 4.1. The general random
variables are approximated by linear combinations of uniform random variables
and the result is shown for these blocked distributions. By Lemma 6.3 we get the
result for the general distributions.
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Proof of Theorem 6.1 (ii). We prove the theorem for the boundary functional
for blocked distributions and apply Lemma 6.3. Let Qi for 1 ≤ i ≤ md form
a partition of [0, 1]d into md congruent subcubes and µ(x) := φ(x)dx + µs with

φ(x) :=
∑md

i=1 γi1Qi
(x), where γi are constants. Fix ε > 0 with ε > m−1 w.l.o.g.

Let E denote the singular support of µ and let λ denote the Lebesgue measure
on the cube. We may assume that m is chosen so that

• E ⊆ A ∪ B, where A and B are disjoint, λ(A) = 0 and µ(A) ≤ ε.

• B :=
⋃

i∈J Qi for some J ⊂ I := {1, . . . , md} and λ(B) ≤ ε.

Since the boundary functional is smooth and subadditive in the sense of
Lemma 3.3, we have

E[LB(D, P )] ≤ E[LB(D \ A, P \ A)] + C((1 + λ)nε)(d−1)/d

≤
∑

i∈I\J
E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)]

+
∑

i∈J

E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)]

+Cmd−1
( n

md

)(d−2)/(d−1)

+ C((1 + λ)nε)(d−1)/d.

Let (Ui)i≥1 and (Wi)i≥1 be iid random variables with uniform distribution on
[0, 1]d. The number of depots respectively points that fall into a subcube Qi,
i ∈ I \ J , of volume m−d are given by binomial random variables X respectively
Y with distribution B(k, γim

−d) and B(n, γim
−d). As in the proof of Lemma 4.4

we have by smoothness, homogeneity and Jensen’s inequality for the the first sum
that

∑

i∈I\J
E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)]

≤ m−1
∑

i∈I\J

(

E[LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )]

)

+C E

[

(

|X − γim
−dk| + |Y − γim

−dn|
)(d−1)/d

]

≤ m−1
∑

i∈I\J

(

E[LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )]

)

+C(km−d)(d−1)/2d + C(nm−d)(d−1)/2d.

Now, we consider the second sum. The expected number of depots and points in
Qi \A is at most kµ(Qi) respectively nµ(Qi). By Jensen’s inequality, smoothness
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and Hölder’s inequality we bound the second sum:

∑

i∈J

E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)]

≤ m−1C
∑

i∈J

(kµ(Qi) + nµ(Qi))
(d−1)/d

≤ C ((1 + λ)n)(d−1)/d
∑

i∈J

(m−d)1/dµ(Qi)
(d−1)/d

≤ C ((1 + λ)n)(d−1)/d

(

∑

i∈J

m−d

)1/d

≤ C ((1 + λ)n)(d−1)/d (λ(B))1/d

≤ C ((1 + λ)n)(d−1)/d ε1/d,

since λ(B) ≤ ε.We obtain by these two estimates

E[LB(D, P )]

≤ m−1
∑

i∈I\J

(

E[LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )]

)

+C(km−d)(d−1)/2d + C(nm−d)(d−1)/2d + C ((1 + λ)n)(d−1)/d ε1/d

+Cmd−1
( n

md

)(d−2)/(d−1)

+ C((1 + λ)nε)(d−1)/d.

Dividing by n(d−1)/d, replacing k by (1 + λ)n and putting λ into the constant C
we obtain

E[LB(D, P )]/n(d−1)/d

≤ m−1
∑

i∈I\J
((γim

−dn)/n)(d−1)/d
(

E[LB((Ui)
γim

−dk
i=1 , (Wi)

γim
−dn

i=1 )]/(γim
−dn)(d−1)/d

)

+Cm(1−d)/2n(1−d)/2d + Cm1/(d−1)n−1/d(d−1) + Cε(d−1)/d + Cε1/d.

The right hand of the inequality contains the functional LB over two sequences
of iid random variables with uniform distribution. Letting n tend to infinity and
using Theorem 4.1 to evaluate the right side we get

lim sup
n→∞

E[LB(D, P )]/n(d−1)/d

≤
∑

i∈I\J
γ

(d−1)/d
i m−dα(LMDV RP , λ, d) + Cε(d−1)/d + Cε1/d

= α(LMDV RP , λ, d)

∫

S

i∈I\J Qi

φ(x)(d−1)/ddx + Cε(d−1)/d + Cε1/d.
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For ε → 0, m tends to infinity and
⋃

i∈I\J Qi ↑ [0, 1]d. Thus,

lim sup
n→∞

E[LB(D, P )]/n(d−1)/d

≤ α(LMDV RP , λ, d)

∫

φ(x)(d−1)/ddx.

The lower bound is established by the same ideas, but we use the superadditivity
of the boundary functional instead of the subadditivity.

By the smoothness and the superadditivity of the boundary functional we get

E[LB(D, P )] ≥ E[LB(D \ A, P \ A)] − C((1 + λ)nε)(d−1)/d

≥
∑

i∈I\J
E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)] − C((1 + λ)nε)(d−1)/d.

The following is analogous to the upper bound above. Let (Ui)i≥1 and (Wi)i≥1 be
iid random variables with uniform distribution on [0, 1]d. The number of depots
respectively points that fall into a subcube Qi, i ∈ I \J , of volume m−d are given
by binomial random variables X respectively Y with distribution B(k, γim

−d)
and B(n, γim

−d). We have by smoothness, homogeneity and Jensen’s inequality
for the the first sum that

∑

i∈I\J
E[LB((D \ A) ∩ Qi, (P \ A) ∩ Qi)]

≥ m−1
∑

i∈I\J

(

E[LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )]

)

−C E

[

(

|X − γim
−dk| + |Y − γim

−dn|
)(d−1)/d

]

≥ m−1
∑

i∈I\J

(

E[LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )]

)

−C(km−d)(d−1)/2d − C(nm−d)(d−1)/2d.

Using this estimate and dividing by n(d−1)/d we get

E[LB(D, P )]/n(d−1)/d

≥ m−1
∑

i∈I\J
E

[

LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )

]

/n(d−1)/d − C((1 + λ)nε/n)(d−1)/d

−C(km−d)(d−1)/2d/n(d−1)/d − C(nm−d)(d−1)/2d/n(d−1)/d

≥
∑

i∈I\J
m−1(γim

−dn/n)(d−1)/d
E

[

LB((Ui)
γim−dk
i=1 , (Wi)

γim−dn
i=1 )

]

/(γim
−dn)(d−1)/d

−Cε(d−1)/d − Cm(1−d)/2n(1−d)/2d.
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As n tends to infinity, we obtain by Theorem 4.1

lim inf
n→∞

E[LB(D, P )]/n(d−1)/d

≥
∑

i∈I\J
m−1(γim

−d)(d−1)/dα(LMDV RP , λ, d) − Cε(d−1)/d.

As before, for ε → 0, m tends to infinity and
⋃

i∈I\J Qi ↑ [0, 1]d. So we obtain

lim inf
n→∞

E[LB(D, P )]/n(d−1)/d ≥ α(LMDV RP , λ, d)

∫

φ(x)(d−1)/ddx.

Combining the limes superior and the limes inferior we get

lim
n→∞

E[LB(D, P )]/n(d−1)/d = α(LMDV RP , λ, d)

∫

φ(x)(d−1)/ddx.

Applying Lemma 6.3, we have Theorem 6.1 for the boundary MDVRP functional.
By Lemma 3.4 the MDVRP functional has the same asymptotics as its boundary
functional. The asymptotic behavior does not change in case k = λn + o(n), this
can be shown as in the proof of Theorem 4.1 (i).
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Chapter 7

Probabilistic Analysis of

MDVRP Heuristics

The proof of Theorem 4.1 shows that partitioning the cube into subcubes leads
to useful analytical relations. The same insight is used in many algorithms that
apply to Euclidean optimization problems: the cube is partitioned into small
subcubes and the problem is solved in the smaller subcubes. The solutions in
the small cubes are put together by linking edges to construct a solution in the
whole cube.

Karp [K76] was the first to observe that under different natural probabilistic
models one can use this dissection to construct fast algorithms that yield almost
optimal solutions with high probability. It was the first time that someone showed
the existence of a polynomial time algorithm for the stochastic version of an NP-
complete problem that provides a solution within a factor of 1 + ε times the
value of the optimal solution with high probability. In [K77], Karp analyzes
the partitioning heuristics for the traveling salesman problem in two dimensions.
Using this seminal work as a guide, Karp and Steele [KS85] showed for the d-
dimensional case of the traveling salesman problem that the ratio of the lengths
of the heuristic tour and the optimal tour converges completely to one.

The result of Karp and Steele is an example of a general phenomenon: For a
Euclidean functional L, there is a heuristic with length function LH so that the
ratio of the lengths converge completely to one. Using the general framework of
subadditive Euclidean functionals and their associated superadditive boundary
functionals, Yukich [Yuk98] extended the work of Karp and Steele to subaddi-
tive Euclidean functionals with superadditive boundary functionals over general
sequences of random variables.
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Theorem 7.1. [Yuk98] Let L and LB be subadditive and superadditive Euclidean
functionals respectively. Assume that they are close. Then for all ε > 0 and all
iid sequences Xi, i ≥ 1, of random variables with a continuous part of the density
function, there exists a heuristic with length function LH such that

∞
∑

i=1

P

[

LH(X1, . . . , Xn)

L(X1, . . . , Xn)
≥ 1 + ε

]

< ∞.

Although the MDVRP functional is not subadditive, it is possible to construct a
partitioning heuristic for the MDVRP. Again, we can exploit the versatile prop-
erties of the boundary modification. In Chapter 7.2 we show for the multi depot
vehicle routing problem the same result as in Theorem 7.1.

In Chapter 7.1 we consider a heuristic that does not partition the unit cube into
equal regions, but that subdivides the unit cube in a different way: the points
are clustered by assigning each point to its nearest depot. Thus, the MDVRP
reduces to the TSP in each cluster and we can rely on TSP heuristic, which have
been the topic of elaborate studies.

7.1 Analysis of Nearest Neighbor Heuristics

We analyze a two phase scheme for the multi depot routing problem in two dimen-
sions that combines a depot clustering heuristic with approximation algorithms
for the TSP problem:

Two phase scheme:

1. Cluster the points around the depots.

2. Connect the points in each cluster and the corresponding depot with a TSP
tour.

This is the most common approach to solve the problem practically [FJ81,
GTV02], since well-studied TSP heuristic can be applied. We give an analy-
sis for the case that the clustering step is implemented by the nearest neighbor
heuristic: assign each point to its nearest depot. To our best knowledge this is
the first theoretical analysis of this approach that considers an increasing number
of depots.

The proof uses the following asymptotic result for Voronoi diagrams by McGivney
and Yukich [MY99a] for independently distributed points in [0, 1]2. The result
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extends work of Miles [Mil70] and Avram and Bertsimas [AB93]. Recall the def-
inition of the planar Voronoi diagram: we are given x1, . . . , xn ∈ [0, 1]2, consider
the locus of points closer to xi, 1 ≤ i ≤ n, than to any other point. This set of
points is a cell and denoted by Ci. The cells Ci, 1 ≤ i ≤ n, partition the square
into a convex net which is called the Voronoi diagram of [0, 1]2.

Theorem 7.2. [MY99a] Let Xi, i ≥ 1, be iid random variables on [0, 1]2 with a
continuous density fY which is bounded away from 0 and ∞. Let V (X1, . . . , Xn)
denote the total edge length of the Voronoi diagram, then

lim
n→∞

V (X1, . . . , Xn)√
n

= 2

∫

[0,1]2
(fY (x))1/2dx c.c.

Let C denote a clustering, i.e., an assignment of points to depots. Let CN denote
the clustering produced by applying the nearest neighbor rule and let C∗ denote
the clustering in an optimal tour. For a clustering C, let T ∗(C) denote the total
length of an optimal tour for the clustering C.

Lemma 7.3. Let the point set P and depot set D be given by be iid random
variables on [0, 1]2 with a continuous density f which is bounded away from 0
and ∞. The nearest neighbor clustering rule satisfies

lim sup
k→∞

T (CN ) − T (C∗)√
k

≤ 6

∫

[0,1]2
(f(x))1/2dx c.c.

Proof. Consider the Voronoi partition V corresponding to the depots in the unit
square. Take an optimal tour T corresponding to the optimal clustering C∗ and
modify it to respect the partition V . This is accomplished by “stitching in” a tour
along the sides of a Voronoi cell and connecting it to an inner tour respectively
depot, see Figure 7.1 and 7.2. This means to cut off the optimal tours keeping
only the portions within the Voronoi cell and connecting the portions by edges
along the Voroni diagram. The total length of the edges used for the “stichting”
is at most 2V (D). The total length of the edges needed to connect the tour to
the depot is also at most V (D), since the depot of a cell can be connected to
its boundary with two edges of total length at most half the perimeter of the
cell.
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Figure 7.1: Six depots with Voronoi
diagram, the optimal tour shown as
dashed line

Figure 7.2: The stitched tour of the
central depot as a bold lineshown as
dashed line

7.2 Analysis of a Karp-type Heuristic

We apply the well-known ideas of Karp’s heuristic for the TSP to the MDVRP.
In this way we construct an asymptotical optimal MDVRP heuristic that gives
an optimal depot tour almost surely in the cases k = o(n) and k = λn. We
concentrate on these cases, because for k ≥ n1+ε we have with high probability
an all nearest neighbor problem. Since the MDVRP functional does not have the
needed properties to apply the ideas of Karp, we construct a heuristic using the
boundary functional.

The algorithm consists of dividing the d-dimensional unit cube [0, 1]d into md

congruent subcubes Q1, . . . , Qmd, and determining optimal boundary MDVRP
tours in each non-empty subcube Qi by brute force. A boundary MDVRP in
[0, 1]d is constructed by deleting the faces of the subcubes one by one and con-
necting resulting “loose ends” of the paths. The boundary tour is turned into an
MDVRP tour as in Lemma 3.4.

The number of subcubes md depends on n, this approach is similar to Karp’s[K76,
K77]. Let σ(n) be an unbounded increasing function and 1 < n

σ(n)
= 2dj(n) for

some non-decreasing sequence of integers j(n), n ≥ 1. We note there is a non-
decreasing sequence j(n), n ≥ 1, such that C log n ≤ n

2dj(n) ≤ log n for some
constant C < 1. Thus, for this choice we have σ(n) ≤ log n. Furthermore, we set
md := n

σ(n)
.

Dissection Algorithm:
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Input: Two sets D and P consisting of k respectively n points in [0, 1]d.
Output: An MDVRP tour.

1. Partition [0, 1]d into md congruent subcubes Qi.

2. Construct optimal boundary MDVRP tours in each Qi.

3. Merge the tours in the Qi into a boundary MDVRP tour in [0, 1]d.

4. Alter the boundary MDVRP tour into an MDVRP tour.

Let Lσ(D, P ) denote the tour length of the MDVRP tour produced by the heuris-
tic with point set P and depot set D.

Lemma 7.4. The tour length produced by the heuristic satisfies

|Lσ(D, P )− L(D, P )| = o(n(d−1)/d).

Proof. Let |P | = n and |D| = k. First, we compare the total length of optimal
boundary tours in the subcubes with the length of the boundary tour constructed
in the first three steps, denoted by LBσ(D, P ). We show

LBσ(D, P ) ≤
md
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + Cn(d−1)/dσ(n)−1/(d(d−1)).

The first part of the proof is analogous to the proof of Lemma 3.3: Optimal tours
in the subcubes Qi are merged into a boundary tour in [0, 1]d in the following
way. Consider two neighboring subcubes Qi and Qj . There are two types of
paths connected to the separating face between Qi and Qj : paths that have their
start and endpoint on the face and paths that are only connected with one point
of the face. We collect the points on the separating face where paths of the first
type meet the boundary in a set B1 and the points where paths of the second
type meet the boundary in a set B2. If the cardinality of B2 is odd, a point of
the boundary of the separating face is added to B2. Now, a minimal matching of
B2 is added to the graph. The total length of the added edges is C

m
|B2|(d−2)/(d−1)

by Lemma 2.1, since the face is a d − 1 dimensional unit cube stretched by a
factor of 1

m
. Furthermore, we add a minimal perfect matching of B1 and a TSP

tour through B1 to the graph. In the connected component containing B1 all
vertices have even degree. So there is a Eulerian tour through the component.
We turn the Eulerian tour into a TSP tour by shortcuts, delete an edge and
connect both endpoints to the boundary of Qi ∪ Qj . The total length of all
edges used to connect the first type paths to the boundary of Qi ∪Qj is at most
C
m
|B1|(d−2)/(d−1), Lemma 2.1. The number of faces that have to removed by this

procedure is bounded by dmd. In every face i let Bi
1 and Bi

2 denote the number
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of points on the face where paths of the first respectively second type meet. The
total length of all added edges is

dmd
∑

i=1

C
(

|Bi
1|(d−2)/(d−1) + |Bi

2|(d−2)/(d−1)
) 1

m
. (7.1)

Each point may be connected to the boundary of its subcube by two edges,

so
∑dmd

i=1 |Bi
1| + |Bi

2| ≤ 2n. The sum (7.1) is maximized for Bi
j = 2n

2dmd for
i = 1, . . . , dmd and j = 1, 2. We have

LBσ(D, P ) ≤
md
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + md−1C
( n

md

)(d−2)/(d−1)

.

The substitution md = n
σ(n)

gives

LBσ(D, P ) ≤
n

σ(n)
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + Cn(d−1)/dσ(n)−1/(d(d−1)).

The boundary tour associated to LBσ(D, P ) is turned into a multi depot tour as
in Lemma 3.4: let B denote the set of points where the graph meets the boundary
of [0, 1]d. Since B is set of endpoints of paths, |B| is even. We add to the graph a
perfect minimal matching of B and a traveling salesman tour through B. In the
new connected component all vertices have even degree, so there is a Eulerian
tour. This tour is turned into a TSP tour by shortcuts and we connect it to a
depot. As in Lemma 3.4, the total length of all added edges is O(n(d−2)/(d−1)).

All in all, we have

L(D, P ) ≤ Lσ(D, P )

≤ LBσ(D, P ) + Cn(d−2)/(d−1)

≤
md
∑

i=1

LB(D ∩ Qi, P ∩ Qi) + Cn(d−1)/dσ(n)−1/(d(d−1)) + Cn(d−2)/(d−1)

≤ LB(D, P ) + Cn(d−1)/dσ(n)−1/(d(d−1)) + Cn(d−2)/(d−1)

≤ L(D, P ) + Cn(d−1)/dσ(n)−1/(d(d−1)) + Cn(d−2)/(d−1).

The last two steps are valid, because the boundary functional is superadditive
and LB(D, P ) ≤ L(D, P ).
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Theorem 7.5. For independently uniformly distributed depots and points, we
have for all ε > 0:

∞
∑

n=1

P

[

Lσ(D, P )

L(D, P )
≥ 1 + ε

]

< ∞.

Proof. L(D, P )/n(d−1)/d converges completely to a constant α(LMDV RP , λ, d),
Theorem 6.1, and from Lemma 7.4 it follows that Lσ(D, P )/n(d−1)/d converges
completely to α(LMDV RP , λ, d), too. Thus, the quotient Lσ(D, P )/L(D, P ) con-
verges completely to 1.

In the remainder of this chapter we show that an n-point and k-depot boundary
MDVRP can be solved by dynamic programming in f(n) = O(3n) time in the
cases k = λn and k = o(n). We show that for σ(n) ≤ log n the expected execution
time of the Dissection Algorithm is polynomial if points and depots are given by
iid random variables with uniform distribution. The expected execution time of
the Dissection Algorithm is of the same order as the time to solve the boundary
MDVRP in the subcubes. The algorithm is presented on the next page.

The boundary MDVRP is solved in several steps. First, we identify for each
subset S of P and each depot the shortest TSP tour on S and the depot, then
we determine the shortest boundary TSP tour on each subset S of P . The
shortest tour on each S and a depot and the shortest boundary TSP tour on
S and the the lengths of these tours will be stored in the variables depot tsp[S]
and boundary tsp[S], respectively cost dtsp[S] and cost btsp[S]. This is done in
subroutines called Depot TSP and Boundary TSP , they will be explained in
detail later. For each S ⊆ P the shorter of the two tours is stored in a variable
bestcycle[S], and the length of the tour in cost bc[S].

Let C be the weighted set containing the shortest cycles on all subsets of P , i.e.
bestcycle[S]. Note that there is an optimal boundary MDVRP tour on P and D
which is a set of disjunct subsets of C with minimal weight that covers all points
of P . Such a minimal set cover of P that is an optimal boundary MDVRP tour
can be determined by dynamic programming. For each S ⊆ P with increasing
cardinality an optimal cover is identified and the cover and its weight are stored
in cover[S] respectively cost c[S].

The running time of the algorithm is the sum of the running times of the 5 steps.
The running time of the third step is at most

∑n
j=1

(

n
j

)

Cj ≤ Cn2n, since the
innermost loop takes Cj steps for a constant C > 0. The fourth step is negligible
and the fifth step takes at most

∑n
j=2

(

n
j

)

C2j ≤ C3n steps, since in the innermost

loop we determine the minimum of 2j values.
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The first two steps are modifications of an algorithm by Held and Karp [HK62],
they showed that an optimal solution of the traveling salesman problem on n
points may be determined in O(n22n) steps. In Depot TSP we determine for each
depot j and each subset S of P the shortest cycle on S ∪{j} using the algorithm
by Held and Karp. The shortest cycle over all considered depots is stored in
depot tsp[S], and its length in cost dtsp[S]. In the following we introduce the
other variables used in Depot TSP. The variable cost[i, j] denotes the distance
between two points i, j in [0, 1]d. The variable bestpath[S, i] denotes the shortest
path through S starting at the considered depot j and ending in i, cost bp[S, i]
stores its length. cost bc[S] contains the cost of the shortest cycle through S and
the current depot.

The running time of Depot TSP is O(
∑k

j=1

∑n
l=1

(

n
l

)

l2) = O(kn22n).

73



In the routine Boundary TSP we first determine for each point in P the nearest
point on the boundary, the set of boundary points is denoted by B. For each two
element set of boundary points {a, b} and all S ⊆ P we determine the shortest
path through S with endpoints a and b, note that a = b is an allowed choice.
We need the additional variable min cost(a, S, b), which stores the length of the
shortest path through S with endpoints a and b.

The running time of Boundary TSP is O((
(

n
2

)

+ n)
∑n

l=2

(

n
l

)

l2) = O(n42n).

So all in all the algorithm Boundary MDV RP has running time of O(3n +
kn22n + n42n) = O(3n) for n points and k depots.

The order of the running time of the DissectionAlgorithm is bounded by
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the order of the running time of Boundary MDV RP . The running time of
Boundary MDV RP depends on the number of points and depots that are in
each cube. Let ni be the number of points in cube i. Since points and depots are
given by iid random variables with uniform distribution, the random variable ni

has binomial distribution, so

P[ni = l] =
n
∑

l=0

(

n

l

)(

1

md

)l(

1 − 1

md

)n−l

.

We only consider the number of points, since we are only considering the cases
k = o(n) and k = λn. Step 5 of Boundary MDV RP has running time f(n) =
C3n. So the order of the running time of the DissectionAlgorithm is bounded
by the order of

R =
md
∑

i=1

f(ni).

To determine the mean of R, we have to determine the mean of f(ni) using
md = n/σ(n):

E [f(ni)] =
n
∑

l=0

C3l

(

n

l

)(

1

md

)l(

1 − 1

md

)n−l

≤ C
n
∑

l=0

3l

(

n

l

)(

σ(n)

n

)l

= C

n
∑

l=0

3lσ(n)l

l!

n!

(n − l)!nl

≤ C

n
∑

l=0

3lσ(n)l

l!
≤ C exp (3σ(n)) .

We have for the mean E [f(ni)] ≤ C exp(3σ(n)). By linearity of expectation the
mean of the execution time of the Dissection Algorithm is O(exp(3σ(n))n/σ(n)).

Since we have σ(n) ≤ log n, the expected execution time of the Dissection Algo-
rithm is O(n4/ log n).
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Chapter 8

The b-Degree Minimal Spanning

Tree

Yukich [Yuk98] conjectures that the asymptotic behavior of the degree con-
strained minimal spanning tree also fits into the theory of boundary functionals.
We settle this conjecture in the affirmative.

In the b-degree constrained minimal spanning tree problem (bMST) we are given
a set P containing n points in [0, 1]d, and a degree bound b ≥ 2. The aim is to
find a spanning tree in which the degree of each vertex is at most b of minimum
weight, where the weight of an edge is given by its Euclidean length. The total
edge length is denoted by LbMST (P ).

This is a generalization of the path version of the TSP. Furthermore it is the
most basic problem of a family of well-studied problems about finding degree
constrained structures. A fine survey is given by Raghavachari in [Rag96]. Con-
cerning complexity, the case b = 2 is equivalent to the path version of the trav-
eling salesman problem and hence NP-hard. For b = 3 Papadimitriou and Vazi-
rani [PV84] showed that the problem remains NP-hard in the Euclidean plane.
They conjecture that the problem is NP-hard for b = 4, but this question is still
open. For b = 5 the problem is polynomially solvable, since there is always a
minimal spanning tree with degree at most 5 [MS92] in the Euclidean plane.

Considering approximation algorithms, Arora and Chang [AC04] developed a
quasi-polynomial time approximation scheme for the problem using the famous
techniques for the TSP [Aro98]. The best polynomial approximation algorithms
are given by Chan [Cha03], they can be implemented in linear time if the MST
(without degree restriction) is given. He gave a 1.40 approximation for b = 3 and
a 1.14 approximation for b = 4 in R

2, and he gave a 1.63 approximation for b = 3
in R

d.
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In this chapter we show that the asymptotic behavior of the b-degree constrained
MST can be analyzed with the help of its boundary modification and get the
following result:

Theorem 8.1. Let P = {P1, . . . , Pn} be a set of points in [0, 1]d given by iid
random variables with an absolutely continuous part given by f . The optimal
length LbMST (P ) of a b-degree constrained minimal spanning tree on P satisfies

lim
n→∞

LbMST (P )

n(d−1)/d
= α(LbMST , d)

∫

[0,1]d
f(x)(d−1)/ddx c.c.,

where α(LbMST , d) is a positive constant. In the case b = 2, the b-degree con-
strained MST has the same behavior like the TSP, we have α(LbMST , d) =
α(LTSP , d).

First of all, we consider the special case b = 2:

Lemma 8.2. For b = 2, the b-degree constrained MST has the same behavior like
the TSP, we have

lim
n→∞

L2MST (P )

n(d−1)/d
= α(LTSP , d)

∫

[0,1]d
f(x)(d−1)/ddx c.c.,

where α(LTSP , d) is the constant of the TSP.

Proof. Let P be a finite point set in [0, 1]d. Deleting an edge in an optimal TSP
tour generates a 2MST, so L2MST (P ) ≤ LTSP (P ). Connecting the endpoints of
an optimal 2MST by an edge of length at most

√
d produces a feasible TSP tour.

Thus,

|LTSP (P ) − L2MST (P )| ≤
√

d.

The complete convergence can be shown in the same way as in the proof of
Theorem 4.1 (i).

In the remainder of this chapter we consider b ≥ 3. For the proof of the main part
of Theorem 8.1 we verify in Chapter 8.1 that the b-degree constrained minimal
spanning tree functional is a subadditive and smooth Euclidean functional. Then
we define in Chapter 8.2 its boundary modification and prove that the functional
and the boundary functional are pointwise close. After that we show that the
boundary functional is a superadditive and smooth Euclidean functional. So we
can directly apply the following theorem by Redmond and Yukich [RY94] to the
b-degree constrained MST, formulated by Yukich in [Yuk98].
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Theorem 8.3. [RY94] Let F and FB be smooth subadditive and superadditive
Euclidean functionals, respectively. Let (Xi)i≥1 be iid random variables with val-
ues in [0, 1]d, d ≥ 2. Assume

|E[F (X1, . . . , Xn) − E[FB(X1, . . . , Xn)]| = o(n(d−1)/d).

Then

lim
n→∞

F (X1, . . . , Xn)/n
(d−1)/d = α(FB, d)

∫

[0,1]d
f(x)(d−1)/ddx c.c.,

where f is the density of the absolutely continuous part of the law of X1.

8.1 Properties of the bMST Functional

In this section we analyze the properties of the b-degree constrained MST, partic-
ularly with regard to the conditions in Theorem 2.8, where the functional LbMST

will taking the role of F .

Lemma 8.4. LbMST is a subadditive and smooth Euclidean functional.

Proof. It is obvious that LbMST has the translation invariance, homogeneity and
normalization properties, and it is also easy to see that the functional is subaddi-
tive: consider a finite set P , a d-dimensional rectangle R with diameter diam(R),
a partition of R into two rectangles R = R1 ∪ R2 and let bMST1 and bMST2 be
optimal b-degree constrained minimal spanning trees in R1 respectively R2. Each
tree contains two leaves, vertices with degree 1, and the trees are merged into
a single tree by connecting two leaves. The length of the used edge is at most
diam(R). So we have

LbMST (P ∩ R) ≤ LbMST (P ∩ R1) + LbMST (P ∩ R2) + diam(R).

In the second part of the proof we show that the functional is smooth:

|LbMST (P1 ∪ P2) − LbMST (P1)| ≤ C|P2|(d−1)/d.

We begin with a bMST on P1 and add a bMST on P2. Each of the graphs contains
at least two leaves, we connect the graphs by a single edge between two leaves of
length at most

√
d. The resulting graph is a feasible b-degree constrained MST

on P1 ∪ P2. By Lemma 2.1 the total edge length of the added bMST on P2 is at
most C|P2|(d−1)/d, since the bMST is a subadditive Euclidean functional. Thus,

LbMST (P1 ∪ P2) ≤ LbMST (P1) + C|P2|(d−1)/d.
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Now we start with a bMST on P1 ∪ P2 and construct a bMST on P1. All points
of P2 and edges incident with these points are deleted. The deletion generates at
most b|P2| connected components, and each component is a tree. We choose a
leaf of each tree and add a TSP tour through these leaves to the graph. An edge
of the TSP tour has to be deleted to construct a feasible bMST on P1 ∪ P2. The
total length of the added TSP tour is bounded by C|P2|(d−1)/d by Lemma 2.1.
We have

LbMST (P1) ≤ LbMST (P1 ∪ P2) + C|P2|(d−1)/d,

hence, the functional is smooth.

8.2 Properties of the Boundary bMST Func-

tional

As in the boundary modification of the MDVRP functional considered before,
edges along the boundary have length zero. So in a boundary bMST graph we
have either bMSTs that are all connected to the boundary or a single bMST
without a connection to the boundary, see Figure 8.1 and 8.2. Here is the formal
definition of the boundary functional of the b-degree constrained MST: For all
rectangles R ⊂ R

d, finite point sets P ⊂ R and points a on the boundary of R
let L′

bMST (P, a) denote the length of the minimal b-degree constrained spanning
tree on P ∪ {a}. The boundary bMST functional LB

bMST is defined by

LB
bMST (P ) := min

{

LbMST (P ), inf

{

∑

i

L′
bMST (Pi, ai)

}}

,

where the infimum ranges over all sequences (ai)i≥1 of points on the boundary of
R and all partitions (Pi)i≥1 of P . We show that the boundary bMST functional
is a good approximation of the bMST functional:

Lemma 8.5. The b-degree constrained MST functional and its boundary func-
tional are pointwise close:

|LbMST (P ) − LB
bMST (P )| ≤ C|P |(d−2)/(d−1).

Proof. Since LB
bMST (P ) ≤ LbMST (P ), we only have to show that

LbMST (P ) ≤ LB
bMST (P ) + C|P |(d−2)/(d−1).

We start with a graph associated to LB
bMST (P ) and modify it into a feasible b-

degree constrained MST by adding edges of total length at most C|P | d−2
d−1 : let B
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Figure 8.1: A 3-degree constrained
MST.

Figure 8.2: A boundary 3-degree con-
strained MST.

denote the set of points where the graph meets the boundary of [0, 1]d. Note that
the vertices in B have degree 1. We add to the graph a TSP tour through B with
edges lying on the boundary of [0, 1]d and delete an arbitrary edge in order to
construct a b-degree constrained MST(Note b ≥ 3). Since the boundary of [0, 1]d

has dimension d−1 and the TSP functional is a subadditive Euclidean functional,
the total length of the added MST is at most C|B|(d−2)/(d−1), see Lemma 2.1. Due
to the fact that |B| ≤ |P |, we have

LbMST (P ) ≤ LB
bMST (P ) + C|P |(d−2)/(d−1)

and the claim follows.

The next lemma shows that the boundary bMST functional has the needed prop-
erties for Theorem 2.8. The boundary functional will be used as F B in the
theorem.

Lemma 8.6. The boundary functional LB
bMST of the b-degree constrained MST

is a superadditive and smooth Euclidean functional.

Proof. It is easy to verify that LB
bMST has the translation invariance, homogene-

ity and normalization properties. Furthermore the functional is superadditive:
consider a finite set P , a d-dimensional rectangle R with a partition into two
rectangles R = R1 ∪ R2 and let bMST B be an optimal boundary b-degree con-
strained minimal spanning tree in R. The restrictions of bMST B to R1 and R2

define boundary b-degree constrained minimal spanning trees in R1 respectively
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R2, in case that the restrictions contain paths that start and end at the boundary
one has to remove an arbitrary edge in the path. The restrictions are at least as
large as LB

bMST (P ∩ R1) respectively LB
bMST (P ∩ R2). Thus,

LB
bMST (P ∩ R) ≥ LB

bMST (P ∩ R1) + LB
bMST (P ∩ R2).

It remains to show that the functional is smooth:

|LB
bMST (P1 ∪ P2) − LB

bMST (P1)| ≤ C|P2|(d−1)/d.

We start with a graph associated to LB
bMST (P1 ∪ P2) and delete all points of

P2 and all edges incident with these points. The resulting graph consists of at
most b|P2| connected components that are not connected to the boundary. These
components are trees, so each of them contains vertices with degree 1. Choose
a vertex with degree 1 in every component and add a TSP tour through these
vertices(note that we are considering b ≥ 3). Then we delete an arbitrary edge in
the tour and choose a vertex with degree 1 in the component and connect it to
the boundary in order to construct a feasible boundary bMST on P1. The total
length of all added edges is at most C|P2|(d−1)/d, since the TSP functional is a
subadditive Euclidean functional, see Lemma 2.1. Thus,

LB
bMST (P1) ≤ LB

bMST (P1 ∪ P2) + C|P2|(d−1)/d.

To show LB
bMST (P1 ∪ P2) ≤ LB

bMST (P1) + C|P2|(d−1)/d, we begin with a graph
associated to LB

bMST (P1) and add a bMST on P2 to the graph. A leaf of the
bMST on P2 and a leaf of the boundary bMST on P1 are connected by an edge of
length at most

√
d in order to construct a feasible boundary bMST on P1 ∪ P2.

Since the bMST functional is a subadditive Euclidean functional, we have by
Lemma 2.1 that LbMST (P2) ≤ C|P2|(d−1)/d. Thus,

LB
bMST (P1 ∪ P2) ≤ LB

bMST (P1) + C|P2|(d−1)/d,

and all in all the assumption follows:

|LB
bMST (P1 ∪ P2) − LB

bMST (P1)| ≤ C|P2|(d−1)/d.

8.3 Concluding Consequences

There are three immediate consequences of the properties of the bMST functional
and its boundary version. First of all, Theorem 8.1. Secondly, we are able to
apply a lemma by Redmond and Yukich to give a rate convergence of the mean of
the bMST functional. At last, by Theorem 2.4 we have a concentration inequality
for the functional.
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Proof of Theorem 8.1. Putting the Lemmata 8.4, 8.5 and 8.6 together, we have
shown that the bMST functional is a smooth and subadditive Euclidean functional
which is close to its smooth and superadditive Euclidean boundary functional.
We can directly apply Theorem 2.7 and get the assumption of Theorem 8.1.

In the following we consider points that are given by iid random variables with
uniform distribution. Remond and Yukich [RY94] have shown that boundary
functionals are an ideal tool to provide rates of convergence of Euclidean func-
tionals. The subadditive structure of a functional is not enough to prove rates
of convergence, one gets only one-sided estimates. With the help of the bound-
ary functional, the functional can be made superadditive and one can extract
rates of convergence. The idea of modifying functionals to get a superadditive
structure was known before the work of Redmond and Yukich, see e.g. Hammer-
sley [Ham74], but they provide a general and simple approach. The formulation
of the following lemma is from McGivney and Yukich [MY99b]:

Lemma 8.7 ( [MY99b]). Let U1, . . . , Un be iid uniform random variables on
[0, 1]d, d ≥ 3. Suppose that L is a smooth, subadditive Euclidean functional, LB

is a smooth, superadditive Euclidean functional and

|EL[(U1, . . . , Un)] − E[LB(U1, . . . , Un)]| ≤ β(n),

where β(n) denotes a function of n. Then

|EL[(U1, . . . , Un)] − α(L, d)n(d−1)/d)| ≤ max{β(n), Cn(d−1)/2d}.

Corollary 8.8. Let P = {P1, . . . , Pn} be a set of points in [0, 1]d given by indepen-
dent uniformly distributed random variables. The mean of the bMST functional
satisfies

|E[LbMST (P1, . . . , Pn)] − α(LbMST , d)n(d−1)/d)| ≤ C|P |(d−2)/(d−1).

Proof. By Lemma 8.5 we have

|LbMST (P ) − LB
bMST (P )| ≤ C|P |(d−2)/(d−1),

this clearly implies with the Jensen inequality

|E[LbMST (P )] − E[LB
bMST (P )]| ≤ C|P |(d−2)/(d−1).

So we immediately obtain the rate result

|E[LbMST (P1, . . . , Pn)] − α(LbMST , d)n(d−1)/d)| ≤ C|P |(d−2)/(d−1).
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This results gives gives no indication how the functional is concentrated around
its mean. But the functional satisfies the conditions of Theorem 2.4.

Corollary 8.9. Let P = {P1, . . . , Pn} be a set of points in [0, 1]d given by inde-
pendent uniformly distributed random variables. There are constants C and C ′

such that for all t > 0:

P [|LbMST (P1, . . . , Pn) − E [LbMST (P1, . . . , Pn)] | > t] ≤ Ce−
(t/C′)2d/(d−1)

Cn .
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