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Abstract

Programming embedded and real-time systems demands different methodologies and
programming languages than conventional applications focused mostly on generic com-
putations. Restrictions on reaction times and deterministic behavior that are hard to
implement in common programming languages like C or Java, motivate to use special-
ized programming languages. Esterel is such a specialized programming language. It
natively supports exceptions, suspension, abortion, and concurrency. Communication
between threads and the environment is performed by signals.

The execution is divided into temporal steps, called instants, which conceptually take
no time. Communication with the environment takes place at the start of each instant
for input signals and at the end for output signals. From this execution model follows
that interface signals can either be set or not set in an instant. This is extended to
the handling of internal signals, and if a signal is set in the course of an instant, it is
considered set from the beginning of that instant. Therefore any tests on the signal status
must be scheduled after all possible settings of that signal. Programming languages
which are based on such a handling of signals are called synchronous languages. The
formalization of such a schedule is the constructive derivation of signal states, which
leads to a deterministic behavior even in the context of multiple parallel threads.

Synchronous programs may contain cyclic signal interdependencies. This prohibits a
static scheduling, which limits the choice of available compilation techniques for such
programs. This thesis proposes an algorithm which, given a constructive synchronous
program, performs a semantics-preserving source-level code transformation that removes
cyclic signal dependencies. This makes it possible to compile originally cyclic programs
using for example the existing efficient compilers that implement event-driven simulators.

The transformation is divided into two major parts: detection of cycles and iterative
resolving of the cycles. This thesis provides details of both parts and suggests possi-
ble further optimizations. The detection of cycles is based on the derivation of signal
dependencies in the Esterel program. Cycles are defined as cyclic paths in the set of
signal dependencies. Esterel compilers differ in some details in what they consider cyclic.
Here the vb compiler is taken as a reference for cyclic dependencies. Nevertheless the
current implementation makes conservative assumptions on signal dependencies to cover
the cycles found by other Esterel compilers as well.

The transformation itself is independent of the Esterel compiler actually used; it replaces
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a cycle signal by a signal expression involving no other cycle signals. This expression
is computed by deriving the context state expressions for the cycle signal and by the
iterative replacement of other cycle signals by their respective state expressions. The
resulting expression may contain a dependency from the signal to itself, however the
constructiveness of the source program rules out any influence of the signal on itself,
and therefore the signal can be removed from the expression by replacing it with an
arbitrary, constant truth value.

The transformation algorithm is implemented as an additional module to the Columbia
Esterel Compiler for validation of the correctness of the transformation, quantification
of the cost in code size growth, and evaluation of different transformation variants. As
to be expected, some of the techniques that are restricted to acyclic programs produce
faster and/or smaller code than is achieved by the compilers that can handle cyclic codes
as well. Furthermore, experiments showed that the code transformation proposed here
can even improve code quality produced by compilers that can already handle cyclic
programs, such as the net-list approach employed by the v5 compiler. It also turns out
that the compilation itself can be sped up by transforming cyclic programs into acyclic
ones first.

To make the transformation algorithm more efficient, an addition to the Esterel language
is suggested making the internal state signals of the runtime system visible to the Esterel
level. This extension would eliminate the need to introduce synthetic state signals as
part of the transformation.

As a byproduct of the transformation method proposed here, the analysis on construc-
tiveness itself can be improved by using parts of the transformation algorithm.
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Chapter 1

Introduction

One of the strengths of synchronous languages [1] is their deterministic semantics in the
presence of concurrency. It is possible to write a synchronous program that contains
cyclic interdependencies among concurrent threads. Depending on the nature of this
cycle, the program may still be valid; however, translating such a cyclic program poses
challenges to the compiler. Therefore, not all approaches that have been proposed
for compiling synchronous programs are applicable to cyclic programs. Hence, cyclic
programs are currently only translatable by techniques that are relatively inefficient
with respect to execution time, code size, or both. This thesis proposes a technique for
transforming valid, cyclic synchronous programs into equivalent acyclic programs, at the
source-code level, thus extending the range of efficient compilation schemes that can be
applied to these programs.

The focus of this thesis is on the synchronous language Esterel [7]; however, the concepts
introduced here should be applicable to other synchronous languages as well, such as
Lustre [20].

1.1 Contribution of this Thesis

The main contribution of this thesis is a method to specify and implement resolving of
constructive cyclic dependencies as an Esterel source code transformation.

The proposed transformation makes use of the property of constructiveness to resolve
cycles; however, unlike the approaches suggested earlier by Edwards [15, [16], it works on
the source code level. Hence this makes it possible to compile originally cyclic programs
using for example the existing efficient compilers that implement event-driven simulators.
Furthermore, experimental results indicate that this transformation can also improve the
code resulting from the techniques that can already handle cyclic programs, such as the
net-list approach employed by the v compiler. It also turns out that the compilation
itself can be sped up by transforming cyclic programs into acyclic ones first.
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The basic transformation is defined on the basic kernel statements of Esterel to make
the resulting programs compatible to existing Esterel compilers. Nevertheless certain
aspects of the transformation would be considerably more efficient if internal state en-
coding registers of the compiled program would be accessible on the Esterel level. This
improvement would require changes to Esterel compilers. These changes would aid fur-
ther developments of the transformation algorithm as it would make it possible to access
the state of pause statements embedded in non-kernel statements.

The transformation algorithm is worked out in detail for Esterel kernel statements and
pure signals. Extensions to support valued signals are laid out by application on some
representative examples. Cycles involving variables are not addressed here. Handling
cyclic dependencies on valued signals needs to consider additional dependencies con-
tained in value expressions, multiple emissions on the same signal coordinated by a
combination function, and the inheritance of the value from previous instants if no cur-
rent emission is executed for that signal.

As a byproduct of the transformation method proposed here, the analysis on construc-
tiveness itself can be improved by using parts of the transformation algorithm. Classic
constructiveness analysis consists of state space exploration by three-valued fixpoint it-
eration to derive reachable signal states from the initial state. If the fixpoint iteration
converges without any unknown signal values left for all reachable states, then the pro-
gram is considered constructive. The approach presented here tries to eliminate the need
for a three-valued fixpoint iteration on all reachable signal states. The fixpoint iteration
is used only in a preprocessing step to derive expressions for all signals describing their
constructiveness with regard to the current signal state. The main benefit of the pro-
posal presented here lies in the much simpler evaluation of a binary expression instead
of a fixpoint iteration on three-valued signals for all program states.

1.2 Related Work

A number of different approaches for compiling Esterel programs into either software or
hardware have been proposed and implemented. Historically the first Esterel compilers
were based on automata as execution models.

The v2 compiler by Berry and Cosserat [6] used a LISP program to perform program
transformations according to the operational semantics of Esterel. This literal imple-
mentation of the Esterel semantics proved to be much too slow and resource hungry to
be of much practical use in embedded systems.

Gonthier [7] developed the v3 compiler, which avoids costly textual transformations at
runtime. The Esterel program is compiled by transforming it into an IC graph (inter-
mediate code graph). This graph is used to extract an automaton code which can be
interpreted efficiently at runtime. The drawback of this approach is a possible code size
explosion for the compiled program, because the automaton synthesis is based on the
exploration of all program states.
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The next generation of the Esterel compiler at Berry’s group implemented a different
strategy. While working on controller specifications in Esterel for programmable hard-
ware, a scheme was developed to translate a subset of Esterel into logic gates [2]. This
translation avoided the state space explosion by implementing concurrent activities in
parallel logic gates. The ideas to synthesize hardware from Esterel got generalized into
software synthesis by simulation of netlists of logic gates. This compilation strategy was
the basis for the v4 compiler, and it resulted in a problem which is addressed in this the-
sis: cyclic dependencies. The automata synthesis explores all reachable program states,
thereby abstracting away any internal dependencies of the program. Therefore cyclic
dependencies pose no problem for the automata synthesis. The netlists fully reflect all
dependencies of the program, and for a static schedule no cyclic dependencies must be
contained in the program.

In the field of logic circuits these cyclic dependencies are known as feedbacks of outputs
to the inputs in non-combinational circuits. Not all feedback loops result in unstable
logic circuits, there exists the class of cyclic combinational circuits. Malik [28] describes
a method to transform these cyclic circuits into acyclic ones. It is based on an iterative
algorithm to compute the outputs of cyclic circuits with ternary simulation. Effectively
the simulation run is serialized into an unfolding of the cycle path until the remaining
inputs have no influence on the outputs. These inputs are replaced by constants, making
the circuit acyclic.

Shiple et al. [36] developed Malik’s work further by applying optimizations and incor-
porating cycles including registers into the algorithm. An implementation into the v4
Esterel compiler lead to the vb Esterel compiler, which is able to compile constructive
cyclic Esterel programs into compact netlist code. However, this software simulation of
circuits tends to be rather slow, as it simulates the entire circuit during each instant,
irrespective of which parts of the circuit are currently active.

A third approach to synthesize software is to generate an event-driven simulator, which
breaks the simulated circuit into a number of small functions that are conditionally
executed [12), 14, [9). These compilers tend to produce code that is compact and yet
almost as fast as automata-based code. The drawback of these techniques is that so far,
they rely on the existence of a static schedule and hence are limited to acyclic programs.
One approach to overcome this limitation, which is described by Edwards [15], is to
unroll the strongly connected components (cycles) of circuits. Esterel’s constructive
semantics guarantees that all unknown inputs to these strongly connected regions can
be set to arbitrary, known values without changing the meaning of the program.

The basic synthesis approaches for Esterel are software synthesis for execution on a gen-
eral purpose processor and hardware synthesis. A middle way is the use of a specialized
processor to execute suitably tokenized Esterel programs. Such a processor is called
Reactive Processor because of the reactive nature of the executed Esterel programs.
One implementation of this approach is the Kiel Esterel Processor (KEP) [25, 24]. It
supports a subset of the Esterel language natively including valued signals (integer),
exceptions, and suspension/abortion. Parallel blocks are supported by interleaving the
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parallel statements in a static way. To produce this interleaving schedule a preproces-
sor is used [23]. It analyses the dependencies between the different threads and orders
the parallel Esterel statement blocks into a sequential list of statements for the KEP.
Therefore to make such a sequential list of statements feasible, the input programs must
generally be free of cyclic dependencies. The transformation presented in this thesis can
be used to fulfill this condition for cyclic constructive programs.

The compilation of Esterel cannot only be complicated by cyclic dependencies, but also
by signal reincarnation, also known as schizophrenia [3]. An efficient cure for schizophre-
nia in Esterel has been proposed by Tardieu [37]. It is based on source code transfor-
mation and therefore suited to be sequentially applied to Esterel programs together
with other transformations. The work on schizophrenia is related to this thesis, because
the transformation presented here applies only to input programs which are free of any
schizophrenia problems.

Another kind of source code transformation is addressed by Tardieu and Edwards [38]
in elimination of dead code in programs of an extended Esterel version called Esterel*.
The search for signal dependencies in this work does recognize dead code, too. But
such unreachable code is not removed here, it is just not considered the source of signal
dependencies.

Potop-Butucaru presents in his thesis [31] a new representation model (GRC) for Esterel.
It is used to optimize the generation of efficient sequential code from Esterel programs.
This scheme is restricted to programs without cyclic dependencies, too. On discovering
subtle differences in rejecting programs as cyclic compared to the transformation of
Esterel programs into circuits, he proposes a refinement of the GRC scheme to be able
to accept the same class of non-cyclic programs as the circuit transformation.

The opposite direction with regard to cycles is taken by Riedel [33],32]. He proposes an
algorithm to deliberately introducing cyclic dependencies in combinational circuits to
reduce the circuit size. In benchmarks he shows that the reduction can be a significant.
This result is taken as a strong argument to support cyclic combinational circuits in
future circuit synthesis tools.

The Esterel source code transformation to resolve constructive cyclic dependencies pre-
sented in this thesis has already been partly published [26 27]. This work presents
significant progress in the following fields: the identification of cyclic dependencies,
treatment of multiple cycles, replacement expressions in context of parallel termination
and hierarchic trap blocks, extensions to the algorithms to cover valued signals, and
alternative uses for replacement expressions in constructiveness analysis.
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1.3 Overview

The remainder of this thesis is organized as follows.

Chapter |2 introduces the syntax of Esterel and the basics of constructiveness and code
synthesis.

Chapter [3] lays out dependency relationships between signals in Esterel and how cycles
in these dependencies can result in non-constructiveness. An algorithm is provided to
decide if an Esterel program contains cyclic dependencies and which signals are part of
that cycle.

Chapter [4] introduces a transformation algorithm to resolve cyclic dependencies on pure
signals, which do not carry a value. Additionally some extensions of the transformation
algorithm for constructiveness analysis are presented.

Possible extensions to handle valued signals are addressed in Chapter Bl It involves
additional variants on signal dependencies and necessary refinements in renaming valued
input signals.

The algorithm in its pure form does not contain any optimizations, therefore the trans-
formed programs will contain redundant structures. Chapter [6] lists approaches on opti-
mizing transformed programs in a post-processing way.

Chapter [7] provides experimental results on applications of different Esterel compilers on
cyclic and transformed non-cyclic programs.

Chapter [§] discusses aspects of the coverage of the transformation algorithm.

The conclusions of this thesis are presented in Chapter [9 along with possible future
work.
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Chapter 2

The Esterel Language

Computer systems are not entities without any outside connections. They almost always
accept input data from an environment and produce output data handed back to the
environment. However, systems vary in a great degree in the tightness of integration
with the environment. One can differentiate three basic types of systems [4]:

e Transformational systems read input data at startup, perform some computations,
and deliver output data at termination. Examples: Batch processing, simulations,
compilers.

e [nteractive systems run continuously waiting for input data, perform computa-
tions and produce output data. Examples: Databases, word processors, operating
systems.

o Reactive systems are tightly integrated into a physical environment and receive
input data from sensors and produce output values for actuators.

They typically implement control algorithms to manage the physical system they
are embedded in and have to obey constraints on the answer time dictated by the
environment. Optimizations typically try to minimize the worst case answer time,
hardware cost, and/or electric power demands. Examples: Engine controllers,
traffic control, plant automation.

These three systems differ in further properties:

The computational results of transformational systems typically depend only on their
input values, no internal state is kept at termination. Interactive and reactive systems
manage an internal state, on which the computations depend.

Performance considerations differ for these systems, too. Transformational and interac-
tive systems are usually optimized for the delivery of results in a minimum of time in the
average case. This is in contrast to reactive systems, where the implemented control al-
gorithms must not be analyzed for the average but for the worst case. The implemented
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algorithms on reactive systems have to obey maximum answer times which are derived
from the demands of the environment. Being considerably faster than those demands
is not of much use. Further optimization targets for reactive systems are hardware cost
and /or electric power demands which are not of such a high priority for transformational
and interactive systems.

The degree of synchronization of concurrent activities in transformational and interac-
tive systems is typically limited to few communication points a runtime. The scheduling
is not necessarily fixed and changes dynamically depending mostly on the computa-
tional needs of each process. Reactive systems typically consist of several concurrent
threads which are tightly coupled in exchanging state information. The execution order
is therefore mostly limited by these communication dependencies.

Since each system has its own demands on optimizations, different programming lan-
guages are differently specialized for use in each domain. This thesis is concerned with
reactive systems, therefore the following part will give a short introduction on program-
ming principles of reactive systems.

2.1 Programming Reactive Systems

The purpose of reactive systems is the interaction of a computer system with its environ-
ment to control some kind of physical process. Basically two kinds of information flows
are need to interact with the the environment: Input signals sense the current state of
the environment, Output signals perform certain actions in the environment. To ensure
adequately continuous reactions on changes in the environment, the input and output
signals are typically handled in a control loop:

1. Read input values
2. Compute reaction
3. Write output values

4. Repeat.

The frequency of repetition is determined by the physical process in the environment
the system is embedded in. Most reactive systems are considered real-time systems with
additional requirements of guaranteed bounds on the reaction time between changes on
the input values and output reactions.

The computation of the reaction function itself depends generally not only on the inputs
alone, an internal state of the system is commonly used, too. This naturally leads to
the programming model of Moore/Mealy finite state machines [21].

The main drawback of state machines lies in its limitation to fairly small models:
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The specification of the transition function becomes quite complex for big systems.

There are no provisions for grouping subsystems into modules.

e An efficient solution for parallel activity is missing.

Local variables for internal signaling are not available.

Some of these issues can be dealt with by using development tools which provide a
way to graphically specify the state machine. State machines are usually visualized
by graphical nodes representing the states S and edges between nodes representing the
transition function §. The input ¥ and output I' signals are contained in labels at
transitions as conditions and actions. Grouping some states into a hierarchy of some
kind provides modularization of components. All these features are easily translated
back into the original flat state machine.

The remaining desirable features — parallelism and internal signals — poses some struc-
tural problems. A state machine does provide only one point of control: The execution of
the transition function 6. Multiple points of control in multiple threads can be mapped
to a single 0 function by computing the cross product of reachable state spaces between
all parallel threads. The drawback of this method is a potentially exponential growth
of states and transition rules in the target state machine. This growth (called state
explosion) can make it infeasible to implement even moderately sized programs.

The remaining problem is how to implement communication between the parallel threads.
Internal signals similar to the input/output signals may be seen as an obvious solution.
These signals can be implemented by adding them as additional input signals which are
driven internally and not by the environment. When adding these internal signals, the
order of setting and testing these signals must be clarified. For conventional input and
output signals connected to the environment the order is defined: In each execution run
the input signals are read from the environment first, then state/signal computations
are performed, and the output signals are fed back to the environment last. The setting
of internal signals is not defined in such a simple way since the value of internal signals
is determined as part of the computation step.

Huizing and Gerth [22] formulated three desirable aspects on treating signals in parallel
activities:

Responsiveness: The System reacts with conceptually no delay on external or inter-
nal events. This abstracts the temporal characteristics of the system from the
logical behavior by assuming instantaneous reactions from input events. The ac-
tual specification of the reaction delay is deferred to later stages of the system
implementation.

Modularity: The interface to the environment and distinct modules of the system are of
the same nature. The input/output behavior of the entire system can be expressed
as a composition of the input/output behavior of each module. This enables the
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R/0 AANBAR/D AABAR/D R/

@ R/0 AABAR/{O}

B AR/{O} A AR/{O}

Figure 2.1: Finite state machine implementation of the ABRO specification.

composition of a complex system from separately developed subsystems without
detailed insight into the internal structure of each subsystem.

Causality: All actions in the system can be derived from input events in a causal
chain without any non-determinism. Actions executed under a condition must
not invalidate that condition. This property ensures deterministic behavior of the
system.

As Huizing and Gerth proved [22] these properties cannot be unified into a single se-
mantics of a reactive system. Nevertheless Esterel aims to fulfill all three properties. It
does so by explicitly rejecting those programs where fulfilling all three properties leads
to ambiguous behavior. Responsiveness and modularity are fulfilled by the way I/O and
internal events are treated. Causality is ensured by rejecting all programs which are
not constructive. This is done at the compilation stage to avoid run time errors which
are not acceptable in a reactive system which may be even safety critical.

The details of constructiveness are laid out in the following sections.

2.2 Basic Structure of Esterel

Esterel is an imperative textual language intended to implement reactive control pro-
grams. The main advantages of Esterel over plain finite state machines are support
for:
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e Hierarchy,
e Parallel activities, and

e Exception handling.

These points greatly aid in developing big programs. The canonic example to motivate
the usefulness of these features is the ABRO Ezample. 1t is taken from Berry’s Esterel
language primer [4]. Its specification is as follows:

Emit an output O as soon as two inputs A and B have occurred.
Reset this behavior each time the input R occurs.

What this specification misses is how the conflict of the occurrence of A and B at the
same time with R is resolved. The actual implementations assigns R priority over A and
B. Therefore A or B must have no effect if R occurs at the same time.

The ABRO specification translates into a state machine which is depicted in Figure [2.1]
The complexity of the FSM results from the parallel activity of waiting for two different
signals A and B. The arrival of each signal combination is preserved by distinct states.
The transitions between states explicitly have to cover all combinations of input signals
making the program hard to read and error prone when constructed manually.

The extension of the specification to the arrival of three input signals A, B and C will
double the number of states to eight with more than twenty transitions between states.
Such an exponential growth of complexity is known as a state explosion.

The Esterel implementation of ABRO (again taken from [4]) is much simpler as the plain
FSM:

module ABRO:

input A, B, R;
output O;

loop
[ await A || await B |;
emit O

each R

end module

The outer “loop...each R” structure restarts its inner part whenever signal R is sent.
This repetition implements the “Reset this behavior each time the input R occurs” part
of the specification of ABRO. The first activity inside the loop consists of two await
statements which are executed in parallel. The parallelism is indicated by the Il bars.
Each await statement stops its execution until the indicated signal occurs. If both signals
A and B occurred then the entire parallel construction terminates and the following emit
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statement sets the output signal O. Now the execution halts until the signal R is received
and the loop restarts.

The benefit of Esterel over a plain FSM lies in the much simpler structure of the program,
which follows the Write Things Once (WTO) principle [4]. The reset signal R is only
tested at one point, the loop...each condition. In the FSM implementation R is contained
in all transition labels. Furthermore the waiting on the input signals A and B does
involve just one await statement for each signal. Additional signals could be added by
just inserting “Il await C”, “ll await D”. No state explosion happens here.

2.3 Overview of Esterel Statements

The following section will give a short introduction into the statements and control
structures of Esterel and can be skipped by readers familiar with Esterel. The level of
detail will suffice to be able to follow this thesis without previous knowledge of Esterel.
For a more detailed introduction refer to the informal introduction to Esterel [4], the
description of Esterel semantics [3], or the manual of the v5 compiler [§].

An Esterel program is made up of two main parts: The interface declaration and the
body. In the interface the names of interface signals are listed and their respective data
direction defined by either input or output:

module MAIN:

input A, B, R;
output O;

p
end module

The body p of the program consists of a hierarchical layer of control and signal handling
statements. The set of Esterel statements is divided into the small set of basic kernel
statements and the much larger set of derived statements. All derived statements can
be expressed by means of kernel statements.

2.3.1 Kernel Statements

Besides the input and output signals, internal signals can be defined by the signal block:

signal S in

p
end

Here the signal S is defined in the block p. Access to S outside of p is not possible. If
multiple signals with the same name are nested, then the innermost definition in the
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current context is visible.

The execution of an Esterel program is divided into discrete temporal instants. An Es-
terel program communicates through signals that are either present or absent throughout
each instant; this property is also referred to as the synchrony hypothesis. If a signal S
is emitted in one instant, it is considered present from the beginning of that instant on.
If a signal is not emitted in one instant, it is considered absent.

In each instant all threads of the programs execute their tasks until they encounter
a pause statement. At that point all threads are synchronized and a new instant is
started. The signal emissions in the previous instant have no direct influence on the
signal statuses of the new instant. Nevertheless the program state (i.e., which pause
statements got executed) is preserved, which is typically implemented by state registers.

The only way to set a signal’s presence state with a kernel statement is via the emit
statement:

emit S

If a signal S is emitted, then it is considered present for the current instant. Multiple
emissions on the same signal in one instant are permitted but only the first one has any
effect.

There exists no statement to unset the presence state of a signal, because this would
contradict a previously executed emit statement. A signal can only implicitly be set to
absent by not executing any emit statements on it.

(12

Multiple statements can be concatenated with the with the “;” operator:

emit S;
emit T

Both emit statements are executed sequentially in the same instant.

The most basic control structure of Esterel is the present statement:

present S then

p
else

q
end

It evaluates a signal expression S and executes one of two branches with code blocks p
or ¢q. The signal expression S may be comprised of signal names and boolean operators.
If one of the then or else branches contains no code, then it can be omitted, e. g.,

present S else

q
end

The pause statement halts the execution in the current instant and resumes in the next
instant:
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emit S;
pause;
emit T

Signal S is emitted in the first instant and signal T in the following instant.

Repetitive behavior can be implemented by use of the loop structure:

loop

p
end

The body p is immediately restarted whenever p terminates. It follows that p must
execute at least one pause statement to limit the amount of work being done in an instant
to a finite amount. Esterel compilers check for this property, therefore the execution of
at least one pause statement must be detectable statically.

A key feature of Esterel is its capability to execute parallel threads in a deterministic
way:

p
|
q

The code blocks p and ¢ are started concurrently. The entire parallel terminates when
all parallel threads are terminated.

The parallel operator has a lower priority than the sequence operator «;”. If a
parallel block needs to be prepended or appended by another statement block, then
squared brackets can be used to group these blocks:

L¢||77

emit A;

emit B

Here an emission on A is executed first in a single thread, then the control flow splits
into the two parallel blocks p and ¢. If p and ¢ have both terminated, then B is emitted
again in a single thread. The syntactical order of parallel threads (p first, ¢ second) has
no meaning, all threads have the same execution priority.

As mentioned above, the loop statement does not terminate, it repeats its body infinitely.
This is not universally useful, some systems need the repetition of some behavior for
a certain time and eventually stop that behavior and start another. Such a limited
repetition is not supported by the loop statement alone. In Esterel such a behavior can
be implemented with exception handling by the trap statement:
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trap T in

p
end

The trap statement consists of the definition of a trap signal (here T) and a body (p) as
a scope of that signal. The body may contain an exit T statement to activate (“throw”)
the exception signal T. The control flow does not continue after the exit statement but
after the entire trap statement.

As an example, the following code block implements waiting for the arrival of a signal S:

trap T in
loop
pause;
present S then
exit T
end
end
end

The activation of the trap is called weak because other parallel threads inside the trap
body continue execution until they reach a pause statement or terminate anyway:

trap T in
exit T

I
emit A;
pause
end;
emit B

In this example, the first thread inside the trap body throws the exception. But never-
theless the emission of signal A is executed in the second thread. When executing the
second thread ceases for the instant at the pause statement, then the entire trap body
is terminated and B is emitted. As a result signals A and B are emitted in the same
instant.

Nested traps have a defined meaning in Esterel, too. If multiple trap signals are activated
in a trap hierarchy, then the outermost defined trap signal takes priority:

trap Tl in
trap T2 in
exit T1
I
exit T2;
end;
emit A
end;
emit B

Here the conflict between T1 and T2 is won by T1 as the outermost trap signal. As a
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consequence the signal A is not emitted, only B.

The handling of exceptions in Esterel is fully integrated into the synchronous behav-
ior without any non-determinism. This applies also for exceptions in the presence of
concurrent activities.

Another type of control flow available in Esterel is a temporal delay of execution by a
suspend statement:

suspend

p
when S

The execution of code block p is suspended for all those instants when the signal expres-
sion S is evaluated to true. An exception is the first instant when entering p, in that
instant S is not evaluated and no suspension takes place.

It appears that the suspend statement is rarely used directly in an application program.
It is mostly part of the expansion of derived statements into kernel statements.

The last command in this list of kernel statements is the nothing command:
nothing

It does nothing indeed and has no effect while being executed. This command is un-
needed in a strict sense, but it simplifies reasoning on program transformations. Empty
statement blocks are not permitted in Esterel. Therefore it is much easier to define the
deletion of a code block by substitution with nothing than to ensure the validity of a
cascade of block structures.

2.3.2 Derived Statements

The following section does not contain a complete list of all Esterel commands that are
not part of the kernel. Only those commands are explained that are frequently used in
the remainder of this thesis. All these command are listed along with their expansion
into kernel statements. These expansions are mostly based on other derived statements
which are defined before.

A very simple derived command is halt. It is meant to stop execution of a thread.
The implementation in kernel statements involves just an (infinite) loop around a pause
statement:

loop
halt ~ pause
end

Exceptions via the kernel trap statement are a means of self termination of code blocks
by explicitly executing an exit statement. The block containing that exit statement is
terminated and the execution continues on an upper level. In some programs the need
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arises to terminate an active code block when a signal external to the current block is
set. This functionality is supported by the non-kernel abort statement:

trap T in
suspend

p
when S;
exit T
abort I
P ~s loop
when S pause;
present S then
exit T
end
end
end

The code block p is terminated whenever the signal expression S is evaluated to true.
This termination is different from the trap termination method. trap implements a
weak termination method by executing the body until the end of the instant before
handing control over to the outside level. In contrast to that abort implements a strong
termination control. The abort condition is tested at the beginning of the instant. If
the condition applies then the control does not start in the body of the abort for that
instant but at the end of the abort statement.

A weak termination method is available for abort by adding the attribute weak:

trap T in
b
exit T

weak abort loop
D ~> pause;
when S present S then
exit T
end
end
end

An additional constraint exists for the evaluation of the abort condition: In the first
instant on entering the abort statement the condition is not evaluated. Therefore the
body p is executed even if the condition applies. The condition is started to be evaluated
when at least one pause statement got executed in the body.

The probably most used derived command is the await command:
abort
await S ~ halt

when S

Its purpose is to stop the execution at the current execution point until a signal expres-



18 CHAPTER 2. THE ESTEREL LANGUAGE

sion S evaluates to true. The signal state in the first instant is ignored, this command
waits at least for one instant.

The statements suspend, abort, and await have the delayed execution in the first instant
in common. In some program contexts this behavior is not wanted. For this case the
attribute immediate can be applied to the respective signal condition. The use of that
attribute has slightly different expansions into kernel statements as a consequence:

suspend suspend
» ~ present S then pause end;
. . P
when immediate S when S
trap T in
suspend
p
when immediate S;
abort exit T
P ~r |
when immediate S loop
present S then exit T end;
pause
end
end
abort
await immediate S ~ halt

when immediate S

These expansion rules are quite compact in size, but contain references to other non-
kernel statements which must be expanded in turn. The end result in kernel statements
will be quite voluminous, while a direct translation into kernel statements would be more
space efficient. For example applying the former rules to await immediate S:

trap T in trap T in
suspend
suspend
loop loop
ause present S then pause end;
':] pause
await immediate S en ] ) end
when immediate S
oxit T when S,
~ exit T
abort ~ l ~ I
halt IO‘:)fesent S then loop
when immediate S exit T present S then
end: exit T
' end;
pause pause
end end
end

end
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A much more efficient expansion with the same functionality is:

trap T in
loop
present S then
exit T
end;
pause
end
end

await immediate S ~>

2.4 Reactivity, Determinism, Constructiveness

Syntactical soundness is not sufficient for a valid Esterel program. As mentioned in
Section (page [9) on Responsiveness/Modularity/Causality, those programs are re-
jected which are not able to fulfill all three criterions. Responsiveness and modularity
are fulfilled by design of the reaction characteristics of the signal signal interface of Es-
terel. Therefore causality is the critical point which decides on the validity of an Esterel
program.

The following three sections will give a short overview on the main three semantics used
to describe the meaning of an Esterel program. Full details can be found in Berry’s draft
book [3] on the semantics of Esterel.

The first one — the logical behavioral semantics — is the historically oldest of the three.
It differs from the other two because it is not based on causality but on reactivity/deter-
minism, which leads to a bigger set of accepted Esterel programs. The second (construc-
tive behavioral) and third (constructive circuit) semantics are considered equivalent in
their set of accepted programs.

2.4.1 Logical Behavioral Semantics

This section follows Chapter 6 of Berry’s book on the Esterel semantics [3] without
reproducing every detail given in that book.

Despite being refined by the constructive semantics, the logical semantics is useful be-
cause it formally defines the behavior of Esterel statements. A set of derivation rules
is given for the kernel statements of Esterel in the form of textual transformation rules
based on the Structural Operational Semantics [30].

The reaction of a program P in an instant is written as the transition:
Jy
I

The transition takes place under control of the set of input signals I and produces the
output signals O. The execution state of the program is reflected in the rewriting of P
into P’.
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The reaction of the program in an instant is expressed by means of a hierarchy of
reactions of single statements and sub-blocks. These individual reactions are written in
the following form:

condition
E'k
—

p = p

This derivation describes the transition of statement p into p’. E denotes the current
signal environment and E’ the signals emitted as part of the transition. It must be taken
into account that the synchronous coherence property of Esterel implies £/ C E. The
signal state in E is stored as an element s for a currently present signal s and s~ for
the absent case.

The termination of sub-blocks is controlled by numerical completion codes (symbolized
here by k): A 0 means normal sequential execution of statements, 1 denotes the encounter
of a pause statement, and 2 and following are reserved for trap signals with ascending
priority. The processing of a reaction in an instant concludes therefore always with a
completion code of 1.

To be able to complete this transition, the condition must hold. This condition may
be comprised of other transitions or expressions on signals and completion codes. The
actual derivation of p into p’ is formulated as a recursive hierarchy of rule applications
inside further sub-conditions. For some kernel commands the condition may be empty.

To be able to write the derivation rules in a compact form, an abbreviated syntax of
Esterel is introduced called the Esterel Process Calculus Syntaxr or shorter the terse
Syntax:

nothing 0

pause 1

emit S IS

present S then p else ¢ end S7p,q

suspend p when S SOp

piq y2x

loop p end D*

p llg plg

trap Tin p end {p} using T p and | p
exit T k with k& > 2
signal S in p end p\S

[p] (p)

Most statements have a direct equivalence in the terse syntax, but some exceptions
apply: Empty then or else branches are always explicitly included by adding nothing.

The trap signals are anonymized into completion codes starting from 2. To preserve the
relationship between trap environments and exit statements, auxiliary operators T and |
are introduced. Tp increases the completion codes of all exit statements inside p by one.
It is used as an intermediate operator to describe the translation into the terse syntax,
it is not part of the final program. The | k operator is added to completion codes of
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trap environments to select the matching trap. If a completion passes a | k operator it
is decremented. If the result equals two then the current trap environment is selected.

Applying this terse syntax to a short example yields:

trap T in
loop
present A then
emit B

e T ~  {(A71B,2; 1)}

end
pause
end
end

The following behavioral rules define the semantics of the kernel statements of Esterel.
They are not all listed here, just some to give a basic insight into their architecture.

RN
E

(compl)
This rule handles the termination of statements. The completion code k represents 0
for the instantaneously terminating nothing statement, 1 represents the pause statement,
and 2 and higher numbers represent trap signals.

' E

(emit)
The emission of a signal s is returned as a new element s™ in the environment. This
command has no condition limiting its execution.

0

Bk _ Bk
steFE pr’ sTeFE qTq’
Bk E'k
P g — =7 sp,q —=d
(present+) (present-)

The present command is covered by two rules, which are selected depending on the tested
signal s. If s is present (i. e., sT € F) then the left rule (present+) applies, otherwise the
right one (present-). The execution of the sub-blocks p and ¢ is added to the condition
to derive p’ and ¢’ respectively.

Behavioral rules for the remaining Esterel statements can be found in Berry’s book on
the Esterel semantics [3].

Using the former behavioral rules the logical correctness of an Esterel program P with
regard to a set of inputs I can be defined by arguing on the existence of derivations

P % P’ leading to some program P’ and a set of output signal states O:
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e P is reactive w.r.t. I if at least one derivation P % P’ exists.

P is deterministic w.r.t. I if at most one derivation P % P’ exists.

P is logically correct w.r.t. I if it is reactive and deterministic w.r.t. I.
That is there exists exactly one derivation for P and I.

P is logically correct if it is logically correct for all possible input sets 1.

It must be noted that the application of derivation rules to a program P covers only
the very first temporal instant of the program execution. After that first instant P is
transformed into P’ for the next instant. Derivations obtained for P do generally not
apply to P’, each instant must be treated individually.

The derivation rules correctly reflect the behavior of the Esterel statements and the
concept of logical correctness is useful in rejecting invalid Esterel programs.

present A then
emit A
end

This program is reactive but not deterministic, because it has two different solutions: A
absent and present. Therefore this program is not logically correct. This is reflected by
the following derivations:

0 A*}0
aer 02 arer nAL0,
E E
+
A?IA0 9,0 0 A?IA 0 M 0
E={A"} E = {A*}
(A absent) (A present)

The following program has no solution for A at all, A present and absent both lead to
contradictions.

present A else emit A

The logical correctness is rejected as the main criterion on the validity of Esterel pro-
grams, because it is not able to reject certain programs with counterintuitive behavior.
In the following program the emission of signal A depends on the signal itself. Never-
theless it is logically correct, since only for A present a derivation free of contradictions
can be made.

+
przz:air;tAA then At e E IA {A;70 0
else
. +
emit A A?IAIA A0

end F— {A+}
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The fundamental reason for this problem lies in the direction of the information flow,
when the program is analyzed. The emission of signal A in both branches must be
known before the outer present test is evaluated. This speculative reasoning on signal
statuses is dealt with by testing all possible input combinations and testing which lead
to derivations free of contradictions. Such an approach is obviously computationally
very demanding and does scale poorly for large programs.

2.4.2 Constructive Behavioral Semantics

The motivation to develop another approach for testing the validity of Esterel programs
besides the logical correctness is founded in the non-intuitive flow of information in
programs according to the logical correctness. This section presents the constructive
behavioral semantics. It is based on strictly following cause and effect to determine the
behavior of a program. When deriving the state of a signal no speculative reasoning
must take place, only known facts on signal statuses are used to derive further signal
statuses (the constructive approach).

“Constructiveness” is defined by Berry [3] as a property of signal emissions:

e A signal is declared present iff it must be emitted.

e A signal is declared absent iff it cannot be emitted.

If a signal cannot be declared either present or absent with regard to some reachable
program state, then the program is considered not constructive.

The actual constructiveness analysis is defined by two functions Must and C'an which
iterate on the Esterel program and derive iteratively the emission status of all signals.
The Must function detects which signals are emitted derived from the status of already
known signal statuses. The Can function searches for potential emissions of signals.
That information is not directly useful, but the complement of the result (Cannot =
Can) describes, which signals are absent. The direct computation of Cannot would be
possible, but Can is technically easier to handle.

Both functions are applied iteratively on the Esterel program. In each iteration run the
signal environments delivered by Must and C'an are enriched with further knowledge
on signal emissions. The set of signals delivered by Must describes the signals which
are set to present in the current instant. Clan produces all signals with a possible
emission, including the signals delivered by Must. The element-wise inverse of the Can
set delivers those signals which cannot be emitted, therefore these are the signals which
are not emitted in the current instant and considered absent. If after several iterations
no further progress on signal states can be derived the the iteration is terminated. If
there are signals remaining, which are not either present or absent then the program is
considered non-constructive.
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Both functions collect information on the completion codes returned by the program,
too. The result of each function application is returned as a pair with sets of emitted
signals as the first element, and the completion codes as the second element.

Each Esterel statement is handled by a separate set of Must/Can functions. The first
of these functions manages completion codes.

Must(k, E) = (0,{k})

Can™(k, E) = (0.{k})
Both functions return an empty set as the first element, since completion code statements

like nothing, pause, or exit do not change the state of signals. In the second element the
respective completion code is returned.

Must(!s, E) = ({s},{0})

Can™(1s, E) = ({s},{0})
Signal emissions are returned in the first entry and a completion code of value zero
because the emit statement terminates immediately.

Must(p,E) : st € E

Must((s?p:q), E) = { Must(q,E) : s~ € E

(0, 0) st €FE

Can™(p, E) cstekl
Can™(s?p:q, £) =< Can™(q, F) :sT ER

Cant(p,E)UCan*(¢q,E) : st € E

The handling of the present statement is significantly more complicated. Both C'an and
Must are applied in the same way if the status of the tested signal s is known. If s
is present then p is evaluated, if s is absent then ¢ is evaluated. Can and Must differ
fundamentally for an unknown s. Clan evaluates both p and ¢ and unifies the result.
This implements the detection whether no emissions for signals are contained in p or q.
Must cannot continue on an unknown signal s because this would enable speculative
computation.

Further details on Must/Can rules can be found in [3].

The Must/Can analysis covers only one instant of the Esterel program. Analysis of
the entire program must be repeated for each derivative program covering all reachable
execution states of the program. Additionally for each program state all combinations
of states of input signals must be covered. Therefore a constructiveness analysis of a
program is considered very costly, leading to approaches to avoid a full constructiveness
analysis. These approaches typically put more restrictions on the validity of an Esterel
program. The most prominent restriction is the acyclic property. Acyclic programs are
a superset of constructive programs.

A test for the absence of cyclic dependencies is efficient and therefore implemented by all
Esterel compilers. In fact among the actual available Esterel compilers, only the Esterel
vH compiler is optionally able to perform a constructiveness analysis. The Esterel v7
compiler, the CEC and others are limited to acyclic Esterel programs. Details on cyclic
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dependencies can be found in Chapter [3

2.4.3 Constructive Circuit Semantics

As already mentioned in Section[1.2]there exists a scheme to translate an Esterel program
into a circuit of logic gates implementing the same behavior. This scheme is efficient
as it is not affected by state explosion, because concurrent activities are synthesized
as parallel sub-circuits. However some logically correct Esterel programs showed some
anomalies in their respective circuit representation. Since these anomalies where rooted
in speculative execution of program parts, a refinement of the logical correctness into
the constructiveness became the reference semantics of Esterel. Constructiveness forbids
speculative execution and makes it feasible to synthesize efficient circuits from Esterel
programs.

The translation of an Esterel program into a circuit as defined by Berry [3] is specified as
a structural translation of the program hierarchy. For each individual Esterel statement
a translation rule is given. By recursively replacing the Esterel statements from the outer
to the inner hierarchy the whole Esterel program is replaced by its circuit representation.

The following paragraphs lists the translation of a selection of Esterel statements ex-
tended by a logical correct program with an unstable circuit representation.

The topmost layer connects the Esterel program P to the environment:

! I o module MAIN:
E E’
O—>C D GO SELpP— input |;
> p output O;
—» >
1 RES KO DONE P
(ﬁ: SUSP K1p—
KILL end

The input signals are connected to the E ports, the output signals to the E’ ports. All
tests of input signals can only evaluate signals in the E set, and all emissions of output
signals emissions are connected to the E' set.

The entire circuit is driven by a single clock signal which is not explicitly shown here.
The clock is connected to every register in the circuit, therefore the entire circuit runs
synchronously on the same clock. One clock cycle in the circuit corresponds to one
instant in the Esterel program. The GO input starts the circuit. It is connected to a
register to produce a single 1 signal at power up of the circuit. This register is also
known as the boot register.

The KO and K1 outputs reflect the completion codes of P. At the topmost level the
program P will set K1 while it is running and KO when it terminates completely. Trans-
lations of inner statements can have further outputs for completion codes greater than
1 for trap exceptions.
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The RES, SUSP, KILL, and SEL signals are related to suspension, exceptions, and parallel
termination and of no further interest in this context. They will be left out in the
following translations.

A small problem is present with this connection to the environment. Common Esterel
compilers allow emissions of input signals and tests of output signals. This is not reflected
by the former circuit, the following circuit is a proposal to enable the emission/testing
of input/output signals:

module MAIN:

[ l “1 [¢) -

E E input |;

output O;

—-( O GO SELP— P

0 B

P P

— T—

1 RES KO DONE

(ﬁ: SUSP K1pP— end

KILL

The output signals are made available in the input set and emissions of input signals are
combined with the signals from the environment.

This feedback of signals from the output to the input is similar to the handling of local
signals:

E S S FE signal S in
P
Go '|C° P KOIm™p end
K1 K1

All emissions on the signal S are carried via S" out of the block P and back into P on
the S inputs where they are available for tests.

The translation for nothing is the most simple one. It just connects the GO input to the
KO output indicating the immediate termination.

sol 1T>txo nothing

The driver gate is redundant here, it just helps to visually connect the nothing statement
to an actual part of the circuit and to indicate the signal flow.

An emit S statement terminates instantly, too. In addition to nothing it sets the output
part S' of the signal S. S" may be connected to a local or output signal.
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i

’—l>J emit S
| >~

GO L KO

Sequential execution of two statement blocks like “P;Q” is implemented by starting P on
its GO input. The termination of P is indicated by its KO output, this signal is connected
to the GO input of Q. This enables the sequential execution of P and Q:

E |E’
E E’ i
K1
P;Q
L E E’ KO
GO Q KO
K1 K1

Some additional effort must be made to propagate the completion codes up to the upper
layers of the program: The entire block terminates when Q terminates, therefore the
output KO of Q is connected to the outer KO. Higher order completion codes from K1
on are simply or-combined from both blocks P and Q. Signal emissions on E' are treated
likewise.

The basic control flow statement is the present statement. It structurally similar to the
statement sequence:

S |E |E’

E
'_D*— GO p Ko present S then
K1 [H P

else
Q

_| ,_ X0 end
E E

@* GO o KO -

K1 K1

The difference lies in the start and termination of P and Q: Signal S is and-combined
with the GO signal, with the result starting one of P or Q. As a termination criterion

GO
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for the whole block the or-combination of KO from P and Q is used as the outer KO.

The pause statement terminates the execution in the current instant and starts sequen-
tially following statements in the next instant. This behavior is influenced by suspensions
and exceptions. Neglecting these the following circuit represents the pause statement:

GO

~ KO pause

K1

A simplified implementation of pause is used here, because all cyclic dependencies in this
thesis which are illustrated as circuits do not involve suspension or exceptions.

The following circuit is a translation of the logical correct program in Section [2.4.1| on
page 22l An explicit local signal definition is added to make the instantaneous feedback
loop from the output to the input of the block visible.

A A

signal A in 1

present A then
emit A

else ﬂ
emit A GO 9
end KO
end

The small circuit to the right is a reduced version of the full circuit. It shows the same
behavior as the original circuit when the GO signal is assumed to be set continuously.
This circuit does not stabilize for certain delays on the logic gates.

The reason for this kind of unstable behavior lies in outputs of a gates which are derived
from signals which itself are not stabilized yet. Such a configuration must be rejected
to achieve stable circuits. This restriction on the circuit level is implemented by the
constructiveness of Esterel programs, because the test of constructiveness is based on
the derivation of known (stable) signal states from already known signal states.



Chapter 3

Cyclic Dependencies

The emission of signals can be conditionally executed depending on tests for the presence
of other signals. This establishes dependency relations between signals. A closed circle
of such dependency relations in an Esterel program is called a dependency cycle. Such
a cycle is problematic, because the evaluation of a condition must not be invalidated
by subsequent signal emissions. If that is possible, the program is invalid and must be
rejected.

This chapter deals with examples of different kinds of cycles in Esterel programs and an
algorithm to find these cycles automatically. The identification of cycles is a preparation
step in resolving them which is described in the next chapter.

3.1 Non-Constructive Cycles

Consider the four short Esterel programs shown in Figure [3.1] The first program NRE-
ACT involves the signal A, which is an input signal, meaning that it can be emitted by
the environment, and also an output signal, meaning that it can be tested by the envi-
ronment. Here the environment may be either the external environment of the program,
or it may consist of other Esterel modules. The body of NREACT states that if A is
present (emitted by the environment), then nothing is done, which is not problematic.
However, if A is absent, then the else part is activated: A is emitted, which invalidates
the former presence test for A. Such a contradiction is an invalid behavior of an Esterel
program; such a program is over-constrained, or not reactive, and should be rejected
by the compiler. This problem also becomes apparent when synthesizing this program
into hardware, as the gate representation of this program is an inverter with its output
directly fed back to the input. This is obviously not a stable circuit and hence forbidden
in Esterel.

The program NDET in Figure 3.1b) is similar to NREACT, but with else changed to
then. Here a presence of A will result in an emission of A in the then branch of the present
statement, which would justify taking the then branch. Conversely, an absent A will skip

29



30

module NREACT:
inputoutput A;

present A else
emit A

end

end module

(a)

CHAPTER 3. CYCLIC DEPENDENCIES

KO

module NDET:
inputoutput A,

present A then
emit A

end

end module

(b)

=

KO

module CYCLE:
inputoutput A, B;

present A then
emit B
end
1
present B then
emit A
end

end module

()

JE— =
GO - ~

(simplified)

Figure 3.1:

module SEQ:
inputoutput A;

present A then
nothing

end:;

emit A

end module

(d)

Ko

Invalid cyclic Esterel programs. The wires shown as dashed lines indicate
the cyclic dependencies.
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the emission of A. Hence, this program is under-constrained, or not deterministic. A
compiler should reject NDET. This also becomes apparent at the gate representation of
NDET, which is a driver gate that transmits the input value to the output. Now the
output is fed back to the input to map the behavior of the program. As a certain gate
delay is inevitable, this circuit may be an oscillator instead of providing stable outputs.

Programs NREACT and NDET have the same underlying problem: They involve a signal
that is self dependent. In both programs the emission of A depends on a guard containing
A. In these two examples, we have a direct self dependence, where the emission of a signal
immediately depends on the presence of a signal. However, we may also have indirect self
dependencies, in which a signal depends on itself via some other, intermediate signals.
Consider program CYCLE in Figure (c), which contains two parallel threads, both
testing for the signal emitted by the other one. However, the signals are emitted only if
the other one has been emitted already; the emission of A depends on the presence of
B and vice versa. In this case, we have a cyclic dependency, or cycle for short, and the
program should again be rejected.

The former examples all involved signal emissions guarded by predicates over signal
tests. Another kind of dependency is linked to the termination of a statement block.
Figure [3.1[d) contains such a scenario. The emission of A depends on the termination
of the preceeding present block. But that block can only be executed if the the presence
status of the tested signal A is determined for that instant. That status cannot be
determined at the point of testing, since the sequential order of statements puts the
emission of A behind the test for that signal. In fact the circuit representation of the
program contains a self dependency of signal A to itself. Therefore the program in
Figure [3.1d) is considered non-constructive.

3.2 Constructive Cycles

All four programs shown in Figure [3.1]involve non-constructive cyclic signal dependencies
and are therefore invalid, and hence of no further interest to us.

However, there are programs that contain dependency cycles and yet are valid. A
program is considered valid, or constructive, if we can establish the presence or absence
of each signal without speculative reasoning, which may be possible even if the program
contains cycles. The equivalent formulation in hardware is that there are circuits that
contain cycles and yet are self-stabilizing, irrespective of delays [5].

Consider the program PAUSE_CYC in Figure [3.2(a): the cyclic dependency consists of
an emission of B guarded by a test for A and an emission of A guarded by a test for B. At
run time, however, the dependencies are separated by a pause statement into separate
execution instants. The emission of B in the first instant has no effect on the test for B
in the second instant.

In such a case, where not all dependencies are active in the same execution instant,
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module PAUSE_CYC:
input A, B;
output C;

present A then
emit B
end;
pause;
present B then
emit A
end
I
present B then
emit C
end
end module

()

module PAUSE_ACYC:
input A, B;
output C;
signal A_, B_, ST.0,ST_1, ST 2 in
emit ST_0;
[
present [A or
(ST-1 and (B or ST_0))] then
emit B_
end:;
pause; emit ST_1,;
present [B or B_] then
emit A_
end
I
present [B or B_] then
emit C
end
J
end signal
end module

()
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module PAUSE_PREP:

input A, B;

output C;

signal A_, B, ST.0, ST_1, ST 2 in
emit ST_0O;
[

~ present [A or A] then

emit B_
end;
pause; emit ST_1;
present [B or B_] then
emit A_
end

present [B or B_] then

emit C
end

!
end signal
end module

(b)

module PAUSE_OPT:
input A, B;
output C;

signal A_, B_in
[
present A then
emit B_
end;
pause;
present [B or B_]
then
emit A_
end
I
present [B or B_]
then
emit C
end
]
end signal
end module

()

Figure 3.2: Resolving a cycle: (a) Original program with cycle between A and B,
(b) introduction of state signals and shifting the cycle on internal signals, (¢) replacement
of cycle signal A_ by an expression, (d) optimized version.
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GO|

(a)

1
B

33

(b)

Figure 3.3: Circuit representation of the program PAUSE_CYC in Figure (simpli-
fied without synchronizer): (a) Cycle path of the original program PAUSE_CYC, (b)
Transformed, acyclic, and optimized program PAUSE_OPT with new signals A_ and B_.

module DRIVER_CYC:

input D;
input Ain, Bin;
output Aout, Bout;

loop
present D then
present
[Ain or Aout]
then
emit Bout
end
else
present
[Bin or Bout]
then
emit Aout
end
end;
pause
end
end module

(a)

module DRIVER_ACYC:
input D;

input Ain, Bin;
output Aout, Bout;

loop
present D then
present
[Ain and not D and (Bin or D)]

then
emit Bout
end present
else
present
[Bin or Bout]
then
emit Aout
end
end
pause
end
end module

(b)

Figure 3.4: False cyclic dependencies in a bidirectional bus driver. The wires shown as
dashed lines indicate the cyclic dependency.
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we will call the cyclic dependency a false cycle. In contrast, the programs shown in
Figure [3.1] all contained true cycles, where all dependencies involved were present at the
same instant.

A cycle may be false because it is broken by a register, as is the case in PAUSE_CYC,
or because it is broken by a guard, as is the case in program DRIVER_CYC shown in
Figure (a). Programs that only contain false cycles are still constructive and hence
are valid programs that should be accepted by a compiler.

So far, we have considered only programs that contained true cycles and were invalid
(NREACT, NDET, CYCLE) or that contained false cycles and were valid (PAUSE_CYC,
DRIVER_CYC). However, there also exist programs that contain true cycles, with all
dependencies evaluated at the same instant, and yet are valid programs. A classic
example of a truly cyclic, yet constructive program is the Token Ring Arbiter [29];
Figure [3.5/shows a version with three stations (slightly modified version from Berry [4]).
Each network station consists of two parallel threads: one computes the arbitration
signals, the other passes a single token from one station to the next in each instant.
An inspection of the Arbiter reveals that there is a true cycle involving signals P1, P2,
and P3. However, the program is still constructive as there is always one token present
that breaks the cycle. Hence, a compiler should accept this program. Note that the
same program, but without the first thread that emits T1 in the first instant, should be
rejected. This illustrates that determining constructiveness of a program is a non-trivial
process.

3.3 Variants of Cyclic Dependencies

Besides syntactical soundness, Esterel programs must be constructive for being con-
sidered a walid Esterel program. This involves the exploration of all internal program
states which are reachable from the initial state [36]. For each of such states the succes-
sor states must be reachable with constructive reasoning. This test for constructiveness
is complex and computationally demanding. Therefore most Esterel compilers put a
stronger requirement on valid Esterel programs: Absence of cyclic dependencies. This
property is much easier to check and yields another benefit: Esterel programs without
cyclic dependencies are statically schedulable. This simplifies code generation, results
in smaller code, faster execution, and easier runtime analysis.

Unfortunately, different Esterel compilers can have different ideas of cyclicity of signal
dependencies. Additionally there is no clear hierarchy of compilers with regard to sub-
sets of accepted programs. And to make things worse, for no compiler a precise definition
of what constitutes cyclic dependencies on the Esterel level is given. The detection of
cycles presented in this work is derived from the behavior of the v5 Esterel compiler on
signal dependencies in the circuit translation of Esterel programs. For an adaption of
the cycle detection algorithm to other Esterel compilers the signal dependency rules as
formulated in Figure [3.7] on page [3§] must be checked and implemented in a modified
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module TR3_CYC:

input R1, R2, R3;
output G1, G2, G3;

signal P1, P2, P3,
T1, T2, T3
in
emit T1
|
loop % Station 1
present [T1 or P1]

VARIANTS OF CYCLIC DEPENDENCIES

loop % Station 2
present [T2 or P2]
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loop % Station 3
present [T3 or P3]

then then then
present R1 then present R2 then present R3 then
emit G1 emit G2 emit G3
else else else
emit P2 emit P3 emit P1
end end end
end ; end ; end ;
pause pause pause
end loop end loop end loop
I I I
