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viiAbstra
t I: The operators that realize a dis
rete symmetry group on a physi
al systemdes
ribing a parti
le in a magneti
 �eld furnish a proje
tive representation of the group on theparti
le states. Promoting the magneti
 ba
kground to a topologi
ally non trivial �eld, one
an still derive the magneti
 translation operators from the path integral approa
h in theirgeneral form. For that, one has to introdu
e some basi
 di�erential geometri
al te
hniques,for example the 
on
ept of a 
omplex line bundle with 
onne
tion, the wave fun
tions seenas se
tions thereof as well as holonomies along traje
tories. It is interesting to ask whethersu
h a 
onstru
tion 
an be extended to the 
ase of a propagating string, making use of similargeometri
al te
hniques. In the higher dimensional string 
ase, the magneti
 �eld is a 3-form,the so 
alled Kalb-Ramond �eld strength. To derive the operators that lift the group a
tionto the states, one has to 
onstru
t the magneti
 amplitudes in terms of the lo
ally given �elds.On
e 
onstru
ted, the translation operators turn out to generate a braided quasi quantumgroup whi
h is the twisted version of the Drinfel'd quantum double of a �nite group algebra.The 3-
o
y
le providing the twist is related to the Kalb-Ramond �eld by a series of de Rham,�Ce
h and group 
ohomologi
al equations �nding their natural framework in a tri
omplex.As a Hopf algebra, the algebra generated by the magneti
 translations 
omes equipped withsome algebrai
 ingredients, that �nd their physi
al 
ounterpart in operations on magneti
amplitudes. For example, the 
oprodu
t provides the representation of a string intera
tionpro
ess given by a world-sheet having the shape of a pair of pants. A braided Hopf algebraallows for a representation of the braid group on the tensor 
ategory of its modules, whi
hbe
omes as su
h a braided monoidal 
ategory. This allows to identify the Hilbert spa
esof string states with obje
ts of the 
ategory. It is rather amazing that su
h a non-trivialalgebrai
 stru
ture pops up almost automati
ally by the requirement of gauge invarian
e andthe 
ommutation of translations with propagation.Abstra
t II: Quantum �eld theory lies at the root of our 
urrent understanding ofelementary parti
les. A more general formulation of perturbative QFT on proje
tive modulesover non
ommutative algebras is proposed. In non
ommutative geometry, proje
tive mod-ules are the non
ommutative analogues of ve
tor bundles being the natural re
epta
les formatter �elds. This leads to the 
onstru
tion of a �eld theory on a Heisenberg module overnon
ommutative tori. It is proven to be 1-loop renormalizable and highly sensitive to thenumber-theoreti
al aspe
t of the deformation parameter. The problem of UV/IR mixing isen
ountered whi
h 
an be 
ured at the pri
e of introdu
ing a non-lo
al 
ounter-term whi
h isa

eptable in NCQFT.Abstra
t III: One of many appli
ations of non
ommutative geometry is the 
onstru
-tion of the standard model of parti
le physi
s. The so 
alled almost 
ommutative standardmodel uses spe
tral triples as its appropriate des
ription. The �nite part of su
h a triple
onsists of a dire
t sum of matrix algebras leading to their 
lassi�
ation in terms of Krajewskidiagrams. One 
an investigate whether the standard model takes a prominent position withinall irredu
ible Krajewski diagrams whi
h are 
lassi�ed using an algorithm implemented on a
omputer. It is shown that this is indeed the 
ase.
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ixKurzfassung I: Diskrete Translationen des quantenme
hanis
hen Systems eines Teil-
hens im magnetis
hen Feld können nur dur
h projektiv wirkende Operatoren auf den Zustän-den dargestellt werden. Die allgemeine Form dieser Operatoren kann mit Hilfe des Pfadin-tegralformalismus hergeleitet werden, selbst wenn das Hintergrundfeld topologis
h als ni
ht-trivial angenommen wird. Dafür sind Grundkonzepte der Di�erentialgeometrie erforderli
h,wie das des komplexen Linienbündels mit Zusammenhang, Wellenfunktionen als S
hnittedarüber oder Holonomien entlang von Trajektorien. Es stellt si
h die Frage, ob derlei ge-ometris
he Te
hniken au
h auf einen propagierenden String übertragen werden können. Indiesem Fall nämli
h, ist das Magnetfeld eine 3-Form; das so genannte Kalb-Ramond-Feld.Um die Operatoren herzuleiten, die die Gruppenwirkung auf die Zustände liften, muÿ diemagnetis
he Amplitude mit Hilfe der lokal gegebenen Ei
hfelder konstruiert werden. Die kon-struierten Operatoren erweisen si
h als Generatoren einer gezopften Quasiquantengruppe: diegetwistete Version des Drinfel'd's
hen Quantendoppels einer endli
hen Gruppenalgebra. Dasden Twist verursa
hende 3-Kozykel ist dur
h eine Reihe von De Rham-, �Ce
h- und gruppenko-homologis
hen Glei
hungen, die auf natürli
he Weise einem Trikomplex entspringen, mit demKalb-Ramond-Feld verknüpft. Bestimmte Elemente der konstruierten Hopfalgebra spiegelnsi
h in Operationen auf magnetis
hen Amplituden wider; zum Beispiel stellt ihr Koprodukt diekorrekte Darstellung auf Weltlaken in Form einer Hose dar. Als gezopfte Hopfalgebra erlaubtsie zusätzli
h die Konstruktion einer Darstellung der Zopfgruppe auf der Tensorkategorie ihrerModuln, womit diese Kategorie eine Zopfung erhält. Die Hilberträume der Stringzuständekönnen mit Objekten der Kategorie identi�ziert werden. Es ist erstaunli
h, daÿ eine sol
hni
ht-triviale algebrais
he Struktur allein dur
h die Forderung der Ei
hinvarianz und der Ver-taus
hbarkeit von Translationen und Propagationen zum Vors
hein kommt.Kurzfassung II: Quantenfeldtheorie liegt unserem momentanen Verständnis der El-ementarteil
henphysik zu Grunde. Hier wird eine verallgemeinerte Formulierung von per-turbativer QFT auf projektiven Moduln über ni
ht-kommutativen Algebren vorgestellt. Inder ni
ht-kommutativen Geometrie �nden Vektorbündel ihre Entspre
hung in projektivenModuln, wobei die Materiefelder als wertig im Modul angesehen werden. Als Beispiel führtdies zu einer Quantenfeldtheorie auf einem Heisenberg-Modul über ni
ht-kommutativen Tori.Es wird gezeigt, daÿ die so erhaltene Theorie bis eins
hlieÿli
h zur ersten S
hleifenordnungrenormierbar ist, wobei si
h eine interessante Sensitivität bezügli
h des Deformationsparam-eters herausstellt. Das auftretende Problem der UV/IR-Mis
hung kann dur
h die Einführungeines in der ni
ht-kommutativen Feldtheorie dur
haus erlaubten ni
ht-lokalen Gegentermsbehoben werden.Kurzfassung III: Eine Anwendung der ni
ht-kommutativen Geometrie ist die Kon-struktion des Standardmodells der Elementarteil
henphysik. Das fast-kommutative Standard-modell basiert auf spektralen Tripeln. Der endli
he Teil eines sol
hen Tripels besteht aus einerdirekten Summe von Matrixalgebren, was zu ihrer Klassi�zierung mit Hilfe von Krajewski-Diagrammen führt. Die Klassi�zierung von Krajewski-Diagrammen entspri
ht der Su
he na
hirreduziblen Diagrammen und beruht auf einem Algorithmus, der re
hnerunterstützt ablaufenkann. Es stellt si
h heraus, daÿ das zum Standardmodell zugehörige Krajewski-Diagram eineausgezei
hnete Position in der Menge aller Irreduziblen einnimmt.
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xiRésumé I: Les translations d'un système quantique dé
rivant une parti
ule dans un
hamp magnétique peuvent être représentées sur les états par des opérateurs qui forment unereprésentation proje
tive. La forme générale de 
es opérateurs s'obtient en utilisant le formal-isme des intégrales fon
tionnelles, même si le 
hamp de fond est topologiquement non-trivial.La 
onstru
tion né
essite des 
on
epts basiques de géométrie di�érentielle, par exemple le
on
ept de �bré en droite 
omplexe ave
 
onnexion et également l'interprétation des fon
-tions d'ondes 
omme des se
tions de �bré. On peut se poser la question de savoir si de telleste
hniques géométriques peuvent être transférées au problème d'une 
orde qui se propage.Dans 
e 
as là, le 
hamp magnétique devient une 3-forme nommée 
hamp de Kalb-Ramond.Pour la 
onstru
tion des opérateurs de translations, il faut 
onstruire l'amplitude magnetiqueen termes des 
hamps de jauge lo
aux. Il se trouve qu'ils engendrent un groupe quantiquetressé : C'est la version twistée du double de Drinfel'd d'une algèbre d'un groupe �ni. Le3-
o
y
le 
ausant le twist est relié aux 
hamps de Kalb-Ramond par une série d'équations
ohomologiques de De Rham et �Ce
h et des relations de la 
ohomologie des groupes, les trois
ohomologies se 
ombinent naturellement dans un tri
omplexe. Quelques éléments de 
ettealgèbre de Hopf peuvent être 
ompris par 
ertaines opérations sur les amplitudes magnétiques.Par exemple, le 
oproduit représente les translations magnétiques des surfa
es de type 'pan-talon'. Comme l'algèbre de Hopf est tressée, elle permet de représenter aussi le groupe destresses sur la 
atégorie des modules. Par 
onséquent la 
atégorie est equipée d'un 'tressage' etles espa
es de Hilbert des états de 
ordes peuvent être identi�és ave
 des objets de la 
atégorie.C'est très étonnant qu'une telle stru
ture apparaît simplement en demandant l'invarian
e dejauge et la 
ommutativité des translations ave
 la propagation.Résumé II: La des
ription et la 
ompréhension de la physique des parti
ules élémen-taires repose sur la théorie des 
hamps quantiques. I
i, une généralisation de la théoriedes 
hamps quantiques dans des modules proje
tives sur des algèbres non-
ommutatives estprésentée. En utilisant la géometrie non-
ommutative, un �bré ve
torielle peut être de
ritpar un module proje
tif, dans lequel les 
hamps prennent leurs valeurs. L'exemple présentéest une théorie dans un module de Heisenberg sur le tore non-
ommutatif. Il est montré que
ette théorie est renormalisable à une bou
le, rendant visible une sensitivité intéressante ausujet du paramètre de déformation. Le problème de la présen
e du mélange UV/IR peutêtre empê
hé en introduisant un 
ontre-terme non lo
al qui est a

eptable pour la théorie des
hamps non-
ommutative.Résumé III: La 
onstru
tion du modèle standard des parti
ules élémentaires représenteune appli
ation de la géométrie non-
ommutative. Le modèle presque-
ommutatif est basésur les triplets spe
traux. La partie �nie d'un tel triplet 
onsiste en une somme dire
ted'algèbres matri
ielles, rendant possible la 
lassi�
ation des triplets �nis par l'utilisation desdiagrammes de Krajewski. Cette 
lassi�
ation est équivalente à l'analyse des diagrammesde Krajewski irrédu
tibles et est basée sur un algorithme qui peut être implémenté sur unordinateur. En e�et il se trouve que le diagramme représentant le modèle standard o

upeune pla
e distinguée parmi l'ensemble des diagrammes irrédu
tibles.
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CHAPTER 1Introdu
tion
In most physi
al situations 
lassi
al and quantum me
hani
al problems are modelled takingfor granted topologi
ally trivial 
on�guration spa
es, for example a parti
le in R3 or harmoni
os
illators. Classi
al symmetries of the system under 
onsideration are then naively expe
tedto be left unbroken in the quantum regime. Generally, symmetries of a 
lassi
al system aregroups G of transformations of the underlying spa
e whi
h have to be lifted to the quantumHilbert spa
e, i.e. by a representation of G in terms of operators a
ting unitarily on thequantum states. In some situations, however, the pro
edure of �nding an adequate Hilbertspa
e and the 
orresponding algebra of self-adjoint operators represented on the Hilbert spa
eis not unique, but su�ers from the appearan
e of ambiguities whi
h parametrize inequivalentquantization s
hemes. This e�e
t 
an always be observed, if the 
on�guration spa
e under
onsideration is no longer simply 
onne
ted, i.e. it has a non-trivial �rst homotopy group.Su
h problems are normally atta
ked using the formalism of geometri
 quantization [1℄ (GQ)whi
h provides one of the most rigorous quantization pres
riptions. Espe
ially the link be-tween 
lassi
al me
hani
s and quantum me
hani
s is made 
lear, be
ause it uses the languageof symple
ti
 geometry, the underlying geometry of 
lassi
al me
hani
s. Geometri
ally, GQuses the 
on
ept of 
omplex line bundles with 
onne
tion, the symple
ti
 form being a notne
essarily globally exa
t 2-form on phase spa
e M. As a 
onsequen
e, the prequantum linebundle must be taken to be non-trivial as well, leading to the famous quantization ambiguitiessu
h as θ-va
ua. The existen
e itself of su
h a bundle with 
urvature resides on the integra-bility 
ondition for the symple
ti
 form, that is, it must belong to the integral 
ohomologygroup H2(M, 2πZ) and equivalen
e 
lasses of lo
al data de�ning the bundle turn out to be a
H1(M, U(1))-torsor.In geometri
al terms something similar happens if one is interested in topologi
ally non-trivial ba
kground �elds. Probably one of the �rst examples is that of the motion of a parti
lein the �eld of a magneti
 monopole of Dira
. In this 
ase it is not natural to regard wavefun
tions merely as fun
tions over the 
on�guration spa
e but to interpret them as beingse
tion of a 
omplex line bundle with 
onne
tion. The magneti
 �eld is then the 2-form
urvature of su
h a bundle equipped with a 
onne
tion 1-form giving rise to the ba
kground3



4 Introdu
tion�eld only lo
ally. As a 
onsequen
e, the magneti
 ba
kground is globally de�ned but notexa
t. Thus, topologi
ally non-trivial ba
kground �elds require the appli
ation of di�erentialgeometry. In la
k of a globally exa
t 2-form, the passage to quantum me
hani
s via Feynman'spath integral formalism leads to 
ompli
ations due to the non-existen
e of a global a
tionwhi
h should be summed over all traje
tories yielding the probability amplitude. However,this problem 
an be over
ome by interpreting transition amplitudes no more as 
omplexnumbers but rather as linear maps between the �bres of the line bundle. Topologi
al terms inthe a
tion are then simply obtained by parallel transport along the paths. In this 
ontext a
lassi
al symmetry is realized as di�eomorphisms a
ting on the base manifold M leaving theba
kground �eld invariant. However, this does not have to give rise to a symmetry of quantumme
hani
s. Sin
e the obje
t under 
onsideration is a bundle with 
onne
tion, a di�eomorphismon M should be liftable to an isomorphism between the respe
tive line bundle and its pull-ba
k. This may fail, for example, if the spa
e is multiply 
onne
ted, i.e. H1(M, U(1)) 6= 1.But even if G is liftable to the bundle and H1(M, U(1)) is trivial, in general one obtains ana
tion of a 
entral extension of G by U(1), that is, a proje
tive representation of G on thespa
e of quantum states.The problem of a globally ill de�ned a
tion also exist in two-dimensional topologi
al �eldtheory [2℄. Here, 
losed but not exa
t 3-forms play the r�le of the magneti
 �eld des
ribedabove and the holonomies are integrals over a 2-form potential along a surfa
e. This is the ad-equate framework to study the propagation of a string 
oupled to this 'magneti
 ba
kground',whi
h is now 
alled Kalb-Ramond �eld. Sin
e the string is a higher-dimensional obje
t it isquite natural to in
rease the degree of the involved di�erential forms. Geometri
ally, however,the question is to �nd the 
orresponding mathemati
al obje
t whi
h is 
apable of arrangingthe lo
al �eld 
omponents, as is the 
ase for a bundle with 
onne
tion. It turns out that thisis the 
on
ept of gerbes [3℄. The task is thus to 
ombine these ideas and to try to de�ne mag-neti
 translation operators a
ting on string states. Sin
e in the parti
le's 
ase these operatorsform a proje
tive representation and generate a twisted group algebra, one is interested in asimilar 
onstru
tion for strings and, as su
h, one aims at analyzing the algebrai
 stru
turethat arises from 'stringy magneti
 translations'. This part of the thesis is devoted to �llingthis gap.Inspired by string 
ompa
ti�
ations on orbifolds M/G, the operators of magneti
 trans-lations will be derived for open string states that 
lose up to an element of G, the so 
alledtwisted se
tors. Orbifolds arose in string theory out of the desire to �nd realisti
 models of
ompa
ti�
ation that are still exa
tly solvable in 
ontrast to the mu
h more 
ompli
ated 
aseof Calabi-Yau internal manifolds [4℄. However, the 
onstru
tion of a real orbifold theory interms of proje
ting to the G-invariant sub-Hilbert spa
e is not what is targeted, but the aimis rather to �nd �eld relations and group a
tions on the �elds to 
onstru
t a valid a
tion fortwisted se
tors. As it turns out, these relations 
an be found solving 
ohomologi
al equationswhi
h makes it possible to adapt the well known lo
al 
onstru
tion of the two-dimensionalholonomies to the twisted se
tors.As a matter of fa
t, the 
onstru
tion of stringy magneti
 translations T is quite straight-



5forward. As a guiding prin
iple, their derivation is obtained using their 
ommutation withpropagation,
T = T.Mu
h more impressive is the result of the analysis of the algebrai
 stru
ture they generate ifstring intera
tion are taken into a

ount. S
hemati
ally, this starts with a basi
 intera
tionpro
ess,

T = ∆(T ),where ∆ stands for the most important part of a 
oalgebra stru
ture, the 
oprodu
t. It isgenerally believed that quantum groups play an important r�le as generalized symmetries ofquantum systems. Following [5, 6℄ quantum groups, or spe
ial kinds of Hopf algebras, giverise to more general transformation laws of states of a physi
al system, in
orporating rather'exoti
' features like non-asso
iativity or braided statisti
s. Although this arises in a di�erent
ontext here, it is what is met in a quite distin
t manner: The magneti
 translations of thetwisted string states generate a braided quasi Hopf algebra, or quasi-triangular quasi Hopfalgebra. The advantage of the 
onstru
tion presented here is indeed its geometri
al origin.All algebrai
 
omponents have their 
ounterpart in 
ertain operations on string amplitudes,introdu
ing the produ
t, 
oprodu
t as well as the braiding and quasi-asso
iativity. This isdue to the fa
t that the Hilbert spa
es of string states 
arry a representation of the underlyingalgebra A and 
an be identi�ed as A-modules. Su
h modules generally represent the obje
tsof a tensor 
ategory, whi
h be
omes braided monoidal in the quasi quantum group 
ase.The �rst part of this thesis is organized as follows:Chapter two: This 
hapter shall serve as a preparation for the 
onstru
tions to beapplied to strings. More pre
isely, the operators realizing magneti
 translations on the parti
lestates are derived both in the 
anoni
al and the path integral formalism. In the 
anoni
alformalism, the extra phases that a

ompany magneti
 translations due to the appearan
e ofa 2-
o
y
le are identi�ed with isomorphisms between equivalent line bundles with 
onne
tion.For the path integral approa
h, the magneti
 amplitude is 
onstru
ted out of the lo
al data ofthe 
omplex line bundle with 
onne
tion. The assumed translation symmetry of the physi
alsystem translates into the 
ommutation of translation with propagation. The te
hniques to beintrodu
ed here will be dire
tly 
arried over to the next 
hapter dealing with the propagationof strings.Chapter three: In order to implement the group a
tion on the gauge �eld 
ompo-nents of the Kalb-Ramond potential appearing in the topologi
al term of the string a
tion,a tri
omplex is introdu
ed as a general tool. It provides a 
onvenient method to generate
ohomologi
al �eld equations relating equivalen
e 
lasses of lo
al data of gerbes by 
ombining�Ce
h/De Rham 
ohomology with group 
ohomology. Gerbes are introdu
ed be
ause their lo-
al data is ne
essary to 
onstru
t the magneti
 amplitude for a propagating string, in analogyto what has been done for the parti
le. This gives rise to the operators of stringy magneti




6 Introdu
tiontranslations represented on string states. The operators turn out to ful�ll a proje
tive mul-tipli
ation law similar to the parti
le's 
ase. However, string amplitudes are des
ribed byRiemannian surfa
es and permit to en
ode intera
tions. It is therefore expe
ted that the
onstru
ted operators of stringy magneti
 translations respe
t a ri
her algebrai
 stru
ture. Itturns out that this algebrai
 stru
ture is that of a twisted Drinfel'd quantum double of a �nitegroup algebra whi
h is a braided quasi Hopf algebra.Chapter four: This 
hapter is devoted to a short survey of Hopf algebras. As amathemati
al interlude, it should be understood as providing the ne
essary mathemati
alba
kground in order to fully appre
iate the stru
ture that has been found to arise solely fromanalyzing magneti
 amplitudes together with some physi
al requirements, for example gaugeinvarian
e. Basi
ally, this 
hapter gives a list of some te
hniques and de�nitions appearing inthe 
ontext of Hopf algebras parti
ularly suited for the understanding of the twisted quantumdouble. The notations introdu
ed here will be used in the su

eeding 
hapter.Chapter five: The geometri
al nature of string amplitudes allows for the des
riptionof string intera
tions en
oded by the topology of the asso
iated Riemannian surfa
es. Tobegin with, the simplest intera
tion is analyzed whi
h 
orresponds to a world-sheet with theshape of a pair of pants. This gives rise to an additional algebrai
 stru
ture, namely the
oprodu
t. Again it pops up solely by the asking for gauge invarian
e and the dynami
alinvarian
e with respe
t to the group a
tion. Making 
onta
t with the representation theoryof this Hopf algebra in the 
ontext of monoidal 
ategories, one 
an translate the de�ningfeatures of the algebra to operations on string states. Quasi 
oasso
iativity leads to a non-asso
iative behavior of string disintegrations related by the Drinfel'd asso
iator on the levelof amplitudes. Further, it is shown that the algebra generates the mapping 
lass group of anarbitrary surfa
e by Dehn twists and a representation of the braid group. Finally, the antipodeand the 
ounit take their r�le as trivial representation on va
uum states and reinterpretationsof propagators by orientation reversing operations on the boundary of the string world-sheet.Dis
rete torsion turns out to be a Drinfel'd twist.Chapter six 
loses with some 
on
luding remarks.This �rst part of the thesis to be presented bases upon a 
ollaboration with Dr. ThomasKrajewski from the Centre de Physique Théorique (CPT) in Marseille. A shorter version ispubli
ly available [7℄ and is going to be submitted to the Journal of High Energy Physi
s(JHEP).



CHAPTER 2A parti
le in a magneti
 field
The purpose of this 
hapter is the expli
it 
onstru
tion of the magneti
 amplitude of a parti
lein a topologi
ally non-trivial ba
kground magneti
 �eld. This will serve as a preparationfor the 
ase of a string, whi
h turns out to have a mu
h ri
her stru
ture, 
aused by theinvolved di�erential forms of higher degree. For the parti
le, we analyze the lo
al data of a
omplex Hermitian line bundle with 
onne
tion whi
h serves as the point of departure for the
onstru
tion of the operators of magneti
 translations. The magneti
 translations are derivedfrom the magneti
 amplitude entering the path integral formula of the propagator.� 2.1 Path integral and topologyIn quantum me
hani
s, the transition amplitude for a physi
al system is governed by the uni-tary evolution operator e

i
~
Ĥt, where Ĥ is the self adjoint Hamiltonian des
ribing the dynami
sof the system. A

ording to the standard path integral formulation, the transition amplitudeto �nd the system at a given (�nal) time t′ in the state |y, t′〉 if it has been in the state |x, t〉at (initial) time t is given by the kernel

K(y, t′;x, t) =

∫
[Dϕ(τ)] e

i
~

R t′

t
dτ L(ϕ(τ),ϕ̇(τ)), (2.1)where L(ϕ, ϕ̇) is the Lagrangian and the (suitably normalized) integration measure [Dϕ] is
onventionally understood as the (in�nite) summation over all possible paths with ϕ(t) ≡ xand ϕ(t′) ≡ y. (Note, that even for a free parti
le, L = 1
2mϕ̇

2 the exa
t 
al
ulation of the pathintegral (2.1) is te
hni
ally rather involved. Pra
ti
ally this is done by taking the dis
retizedversion and solving the appearing Gauÿian integrals. Di�
ulties enter mainly be
ause, forGauÿian integrals, one has to 
ompute the determinant of the matrix in the quadrati
 term,whi
h be
omes (in the limit) an in�nite dimensional tri-diagonal matrix [8℄.) From now on,let M denote the 
on�guration spa
e. The kernel K(y, t′;x, t) evolves a wave fun
tion Ψ(x, t)a

ording to
Ψ(y, t′) =

∫

M

dx K(y, t′;x, t) Ψ(x, t) (2.2)7



8 A parti
le in a magneti
 fieldand 
onservation of probability 
an be understood as the 'gluing' of propagators
K(z, t′′;x, t) =

∫

M

dy K(z, t′′; y, t′) K(y, t′;x, t) (2.3)with a �xed intermediate time t′′ > t′ > t.Throughout this thesis, a path shall be denoted by a map ϕ : [a, b] → M from a �xedinterval [a, b] into the manifold M. Furthermore, the Eu
lidean propagator will be workedwith, 
onveniently written as (~ = 1)
K(y, x) =

∫

ϕ(a)≡x
ϕ(b)≡y

[Dϕ] e−S[ϕ], (2.4)with the measure [Dϕ] respe
ting the indi
ated boundary 
onditions of the map ϕ. TheEu
lidean a
tion fun
tional is represented by S[ϕ]. Most of the time, time parameters will beomitted, but one should keep in mind the quantum me
hani
al 
ausal meaning of a propagator.The previous well known de�nitions are appli
able only for topologi
ally trivial 
on�gu-ration spa
es. There are interesting phenomena arising from 
on�guration spa
es whi
h arenot so simple in the topologi
al sense. Generally, these 
ases 
an be treated if one dares toapply the 
on
ept of line bundles and geometri
 quantization (GQ) [1, 9, 10℄. A possiblenon-triviality of the underlying spa
e translates into the non-triviality of the 
onstru
ted linebundle and as a 
hara
teristi
 feature, all obje
ts in
luding derivations, �elds and operatorsare well de�ned only lo
ally. For example, wave fun
tions are bundle valued, i.e. they arese
tions over the 
orresponding bundle instead of being merely fun
tions on M. Furthermore,if elements of an a
tion fun
tional are de�ned only lo
ally, it is hard to write down a transitionamplitude in the path integral formalism. In this 
ase, K(y, x) 
an only be interpreted as amap between the �bre at x and the �bre at y of the bundle [2℄, and as su
h it 
arries �Ce
hindi
es pertaining to the open sets used to 
over x and y. This is parti
ularly importantif the Lagrangian 
ontains the 
oupling to a (possibly only lo
ally de�ned) magneti
 ve
torpotential, sin
e one has to 
al
ulate the holonomy along the path to write down the a
tion.This is one of the main aspe
ts to be 
onsidered in the sequel.Non-simply 
onne
ted spa
esTo give an example, depending on the topologi
al stru
ture of the spa
e, one 
an understandone of the �rst important results in geometri
 (pre-)quantization by path integral 
onsidera-tions. The result is that in GQ, one �nds inequivalent quantizations of the same theory whi
hare identi�ed mathemati
ally with inequivalent Hermitian 
omplex line bundles. Those are
lassi�ed by �at line bundles representing elements of the 
ohomology group H1(M, U(1)).The latter group may be viewed as that of 
hara
ters of the fundamental group π1(M) of M.In one of the subsequent se
tions, this fa
t will be derived from the lo
al data of a line bundle.In a simple path integral approa
h, suppose M is multiply 
onne
ted∗. The set of allpaths between two arbitrary �xed points x, y ∈M 
an be reorganized into equivalen
e 
lasses
∗Simply 
onne
ted: Every 
losed 
urve 
an be 
ontra
ted to a point, H1(M, U(1)) is trivial.



2.1 Path integral and topology 9of homotopi
 paths. It is this stru
ture whi
h is re�e
ted by the �rst homotopy group. Tomaintain the pi
ture of the path integral, one is then tempted to 
arry it out separately in ea
hhomotopy 
lass. It was shown by S
hulman [11℄, that if the fundamental group is not trivial,the kernel K(y, t′;x, t) 
an be de
omposed into a 
omplex-weighted sum of sub-amplitudes
Kγ(y, t′;x, t) indexed by an element γ ∈ π1(M),

K(y, t′;x, t) =
∑

γ∈π1(M)

χ(γ) Kγ(y, t′;x, t), (2.5)with χ(γ) some 
omplex weights. Ea
h Kγ is given by (2.1) but with a measure [Dϕ]γ takingonly paths from the 
lass labeled by γ. Then, (2.3) requires that the χ(γ) be phases [12℄,
χ(γ)χ(γ′) = χ(γ′ + γ), |χ(γ)| = 1. (2.6)In other words, χ(γ) must furnish a one-dimensional representation of the fundamental group

π1(M). The problem is the ambiguity in the quantization pro
ess, sin
e a priori, there arein�nitely many inequivalent one-dimensional representations of π1(M). For example, on a2-torus T2 = S1 × S1, the fundamental group is π1(T2) = Z2, and χ will map an element
n ∈ Z2 to e2πiθ·n, with θ ∈ [0, 1] × [0, 1] ⊂ R2 being 
ompletely arbitrary.This is a general result and always appears if the 
on�guration spa
e of a system is nolonger simply 
onne
ted. Thus it turns out that the inequivalent quantizations are 
lassi�edby

Hom(π1(M), U(1)) (≃ H1(M, U(1))), (2.7)i.e. the set of unitary equivalen
e 
lasses of one dimensional representations of the fundamentalgroup (or the equivalent 
lasses of �at line bundles with 
onne
tion). This stru
ture is alsoknown as θ-angles or va
uum-angles and lies at the origin of various physi
al phenomena likestatisti
s of identi
al parti
les, the Aharonov-Bohm e�e
t or the QCD va
uum angle.Periodi
ity 
onditionsQuantum me
hani
ally, the 
omplex ambiguity from (2.5) 
an be viewed as a 
hoi
e forboundary 
onditions of the wave fun
tion. For that, 
onsider the simple example of thequantization of a parti
le (m = 1) 
on�ned to S1 (i.e. the 
ir
le). With the simple Hamiltonian
Ĥ = −~

2∂
2
ϕ one 
an dire
tly 
al
ulate the kernel:
K(ϕ1, t1;ϕ0, t0) = 〈ϕ1|e−

i
~

Ĥ(t1−t0)|ϕ0〉 =
∑

n

Ψn(ϕ1)Ψ
∗
n(ϕ0)e

− i
~
En(t1−t0), (2.8)by insertion of a 
omplete set of energy eigenstates, whi
h are given by Ψn(ϕ) = 1√

2π
einϕ withenergy eigenvalues En = ~

2n2

2 . These eigenfun
tions are periodi
, i.e. Ψn(0) = Ψn(2π). UsingPoisson resummation∑n f(n) =
∑

k f̂(k) with the Fourier transform f̂(k) =
∫
dn e−2πinkf(n),one 
an dire
tly perform the sum (2.8). The result is

K(ϕ1, t1;ϕ0, t0) =
∑

k

χ(k)
1√

2πi~(t1 − t0)
exp

{
i

2~

((ϕ1 + 2πk)− ϕ0)
2

(t1 − t0)

}
. (2.9)



10 A parti
le in a magneti
 fieldWith χ(k) = 1, ∀k, introdu
ed for 
onvenien
e, this is nothing but the sum over K̃((ϕ1 +

2πk), t1;ϕ0, t0), i.e. K̃ is exa
tly the solution of (2.1) for a free parti
le on R. The tildenotation shall indi
ate that it is the free propagator on the universal 
overing spa
e of S1,that is, R. Clearly, this is a de
omposition into homotopi
 equivalen
e 
lasses of paths, sin
efor ea
h k ∈ Z, the end point (ϕ1 + 2πk) is shifted by an element of the fundamental group,whi
h is, for the 
ir
le, π1(S
1) = Z. We 
an thus identify Kγ and γ ∈ π1(M) in (2.5) with

K̃((ϕ1 + 2πk), t1;ϕ0, t0) ≡ K̃k and k ∈ π1(S
1).But what about the weights χ(γ) all equal to one? For that, simply re
al
ulate the kernel(2.8), but this time with quasi-periodi
 boundary 
onditions for the energy eigenfun
tions,i.e. Ψn(0) = e2πiθ Ψn(2π), where θ is an arbitrary parameter. The appropriate states are

Ψn(ϕ) = 1√
2π

ei(n−θ)ϕ with energies En = ~
2

2 (n− θ)2. Inserting this data into the sum in (2.8)yields
K(ϕ1, t1;ϕ0, t0) =

1

2π

∑

n

exp

{
−i(n− θ)(ϕ1 − ϕ0)−

i~

2
(n− θ)2(t1 − t0)

}
. (2.10)This sum is (after Poisson resummation) equal to (2.9) for χ(k) = e2πiθk. The quasi-periodi
ityis an arbitrary parameter, sin
e |Ψn|2 stays periodi
. Nonetheless, di�erent values of θ 
or-respond to di�erent energy spe
tra, i.e. di�erent physi
s. The mathemati
al quantizationpro
edure itself is 
onsistent in ea
h 
ase, but the experiment has to de
ide whi
h version isrealized by nature.Indistinguishable parti
lesThe 
on�guration spa
e 
an even be more abstra
t and generally needs not to be interpretedas a real spa
e where a parti
le is moving in. The path integral approa
h, however, staysvalid and there are more bizarre topologi
al phenomena. For example, 
onsider a system of

N indistinguishable identi
al parti
les moving on Rd. The 
on�guration spa
e MN will bedi�erent from (Rd)N , sin
e one should identify 
on�gurations whi
h di�er only by the orderof the parti
les. Furthermore, there are never 2 parti
les at the same pla
e, so one has toremove the diagonal. Generally, then, the 
on�guration spa
e is
MN = ((Rd)N −∆)/ΣN , (2.11)with

∆ =
{

(r1, ..., rN ) ∈ (Rd)N | ri = rj whenever i 6= j
}
, (2.12)where the quotient with respe
t to the permutation group ΣN was taken as well. It turns outthat the fundamental group of MN is given [13℄ by

π1(MN ) =

{
ΣN if d ≥ 3

BN if d = 2
(2.13)with BN being the Artin braid group. Su
h 
onsiderations (whi
h I will not follow here)lead to anyoni
 behavior, for example the anyoni
 statisti
s of parti
les 
on�ned to a two-dimensional surfa
e in the quantum Hall regime. The braid group be
omes important whenmagneti
 translations for strings will be analyzed.



2.1 Path integral and topology 11Topologi
ally non trivial ba
kground fieldsThe path integral formulation of the transition amplitude is very 
onvenient if one is interestedin, say, a 
harged parti
le in a magneti
 �eld ~B. In this 
ase, the e�e
t of a magneti
 �eld isto repla
e the integrand in (2.4) by
e−S[ϕ] B−field−−−−−→ e−S[ϕ]A[ϕ], (2.14)where A[ϕ] shall be referred to as the magneti
 amplitude. It 
ontains the ve
tor potential ~Aintegrated along the 
hosen paths. As a 
onsequen
e, a quantum me
hani
al parti
le movinginside a magneti
 �eld along a path ϕ from x to y pi
ks up a phase
A[ϕ] = exp{ ie

~c

∫

ϕ

~A · d~x} (2.15)whi
h is nothing but the 'holonomy' of ~A along ϕ.However, there is a type of topologi
al 
on�gurations that might pose quantization prob-lems, namely ba
kground �elds that are given only lo
ally. A prominent example is a parti
lemoving in the �eld of Dira
's magneti
 monopole [14℄ whi
h 
asts light on the fas
inatingrelationship between physi
s and geometry. Dira
 ignored the divergen
e-free magneti
 �eldand thus one of Maxwell's equations by assuming
~∇ · ~B = ̺M 6= 0 (2.16)be
ause he felt that su
h an obje
t is worth thinking about anyway. His Gedankenexperimentopened the door for di�erential geometry to enter physi
s. The problem is, even if there is awell de�ned magneti
 �eld everywhere on
M = R3\{0}, (2.17)there is no globally non-singular ve
tor potential su
h that ~B = ~∇ × ~A. One says that ~Bis not globally exa
t. The topology of the problem is that of a sphere S2 with the monopolelo
ated at the origin ̺M (~x) = 4πgδ3(~x), and 
al
ulating

∫

S2

~B · d~S =

∫

V
̺M (~x) d3~x = 4πg 6= 0 (2.18)as well as ∫

S2

~B · d~S =

∫

∂S

~A · d~x = 0 (2.19)leads to a 
ontradi
tion. The solution is to 
hoose at least two ve
tor potentials ~A+ and
~A− on di�erent domains U+ and U− 
overing the upper and lower hemisphere of S2 with anon-vanishing interse
tion U+ ∩ U−. Sin
e ~B = ∇ × ~A±, both ve
tor potentials must di�eron the interse
tion by a gauge transformation

~A− − ~A+ = ~∇Λ. (2.20)



12 A parti
le in a magneti
 fieldWithout going into the 
omputational details†, an appropriate 
hoi
e would be in spheri
al
oordinates (r, φ, θ)
~A+ = g 1−cos θ

r sin θ φ̂ on U+

~A− = −g 1−cos θ
r sin θ φ̂ on U−

(2.21)su
h that one 
an �nd Λ(φ) = −2gφ. Sin
e a gauge transformation also involves the wavefun
tions,
ψ− = exp{ ie

~c
Λ}ψ+, (2.22)
onsisten
y at the 
oordinates φ = 0 ↔ φ = 2π leads to the quantization of the monopole
harge, i.e.

g =
~c

2|e|n , n ∈ N. (2.23)The natural mathemati
al obje
t is thus given by a manifold M whi
h has to be 
overedwith open sets {Ui}. For ba
kground �elds, on ea
h su
h open set Ui there is de�ned ave
tor potential Ai and on every interse
tion Ui∩Uj, the two ve
tor potentials Ai and Aj arerelated by a gauge transformation. This leads automati
ally to the 
on
ept of line bundleswith 
onne
tion, where the transition fun
tions play the role of gauge transformations andthe se
tions over the bundle represent the wave fun
tions. All these geometri
al relations willbe spe
i�ed in more detail in one of the following se
tions. Dira
's �ux quantization 
an thenbe understood as B (viewed as the 
urvature of the respe
tive line bundle) belonging to a
ertain 
ohomology group H2(M, 2πZ).In that 
ase, the a
tion fun
tional S[ϕ] appearing in the path integral formula (2.4) mustbe 
onstru
ted from the lo
al data of the line bundle, leading to the interpretation of thepropagator as a linear map between �bres.Aharonov-Bohm effe
tIn 1959 the 'signi�
an
e of ele
tromagneti
 potentials in quantum theory' [15℄ was not so
lear as for us, for we already know that the experiments were quite su

essful. It is theve
tor potential that be
omes important be
ause of (2.15), at least quantum me
hani
ally.In Aharonov's and Bohm's experiment the phase shift
∆S = exp{ ie

~c

∮
~A · d~x} (2.24)appears even in the 
ase ~B = 0. The phase di�eren
e 
an be interpreted as a pure topologi
alphase. Indeed, the solenoid pla
ed between the two slits removes a point from the 
on�gurationspa
e, thus 
hanging the topology to

M = R2\{0} (2.25)with the solenoid lo
ated at the origin. There are then (among all the others) two paths fromdi�erent homotopy 
lasses: The path that passes the �rst slit, and the path that goes through
†This example is the most basi
 one and appears in almost every textbook about topology and gauge �elds.



2.2 Globally exa
t magneti
 translations 13the se
ond one. They 
annot be deformed 
ontinuously into ea
h other, be
ause the ele
tronsare ex
luded from the point where the solenoid is lo
ated. Topologi
ally, the ve
tor potential
~A is not globally exa
t, sin
e this would mean the existen
e of a 
ontinuous and di�erentiablefun
tion f ∈ C∞(M) su
h that ~A = ~∇f whi
h is not the 
ase be
ause otherwise ∆S wouldbe zero due to Stoke's law.� 2.2 Globally exa
t magneti
 translationsAs a preparation for the derivation of magneti
 translations in the topologi
ally non-trivial
ase, let us re
all their appearan
e for a 
harged parti
le moving on the plane R2 from quantumme
hani
s. As the latti
e group, we take G = Z2. The 
onstant magneti
 �eld shall pointperpendi
ularly to the plane, i.e. ~B = (0, 0, B), and is of 
ourse invariant under latti
etranslations. One 
an 
hoose a magneti
 potential in the symmetri
 gauge ~A = 1

2
~B × ~x =

1
2(−By,Bx, 0) su
h that ~B = rot ~A. For su
h a system, the Hamilton operator is given by

ĤL =
1

2m
(p̂− e

c
~A)2 = − ~

2

2m

[
(
∂

∂x
+

ieB

2~c
y)2 + (

∂

∂y
− ieB

2~c
x)2
] (2.26)and has the Landau levels as energy eigenstates. Be
ause of the magneti
 �eld, the usualtranslation symmetry by a latti
e ve
tor ~g is broken, unless the group of translations isrepla
ed by the magneti
 translation group (MTG) [16℄ whose elements T~g a
t as

(T~g ψ)(~x) = e
ie

2~c
~B·(~x×~g) ψ(~x+ ~g). (2.27)These operators 
ommute with the Hamiltonian and are the usual translations followed by agauge transformation of ψ due to the additional phase. Let us give a name to that phase,

φ~g(~x) := e
ie

2~c
~B·(~x×~g). (2.28)The operators T~g, ~g ∈ Z2, form a proje
tive representation of translations [17℄ and generate analgebra whi
h is no longer 
ommutative. Indeed, it is instru
tive to 
ompare two su

essivetranslations T~g T~h

with the appli
ation of T
~g+~h

. There is a phase mismat
h,
T~g T~h

= e
ie

2~c
~B·(~g×~h) T

~g+~h
(2.29)whi
h depends only on the latti
e ve
tors ~g and ~h. Let us give a name to that phase,

ω
~g,~h

:= e
ie

2~c
~B·(~g×~h). (2.30)The phase ω

~g,~h
is 
alled a 2-
o
y
le. This stems from the fa
t that the operators T~g a
ting onwave fun
tions should form an asso
iative algebra, i.e.

T~g (T~h
T~k

) = (T~g T~h
) T~k

, ∀g, h, k ∈ Z2, (2.31)and an expli
it 
omputation yields a relation for the phase ω
~g,~h

,
ω~h,~k

ω
~g,~h+~k

= ω
~g,~h

ω
~g+~h,~k

. (2.32)



14 A parti
le in a magneti
 fieldThus (2.32) de�nes what a 2-
o
y
le is. Physi
ally, ω
~g,~h

represents the exponential of themagneti
 �ux through the surfa
e spanned by ~g and ~h. Noti
e that ω
~g,~h


an be written as
ω

~g,~h
= ~g ∗φ~h

(φ
~g+~h

)−1 φ~g (2.33)for reasons that will 
on
ern us later. Here, the 'pull-ba
k'
~g ∗φ(~x) := φ(~x+ ~g) (2.34)is introdu
ed be
ause ω is 
onstant and the ~x-dependen
e of φ has been dropped.The operators T~g are 
onsidered to be a symmetry of the system (they 
ommute withthe Hamiltonian) and should therefore 
ommute with the propagator. This means that, inprin
iple, the information about the phase φ whi
h a

ompanies the magneti
 translations,
ould be extra
ted from the path-integral's magneti
 amplitude. From equation (2.15), a path

ϕ from ~x to ~y gives the amplitude
A[ϕ] = e

ie
~c

R

ϕ
~A·d~x. (2.35)Now simply 
ompare this amplitude with the 'translated' amplitude

A[ϕ · ~g] = e
ie
~c

R

ϕ
~g ∗ ~A·d~x (2.36)where ϕ · ~g stands for the path but shifted by the latti
e ve
tor ~g. For their ratio, one �nds

A[ϕ · ~g]
A[ϕ]

=
[
e

ie
2~c

~B·(~x×~g)
] [

e−
ie

2~c
~B·(~y×~g)

]
= φ~g(~x) φ

−1
~g (~y), (2.37)whi
h 
orresponds to the phases that appear if one a
ts on the 'in
oming' ψ(~x) and 'outgoing'

ψ(~y) with magneti
 translations.The aim of the next se
tions is to derive these magneti
 translations in 
ases, wherethe �elds are not globally exa
t. Although all this is in prin
iple well known‡ some basi
fa
ts about the lo
al 
onstru
tions [2℄ have to be re
alled. As we want to apply the pathintegral method just used to derive the phases φ~g, we have to 
onstru
t the a
tion (at leastthe magneti
 part) from the lo
al data of the asso
iated line bundle. Magneti
 �elds andve
tor potentials will be des
ribed by di�erential forms 
arrying their lo
al index of the openset U they are de�ned on. Let us start with some remarks about bundles. From now on,
m = e = c = ~ = 1.� 2.3 Some remarks about bundles and some 
ohomologyTo start with, 
onsider a quantum me
hani
al parti
le propagating on a manifold M in thepresen
e of a magneti
 �eld B, whi
h is a 2-form on M, denoted B ∈ Ω2(M). In general Bis not globally exa
t (B 6= dA). It is, however, 
losed, i.e. it is assumed that the Bian
hi

‡Well, in prin
iple.



2.3 Some remarks about bundles and some 
ohomology 15identity dB = 0 is ful�lled. Let {Ui} denote a su�
iently �ne open 
overing of M. Forte
hni
al reasons, it is assumed that {Ui} is a 
ontra
tible open 
over, that is, every open setas well as any non-empty �nite multiple interse
tion of these is 
ontra
tible to a point.By Poin
aré's lemma, on ea
h open 
hart Ui, one �nds Bi ≡ B|Ui
to be exa
t, i.e. ∃Ai ∈

Ω1(Ui) su
h that dAi = Bi. For the 
onsistent 
onstru
tion of a 
omplex (Hermitian) linebundle L [18, 19℄, it is required to have well de�ned U(1)-valued transition fun
tions fij,relating the 
onne
tion 1-forms Ai on double interse
tions Ui ∩Uj . The full lo
al data of thebundle with 
onne
tion is then given by the de�ning equations




Bi = dAi on Ui

Aj −Ai = i d log fij on Ui ∩ Uj

fikfkjfji = 1 on Ui ∩Uj ∩ Uk

, (2.38)where the last equation is equivalent to the statement, that the de Rham 
ohomology 
lass
[B] belongs to H2(M, 2πZ), whi
h is due to the de Rham isomorphism between �Ce
h- and de-Rham 
ohomology [20℄. For di�erential forms, Hp(M) denotes the pth de Rham 
ohomologygroup, whi
h is the spa
e of equivalen
e 
lasses of 
losed real p-forms ∈ Ωp(M), with twoforms regarded as equivalent if they di�er by an exa
t form. Analogously, �Ce
h q-
o
y
lesare elements in Hq(M,G({Ui})), where G({Ui}) denotes the sheaf C∞(M, U(1)) or Ωp(M)subordinate to the open 
overing {Ui}.The transition fun
tions fij = f−1

ji relate se
tions de�ned lo
ally by 
omplex valued fun
-tions ψi on twofold overlappings, i.e. ψi = fijψj on Ui ∩ Uj. The de Rham di�erential dtogether with the 1-forms Ai de�ne a 
onne
tion with globally de�ned 
urvature B. Here,
∇i = d − iAi, whi
h is the 
ovariant derivative that results from the minimal 
oupling pre-s
ription. Generally, a 
onne
tion ∇ is an operator that assigns a 1-form with values in L toea
h se
tion,

∇ : Γ(M,L)→ Γ(M,L)⊗ Ω1(M) (2.39)su
h that ∇(fψ) = (df)ψ+ f∇ψ for any f ∈ C∞(M). Furthermore, the transition fun
tions'glue' together the lo
al pie
es, i.e.
fij(∇ψ)j = fij(d− iAj) ψj

= fij(d− iAi + f−1
ij dfij)ψj

= (d− iAi)ψi

= (∇ψ)i. (2.40)As in GQ, the se
tions are interpreted as the quantum me
hani
al wave fun
tions building upthe Hilbert spa
e of states of the system. For that, L must be equipped with an Hermitianpairing (
ompatible with the 
onne
tion in the usual sense [1℄) de�ning a s
alar produ
t.Integrability and 
lassifi
ationComplex line bundles with 
onne
tion (L,∇) are 
lassi�ed by their �rst Chern 
lass [19℄, whi
his an element of H2(M, 2πZ). Indeed, their very existen
e requires the integrality 
ondition
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le in a magneti
 fieldto be valid for the 
urvature, i.e. [B] ∈ H2(M, 2πZ). To understand why this is related tothe third relation of (2.38), write the transition fun
tions as fij = eiuij . For the real-valuedfun
tions uij, it is ne
essary to ful�ll zijk := uik + ukj + uji ∈ 2πZ. Thus, there is an integral�Ce
h 2-
o
y
le zijk, sin
e (δ̌z)ijkl := zjkl − zikl + zijl − zijk = 0 on Ui ∩ Uj ∩ Uk ∩ Ul. It isthis �Ce
h 2-
o
y
le whose 
lass is in H2(M, 2πZ) (with 
oe�
ients in the sheaf of 
onstantfun
tions) and 
oin
ides by de Rham's isomorphism with the 
lass de�ned by [B]. The �Ce
h
oboundary operator δ̌ is taken to be the standard one, and will be given expli
itly in thesequel when we start 
al
ulations.More down-to-earth, all this means that the integral of B over any 
losed 2-dimensionalsubmanifold must be an integral multiple of 2π. This is nothing but Dira
's quantization ofthe magneti
 monopole 
harge. By Stoke's theorem, the holonomy for any 
losed 
urve γ in
M with respe
t to ∇ is equal to the integral of B over a surfa
e Σ with ∂Σ = γ. Sin
e one
an 
hoose any su
h surfa
e, the integral over a 
losed surfa
e must§ [21℄ be a multiple of 2π.For trivial bundles, if B is globally exa
t, the integrality 
ondition is always true.Apart from the usual gauge ambiguity, whi
h repla
es Ai by Ai + i d log ηi, the transitionfun
tions fij by η−1

i fijηj and the se
tions ψi by η−1
i ψi, there is an ambiguity in the de�nitionof the transition fun
tions fij themselves. One 
an repla
e fij by fij · cij , where cij are
onstants su
h that cij = c−1

ji and cikckjcji = 1, while the potentials are left un
hanged. Thenet e�e
t is that one obtains another bundle with 
onne
tion (L′,∇′) whi
h has the same
urvature. A bundle with 
onstant transition fun
tions has a vanishing 
urvature and therepla
ement fij → fij · cij is equivalent to tensoring (L,∇) with a �at line bundle (F,∇F),sin
e L⊗F has transition fun
tions fij ·cij while the potentials are added. Conversely, takingany two bundles with 
onne
tion and identi
al 
urvature, their di�eren
e (in the sense oftensoring the �rst with the dual of the se
ond) will yield a �at line bundle. Up to 
onstantgauge transformations, this degree of freedom lies exa
tly in the 
onstant �Ce
h-1-
o
y
le cij ,whi
h gives a 
lassi�
ation of �at line bundles by elements in H1(M, U(1)). Cohomologi
ally,this 
an be understood by the short exa
t sequen
e of sheaves [1℄
0→ 2πZ→ R exp→ U(1)→ 0 (2.41)whi
h indu
es a long exa
t sequen
e of 
ohomology groups

0→ H1(M, 2πZ)→ H1(M,R)→ H1(M, U(1))
σ→ H2(M, 2πZ)→ H2(M,R)→ ... (2.42)showing that two topologi
ally equivalent �at line bundles (having the same Chern 
lass inthe image of the 
onne
ting morphism σ) may have inequivalent 
onne
tions labeled by anelement in H1(M, U(1)). Note, that if the spa
e under 
onsideration is simply 
onne
ted,

H1(M, U(1)) = 0, the 
hoi
e of a line bundle is unique up to equivalen
e. Here we meet thesame 
lassi�
ation as in the last se
tion, sin
e the topology dependen
e 
an be made 
lear bythe isomorphism (2.7)
H1(M, U(1)) ≃ Hom(π1(M), U(1)), (2.43)

§Take a sphere, paint a 
losed 
urve. The �ux is the surfa
e integral en
losed by the 
urve. Whi
h surfa
eto take? There are two, the one inside and the one outside (whi
h is in fa
t on a sphere also inside but withopposite orientation!) There is only one topologi
al possibility: Both results must agree.
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tion of the magneti
 amplitude 17with π1(M) the fundamental group, but the reasoning lies only with the bundle itself. Theresult is the same, a non-trivial topology π1(M) 6= 0 will lead to the existen
e of nonequivalentline bundles, whi
h have the same 
urvature but nonequivalent 
onne
tions.� 2.4 Lo
al 
onstru
tion of the magneti
 amplitudeIf everything is only lo
ally de�ned, the evolution of the wave fun
tion (2.2) requires the useof a partition of unity. In short, a partition of unity is de�ned to be a family of di�erentiablefun
tions ρi(x), x ∈M su
h that
i) 0 ≤ ρi(x) ≤ 1

ii) ρi(x) = 0 if x /∈ Ui

iii) ρ1(x) + ρ2(x) + ... = 1 for any x ∈M

(2.44)where it is assumed that M is para
ompa
t¶. Under this assumption, (2.2) reads in terms ofthe 
omplex fun
tions ψi de�ning the se
tions,
ψ′

j(y) =
∑

i

∫
dx ρi(x)Kji(y, x)ψi(x). (2.45)The kernel Kji(y, x) is now equipped with the indi
es of the open sets pertaining to the points

x and y and is 
omputed a

ording to (2.4) and (2.14)
Kji(y, x) =

∫

ϕ(a)=x
ϕ(b)=y

[Dϕ] e−S[ϕ]Aji[ϕ]. (2.46)In (2.46), the magneti
 amplitude is the only element that 
arries the lo
al indi
es, as S[ϕ]only involves the kineti
 term and does not require the use of the lo
al potentials Ai and fij.The holonomy of the 
onne
tion along the 
hosen traje
tory 
ontained in Aji[ϕ] is 
on-stru
ted using the te
hniques introdu
ed in [2℄. Re
all that a path in M is the map ϕ froma �xed interval ℓ into M. Split the interval into segments si, i = 1, ..., n − 1, and verti
es vj,
j = 1, ..., n, su
h that ϕ(si) ⊂ Uαi

and ϕ(vj) ∈ Uβj
for a suitable assignment of open sets.Of 
ourse, this assignment is ambiguous, but the result should not depend on this 
hoi
e.Sin
e the verti
es vj bound the single segments, the holonomy 
an be 
al
ulated segment bysegment. Every time, when there is a 
hange of the 
hart, the transition fun
tions are usedto swit
h the potential a

ording to Aj − Ai = id log fij from the se
ond equation in (2.38).It is obvious that the solution must be of the form

Aβnβ1[ϕ] = exp {i
∑

si⊂ℓ

∫

si

ϕ∗Aαi
}
∏

si⊂ℓ
vj∈∂si

ϕ∗f−ǫ(i,j)
αiβj

(vj). (2.47)Here, ϕ∗ indi
ates the pull-ba
k, i.e. ϕ∗f = f◦ϕ, and ǫ(i, j) takes the values +1 if si is arrivingat the 
orresponding vertex vj, and −1 otherwise. The pre
ise pro
edure 
an be re
overedfrom �gure 2.1. For notational reasons and generality, rename the open sets Uβ1 ≡ Ui and
¶The open 
over {Ui} is su
h that every point x ∈ M is 
overed with a �nite number of Ui.
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Figure 2.1: A path is split into segments and verti
es.
Uβn ≡ Uj su
h that (2.47) be
omes Aβnβ1[ϕ] ≡ Aji[ϕ] as in (2.46). Besides, the image under
ϕ of the initial and the �nal vertex will be denoted by x ≡ ϕ(v1), y ≡ ϕ(vn) respe
tively.Changing the triangulation of ℓ and/or assigning di�erent open sets, the amplitude (2.47)is 
ompletely invariant, up to the 
overing 
hosen at the end points. Indeed, 
hanging Ui → Ukand Uj → Ul, the amplitude be
omes

Alk[ϕ] = flj(y) Aji[ϕ] fik(x). (2.48)For example, 
onsider the 
on�guration of �gure 2.1. From formula (2.47) one obtains the magneti
amplitude
Aji[ϕ] = exp {i(

∫

s1

ϕ∗ Aα1
+

∫

s2

ϕ∗Aα2
+

∫

s3

ϕ∗Aα3
)}

× fα1i(x) f
−1
α1β2

(ϕ(v2))

× fα2β2
(ϕ(v2)) f

−1
α2β3

(ϕ(v3))

× fα3β3
(ϕ(v3)) f

−1
α3j(y).

(2.49)
Using the 
o
y
le 
ondition for the transition fun
tions fα1ifik = fα1k at the vertex x and fα3jfjl =

fα3l at y, one easily veri�es equation (2.48).Under any intermediate 
hange of an open set Uβi
→ Uβ′

i
, it is also invariant, sin
e the

βi's are only used to swit
h αi → αi+1. For a 
hange Uαi
→ Uα′

i
, there is a 
ontribution fromthe respe
tive integral over Aαi

, whi
h transforms a

ordingly Aα′
i
= Aαi

+ i d log fαiα′
i
. Onehas thus a di�eren
e of exp

∫
si

d log fαiα′
i
= fαiα′

i
(ϕ(vi+1))f

−1
αiα′

i
(ϕ(vi)), whi
h is 
an
elled bythe 
orresponding terms stemming from the lower part of (2.49).Gauge invarian
eIt is interesting to analyze the behavior of the magneti
 amplitude under gauge transforma-tions. Under su
h a transformation, A′

αi
= Aαi

+ i d log ηαi
, g′αiβj

= η−1
αi

fαiβj
ηβj

the ratio
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tion on parti
le states 19of the 
orresponding magneti
 amplitudes is, following (2.47),
A′

ji[ϕ]

Aji[ϕ]
= exp{i

∑

si⊂ℓ

∫

ϕ(si)
i d log ηαi

}
∏

si⊂ℓ
vj∈∂si

(
ηβj

ηαi

)−ǫ(i,j)

(ϕ(vj))

=
∏

si⊂ℓ
vj∈∂si

η
−ǫ(i,j)
βj

(ϕ(vj)) = η−1
j (y) ηi(x) (2.50)whi
h is absorbed by the transformation of the wave fun
tions ψ′

i = η−1
i ψi and ψ′

j = η−1
j ψj ,as usual. In our 
ontext, we use a gauge transformation as an equivalen
e relation betweenbundles with 
onne
tion, in the sense that all obje
ts Ai, fij and ψi are transformed at thesame time, i.e.

Ai → Ai + id log ηi

fij → η−1
i fij ηj

ψi → η−1
i ψi

(2.51)for some U(1)-valued fun
tion ηi. Sin
e we shall always work with the given lo
al data
(Ai, fij;ψi), gauge invarian
e/transformations (probably the most important physi
al prin
i-ple) will build up a basi
 guideline for 
onsisten
y throughout a great number of 
al
ulationsto be done. As a 
onsequen
e there will be important observations justi�ed purely by gaugeinvarian
e.On
e written down, the expli
it expression of the magneti
 amplitude always follows thesame pattern and should be thought of exa
tly how it appears in (2.47). However, in oursetting it will turn out to be very 
onvenient to use a powerful abbreviation, whi
h will bede�ned later within Deligne 
ohomology [2, 20℄. For the moment, let us write the magneti
amplitude (2.47) for a path ϕ joining x = ϕ(v1) to y = ϕ(vn) symboli
ally as

Aji[ϕ] =
[
ei

R y
x

A

]
ji
, (2.52)where the use of a triangulation is self-understood and it only depends on the open sets Uiand Uj used to 
over the endpoints. Using this notation, gauge transformations a
t as

[
ei

R y
x

A

]
ji
→ η−1

j (y)
[
ei

R y
x

A

]
ji
ηi(x). (2.53)The 
ru
ial bold letter A stands for both the 1-form potential Ai as well as the transitionfun
tion fij. Bold letters will be de�ned in more detail in 
hapter 3.� 2.5 Proje
tive group a
tion on parti
le statesAs pointed out in se
tion 2.2, we are interested in the magneti
 translation operators realizingthe symmetry of the physi
al system under 
onsideration. In our 
ase the symmetry is givenby a dis
rete group G and the magneti
 translation operators shall lift this symmetry to thequantum states, i.e. the se
tions of the underlying line bundle. In our setup, a 
lassi
al
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le in a magneti
 fieldsymmetry would be di�eomorphisms of M that leave the �eld strength B invariant. As wehave already seen in se
tion 2.2, a 
lassi
al symmetry does not a priori give rise to a symmetryof the quantized theory due to the anomaly introdu
ed by the 2-
o
y
le. In the lo
al pi
ture,the basi
 obstru
tion is that any di�eomorphism Q of M is not liftable to an isomorphism Q̂of the bundle L, in the sense that the pull-ba
k bundle g∗L may not, in general, be isomorphi
to L.However, if H1(M, U(1)) is trivial, the pull-ba
k bundle is isomorphi
 to L and Q̂ preservesthe Hermitian stru
ture and the 
onne
tion. The lift is then de�ned only up to multipli
ationby elements of U(1) whi
h gives rise to the proje
tive representation of the symmetry groupwe already en
ountered for globally exa
t MTG.Re
all that a proje
tive representation of a group respe
ts the multipli
ation only modulo
omplex numbers. If ̺ is a representation of the group G, then ̺(g)̺(h) is only proportionalto ̺(gh), i.e. ̺(g)̺(h) = ωg,h ̺(gh). The map ω : G × G → U(1) satis�es the 
o
y
leproperty ωh,kωg,hk = ωgh,kωg,h, ∀g, h, k ∈ G, whi
h ensures the asso
iativity of the produ
t.From the 
ohomologi
al side of view, ω de�nes a group 
ohomology 
lass in H2(G,U(1)). Itis sometimes 
alled the twist of the proje
tive representation.To start, 
onsider a dis
rete group G, a
ting on M from the right. We 
hoose a righta
tion of the group on the manifold M, i.e. (x·g)·h = x · (gh) for any x ∈ M and g, h ∈ G,so that we have a standard left a
tion of G by pull-ba
k on di�erential forms. The pull-ba
ka
tion is de�ned for fun
tions as g∗f(x) = f(x ·g) and more generally for di�erential formsby ∫
N
g∗ω =

∫
N·g ω for any n-form ω and n-dimensional submanifold N ⊂ M. The pull-ba
ka
tion is also 
ompatible with the de Rham di�erential in the sense that d(g∗ω) = g∗(dω).These properties of the pull-ba
k a
tion of G are essential in the following 
omputations.As already stated above the magneti
 �eld B is 
onsidered to be invariant under the groupa
tion, whi
h translates into the equation g∗B = B for any g ∈ G. We aim at �nding theoperators Tg that lift the a
tion of G to the wave fun
tions of the parti
le in su
h a way thatthe dynami
s remains invariant. We assume that the a
tion S[ϕ] is genuinely invariant, i.e.that S[ϕ·g] = S[ϕ] for any path ϕ and g ∈ G.To implement the group a
tion on the lo
ally de�ned gauge �elds, it is 
onvenient to workwith a good invariant 
over {Ui} of M by open sets Ui that are stable by G and whi
h aredisjoint unions of 
ontra
tible open sets. A
ting with G on a se
tion de�ned by ψi on Ui,one �nds that g∗ψi is a se
tion of the pull-ba
k bundle g∗L. The latter is de�ned by thetransition fun
tions g∗fij and is equipped with the pull-ba
k 
onne
tion given by the forms

g∗Ai. Be
ause B is invariant under G, the two 
onne
tions have the same 
urvature B. If
H1(M, U(1)) is trivial, whi
h is the 
ase for simply 
onne
ted M, the bundles L and g∗L areisomorphi
 as bundles with 
onne
tions, so that there exists a fun
tion φg; i su
h that

{
g∗Ai −Ai = i d log φg; i on Ui,

g∗fij (fij)
−1 = φg; j (φg; i)

−1 on Ui ∩ Uj.
(2.54)The U(1)-valued fun
tion φg;i realizes the isomorphism sin
e it takes a se
tion of L to a se
tionof g∗L as ψi 7→ (φg;i)

−1ψi and transforms the lo
al �elds in the right way. Note, that the
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tive group a
tion on parti
le states 21expli
it 
onstru
tion of φg;i 
an be performed using �Ce
h 
ohomology: One solves the �rstequation in (2.54), then the triviality of the 
ohomology group H1(M, U(1)) shows that thereis a 
ommon solution to both equations, unique up to a multipli
ative 
onstant.Using this isomorphism, one 
an de�ne the unitary operators Tg : H → H lo
ally by
(Tgψ)i = φg; i g

∗ψi, (2.55)whi
h should be 
ompared to eq. (2.27). The only di�eren
e is that the wave fun
tions aswell as the fun
tion φg;i 
arry a lo
al index i of an open set Ui. Indeed, this is the geometri
alexpli
ation for the phase φ~g in equation (2.28): It is the isomorphism between the pull-ba
kbundle g∗L and the original one L.As is easy to 
he
k, (Tgψ)i also de�nes a se
tion of L,
(Tgψ)i = φg;i g

∗(fijψj) =
φg;i

φg;j

g∗fij

fij
φg;j fij g

∗ψj

= fij (Tgψ)j , (2.56)and Tg is 
omposed out of two operations: First, it takes the pull-ba
k of ψ whi
h is a se
tionof g∗L and then the inverse of the previous isomorphism is used to 
ome ba
k to a se
tion of
L. Thus the map g 7→ Tg provides a lift to the quantum setting of the 
lassi
al symmetrygroup G. By 
onstru
tion, these operators 
ommute with the 
onne
tion ∇,

Tg(∇ψ)i = Tg(d− iAi)ψi

= φg;i(g
∗dψi − ig∗(Aiψi))

= φg;i(d− ig∗Ai) g
∗ψi

= φg;i(d + φ−1
g;i dφg;i − iAi) g

∗ψi

= (d− iAi)φg;ig
∗ψi

= ∇i(Tgψ)i. (2.57)so that they also 
ommute with the Hamiltonian whi
h is 
onstru
ted out of ∇. This was thepoint of departure in paragraph 2.2. The 
ommutativity of Tg with the 
onne
tion thereforeensures that the Tg 
ommute with the dynami
s of the system, i.e. they should be deriv-able from the 
ommutation with the propagator and its magneti
 amplitude. This 'se
ond'derivation will be performed after analyzing the appearan
e of the 
o
y
le.As mentioned (and expe
ted), in quantum me
hani
s, g 7→ Tg only provides a proje
tiverepresentation of G, and the twist 
an be 
omputed by 
omparing
(Tg(Thψ))i = φg;i g

∗(Thψ)i

= φg;i g
∗φh;i (gh)∗ψi (2.58)

(Tghψ)i = φgh;i(gh)
∗ψi (2.59)so that one �nds

TgTh = ωg,h Tgh, (2.60)
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 fieldwhere
ωg,h =

g∗φh; i φg; i

φgh; i
. (2.61)The last equation should be 
ompared to (2.33). Again, ω is 
onstant,

i d log ωg,h = id log g∗φh;i + id log φg;i − i d log φgh;i

= g∗h∗Ai − g∗Ai + g∗Ai −Ai − (gh)∗Ai +Ai

= 0 (2.62)and does not depend on the open set Ui used to 
ompute it:
g∗φh;iφg;i

φgh;i
=

g∗φh;iφg;iφgh;j

g∗φh;jφg;jφgh;i
· g

∗φh;jφg;j

φgh;j
=
g∗fij fij (gh)∗fij

g∗h∗fij g∗fij fij
· g

∗φh;jφg;j

φgh;j

=
g∗φh;jφg;j

φgh;j
, (2.63)where the se
ond equation of (2.54) was used. Of 
ourse, it ful�lls the 
o
y
le identity
ωh,k ωg,hk = ωgh,k ωg,h (2.64)whi
h ensures the asso
iativity of the produ
t of three operators, (TgTh)Tk = Tg(ThTk). Thespe
ial 
ombination of φg;i in (2.61) thus ful�lls all ne
essary 
onditions to provide a proje
tiverepresentation with ω de�ning an element in the group 
ohomology 
lass H2(G,U(1)). Noti
ethat although the form of ω by equation (2.61) might suggest that it is exa
t, it is not. Thiswould have been the 
ase if φ were a 
onstant instead of a fun
tion. As operators a
ting onthe parti
le's Hilbert spa
e H, the operators Tg generate an algebra whi
h is denoted by KGω.When the a
tion is free (i.e. there is no �xed point), KGω is nothing but the twisted groupalgebra of G de�ned by the 2-
o
y
le ω.

Tg is not unique sin
e one 
an always multiply φg; i by a 
onstant αg. This 
hanges the
o
y
le ω by a group 
oboundary,
ωg,h → ωg,h

αgαh

αgh
, (2.65)whi
h 
orresponds to an equivalent proje
tive representation. Two proje
tive representationsare said to be equivalent, if the 2-
o
y
les de�ne the same 
ohomology 
lass, i.e. they di�er bya group 
oboundary, whi
h has the e�e
t of multiplying ea
h Tg by a fa
tor αg not 
hangingthe algebrai
 stru
ture.We 
ome now to the derivation of the magneti
 translations Tg from the path integral(as we already did at the end of se
tion 2.2). For that, it is used that the operators Tg areexpe
ted to be symmetries of the theory, whi
h means that they 
ommute with propagation.In short, this most important prin
iple is

TgK = KTg. (2.66)



2.5 Proje
tive group a
tion on parti
le states 23Though this follows (2.57) from the 
ommutation of Tg with ∇, it is instru
tive to derivethis in the path integral framework. To this aim, let us express the 
ommutation relation
TgK = KTg using the lo
al forms of Tg and K given in (2.55) and (2.45). Starting with ψi,the lo
al expression for KTgψ reads

(KTgψ)j =
∑

i

∫
dx ρi(x)Kji(y, x) φg; i(x) ψi(x·g), (2.67)whereas TgKψ yields

(TgKψ)j = φg; j(y)
∑

i

∫
dx ρi(x) Kji(y ·g, x) ψi(x)

=
∑

i

∫
dx ρi(x) φg; j(y) Kji(y ·g, x·g) ψi(x·g). (2.68)To obtain this equality, one has to perform a 
hange of variables x→ x·g, assuming that themeasure (usually asso
iated to the Riemannian metri
 involved in the kineti
 term) and thepartition of unity are G-invariant.A

ordingly, the 
ommutation of Tg and K follows if

Kji(y ·g, x·g) = φ−1
g; i(y) Kji(y, x) φg; i(x). (2.69)Using (2.46), the propagator Kji(y ·g, x·g) is expressed as a path integral

Kji(y ·g, x·g) =

∫
[Dϕ′]

ϕ′(a)=x·g
ϕ′(b)=y·g

e−S[ϕ′]Aji[ϕ
′]. (2.70)Then, we substitute ϕ′ = ϕ·g, assuming that the measure and the kineti
 term S[ϕ] of thetotal a
tion are genuinely invariant under G,

Kji(y ·g, x·g) =

∫
[Dϕ]

ϕ(a)=x
ϕ(b)=y

e−S[ϕ]Aji[ϕ·g]. (2.71)Then, (2.69) follows immediately from the transformation law of the magneti
 amplitude,
Aji[ϕ·g] = φ−1

g; j(y) Aji[ϕ] φg; i(x). (2.72)This last relation is easily 
he
ked using (2.54) and the de�nition of the magneti
 amplitude



24 A parti
le in a magneti
 field(2.47) whi
h gives expli
itly for the ratio,
Aji[ϕ · g]
Aji[ϕ]

= exp{i
∑

si⊂ℓ

∫

ϕ(si)
g∗Aαi

−Aαi
}
∏

si⊂ℓ
vj∈∂si

(
g∗fαiβj

fαiβj

)−ǫ(i,j)

(ϕ(vj))

= exp{i
∑

si⊂ℓ

∫

ϕ(si)
i d log φg;αi

}
∏

si⊂ℓ
vj∈∂si

(
φg;βj

φg;αi

)−ǫ(i,j)

(ϕ(vj))

=
∏

si⊂ℓ
vj∈∂si

φ−ǫ(i,j)
g;αi

(ϕ(vj))

(
φg;βj

φg;αi

)−ǫ(i,j)

(ϕ(vj))

= φ−1
g;j(y) φg;i(x) (2.73)with our 
onvention that the open set that 
overs the initial point x is Uβ1 ≡ Ui and the one
overing y is Uβn ≡ Uj .We arrived at the result pointed out when the ratio of the globally exa
t versions was
omputed (2.37). And again, alternatively, one 
ould have dire
tly determined the phase φg; iby 
omparing the magneti
 amplitude of ϕ and ϕ·g. Then, φg; i is de�ned su
h that (2.72)holds. This provides the phase that must a

ompany the pull-ba
k a
tion in the de�nition of

Tg in su
h a way that it 
ommutes with the propagator. The physi
al requirement, namelythe 
ommutation of the translation operators with the propagator, will in�uen
e the line ofthought that will be adopted for a string in su

eeding 
hapters. Besides, it turns out thatthis method is versatile enough to also en
ompass pro
esses involving string intera
tions.But before going to intera
tions, there is a single string to handle whi
h turns out to be veryinteresting. We have to generalize the lo
al gauge �elds to a 'higher dimensional' version, sin
ethe string is a 'higher dimensional' geometri
al obje
t. The mathemati
al obje
t handling thelo
al data of the �elds is now 
alled a gerbe‖ to be de�ned in the next 
hapter. For a briefidea of gerbes, see [3, 22℄.

‖Oxford English Di
tionary: Gerbe. 1698 [-Fr. gerbe wheat-sheaf℄ 1. A wheat-sheaf 1808. 2. Somethingresembling a sheaf of wheat: esp. a kind of �rework.



CHAPTER 3Magneti
 translations for strings�Never 
al
ulate without �rst knowing the answer.� � J. Wheeler
In this 
hapter, a generalization of the previous 
onstru
tion for bosoni
 strings in the presen
eof a Kalb-Ramond (KR) �eld strength H on M is presented. This 
onstru
tion is inspired bythe appli
ation of orbifolds M/G to string theory and the KR �eld is taken to be invariantunder the orbifold group G. In analogy with the 
ase of the parti
le in a B-�eld, the stringymagneti
 translations are de�ned as the operators Tw

g that realize the a
tion of g ∈ G onthe twisted se
tors whi
h are strings of winding w. The idea makes use of the fa
t that thegeneral form of these operators follows again from their 
ommutation with string propagationalong 
ylinders,
T = T (3.1)as was the 
ase for the parti
le, TgK = KTg. Sin
e in string theory, a simple 
ylinder shouldbe thought of as the higher dimensional generalization of a parti
le world-line. It is assumedthat one 
an �nd a similar algebrai
 stru
ture for the stringy magneti
 translations, i.e. aproje
tive multipli
ation law.However, be
ause string intera
tions are by essen
e geometri
al, the algebra generatedby these operators is also expe
ted to admit a mu
h ri
her stru
ture than in the 
ase of aparti
le. Indeed, the a
tion of Tw

g on two string states is 
onstrained by its 
ommutation withpro
esses involving pairs of pants∗, whi
h provides the algebra with an additional stru
ture,
alled 
oprodu
t ∆,
T = ∆T. (3.2)As a result, the stringy magneti
 translations turn out to generate a quasi-quantum group

Dω(KG), �rst introdu
ed by R. Dijkgraaf, V. Pasquier and P. Ro
he [23℄ in the 
ontext of
∗This is indeed the 
orre
t mathemati
al expression.25



26 Magneti
 translations for stringsorbifold 
onformal �eld theory (CFT). The algebrai
 stru
ture of Dω(KG) is that of a twistedDrinfel'd quantum double, to be explained in 
hapter 4. For the moment, let us ignore theknowledge of any algebrai
 stru
ture and naively start to analyze a propagating string.� 3.1 String a
tion and CFTAs previously stated, des
ribing a propagating string in spa
e time is by its nature more
ompli
ated than the propagation of a parti
le. A string is a one-dimensional obje
t, thus itwill be des
ribed by a world-sheet instead of a world-line. A 
losed string for example tra
esout a tube in spa
e-time, while an open string tra
es out a strip. Formally, one distinguishes anabstra
t 'world-sheet' from its image in spa
e-time, sometimes 
onfusingly 
alled world-sheet,as well. To avoid this 
onfusion, we shall adopt the notation that Σ is the image in spa
e timeof an abstra
t world-sheet S. The abstra
t world-sheet S is an area in parametrization spa
espanned by two 
oordinates (σ, τ), where σ indi
ates the string dire
tion and τ des
ribes thepropagation in time. The surfa
e Σ in spa
e-time M is then des
ribed by a map (the �eld)
ϕ : S →M. (3.3)One should think of ϕ(S) ≡ Σ as the embedded surfa
e in M representing the history of astring, in the same way as a world-line represents the path of a parti
le.Fields mapping a surfa
e S to a target manifold M, both equipped with metri
 stru
tures,are des
ribed by two-dimensional sigma models [24℄. Su
h �eld 
on�gurations represent theevolution of a string, and the basi
 a
tion fun
tional of a 
lassi
al bosoni
 string then reads[24, 25℄

S[ϕ] = − 1

4πα′

∫

S
dτdσ

√−γ γαβ ηµν ∂αϕ
µ ∂βϕ

ν (3.4)with α′ the string tension, ηµν is the Minkowski metri
 of the target spa
e, and γab themetri
 on S. Here, α, β ∈ {1, 2} indi
ate the τ - and σ-dire
tions, respe
tively. The a
tion(3.4) is essentially the Nambu-Goto a
tion, whi
h 
an be seen by variation with respe
t to
γ and then rewriting γ in terms of the 'indu
ed' metri
 hαβ = ∂αϕ

µ∂βϕ
ν ηµν . For there
ord, the important features of (3.4) are its symmetries: Apart from Lorentz/Poin
aré-invarian
e, it is invariant under world-sheet reparametrizations. Writing ξ1 = σ and ξ2 =

τ , this is due to the transformation behavior of the measure of the Nambu-Goto a
tion
∼
∫
dξ1dξ2

√
−h. The latter is invariant under a reparametrization (ξ̃1(ξ1, ξ2), ξ̃2(ξ1, ξ2))sin
e the Ja
obi-determinants are inverse of ea
h other, yielding dξ1dξ2√−h = dξ̃1dξ̃2

√
−h̃.The se
ond important symmetry is its 
onformal invarian
e, γαβ → γ′αβ = e2ω(σ,τ)γαβ. Inthe quantum setting, two-dimensional �eld theories exhibiting 
onformal invarian
e (CFT)are the adequate formulation for the two-dimensional string world sheets. This is parti
ularlyimportant for string intera
tions, where the perturbation expansion is built by 
onsideringtwo-dimensional 
onformal theories on surfa
es of arbitrary topology. In this thesis, CFT isnot what is targeted. However, we will make use of some general axiomati
 ingredients whi
hare most important, be
ause of the appli
ation of a 'path integral' analogue. This does notex
eed some basi
 axioms from [26℄.



3.1 String a
tion and CFT 27Re
all that, for the parti
le, the emphasis was pla
ed on the algebrai
 stru
ture of theoperators Tg arising ex
lusively from the topologi
al (magneti
) term. To mimi
 this pro
e-dure, let us analyze the 
oupling of a string to a 'magneti
' term, and after the extra
tion ofthe basi
 obje
ts (whi
h turn out to be di�erential forms) fo
us on the stru
ture that arisessolely from those. Sin
e a string exhibits a supplementary dimension, the 
oupling to a ba
k-ground �eld, say, some type of magneti
 �eld, will also involve obje
ts of higher degree. In
onsequen
e, the Maxwell �eld Aµ appearing in the a
tion of a parti
le 
oupled to this �eld isrepla
ed by a higher dimensional one, the 'Kalb-Ramond' �eld originally introdu
ed in [27℄ asan antisymmetri
 two tensor Bµν , not to be 
onfused with the magneti
 �eld of the previousse
tion (dA = B). Now, Bµν must be understood as a potential whose derivative leads to a3-form �eld, usually denoted H = dB, or in lo
al 
oordinates
Hµνλ = ∂µBνλ + ∂νBλµ + ∂λBµν . (3.5)It is the �eld strength Hµνλ whi
h plays the role of the magneti
 �eld in the parti
le's 
ase,

Bµν = ∂µAν − ∂νAµ, and whi
h is now a 3-form instead of a 2-form.As a generalization to the free a
tion (3.4), the 
oupling of a string to ba
kground �eldsis des
ribed by the σ-model a
tion [28℄
S =

1

4πα′

∫

S
d2σ
√
γ
{

(γαβGµν(X) + iǫαβBµν(X)) ∂αX
µ∂βX

ν + α′ΦR
}
, (3.6)where Gµν is the metri
 of the target spa
e, Φ is the dilaton and Bµν is the Kalb-Ramondpotential. The dilaton is a s
alar �eld, whi
h 
ouples to the world-sheet metri
 throughits Ri

i s
alar†. Su
h an a
tion is reparametrization invariant and the kineti
 term staysinvariant under Weyl res
aling. However, the 
onformal symmetry 
annot be maintained inthe quantum theory, unless the target spa
e �elds G,H and Φ obey some equations of motionreminis
ent of Einstein's equations at the lowest order in α′ [28℄. Although the KB �eld mustbe 
hosen su
h that 
onformal invarian
e is satis�ed, we restri
t ourselves to the analysis ofthis magneti
 term, 
onveniently written as

A = exp{i
∫

Σ
B}. (3.7)Sin
e it does not use the metri
 on S, it is often 
alled a topologi
al term. In our 
ontext, itis this term (3.7) generating the interesting stru
ture, the 
onstants are ignored with no lossof generality. In analogy with the holonomy in the parti
le's 
ase, the KR-term (3.7) is nowthe integral over B along the surfa
e Σ = ϕ(S).To 
onstru
t an orbifold string theory, some 
are is needed when dealing with the Kalb-Ramond �eld. Indeed, whereas the �eld strength H is invariant, this is not ne
essarily sofor its potential 2-form B, exa
tly as was the 
ase for the parti
le 
oupled to the potential1-form A. Analogously, the relation H = dB may only hold lo
ally on M, so that one has to
over M by pat
hes Ui and work with lo
ally de�ned potentials Bi. Re
all that for a bundle,

†The dilaton is introdu
ed on the quantum level due to the requirement of renormalization.



28 Magneti
 translations for stringstwo lo
ally given potentials Ai and Aj have to be related by the transition fun
tions fij on atwo-fold overlapping Ui ∩Uj . For the KR-�eld, the posed question is how to relate two �elds
Bi and Bj . Sin
e Bi/j are 2-forms, they will have to be related by the exterior derivative of a1-form Bij. But then, the 1-forms Bij, Bjk and Bki will also have to be related on three-foldoverlappings Ui ∩Uj ∩Uk by 0-forms fijk, just to glue everything together smoothly. Indeed,su
h a 
onstru
tion exist and this is what makes the lo
al data of a 1-gerbe [22, 2, 29, 30℄.Therefore, in order to handle all these �elds and, additionally, their transformation lawsunder G, it is 
onvenient to introdu
e a spe
ial mathemati
al obje
t, 
alled tri
omplex, 
om-bining de Rham, �Ce
h and group 
ohomologies. Starting with H, one obtains a sequen
eof lo
ally de�ned �elds by solving 
ohomologi
al equations. As for the parti
le, the lo
allyde�ned potentials (and the derived relations between them) are the basi
 ingredients enteringthe 
onstru
tion of the magneti
 amplitudes for the twisted se
tors. The latter are the phasesdes
ribing the 
oupling of a string to the Kalb-Ramond �eld, i.e. (3.7) but 
onstru
ted lo
ally,and have to be inserted into the world-sheet path integral like the magneti
 amplitude Ajihad to be inserted into the path integral of the parti
le (2.14).� 3.2 Tri
omplexAs stated above, to 
onstru
t all required relations that are ne
essary to de�ne a 
onsistentgroup a
tion on a string wave fun
tion and the �elds, we will make use of a tri
omplex. Tolo
ally 
onstru
t magneti
 amplitudes, the required obje
ts to work with are de Rham formsand �Ce
h 
o
hains. All these obje
ts mix up due to the group a
tion, so it seems natural totry to group them together as single elements with the required 
oboundary operators. Forexample, re
all the �rst appearan
e of the bold potential A = (Ai, fij) in equation (2.52). Thistuple 
ontains the 1-form Ai whi
h is a �Ce
h 0-
o
hain as well as the transition fun
tions fijas a 0-form with two �Ce
h indi
es, i.e. a �Ce
h 1-
o
hain. There is indeed systemati
s behindit. In the string's 
ase, the interesting obje
ts are the 2-forms Bi, 1-forms Bij and fun
tions(0-forms) fijk 
oming as 0-,1- and 2-�Ce
h 
o
hains. From the group a
tion (2.54), one 
anread o� the relations between the pulled-ba
k �elds g∗Ai and g∗fij and their untranslatedpendants. This leads to the isomorphism φg;i relating the line bundle L with its pull-ba
k. Asa 
alibrating example, let us produ
e these equations with the help of the systemati
 methodof the tri
omplex. On
e done, apply it to the higher degree 
ase of the �elds Bi, Bij and fijkand look what 
omes out.To begin with, assume that M has been 
overed with a good invariant 
over {Ui}. De�nethe tri
omplex by 
o
hains cp,q,r, whi
h are de Rham forms of degree p, de�ned on (q+1)-foldinterse
tions Ui0 ∩· · ·∩Uiq and whi
h are fun
tions of r group indi
es. For 
onvenien
e, these
o
hains are real-valued for p ≥ 1 and U(1)-valued in the 
ase p = 0. This 
onvention 
omeswith a little 
ompli
ation, namely, the additive notation for p > 0 using '+' and '−' willswit
h to multipli
ation and the inverse in the 
ase p = 0. Having the de Rham di�erential
d in the p-dire
tion, this means that for p = 0, we take i d log. Besides, elements cp,q,r are
ompletely antisymmetri
 in their indi
es labelling the open sets involved in the interse
tion,



3.2 Tri
omplex 29where for p = 0 the antisymmetry involves the inverse instead of the opposite. The dire
tionsof the 
orresponding 
oboundaries are 
hosen as in �gure 3.1.
• // •

• //

99tttttt •

99tttttt

• //

OO

•

OO

•
d/p

//

δ/r

OO

δ̌/q 99tttttt •

OO

99ttttttFigure 3.1: Dire
tions of the 
oboundaries.It is then straight forward to de�ne the other two 
oboundary operators. In the q-dire
tion,the �Ce
h 
oboundary δ̌ is de�ned as
(δ̌c)i0,...,iq =

q∑

k=0

(−1)kci0,...,̂ik,...,iq
(3.8)where îk means that the index ik has been omitted. As a simple example 
onsider low valuesof q, 




(δ̌c)ij = cj − ci on Ui ∩ Uj,

(δ̌c)ijk = cjk − cik + cij on Ui ∩ Uj ∩Uk

(δ̌c)ijkl = cjkl − cikl + cijl − cijk on Ui ∩ Uj ∩Uk ∩ Ul.

(3.9)The �rst equation is a measure of how far is ci from a global obje
t whereas the other ones
ompare obje
ts de�ned on multiple interse
tions. Note, that for U(1)-valued 
o
hains, theadditive notation is repla
ed by the multipli
ation. For example, re
all that the transitionfun
tions fij of a line bundle (2.38) are �Ce
h 1-
o
y
les whi
h means nothing but (δ̌f)ijk = 1.Finally, in the r-dire
tion, the group 
oboundary operator [31℄
(δc)g0,...,gr = g∗0cg1,...,gr +

r∑

k=1

(−1)k cg0,...,gk−1gk,...,gr + (−1)r+1cg0,...,gr−1, (3.10)de�nes group 
ohomology. The group a
tion is by pull-ba
k, i.e. g∗ is the pull-ba
k a
tion onforms. Again, as an example for low values of r,
(δc)g = g∗c− c, (3.11)

(δc)g,h = g∗ch − cgh + cg, (3.12)
(δc)g,h,k = g∗ch,k − cgh,k + cg,hk − cg,h. (3.13)The �rst equation quanti�es the la
k of invarian
e of c under the a
tion of g. The otherequations appear in physi
s in the de�nition of representations up to a phase [32℄. Indeed, ifwe represent the groupG on some fun
tions by Tgψ(x) = ρg(x)ψ(x·g), the multipli
ation law of
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 translations for strings
G is ful�lled i� ρ satis�es (3.12). This is nothing but (2.61) for the U(1)-valued φg;i and ω. Thethird equation enters into the de�nition of proje
tive representations: TgTh = ωg,hTgh de�nesan asso
iative multipli
ation law i� ω obeys (3.13). Be
ause most of the multipli
ation lawsen
ountered in physi
s involve the operator multipli
ation, a failure of asso
iativity seldomo

urs. This is nothing but (2.64), i.e. ωg,h is a group 2-
o
y
le. Let us also note that wehave de�ned the group 
oboundary δ for di�erential forms on whi
h G a
ts by pull-ba
k butthe same de�nition is valid for an arbitrary representation of G. Further note that the threedi�erentials d, δ and δ̌ 
ommute. Re
ently, a similar 
onstru
tion in
luding group 
ohomologyhas been introdu
ed [33℄ 
on
erning the lift of an orientifold group a
tion on the B-�elds.The 
onstru
tion of the tri
omplex Tr,s arises dire
tly from the �Ce
h-de Rham bi
omplexgiven for any �xed value of r,

Tr,s =
⊕

p+q=s

cp,q,r, (3.14)where the �Ce
h-de Rham se
tor is equipped with the Deligne di�erential [2, 20℄
D : Tr,s → Tr,s+1 (3.15)leaving the group index r untou
hed. It a
ts as

(Dc)p,q,r = (−1)qdcp−1,q,r + (−1)q−1δ̌cp,q−1,r (3.16)for (cp,q,r)r, p+q=s a 
omponent of an element C in Tr,s. We de�ne dcp−1,q,r (resp. δ̌cp,q−1,r)as 0 when p = 0 (resp. q = 0). Obviously, D squares to 0 and 
ommutes with the group
oboundary δ, whi
h makes it into a total tri
omplex. Up to multipli
ation by a global signon Tr,s, the �Ce
h-de Rham sub bi
omplex is identi
al to the one presented in [2℄, so that itfollows that they share the same 
ohomology. In parti
ular, it follows [2℄ that in degree one,the 
ohomology of the �Ce
h-de Rham 
omplex is given by H1(M, U(1)) and in degree two by
H2(M, U(1)).Again in simple words: A general Tr,s-
o
hain C is an element 
arrying r group indi
es,
Cg1,...,gr . This element is further de
omposed into (s+1) �Ce
h/de Rham 
o
hain 
omponents,of whi
h the �rst is a de Rham s-form being a �Ce
h 0-
o
hain at the same time. For thefollowing 
omponents the de Rham degree de
reases and the �Ce
h degree in
reases. The last
omponent of C is a de Rham 0-form whi
h is a �Ce
h s-
o
hain at the same time. The r-indexis the same for every 
omponent. As an example take the element C ∈ T1,2. One 
an writeout the 
omponents to be

T1,2 ∋ C := (cg;i , cg;ij , cg;ijk). (3.17)The Deligne di�erential a
ts on ea
h 
omponent a

ording to (3.16):
T1,3 ∋ DC = (dcg;i , δ̌cg;i − dcg;ij , −δ̌cg;ij + dcg;ijk , +δ̌cg;ijk). (3.18)Note that for U(1)-valued 
omponents the additive notation must be 
hanged to the mul-tipli
ative notation. As a 
onvention, total 
o
hains ∈ Tr,s will always be printed as boldletters, unless it is a Greek 
apital‡ or a 
onstant.

‡This 
onvention is 
hosen be
ause bold Greek 
apitals lead to unnaturally high �u
tuations of the grey-value distribution of a printed page, i.e. for aestheti
al reasons.



3.2 Tri
omplex 311-form gauge potentialsWith all these fan
y de�nitions, let us try to re
onstru
t the de�ning equations of the linebundle en
ountered in equation (2.38). With
B = (Bi, 0, 1) ∈ T0,2

A = (Ai, fij) ∈ T0,1,
(3.19)where Ai are the lo
ally de�ned 
onne
tion one forms and fij the U(1)-valued transitionfun
tions, formula (2.38) is obtained by setting DA = B:

DA = D(Ai, fij) = (dAi , (δ̌Ai)ij − i d log fij , −(δ̌fij)ijk)

= (dAi , Aj −Ai − i d log fij , fjk f
−1
ik fij)!

= B = (Bi , 0 , 1). (3.20)Note the possibly 
onfusing§ but exa
t notation in expressions like (δ̌fij)ijk: δ̌ is the �Ce
h
oboundary operator and 
reates an additional index. The two indi
es ij are di�erent fromthe three indi
es ijk after the appli
ation of δ̌. This was omitted in (3.18) for 
larity and willbe omitted in future 
omputations. If a 
oboundary is applied, it is the result, that 
arriesthe indi
es.Assuming that H1(M, U(1)) is trivial, the degree one 
ohomology of the �Ce
h-de Rham
omplex is also trivial, and one 
an make a very 
onvenient observation, namely, sin
e themagneti
 �eld strength B is invariant under the group a
tion, δB = g∗B − B = 0, and δ
ommutes with D,
δDA = DδA = 0⇒ ∃Φ ∈ T1,0 | DΦ = δA, (3.21)or in words, δA is exa
t with respe
t to D. Writing out the group indi
es,

DΦg = g∗A−A, (3.22)one re
overs exa
tly the relations (2.54), with Φ = (φg; i), be
ause
DΦ = D (φg;i) = (i d log φg;i , φg;j φ

−1
g;i )!

= δA = (g∗Ai −Ai , g
∗fij f

−1
ij ). (3.23)We also de�ne

T2,0 ∋ ω = δΦ (3.24)that ful�lls
Dω = DδΦ = δDΦ = δ2A = 0. (3.25)It shows that ω is 
onstant and globally de�ned (δ̌ω = 0). By de�nition, ω also satis�es

δω = 0 so that it is a group 2-
o
y
le. Of 
ourse it is nothing but ωg,h from (2.61).If the degree one 
ohomology of the �Ce
h-de Rham bi
omplex is not trivial, then there isan obstru
tion to solving DδA = 0, whi
h 
orresponds to the fa
t that a line bundle and its
§In prin
iple it is less 
onfusing, but there are more indi
es to worry about.
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 translations for stringspull-ba
k by g are not ne
essarily isomorphi
. Here, we are working in the simply 
onne
ted
ase.Finally, the gauge ambiguity in this setting is des
ribed by an element η ∈ T0,0 a
ting onthe potential as {
A → A + Dη

Φ → Φ δη α
, (3.26)whi
h 
an be written out with η = (ηi)





Ai → Ai + id log ηi,

fij → fij η
−1
i ηj

φg; i → φg; i g
∗ηi(ηi)

−1 αg

. (3.27)As an additional ambiguity, note that the 
onstant group 1-
o
hain αg 
hanges ωg,h by a
oboundary, sin
e ω = δΦ and (δα)g,h = αh α
−1
gh αg whi
h 
orresponds to what we en
ounteredin (2.65).We 
an now understand the [...]ji notation of the magneti
 amplitude (2.52). The notationen
odes (up to a sign) the formal analogy between 
o
hains of the �Ce
h-de Rham bi
omplexand ordinary di�erential forms. Gauge transformations (3.26) read

[
ei

R y
x

A

]
ji
→
[
ei

R y
x

A+Dη

]
ji

=
[
η−1(y)

]
j

[
ei

R y
x

A

]
ji

[η(x)]i , (3.28)with [η(x)]i = ηg; i(x). The a
tion of g ∈ G on the amplitude reads
Aji[ϕ·g] =

[
ei

R y
x

g∗A
]
ji

=
[
Φ−1

g (y)
]
j

[
ei

R y
x

A

]
ji

[Φg(x)]i , (3.29)with [Φg(x)]i = φg; i(x). An element ∈ Tr,s en
losed by a pair of square bra
kets has several
omponents whi
h are evaluated at the �Ce
h indi
es atta
hed, [..]i1...in. Let us 
arry over allthis to higher forms.2-form gauge potentials and their invarian
eThe formalism just developed is of 
ourse very well suited to be applied to the higher dimen-sional 
ase of the lo
al data of a 1-gerbe. (In parti
ular, be
ause the equations are rather
ompa
t, it is harder to lose sight even if applied to n-gerbes). We have seen that the KRgauge potential is a 2-form and the �eld strength a 3-form. To start with, let H be the Kalb-Ramond 3-form su
h that its de Rham 
ohomology 
lass belongs to H3(M, 2πZ). This 
lassis also 
alled Dixmier-Douady-
lass [20℄ and 
an be 
onsidered as the 'higher dimensional'version of the Chern 
lass for line bundles. Under these assumptions one 
an �nd lo
allyde�ned forms of lower degree su
h that




Hi = dBi on Ui

Bj −Bi = dBij on Ui ∩ Uj

Bjk −Bik +Bij = id log fijk on Ui ∩ Uj ∩ Uk

fjkl(fikl)
−1fijl(fijk)

−1 = 1 on Ui ∩ Uj ∩ Uk ∩ Ul

, (3.30)



3.2 Tri
omplex 33where all forms are antisymmetri
 in their indi
es. This set of equations is the analogue ofthe lo
al data de�ning a line bundle with 
onne
tion, (2.38). The mathemati
al profoundnessof the underlying equations and their geometri
al meaning in terms of gerbes or even 'bundlegerbes' [34, 35℄ will not be used. We simply adapt the te
hniques introdu
ed for the parti
leto the 
ase where there is a 3-form ba
kground �eld instead of a 2-form and solely work withthe lo
al representation of the �elds. As a generi
 term, all these lo
al �elds will be referredto as 'the B-�elds'.Given H, 'the B-�elds' are not unique. One 
an gauge transform them as




Bi → Bi + dΛi,

Bij → Bij + Λj − Λi − i d log ηij ,

fijk → fijk η
−1
jk ηik η

−1
ij ,

(3.31)while preserving (3.30). Note that the gauge transformation now involves real 1-forms Λi and
U(1)-valued fun
tions ηij . Besides, there is a gauge transformation of the gauge transforma-tion sin
e {

Λi → Λi + id log ξi,

ηij → ηij ξj (ξi)
−1 (3.32)has no e�e
t on the B-�elds. For the sake of brevity, the latter shall be 
alled residual gaugetransformations.To write these equations using the �Ce
h-de Rham bi
omplex, let us de�ne elements in Tr,sand mimi
 the method applied for the bundle,

H = (Hi, 0, 0, 1) ∈ T0,3

B = (Bi, Bij , fijk) ∈ T0,2
. (3.33)The equations (3.30) are then equivalent to the very 
ompa
t equation

DB = H (3.34)as 
an be re
overed using the de�nition of D (3.16)
DB = D (Bi, Bij , fijk)

=
(
dBi , (δ̌Bi)ij − dBij , −(δ̌Bij)ijk + id log fijk , (δ̌fijk)ijkl

)!
= H = (Hi , 0 , 0 , 1) (3.35)and the appli
ation of the �Ce
h 
oboundary.Again, the invarian
e of H under the group a
tion, i.e. δH = g∗H−H = 0, and DB = Himplies

δDB = DδB = 0→ ∃A ∈ T1,1 | DA = δB (3.36)be
ause the relevant 
ohomology is assumed to be trivial [2℄. By the same token and be
ause
δ2 = 0,

δ2B = δDA = DδA = 0→ ∃Φ ∈ T2,0 | DΦ = δA, (3.37)
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 translations for stringssu
h that the group a
tion is 
ompletely en
oded by




DA = δB,

DΦ = δA,

ω = δΦ

. (3.38)Here, ω = δΦ is a 
onstant and globally de�ned element ∈ T3,0, sin
e
Dω = DδΦ = δDΦ = δ2A = 0. (3.39)Further, it is a group 3-
o
y
le, be
ause of

δω = δ2Φ = 0. (3.40)The 3-
o
y
le will play an important role, sin
e it is an essential ingredient of the algebrai
stru
ture we are interested in. However, on this stage of its derivation, this 
annot be re
og-nized yet.For the de�ning equations of the group a
tion (3.38), one 
an write out the group indi
esleading to 



DAg = g∗B−B

DΦg,h = g∗Ah −Agh + Ag

ωg,h,l = g∗Φh,k(Φgh,k)
−1Φg,hk(Φg,h)−1

. (3.41)The �rst equation means that Ag is a gauge transformation from B to g∗B. Then,
(gh)∗B 
an be obtained from B either by Agh, or by Ag + g∗Ah. Therefore, the two gaugetransformations must be related by a residual gauge transformation Φg,h. This is en
oded inthe se
ond equation. The last equation arises from the two ways of 
ombining two residualgauge transformations from Aghk to Ag + h∗Ag + (gh)∗Ak. Indeed, one 
an use either

Aghk
Φg,hk−−−→ Ag + g∗Ahk

g∗Φh,k−−−−→ Ag + g∗Ah + (gh)∗Ak, (3.42)or
Aghk

Φgh,k−−−→ Agh + (gh)∗Ak
Φg,h−−−→ Ag + g∗Ah + (gh)∗Ak. (3.43)Sin
e the two 
ombinations of residual gauge transformations have the same a
tion on Aghk,they di�er by a 
onstant whi
h is ωg,h,k.In �gure 3.2, verti
es 
orrespond to B-�elds, arrows to gauge transformations Ag, fa
esto residual gauge transformations Φg,h and ωg,h,k to the tetrahedron obtained by gluing thetwo 
ouples of triangles 
orresponding to (3.42) and (3.43).The next logi
al step is to write down all �Ce
h-indi
es. In a

ordan
e with their de�nition,

A = (Ag; i, fg; ij) ∈ T1,1

Φ = (φg,h; i) ∈ T2,0
, (3.44)
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)Figure 3.2: Geometri
 illustration for group 
o
hains.su
h that one obtains




dAg; i = g∗Bi −Bi

Ag; j −Ag; i − i d log fg; ij = g∗Bij −Bij

(fg; jk)
−1fg; ik(fg; ij)

−1 = g∗fijk(fijk)
−1

i d log φg,h; i = g∗Ah; i −Agh; i +Ag; i

φg,h; j(φg,h; i)
−1 = g∗fh; ij(fgh; ij)

−1fg; ij

ωg,h,k = g∗φh,k; i(φgh,k; i)
−1φg,hk; i(φg,h; i)

−1

. (3.45)
These are the equations derived by E. Sharpe in his analysis of dis
rete torsion [36℄, at thenotable ex
eption of the 3-
o
y
le ω. As we have seen, the triviality of ω 
annot be obtainedsolely on the grounds of the invarian
e of H. However, it is an essential 
onsisten
y 
onditionin order to build a honest orbifold theory. We 
ome ba
k to this point in 
hapter 5. For themoment, just note that the 3-
o
y
le ωg,h,k (for the parti
le it was the 2-
o
y
le ωg,h) arisesnaturally from the 
onstru
tion using the tri
omplex.To 
omplete all possible gauge transformations, they 
an be written in a 
ompa
t way





B → B + DΛ , Λ ∈ T0,1

A → A + δΛ + DΘ , Θ ∈ T1,0

Φ → Φ δΘ α , α ∈ T2,0

ω → ω δα , ω ∈ T3,0

, (3.46)su
h that with the expli
it version of the gauge �elds
Λ = (Λi, ηij) ∈ T0,1

Θ = (θg; i) ∈ T1,0
(3.47)



36 Magneti
 translations for stringsone re
overs (3.31) plus additional transformations of the other �elds




Bi → Bi + dΛi

Bij → Bij + Λj − Λi − i d log ηij

fijk → fijk (ηjk)
−1ηik (ηij)

−1

Ag; i → Ag; i + g∗Λi − Λi + id log θg; i

fg; ij → fg; ij g
∗ηij(ηij)

−1 θg,j(θg; i)
−1

φg,h; i → φg,h; i g
∗θh; i(θgh; i)

−1θg; i

. (3.48)
In this 
ontext, the residual gauge transformations read

Λ→ Λ + Dξ , ξ = (ξi) ∈ T0,0, (3.49)whi
h reprodu
es (3.32).The pre
ise 
onstru
tion 
an be re
overed from �gure 3.3 by following the step-like pathindi
ated by the arrows towards the δ/r-axis. The presented general method 
onstru
ts

Figure 3.3: De Rham/�Ce
h/group tri
omplex for the derivation of B, A, Φ and ω.the lo
al �eld transformations under the group a
tion. For the bundle (2.38), these relationsassured that the pull-ba
k bundle is isomorphi
 to the original bundle, yielding the phase thata

ompanies the operators of magneti
 translations. For a group invariant 3-form H with allits lo
al 
omponents gathered into H, and the 
orresponding potential forms gathered into B,the relations assure the pull-ba
k gerbe to be stably isomorphi
 to the original one [29℄. Thegroup a
tion introdu
es two �elds, Ag and Φg,h, and a group 3-
o
y
le ωg,h,k ∈ T3,0 whi
h is
onstant and globally de�ned. Apart from that, there are gauge transformations indu
ed by
Λ ∈ T0,1 and Θ ∈ T1,0 as well as gauge transformations of the gauge transformation indu
edby an element ξ ∈ T0,0.It it now 
lear how to pro
eed to de�ne stringy magneti
 translations: Constru
t the ana-logue of the parti
le's magneti
 amplitude for a string and 
ompare the translated amplitude
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omplex 37with the original one. From the ratio, read o� the phase that must a

ompany the magneti
translation operators. For the following 
omputation, all �eld relations derived here will beof striking importan
e. The magneti
 amplitude should be invariant under gauge transforma-tions and lo
ally appearing re-triangulations up to boundary terms that are absorbed by thestring states, 
ompletely analogous to the parti
le 
ase. The string magneti
 amplitude willbe 
onstru
ted in the next se
tion.M-Theory¶To show the generality of the introdu
ed methods, let us apply the tri
omplex to the lo
al data of a2-gerbe [37, 38℄. The lo
al data is given by a ba
kground 4-form and the 
orresponding potential beinga 3-form. The tri
omplex method is so general that it 
ould be applied to any degree. In M-Theory,the equations are obtained from a set of �elds
C = (Ci, Cij , Cijk, fijkl) ∈ T0,3, (3.50)standing for the lo
ally de�ned 3-form potentials Ci and all lower degree forms needed to glue themon non trivial interse
tions. The globally de�ned 
losed 4-form �eld strength G = (Gi, 0, 0, 0, 1) ∈ T0,4together with all de�ning equations is obtained by

DC = G, (3.51)or written expli
itly with �Ce
h indi
es




Gi = dCi on Ui

Cj − Ci = dCij on Ui ∩ Uj

Cij + Cjk + Cki = dCijk on Ui ∩ Uj ∩ Uk

Cjkl − Cikl + Cijl − Cijk = i d log fijkl on Ui ∩ Uj ∩ Uk ∩ Ul

(fjklm)−1fiklm(fijlm)−1fijkm(fijkl)
−1 = 1 on Ui ∩ Uj ∩ Uk ∩ Ul ∩ Um

. (3.52)We are then introdu
ing the additional �elds needed to de�ne the group a
tion on that 2-gerbe. Theseare 
learly B ∈ T1,2, A ∈ T2,1 and Φ ∈ T3,0, su
h that the group a
tion is �nally given by




DB = δC

DA = δB

DΦ = δA

ω = δΦ

. (3.53)These equations are very 
onvenient to read o� the gauge degrees of freedom. The gauge ambiguitiestake the form 



C → C + DΥ , Υ ∈ T0,2

B → B + δΥ + DΛ , Λ ∈ T1,1

A → A + δΛ + DΘ , Θ ∈ T2,0

Φ → Φ δΘ α , α ∈ T3,0

ω → ω δα , ω ∈ T4,0

, (3.54)where we in
luded the ambiguity due to the group 3-
o
hain α, whi
h is a 3-
o
y
le if one requires that
ω remains un
hanged, and 
an be identi�ed with the M-theory analogue of dis
rete torsion [37, 38℄.

¶Not ne
essary but interesting
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 translations for stringsAdditionally, there are now three levels of residual gauge transformations, namely





Υ → Υ + DΞ , Ξ ∈ T0,1

Ξ → Ξ + Dη , η ∈ T0,0

Λ → Λ + Dζ , ζ ∈ T1,0

. (3.55)Let's start to write out the group indi
es for the group a
tion. One obtains




DBg = g∗C−C

DAg,h = g∗Bh −Bgh + Bg

DΦg,h,k = g∗Ah,k −Agh,k + Ag,hk −Ag,h

ωg,h,k,l = g∗Φh,k,l(Φgh,k,l)
−1Φg,hk,l(Φg,h,kl)

−1Φg,h,k.

(3.56)We are now going to display all �Ce
h indi
es. Note, that the �elds are written expli
itly as
B = (Bg; i, Bg; ij , fg; ijk),

A = (Ag,h; i, fg,h; ij),

Φ = (φg,h,k; i).

(3.57)From (3.56) we have





dBg; i = g∗Ci − Ci

Bg; j −Bg; i − dBg; ij = g∗Cij − Cij

Bg; ik +Bg; kj +Bg; ji + i d log fg; ijk = g∗Cijk − Cijk

fg; jkl f
−1
g; ikl fg;ijl f

−1
g;ijk = g∗fijkl(fijkl)

−1

dAg,h; i = g∗Bh; i −Bgh; i + Bg; i

Ag,h; j −Ag,h; i − i d log fg,h; ij = g∗Bh; ij −Bgh; ij +Bg; ij

(fg,h; jk)−1fg,h; ik(fg,h; ij)
−1 = g∗fh; ijk(fgh; ijk)−1fg; ijk

i d logφg,h,k; i = g∗Ah,k; i −Agh,k i +Ag,hk; i −Ag,h; i

φg,h,k; j(φg,h,k; i)
−1 = g∗fh,k; ij(fgh,k; ij)

−1fg,hk; ij(fg,h; ij)
−1

(3.58)
These equations are equivalent to the ones presented in [37℄.� 3.3 String propagation and statesAs for a parti
le, a 
losed string propagating on M in a ba
kground 3-form H 
an be des
ribedin the fun
tional integral approa
h by the insertion of a magneti
 amplitude. More pre
isely,the string propagator K 
an be derived in perturbation theory from CFT as‖ [26℄

K(Y ;X) =

∫
[Dϕ]

ϕ(∂S)=X∗∪Y

e−S[ϕ]A[ϕ], (3.59)where ϕ is the map ('path') from the 
orresponding two dimensional surfa
e S into themanifold M, where the boundary values 
oin
ide with the string initial and �nal positions
X and Y in analogy to the parti
le propagator and the map ϕ : [a, b] → M with ϕ(a) = xand ϕ(b) = y �xed. The ∗ stands for the di�erent orientations with respe
t to the in
omingand outgoing string, sin
e the strings have a winding. In general, X and Y may both have

‖To be more pre
ise one has to further integrate over the moduli and sum over the genera of S
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 amplitude 39several 
onne
ted 
omponents and the topology of S en
odes all the possible intera
tions. Forexample, Y may be a disjoint union of several outgoing strings if there is a de
ompositionduring the propagation pro
ess en
oded by the topology of S. In this thesis, we 
on�neourselves to the simplest topologies for S: a 
ylinder (free string propagation) and later a pairof pants (tree level de
ay of a string).Besides, K(Y ;X) ful�lls a set of axioms whi
h essentially state that two pro
esses 
orre-sponding to two world-sheets S and S ′ 
an be sewn end-to-end [26℄, if their boundaries allowfor it. K provides the evolution of the string wave fun
tion a

ording to
Ψ(X)→ Ψ′(Y ) =

∫
[DX]K(Y ;X)Ψ(X), (3.60)where the 'string wave fun
tions' Ψ and Ψ′ are now fun
tionals of the string's embedding Xin spa
e-time. The magneti
 amplitude A[ϕ] en
odes the 
ouplings to the potentials of theexternal H-�eld and de�nes, together with S[ϕ] a 
onformally invariant �eld theory on S. In
omparison to the magneti
 amplitude of the parti
le, A[ϕ] holds the topologi
al KR term(3.7). The kineti
 term for the propagating string (the free a
tion (3.4)) is denoted by S[ϕ]in (3.59).The de�nition of a string's 
on�guration X used here is intimately 
onne
ted with theposed problem of the orbifold 
onstru
tion. For that, it is again assumed that a �nite dis
retegroup G a
ts on M and leaves the ba
kground �eld H as well as the kineti
 a
tion S[ϕ]invariant, g∗H−H = 0, S[ϕ ·g] = S[ϕ], ∀g ∈ G. We aim at 
onstru
ting magneti
 amplitudesfor some open strings in M that will de�ne 
losed strings on the orbifold M/G. These statesare 
alled twisted se
tors, and are de�ned to be strings that 
lose up to an element of thegroup G. More pre
isely, the 
on�guration spa
e Cw of strings with winding w is de�ned by

Cw = {Xw : [0, 2π]→M su
h that Xw(2π) = Xw(0) · w} . (3.61)For w = 1G, it 
orresponds to 
losed strings and one 
an glue together the endpoints ofthe segment to re
over the 
ir
le S1. In the general 
ase, it is 
onvenient to view stringsin Cw as de�ned on a pointed 
ir
le, with boundary value di�ering by w, or equivalently,as strings de�ned on the universal 
over R of S1 ful�lling the quasi periodi
ity 
ondition
Xw(σ + 2nπ) = Xw(σ) · wn. In order to make the illustrations easier, the �rst point of viewshall be adopted.� 3.4 String magneti
 amplitudeThe simplest amplitude 
orresponds to a single free string of winding w propagating betweenan initial 
on�guration Xw and a �nal one Yw. The magneti
 amplitude is 
onstru
ted using aslight modi�
ation of the te
hniques introdu
ed in [2℄, in order to deal with the twisted se
tors.Su
h an amplitude is asso
iated to a map ϕ from a 
ut 
ylinder Sc to M, that interpolatesbetween Xw and Yw su
h that its boundary values along the 
ut di�er by w. Hen
e, the 
ut
ylinder Sc repla
es the interval ℓ known from the parti
le's 
ase, and to lo
ally re
onstru
t(3.7), it has to be triangulated analogously to the 
hoi
e of segments and verti
es needed for
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Figure 3.4: The 
ut of a 
ylinder.

ℓ. This time, the triangulation in
ludes 2-simpli
es as well, sin
e we deal with an obje
t withdimension raised by one. The pro
edure is therefore to pi
k a triangulation of the 
ylinder Scby 2-simpli
es denoted by ci, 1-simpli
es (the former segments) sj and verti
es vk su
h that
ϕ(ci) ⊂ Uαi

, ϕ(sj) ⊂ Uβj
and ϕ(vk) ∈ Uγk

. Note that 
utting the 
ylinder in the twistedse
tor's sense does not spoil the validity of su
h a triangulation, sin
e the open 
over {Ui} is
hosen to be group invariant. The pro
edure of '
utting' is graphi
ally represented in �gure3.4. Starting from S, it is 
ut (S → Sc) and triangulated as indi
ated by the subset of littletriangles. Everything is then mapped to M depi
ted as the in
oming 
ir
le from x to xw thatpropagates to its �nal position at y to yw. Note that the winding is an invariant and thepropagation pro
ess is represented by the a
tual size of the 
ir
les. It should be regarded as ifone looks through a 
ylinder whi
h is lo
ated in front of ones eye, like a mono
ular teles
ope.This is a standard way of visualization also applied in CFT.To realize a gauge invariant magneti
 amplitude for twisted se
tors, one has to in
ludean additional term into (3.7). This is triggered by the possible gauge B → B + dΛ, with
Λ a 1-form. Due to the 
ut, this produ
es a 
ontribution to the amplitude whi
h 
annotbe absorbed by the gauged wave fun
tion; only boundary terms at Xw or Yw are allowedto remain. Thus, gauge invarian
e requires an additional term integrated along the 
ut to
an
el the term stemming from B → B + dΛ. The �eld to be integrated has already been
onstru
ted, it is Aw from the tri
omplex 
onstru
tion (3.45) for a string with winding w. Ifeverything were globally de�ned, its relation to B would be dAw = w∗B−B. Sin
e Aw ∈ T1,1,it has to be integrated using a triangulation. The interse
tions of the 
ut with the trianglesprovide this triangulation by segments s′j and by verti
es v′k. Colle
ting all together leads tothe de�nition of the amplitude

AJI [ϕ] = exp{i
∑

ci

∫

ci

ϕ∗Bαi
} exp{i

∑

ci,sj

sj⊂∂ci

∫

sj

ϕ∗Bαiβj
}
∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

ϕ∗f ǫ(j,k)
αiβjγk

(vk)

× exp{i
∑

s′j

∫

s′j

ϕ∗Aw;β′
j
}
∏

s′j ,v′k
v′k∈∂s′j

ϕ∗f−ǫ(j,k)
w;β′

jγ′
k
(v′k). (3.62)The �rst line is identi
al to the 
ontribution of 
losed strings in [2℄. Here one 
an seethe individual roles played by the lo
al 
omponents of the total form B = (Bi, Bij , fijk)
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 amplitude 41introdu
ed in the previous se
tion. The lo
ally given 2-form Bi is integrated along the 2-simpli
es ci in (3.62). The 
orresponding lo
al version is given by the open set asso
iated tothe 2-simplex; in our 
ase, it is denoted by Uαi
, whi
h leads to an integral over Bαi

. In order to
onsistently 'swit
h' between triangles, one has to integrate the 1-form 
omponents Bij alongthe bounding segments sj ⊂ ∂ci, where the open sets are given by the asso
iated Uαi
of the2-simplex itself and the one asso
iated to the 
hosen bounding segment, whose open sets aredenoted by Uβj

. This leads to the integral over Bαiβj
. Analogously to swit
hing between theline segments using the transition fun
tions fij in the parti
le's amplitude, the U(1)-valuedfun
tions fijk play a similar role in equation (3.62). Namely, the line integrals over Bαiβj

alongthe boundaries ∂ci meet the triangle verti
es vk, ea
h one being an element of the asso
iatedopen set Uγk
. In passing from one segment to another, there 
omes a fa
tor f ǫ(j,k)

αiβjγk
(ϕ(vk)),where ǫ en
odes the orientation of the 
urrent boundary segment in the sense that vk inheritsthe orientation depending on whether vk ∈ ∂sj is the vertex where the segments starts orends. As an analogue to the line bundle (2.38), equation (3.30) gives the ne
essary 
onditionsin order to give a pro
edure of how swit
hing between the open sets for all involved forms.The se
ond line is formally identi
al to the magneti
 amplitude for a parti
le (2.47), withthe di�eren
e, that the fun
tions fw,ij are not the transition fun
tions of a line bundle be
auseof equation (3.45). Note the slight abuse of notation. The 
ylinder is �rst 
ut and thentriangulated, su
h that the segments and verti
es of the 
ut are indu
ed by the boundariesand verti
es of the little triangles that tou
h the 
ut. Be
ause of the invarian
e of the open
over with respe
t to the group a
tion, the two triangulations on the upper and lower lip ofthe 
ut 
oin
ide. Thus the total form Aw = (Aw; i, fw; ij) introdu
ed in (3.44) and (3.45) isintegrated along the indu
ed segments, using exa
tly the same 
onvention as for the holonomyof the parti
le path.Homotopi
 
hange of the 
utThe full amplitude (3.62) is 
onstru
ted to be invariant under a 
hange of the triangulation orassignment of open sets. It is further invariant under homotopi
 
hanges of the 
ut. As longas the endpoints on the bounding 
ir
les are �xed, this is due to the use of a good invariant
over. Suppose the 
ut 
hanges as indi
ated in �gure 3.5. This leads to a new surfa
e in

Figure 3.5: Homotopy under the 
hange of the 
ut.the target spa
e, that 
oin
ides with the original one up to some region Σ′′. To see this,separate the 
ylinder world-sheet into two pie
es, Sc = Z ∩ S ′′ 
ompatible with some 
hosentriangulation. Imagine the two regions Z and S ′′ to be separated by the new 
ut c′. Denote
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tions of ϕ on the 
orresponding pie
es by ϕ(Z) := ∆, ϕ(S ′′) := Σ′′ respe
tively.A

ordingly, the world-sheet Sc takes the form Σ = ∆ ∩Σ′′ in target spa
e. Then, the imageof the new world-sheet Sc′ 
orresponding to the new 
ut c′ equals the Z-part, ϕ(Z) = ∆,whereas the region S ′′ of the gap between the two di�erent 
uts appears in M lifted by thewinding, i.e. as the surfa
e w∗Σ′′. To obtain this result, note that due to the invarian
e ofthe open 
over, ϕ 
an be extended to the universal 
over of the 
ylinder, using a periodi
triangulation. Then, depending on the domain, S ′′ is mapped to M modulo elements wn ∈ G,
n ∈ Z. The surfa
e Σ′′ and its shifted version by the winding is illustrated in �gure 3.6 and

Figure 3.6: The shaded area is shifted by w.
orresponds to the shaded area. To make 
onta
t with the a
tion of the group G on the �elds,suppose B ≡ B and Aw ≡ Aw were globally de�ned, with dAw = w∗
B − B a

ording to(3.45). Then the amplitude (3.62) 
ould be trivially written as

A[ϕ] = ei
R

Σ B+i
R

γ
Aw , (3.63)where γ is the path along the image of the 
ut, γ = ϕ(c). For two di�erent 
uts c and c′ butwith the same endpoints, apply the previous 
onsiderations, yielding two amplitudes A and

A′ with the ratio
A/A′ = ei

R

Σ′′ B−w∗B+i
R

γ
Aw−i

R

γ′
Aw

= ei
R

Σ′′ (−dAw)+i
R

∂Σ′′ Aw = 1 (3.64)be
ause of Stoke's law.Diffeomorphism invarian
eBesides, the amplitude is invariant under di�eomorphisms of the 
ylinder that are 
onne
tedto the identity and redu
e to the identity on the boundary. Su
h di�eomorphisms are simplya 
hange of the triangulation followed by a 
hange of variables in the asso
iated integrals, aswell as a smooth deformation of the 
ut. This is not true if we 
onsider large di�eomorphismsbe
ause the latter indu
e a non homotopi
 
hange of the 
ut. We shall 
ome ba
k to thispoint in 
hapter 5.� 3.5 Transition fun
tionsFrom �gure 3.4 one 
an learn that a triangulation of Sc su
h that ϕ(ci) ⊂ Uαi
, ϕ(sj) ⊂ Uβj

and
ϕ(vk) ∈ Uγk

indu
es a triangulation on the boundary 
ir
les. These indu
ed triangulations



3.5 Transition fun
tions 43shall serve to de�ne an open 
over of the string's 
on�guration spa
e Cw. In analogy to theparti
le we would like to interpret the string wave fun
tions as se
tions of a line bundle over
Cw. For that, one has to de�ne the open sets UI used to 
over the string spa
e. Afterwardsone needs transition fun
tions GIJ that allow to glue together the lo
al data, exa
tly likein the 
ase for the line bundle of the parti
le. Re
all that, for the parti
le, the magneti
amplitude (2.47) depends on the open sets pertaining to the end points of the path and thepropagator is interpreted as a map from the �ber at the initial position x to the �bre at ya
ting on wave fun
tions being se
tions of this bundle. Something similar happens for strings.
I and J are indi
es that label a 
overing of Cw by open sets UI and the string wave fun
tionsare se
tions of a bundle over Cw. The dependen
e of the magneti
 amplitude for the string(3.62) on the indu
ed triangulations I and J is thus not very surprising. This is why in (3.62)it was written with the two indi
es, AJI [φ].Suppose, there are two triangulations of the 
ut 
ir
le, I and J , or equivalently, periodi
triangulations of the real line. The triangulation I is de�ned by segments s and verti
es v,su
h that X(s) ⊂ Uαs and X(v) ∈ Uβv . The triangulation J is de�ned by s′ and v′ su
h that
X(s′) ⊂ Uα′

s′
and X(v′) ∈ Uβ′

v′
. For notational reasons, the numbering index of segmentsand verti
es is omitted, be
ause a 
ondensed notation permits to write down the transitionfun
tions more 
learly. Motivated by [2℄, the open sets UI 
an be de�ned to be

UI = { X ∈ Cw su
h that X(s) ⊂ Uαs and X(v) ∈ Uβv} (3.65)and varying over all triangulations and assignments, these open sets 
over Cw. Consider nowa non-empty interse
tion UI ∩ UJ de�ned by segments s̄ := s ∩ s′ and asso
iated verti
es v̄.As an important de�nition, set αs̄ = αs and α′
s̄ = α′

s′ . For v̄ set
βv̄ =

{
βv

αs
if

v̄ = v

v̄ ∈ s , β′v̄ =

{
β′v′
α′

s′
if

v̄ = v′

v̄ ∈ s′ (3.66)Then, the transition fun
tions GIJ are de�ned as
GIJ(X) = exp

{
i
∑

s̄

∫

s̄
X∗Bαs̄α′

s̄

}
∏

v̄,s̄|v̄∈∂s̄

(
X∗fαv̄α′

v̄α′
s̄
(v̄)

X∗fαv̄αs̄α′
s̄
(v̄)

)−ǫ(v̄)

×X∗f−1
w;βv0β′

v0
(0) (3.67)with v0 being the vertex of the 
ut and ǫ(v̄) takes values −1 if v̄ is the �rst vertex of s̄, and

+1 if v̄ is the se
ond. Here, the order is given by the intrinsi
 order of the single segments s̄.With these 
onventions, it is possible to prove
GIK(X) = GIJ (X)GJK(X) (3.68)for X ∈ UI ∩UJ ∩ UK .For example, 
onsider a 
on�guration of 3 interse
ting triangulations building up four segments,

l̄1, ..., l̄4. This means that I is 
overed by l̄1 and l̄2 + l̄3 + l̄4 with verti
es v0, v1 and v0 · w. Theinterse
tion J is 
overed by l̄1 + l̄2 and l̄3 + l̄4 with bounding verti
es v0, v2 and v0 · w. A

ording to
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 translations for stringsthis, K has l̄1 + l̄2 + l̄3 and l̄4 with verti
es v0, v3 and v0 · w. Compute GIJ , GJK and GIK to seewhat terms are involved:
GIJ = exp{i

∫

l̄1

X∗Bα0α′

0
+ i

∫

l̄2

X∗Bα1α′

0
+ i

∫

l̄3+l̄4

X∗Bα1α′

1
} X∗f−1

w;β0β′

0

(3.69)
(
fβ0β′

0
α′

0

fβ0α0α′

0

)

v0

(
fβ1α′

0
α′

0

fβ1α0α′

0

)
−1

v1

(
fβ1β′

0
α′

0

fβ1α1α′

0

)

v1

(
fα1β′

1
α′

0

fα1α1α′

0

)
−1

v2

(
fα1β′

1
α′

1

fα1α1α′

1

)

v2

(
fβ0β′

0
α′

1

fβ0α1α′

1

)
−1

v0·w

,

GJK = exp{i
∫

l̄1+l̄2

X∗Bα′

0
α′′

0
+ i

∫

l̄3

X∗Bα′

1
α′′

0
+ i

∫

l̄4

X∗Bα′

1
α′′

1
} X∗f−1

w;β′

0
β′′

0

(3.70)
(
fβ′

0
β′′

0
α′′

0

fβ′

0
α′

0
α′′

0

)

v0

(
fβ′

1
α′′

0
α′′

0

fβ′

1
α′

0
α′′

0

)
−1

v2

(
fβ′

1
α′′

0
α′′

0

fβ′

1
α′

1
α′′

0

)

v2

(
fα′

1
β′′

1
α′′

0

fα′

1
α′

1
α′′

0

)
−1

v3

(
fα′

1
β′′

1
α′′

1

fα′

1
α′

1
α′′

1

)

v3

(
fβ′

0
β′′

0
α′′

1

fβ′

0
α′

1
α′′

1

)
−1

v0·w

,

GIK = exp{i
∫

l̄1

X∗Bα0α′′

0
+ i

∫

l̄2+l̄3

X∗Bα1α′′

0
+ i

∫

l̄4

X∗Bα1α′′

1
} X∗f−1

w;β0β′′

0

(3.71)
(
fβ0β′′

0
α′′

0

fβ0α0α′′

0

)

v0

(
fβ1α′′

0
α′′

0

fβ1α0α′′

0

)
−1

v1

(
fβ1α′′

0
α′′

0

fβ1α1α′′

0

)

v1

(
fα1β′′

1
α′′

0

fα1α1α′′

0

)
−1

v3

(
fα1β′′

1
α′′

1

fα1α1α′′

1

)

v3

(
fβ0β′′

0
α′′

1

fβ0α1α′′

1

)
−1

v0·w

,where the notation (·)vi
means X∗(·)(vi). The integrals over the 1-forms Bij 
an be eliminated usingthe third relation of equation (3.30), i.e. Bij + Bjk + Bki = i d log fijk. The other terms 
an berearranged using the 
o
y
le 
ondition fjklf

−1
ikl fijlf

−1
ijk = 1 and from (3.45) re
all w∗fijk(fijk)−1 =

fw;ikfw;kjfw;ji. All together, one �nds after writing down over ∼ 40 terms and a long and tedious
al
ulation that GIJGJK

GIK
= 1, whi
h is the required 
ondition for the transition fun
tions.A

ordingly, a line bundle 
an be 
onstru
ted on Cw using these transition fun
tions. Thestring wave fun
tions are se
tions of this bundle, de�ned lo
ally in the 
hart UI by a 
omplexvalued fun
tion ΨI that ful�lls ΨI = GIJΨJ on overlapping 
harts. We denote by Hw thespa
e of se
tions of the line bundle over Cw.The magneti
 amplitude (3.62) only depends on the �elds A ∈ T1,1 and B ∈ T0,2, on thesurfa
e Σ swept out by the string in M and on the triangulations and assignments I and Jpertaining to X and Y . Be
ause the expression (3.62) is rather 
umbersome to work with,we abbreviate it as we did for the parti
le

AJI [ϕ] =
[
ei

R

Σ B+i
R y

x
Aw

]
JI
, (3.72)where x = X(0) and y = Y (0). However, there are some 
omputations that follow in theexpli
it version of formula (3.72). Re
all that B = (Bi, Bij , fijk) and Aw = (Aw;i, fw;ij)
ontain all �elds su
h that the 
hoi
e of the notation in (3.72) exa
tly reprodu
es (3.62).In words, it really means that one has to 
ut the 
ylinder, triangulate it and 
ompute theamplitude as in (3.62). For topologi
ally trivial �elds, B and Aw 
an be identi�ed with deRham forms B and Aw, and (3.72) 
an be taken literally as the integrals of B over Σ and of

Aw over the 
ut joining x to y. The same argument holds for the lo
ally 
onstru
ted parti
lemagneti
 amplitude. Here, the 
ontributions of B and Aw 
annot be separated, only their
ombination is 
onsistent.



3.6 Gauge transformations 45From this 
onstru
tion, the dependen
e of the magneti
 amplitude (3.62) on the 
overingand assignments pertaining to the endpoints is readily expressed using the transition fun
tions.If one trades I and J for K and L, a simple argumentation shows that
[
ei

R

Σ B+i
R y
x

Aw

]

LK
= GLJ

[
ei

R

Σ B+i
R y
x

Aw

]

JI
GIK , (3.73)whi
h is in agreement with its interpretation as an holonomy in the line bundle, in analogywith the parti
le's 
ase, 
ompare to (2.48). Sin
e the transition I → K and J → L 
hangesthe triangulation on the boundary, this transition 
omes together with a reassignment of the'inner' triangulation of AJI whi
h is 
ompatible with the new indu
ed K and L. Be
ause

AJI is triangulation-invariant (up to the triangulation on the boundary), (3.73) des
ribes theright pro
edure of su
h a re-triangulation in
luding the boundary terms.� 3.6 Gauge transformationsAs a warm up for the derivation of stringy magneti
 translations, 
onsider now a gaugetransformation (3.46) given by Λ = (Λi, ηij) and Θw = (θw; i) a
ting on the �elds as in(3.48). Expli
itly, there are many �elds involved in su
h transformations. For the magneti
amplitude, it indu
es the following 
hange:
AJI [ϕ] =

[
ei

R

Σ
B+i

R y
x

Aw

]
JI
→ A′

JI [ϕ] =
[
ei

R

Σ
(B+DΛ)+i

R y
x

(Aw+w∗Λ−Λ+DΘw)
]
JI
. (3.74)Upon expressing everything using the triangulations and the expli
it form of the gauge trans-formations (3.48), there are 
an
ellations o

urring simplex by simplex in su
h a way thatonly boundary terms remain. One 
an safely dare to write down the expli
it ratio

A′
JI [ϕ]

AJI [ϕ]
= exp{i

∑

ci

∫

∂ci

ϕ∗Λαi
} exp{i

∑

ci,sj

sj⊂∂ci

∫

sj

ϕ∗(Λβj
− Λαi

)}
∏

ci,sj

sj⊂∂ci

ϕ∗ηαiβj

∣∣∣
∂sj

(3.75)
×

∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

(η−1
βjγk

ηαiγk
η−1

αiβj
)ǫ(j,k) × exp{i

∑

s′j

∫

ϕ(s′j)
(w∗Λβ′

j
− Λβ′

j
)} (3.76)

×
∏

s′j

ϕ∗θ−1
w;β′

j

∣∣∣
∂s′j

×
∏

s′j ,v′
k

v′k∈∂s′j

ϕ∗
(
w∗ηβ′

jγ′
k

ηβ′
jγ′

k

θw;γ′
k
θ−1
w;β′

j

)−ǫ(j,k)

(v′k) (3.77)
= exp{i

∑

sj⊂∂ci

∫

sj

ϕ∗Λβj
} exp{i

∑

s′j

∫

ϕ(s′j)
w∗Λβ′

j
− Λβ′

j
} (3.78)

×
∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

(ηβjγk
)−ǫ(j,k)(ϕ(vk))

∏

s′j ,v′k
v′k∈∂s′j

(
w∗ηβ′

jγ′
k

ηβ′
jγ′

k

θw;γ′
k

)−ǫ(j,k)

(ϕ(v′k)). (3.79)



46 Magneti
 translations for stringsThe last expression has an amazing abbreviation in terms of the 
ompa
t notation introdu
edin (3.72). It reads
A′

JI [ϕ]

AJI [ϕ]
=
[
Θw(x) e−i

R xw
x

Λ
]
I

[
Θ−1

w (y) ei
R yw
y

Λ
]
J
. (3.80)While all 'inner' integrals along triangles 
an
el, the 
ontribution of Λ along the 
ut 
an
elswith the lateral boundary of the world-sheet Σ. Only the integrals of Λ along the in
omingand out
oming string remain, where the open sets Uβj

are the ones de�ning the 
overs I,
J respe
tively. The third term in line (3.75) is 
an
eled by the ηαiβj

-part of the �rst termin row (3.76). Elements of the form ηαiγk
vanish, be
ause they 
an
el separately for ea
htriangle. The ηβjγk

's together with the integrals over Λ thus generate a fa
tor [e−i
R xw

x
Λ]Iand [ei

R yw
y

Λ]J with Λ = (Λi, ηij) ∈ T0,1, where [· · ·]I always means that the expression insidethe bra
ket is evaluated using the triangulation and assignments given by I, i.e. taking theline integrals segment by segment and introdu
ing the U(1)-valued fun
tion η for ea
h vertexbetween the segments analogously to the parti
le's amplitude. The remaining terms in line(3.77) 
ontaining θ's along the 
ut all 
an
el as well, apart from two values θw;γ′
x
(x) and

θ−1
w;γ′

y
(y) with γ′x and γ′y indi
ating the open sets Uγ′

x
and Uγ′

y
used on the boundary at X(0),

Y (0) respe
tively, indu
ed by I and J . For the notation, re
all that Θ ∈ T1,0 with only onelo
al 
omponent, Θ = (θg;i).Therefore, the gauge transformed amplitude reads
[
Θ−1

w (y)ei
R yw
y

Λ
]
J

[
ei

R

Σ
B+i

R y
x

Aw

]
JI

[
Θw(x)e−i

R xw
x

Λ
]
I
. (3.81)Note the identi
al stru
ture in 
omparison with formula (2.53) for the parti
le. For physi
sto remain invariant, the wave fun
tion has to be 
hanged as

ΨI(X)→
[
Θ−1

w (x) ei
R xw
x

Λ
]

I
ΨI(X). (3.82)It is worthwhile to noti
e that in addition to the expe
ted 1-form gauge transformation givenby Λ, there is a new, winding dependent, s
alar gauge transformation asso
iated to Θ. Thispart of the general gauge transformation shall be referred to as se
ondary gauge transforma-tions in the sequel.� 3.7 Stringy magneti
 translationsAt the 
lassi
al level, the group G transforms a string Xw that starts at x and ends at x·w,into the string Xw ·g, starting at x ·g and ending at x ·wg = x ·g wg, with wg = g−1wg.A

ordingly, g 
hanges the winding from w to wg and de�nes a map from Cw to Cwg . This isa 
ompli
ation that enters be
ause the group G is assumed to be non 
ommutative. However,all results also hold in the 
ommutative 
ase but they simplify dramati
ally.The stringy magneti
 translation must therefore be interpreted as a map

Tw
g : Hwg →Hw (3.83)
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 translations 47realizing the translations at the quantum level as the pull-ba
k a
tion on se
tions of the
orresponding bundles, followed by a multipli
ation by a winding dependent phase fa
tor. Ina

ordan
e with formula (2.55), they 
an be written as
[
Tw

g Ψ
]
I
(Xw) =

[
Υw

g (Xw)
]
I

ΨI(Xw ·g), (3.84)for any Xw ∈ UI ⊂ Cw. Be
ause the open 
over of M is invariant, we are allowed to use UIto 
over Cwg , with the same triangulation and assignment. This 
an be summarized by theassertion that the 
olle
tion of all UI forms an invariant 
over of C = ∪wCw. On
e determinedthe 
overing dependent phase [Υw
g (X)

]
I
, it will be ne
essary to show that all [Tw

g Ψ
]
I

an beglued together to form a se
tion over Cw that belongs to Hw.To pro
eed as for the parti
le, the unknown phase is determined by requiring that Tw

g
ommutes with string propagation. To obtain a su�
ient 
ondition ensuring this 
ommuta-tion, let us perform a heuristi
 analysis, similar to the path integral derivation in se
tion 2.5.Following (3.60), the propagation pro
ess of a string of winding w is expressed as
Ψw(X)→ Ψ′

w(Y ) =

∫
[DX]Kw(Y ;X)Ψw(X), (3.85)where the index I has been omitted for 
larity. The most important postulation is then (interms of matrix elements) the 
ommutation relation

Tw
g Kwg = KwT

w
g (3.86)or equivalently, the 
ommutation of the diagram

Hw
Kw // Hw

Hwg

T w
g

OO

Kwg

// Hwg

T w
g

OO (3.87)as the guiding prin
iple. In
luding the yet to be de�ned phases Υ into this 
ommutationrelation yields on the level of matrix elements
Υw

g (Y )Kwg(Y ·g;X ·g) = Kw(Y ;X)Υw
g (X), (3.88)whi
h 
an be 
onsidered as the analogue to (2.69). From here, the analysis goes as before,namely if this 
ommutation relation holds for the propagator, it is su�
ient to postulate it forthe magneti
 amplitude, the obje
t we now know to handle. Again, this 
an be a
hieved byassuming that all terms in the path integral (3.59) but the magneti
 amplitudes are genuinelyinvariant under the a
tion of G. By equating the magneti
 
ontribution of ϕ·g and ϕ in thepath integral on both sides of (3.88),

[
Υw

g (Y )
]
J
AJI [ϕ·g] = AJI [ϕ]

[
Υw

g (X)
]
I
, (3.89)we get the su�
ient 
ondition for the 
ommutation to hold.



48 Magneti
 translations for stringsIt is then 
lear how one should pro
eed. Using the expli
it expression of the magneti
amplitude, 
ompute the ratio of AJI [ϕ ·g] and AJI [ϕ] and read o� the phase Υw
g for themagneti
 translations. The expli
it form in terms of a triangulation will involve a lot ofterms, of whi
h a great number should 
an
el. To 
ompare the two 
ontributions, the key willbe to make 
onsiderable use of the relations for the lo
al �elds (3.45). Let us see if one 
an
an
el terms. Start from the results of the previous se
tion, and write down the amplitude ofthe translated 
ylinder:

AJI [ϕ·g] =
[
ei

R

Σ g∗B+i
R y

x
g∗Awg

]

JI
. (3.90)Then, writing everything out with �Ce
h indi
es, the ratio takes the form

AJI [ϕ · g]
AJI [ϕ]

= exp{i
∑

ci

∫

ϕ(ci)
g∗Bαi

−Bαi
} exp{i

∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
g∗Bαiβj

−Bαiβj
} (3.91)

× exp{i
∑

s′j

∫

ϕ(s′j)
g∗Awg;β′

j
−Aw;β′

j
} (3.92)

×
∏

ci,sj,vk

sj⊂∂ci

vk∈∂sj

(
g∗fαiβjγk

fαiβjγk

)ǫ(j,k)

(ϕ(vk))×
∏

s′j ,v′k
v′

k
∈∂s′j

(
g∗fwg;β′

jγ′
k

fw;β′
jγ

′
k

)−ǫ(j,k)

(ϕ(v′k)). (3.93)The �rst term in line (3.91) is easily evaluated using g∗Bi − Bi = dAg;i from (3.45). Oneobtains a boundary term
exp{i

∑

ci

∫

ϕ(ci)
g∗Bαi

−Bαi
} = exp{i

∑

ci,sj

sj⊂∂ci

∫

sj

ϕ∗Ag; αi
}. (3.94)Analogously, for the 1-form term of (3.91)

exp{i
∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
g∗Bαiβj

−Bαiβj
} (3.95)

= exp{i
∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
Ag;βj

−Ag;αi
− i d log fg;αiβj

} (3.96)
= exp{i

∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
Ag;βj

−Ag;αi
} ×

∏

ci,sj,vk

sj⊂∂ci

vk∈∂sj

f
ǫ(j,k)
g;αiβj

(ϕ(vk)). (3.97)The term in (3.92) is not so easy to transform to a boundary. For that, it is 
onvenient touse the relation
DΦ = δA → i d log φg,h;i = g∗Ah;i −Agh;i +Ag;i (3.98)for the de�nition of a new �eld

Γg,h = Φh,gh Φ−1
g,h ∈ T2,0, (3.99)
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 translations 49su
h that with Γg,h = (Γg,h;i) = (φh,gh;iφ
−1
g,h;i) one has

i d log Γg,h;i = h∗Agh;i −Ag;i − g∗Ah;i +Ah;i, (3.100)or, in
luding all �elds, in Deligne 
ohomology,
DΓg,h = h∗Agh −Ag − g∗Ah + Ah. (3.101)Re
all that gh ≡ h−1gh. Formula (3.100) 
an be used to obtain

exp{i
∑

s′j

∫

ϕ(s′j)
g∗Awg;β′

j
−Aw;β′

j
}

= exp{i
∑

s′j

∫

ϕ(s′j)
w∗Ag;β′

j
−Ag;β′

j
} ×

∏

s′j ,v′k
v′k∈∂s′j

Γ
−ǫ(j,k)
w,g;β′

j
(ϕ(v′k)). (3.102)To evaluate the se
ond term in (3.93), we use again (3.101), but with the se
ond �eld 
om-ponent, i.e.

Γg,h;j

Γg,h;i
=
h∗fgh;ij fh;ij

fg;ij g∗fh;ij
, (3.103)su
h that

∏

s′j ,v′k
v′k∈∂s′j

(
g∗fwg;β′

jγ′
k

fw;β′
jγ

′
k

)−ǫ(j,k)

(ϕ(v′k)) =
∏

s′j ,v′k
v′k∈∂s′j

(
w∗fg;β′

jγ
′
k

fg;β′
jγ

′
k

Γw,g;γ′
k

Γw,g;β′
j

)−ǫ(j,k)

(ϕ(v′j)). (3.104)Finally, the �rst term in (3.93) is standard, and 
an be rewritten using (3.45) again,
∏

ci,sj,vk

sj⊂∂ci

vk∈∂sj

(
g∗fαiβjγk

fαiβjγk

)ǫ(j,k)

(ϕ(vk)) =
∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

(
fg;αiγk

fg;βjγk
fg;αiβj

)ǫ(j,k)

(ϕ(vk)). (3.105)Colle
ting all together, the result for the ratio (3.91)-(3.93) is
AJI [ϕ · g]
AJI [ϕ]

= exp{i
∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
Ag; αi

} exp{i
∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
Ag;βj

−Ag;αi
} (3.106)

×
∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

f
ǫ(j,k)
g;αiβj

(ϕ(vk)) exp{i
∑

s′j

∫

ϕ(s′j)
w∗Ag;β′

j
−Ag;β′

j
} (3.107)

×
∏

s′j ,v′k
v′

k
∈∂s′j

Γ
−ǫ(j,k)
w,g;β′

j
(ϕ(v′k)) ×

∏

s′j ,v′k
v′

k
∈∂s′j

(
w∗fg;β′

jγ
′
k

fg;β′
jγ

′
k

Γw,g;γ′
k

Γw,g;β′
j

)−ǫ(j,k)

(ϕ(v′k)) (3.108)
×

∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

(
fg;αiγk

fg;βjγk
fg;αiβj

)ǫ(j,k)

(ϕ(vk)), (3.109)



50 Magneti
 translations for stringsand after some 
an
ellations similar to the ones that o

urred for the 
omputation of thegauge transformation ratio (3.75)-(3.77),
AJI [ϕ · g]
AJI [ϕ]

= exp{i
∑

s′j

∫

ϕ(s′j)
w∗Ag;β′

j
−Ag;β′

j
} exp{i

∑

ci,sj

sj⊂∂ci

∫

ϕ(sj)
Ag;βj

} (3.110)
×

∏

ci,sj ,vk

sj⊂∂ci

vk∈∂sj

f
−ǫ(j,k)
g;βjγk

(ϕ(vk)) ×
∏

s′j ,v′k
v′k∈∂s′j

(
w∗fg;β′

jγ
′
k

fg;β′
jγ

′
k

Γw,g;γ′
k

)−ǫ(j,k)

(ϕ(v′k)), (3.111)whi
h 
an be written very 
onveniently using our [...]-notation:
AJI [ϕ · g]
AJI [ϕ]

=
[
Γ−1

w,g(y) ei
R yw

y
Ag

]
J

[
Γw,g(x) e−i

R xw
x

Ag

]
I
. (3.112)A

ordingly, by 
omparing this with (3.89) and setting

[
Υw

g (X)
]
I

=
[
Γw,g(x) e−i

R xw
x

Ag

]
I
, (3.113)we 
an de�ne the stringy magneti
 translations as

[
Tw

g Ψ
]
I
(X) =

[
Γw,g(x) e−i

R xw
x

Ag

]
I

ΨI(X ·g), (3.114)and the dis
ussion pre
eding (3.89) ensures that it 
ommutes with propagation.Stri
tly speaking, the Tw
g are de�ned only for wave fun
tions de�ned on lo
al 
harts. To haveoperators de�ned between Hwg and Hw, one has to 
he
k that all [Tw

g Ψ
]
I
for various I 
an be gluedinto a global se
tion on Cw. But this follows from the relation

GIJ (X ·g)
GIJ(X)

=

[
Γw,g(x) e−i

R

xw

x
Ag

]

I[
Γw,g(x) e−i

R

xw

x
Ag

]

J

, (3.115)that is obtained from the expli
it form of GIJ given in (3.67) and a very long and tedious 
omputation,sin
e it only juggles relations between fw;ij and fijk as well as their pull-ba
ks by group elements.As a simple illustration of the a
tion of a stringy magneti
 translation, 
onsider the pro
ess
K0→1(X;−) in whi
h a single string with trivial winding w = 1G is 
reated out of the va
uum.The magneti
 amplitude for su
h a pro
ess is

AI [ϕ] =
[
ei

R

Σ B

]
I
, (3.116)where Σ = ϕ(S) is a 
ap as in �gure 3.7. This amplitude is to be inserted into a path integral(3.59),

ΨI(X) =

∫
[Dϕ]

ϕ(∂S)=X

e−S[ϕ]AI [ϕ], (3.117)and yields a wave fun
tion for a string of trivial winding, whi
h is invariant under G.



3.7 Stringy magneti
 translations 51
Figure 3.7: A 
ap.Proje
tive a
tion and 
o
y
leIn the parti
le's 
ase, we have seen that magneti
 translations only form a proje
tive repre-sentation of G. In order to 
he
k if something similar happens for a string, let us 
ompare

Tw
g T

wg

h with Tw
gh. On the left hand side, starting with Ψ ∈ Hwgh, we �rst a
t with Twg

h

Ψ′
I(X) =

[
Twg

h Ψ
]
I
(X) =

[
Γwg,h(x) e−i

R xwg

x
Ah

]
I

ΨI(X ·h), withX ∈ Cwg . (3.118)Then, we further a
t on Ψ′ ∈ Hwg with Tw
g ,

[
Tw

g Ψ′]
I
(X) =

[
Γw,g(x) e−i

R xw
x

Ag

]
I

Ψ′
I(X ·g), withX ∈ Cw. (3.119)Repla
ing Ψ′ by its expression, we arrive at

[
Tw

g T
wg

h Ψ
]
I
(X) =

[
Γw,g(x) g

∗Γwg,h(x) e−i
R xw
x

(Ag+g∗Ah)
]
I

ΨI(X ·gh), withX ∈ Cw,(3.120)where we have used the pull-ba
k operation of g to trade the integral of Ah over the string
X ·g for the integral of g∗Ah over X.For the other hand side, 
al
ulate dire
tly the a
tion of Tw

gh to get
[
Tw

ghΨ
]
I
(X) =

[
Γw,gh(x) e−i

R xw
x

Agh

]
I

ΨI(X ·gh). (3.121)The result is that there is a phase mismat
h between Tw
gh and Tw

g T
wg

h , that is,
[
Tw

g T
wg

h Ψ(X)
]
I

=
[
Pg,h

w (X)
]
I

[
Tw

ghΨ(X)
]
I
, (3.122)with

[
Pg,h

w (X)
]
I

=

[
Γw,g(x) g

∗Γwg,h(x) ei
R xw

x
(Ag+g∗Ah)

]

I[
Γw,gh(x) ei

R xw
x

Agh

]
I

. (3.123)Using DΦg,h = g∗Ah −Agh + Ag, 
an
ellations similar to the ones in (3.91)-(3.93) o

ur inthe expli
it evaluation using �Ce
h 
o
hains. Re
all that
Φg,h = (φg,h;i) ∈ T2,0 (3.124)su
h that

DΦ = (i d log φg,h;i ,
φg,h;j

φg,h;i
). (3.125)



52 Magneti
 translations for stringsWith (3.99), the result 
an then be expressed solely with Φ's:
[
Pg,h

w (X)
]
I

=

[
Φg,wg g∗Φh,wgh Φw,gh w

∗Φg,h

Φw,g g∗Φwg,h Φh,wgh Φg,h
(x)

]

I

. (3.126)After repeated use of ω = δΦ, or more pre
isely the spe
ial 
ombination




ωg,h,wgh = g∗Φh,wgh Φ−1
gh,wgh Φg,wgh Φ−1

g,h

ωw,g,h = w∗Φg,h Φ−1
wg,h Φw,gh Φ−1

w,g

ωg,wg,h = g∗Φwg,h Φ−1
wg,h Φg,wgh Φ−1

g,wg

(3.127)the previous expression simpli�es to
Pg,h

w =
ωw,g,h ωg,h,wgh

ωg,wg,h
. (3.128)Further, be
ause Dω = 0, ω is globally de�ned (i.e. it does not depend on the open set inwhi
h it has been 
omputed) and is 
onstant. This is why the I and X in the notation wasdropped. As a generalization to the 2-
o
y
le in the parti
le 
ase, Pg,h

w des
ribes a (winding-dependent) group 2-
o
hain ful�lling
Pg,h

w Pgh,k
w = Pg,hk

w Ph,k
wg (3.129)whi
h makes the a
tion of Tw

g on the string states a proje
tive one. In our 
ontext theappearan
e of wg as an index of P is due to the winding 
hanging property of Tw
g . Theo

urren
e of this 
ombination of the 3-
o
y
le ω 
orresponds to 
hopping the prism spannedby w, wg and wgh into three tetrahedra, as 
an be seen in �gure 3.8. We thus en
ountered a

ω
w,g,h

ω
g,h,wgh

−1
ω

g,w  ,hg

w

g

h

h

w

g

h

g

g

w
gh

Figure 3.8: The phase of the produ
t in terms of tetrahedra.similar proje
tive lift of the 'magneti
' translations with the general multipli
ation law
Tw

g T
v
h = δv,wg Pg,h

w Tw
gh, (3.130)whi
h is exa
tly the multipli
ation of the quasi-quantum group Dω(KG) introdu
ed in [23℄ andthe 'twisted' version of the Drinfel'd quantum double explained in the next 
hapter. Indeed,the phase P 
an also be understood as a twist of the algebrai
 stru
ture. As we shall see
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 translations 53later, it is just one 
omponent of a more general '2-
o
y
le', namely a 2-
o
y
le in a 
ertainbi
omplex twisting the algebra-part of Dω(KG) whose produ
t law has just been found.Although a 3-
o
y
le like ωg,h,k usually indi
ates a breakdown of an asso
iativity law, theprodu
t of three stringy magneti
 translations remains asso
iative, sin
e they are operators inthe Hilbert spa
e, and whi
h is assured by (3.128). However, we will en
ounter a 
ertain kindof non-asso
iativity due to this 3-
o
y
le when we will deal with the representation theory ofthis algebra.As stated above, equation (3.130) gives us the �rst hint of the (possibly) more generalalgebrai
 stru
ture of the operators Tw
g realizing the magneti
 translations for the twistedse
tors. Indeed, the stru
ture of Dω(KG) is mathemati
ally a bit more involved. As it turnsout, one 
an analyze more 
ompli
ated magneti
 amplitudes asso
iated to world-sheets whosetopology en
odes a string intera
tion. Arbitrary string pro
esses, be it de
ompositions ofone or more in
oming strings, or even loop amplitudes, 
an be des
ribed by the asso
iatedRiemannian surfa
es. As already said in the introdu
tory paragraph of this 
hapter, we aregoing to extend our previous 
onstru
tion to a simple intera
tion en
oded by a world-sheetwhi
h has the shape of a pair of pants. Sin
e the out
oming is two strings, one has to�nd a 
onsistent pro
edure of how to apply a magneti
 translation. For that, one has tointrodu
e the 
on
ept of a 
oprodu
t whi
h is a basi
 ingredient of a bialgebra or Hopf algebra.Apart from that, there is a very ri
h representation theory, i.e. modules over su
h an algebranaturally 
arry 
ertain equivalent features, for example a tensor produ
t or a braiding. Sin
ewe want to understand the Hilbert spa
es of the string states as modules over the algebrawhi
h is generated by the operators Tw
g , a further investigation of the underlying algebrai
stru
ture will give us some insights into the stru
ture of the representation spa
es in whi
hthe wave fun
tions of the string live. As it turns out, one has to tou
h the domain of 
ategorytheory and quasi-triangular quasi Hopf algebras. To provide some ne
essary de�nitions ofthe 
on
epts to be used, the next 
hapter will list the most basi
 properties of various Hopfalgebras.In our 
ontext, when we will analyze the basi
 string intera
tions, most of the mathemati
al
on
epts will arise naturally from the asking for gauge invarian
e, like it has just happenedfor the produ
t. The mathemati
al profoundness 
ould, in prin
iple, be ignored. However,as a beautiful mathemati
al 
onstru
tion, it is very worthwhile to develop the link betweenphysi
al assumptions and the algebrai
 aspe
t of this theory.
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CHAPTER 4Hopf algebras, 
ategories and braids
This 
hapter shall be devoted to a brief survey of the basi
 de�nitions 
on
erning Hopf algebrasand quasi Hopf algebras. There is an interesting inter
onne
tedness between bialgebras Aand their asso
iated tensor 
ategories AM of representations whi
h 
an be 
arried over tothe 
ase of braided or quasi-triangular Hopf algebras. In this 
ase, the monoidal 
ategoryof modules over the bialgebra inherits some key features of the underlying stru
ture. As themost important referential literature one might mention the books [39, 40, 41℄ among otherwell established sour
es.� 4.1 Algebras and 
oalgebrasIn standard parlan
e, an algebra 
an be thought of as a triple (A, µ, η), where A is a ve
torspa
e (over a �eld K) equipped with a produ
t µ : A⊗A→ A and a unit η : K→ A as linearmaps su
h that the following diagrams 
ommute:
⋄ Asso
iativity:

A⊗A⊗A

id⊗µ
��

µ⊗id // A⊗A

µ

��
A⊗A

µ // A

(4.1)(whi
h is sometimes written as (a · b) · c = a · (b · c) for all a, b, c ∈ A).
⋄ Unity: K⊗A

η⊗id //

≃
''PPPPPPPPPPPPP A⊗A

µ

��

A⊗Kid⊗ηoo

≃
wwnnnnnnnnnnnnn

A

(4.2)(i.e. η(1K) is a left and right unit for µ).The algebra is said to be 
ommutative if, in addition, the diagram55
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⋄ Commutativity:

A⊗A
τ //

µ
%%KKKKKKKKKK A⊗A

µ

��
A

(4.3)
ommutes. Here τ denotes the �ip, i.e τ(a⊗ b) = b⊗ a for a, b ∈ A.A 
oalgebra 
an be thought of as the dual pi
ture of an algebra, whi
h means that it isobtained by reversing the arrows in the diagrams (4.1), (4.2) and (4.3). Formally, a 
oalgebrais a triple (C,∆, ǫ), where C is a ve
tor spa
e over K together with the 
oprodu
t ∆ : C→ C⊗Cand the 
ounit ǫ : ∆→ K, i.e. linear maps su
h that the diagrams
⋄ Coasso
iativity:

C⊗ C⊗ C C⊗ C
∆⊗idoo

C⊗ C

id⊗∆

OO

C

∆

OO

∆oo

(4.4)and
⋄ Counity: K⊗ C C⊗ C

ǫ⊗idoo id⊗ǫ // C⊗K
C

≃

ggOOOOOOOOOOOO
≃

77oooooooooooo

(4.5)
ommute. If, in addition, one has that
⋄ Co
ommutativity:

C⊗ C
τ // C⊗ C

C

∆

ddIIIIIIIIII
∆

OO (4.6)
ommutes, the 
oalgebra is said to be 
o
ommutative.For an algebra A, there is also the notion of an opposite algebra Aop, whi
h is an algebrawith the same underlying ve
tor spa
e, but with the opposite produ
t µop = µ ◦ τ . The
ommutativity axiom (4.3) therefore means simply, that µop = µ. Analogously one has anopposite 
oalgebra Ccop whi
h is de�ned as C but with the opposite 
oprodu
t ∆op = τ ◦∆.Axiom (4.6) then reads ∆op = ∆.Sweedler's and other useful notationsThere is a ni
e notation for the 
oprodu
t of an element a ∈ C due to Sweedler. One writes
∆(a) =

∑
i ai(1)⊗ai(2), where the sum is normally omitted for shortness, i.e. ∆(a) = a(1)⊗a(2).For example, 
oasso
iativity (4.4) looks like (a(1)(1) ⊗ a(1)(2))⊗ a(2) = a(1)⊗ (a(2)(1) ⊗ a(2)(2)),
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h is then written as a(1) ⊗ a(2) ⊗ a(3). In general, if one looks at higher 
oprodu
ts, i.e.
∆n : C→ C⊗(n+1), 
oasso
iativity guarantees that

∆n = (∆⊗ id⊗(n−1)) ◦∆n−1 = (id⊗(n−1) ⊗∆) ◦∆n−1 (4.7)su
h that in Sweedler's notation, it is simply ∆n(a) = a(1) ⊗ ... ⊗ a(n+1). To get used tothe notation, noti
e the de�nition of higher 
oprodu
ts, for example ∆2 = (id ⊗ ∆) ◦ ∆ =

(∆⊗ id) ◦∆ or ∆3 = (id⊗ id⊗∆) ◦ (id⊗∆) ◦∆ = ... = (∆⊗ id⊗ id) ◦ (∆⊗ id) ◦∆ (the dotsstand for all other four permutations of id and ∆ in the bra
kets).Sometimes one has to embed an element φ = φ1⊗φ2⊗φ3 ∈ A⊗3 into A⊗n by the repeatedinsertion of 1A and possibly reshu�ing the 
omponents φi. For example
φijk := 1A⊗ ...⊗ φ1 ⊗ 1A⊗ ...⊗ φ3 ⊗ ...⊗ φ2 ⊗ ...⊗ 1A ∈ A⊗n (4.8)is an element, where φ1 is in the ith position, φ2 in the jth, φ3 in the kth and the rest is 1A.Consequently, one does not know a priori if an element φ234 is in A⊗4 or perhaps in A⊗7,but this is always 
lear from the 
ontext. Here, φ ∈ A⊗3 is just an example, and the samenotation is of 
ourse used for general elements A⊗k whi
h are embedded into A⊗n for k ≤ n.� 4.2 Bialgebras and Hopf algebrasA bialgebra is a quintuple (H, µ,∆, η, ǫ) whi
h is equipped with an algebra and a 
oalgebrastru
ture at the same time in a 
ompatible way. The 
ompatibility is, that η and µ aremorphisms of 
oalgebras and ∆ and ǫ are morphisms of algebras, respe
tively. In fa
t, bothstatements are equivalent. In other words, ∆ and ǫ have to intertwine with µ and η, i.e.

∆ ◦ µ = (µ⊗ µ) ◦ (id⊗ τ ⊗ id) ◦ (∆⊗∆) and ∆(1H) = 1H⊗ 1H, as well as ǫ ◦ µ ≃ ǫ⊗ ǫ and
ǫ(1H) = 1K.A Hopf algebra is a bialgebra with an additional pie
e of information, that is, an endomor-phism S : H→ H, 
alled an antipode. It has to satisfy µ◦(S⊗ id)◦∆ = µ◦(id⊗S)◦∆ = η◦ǫ,or diagrammati
ally, that
⋄ Antipode:

H⊗H
(S⊗id) or (id⊗S) // H ⊗H

µ

��
H

∆

OO

η◦ǫ
// H

(4.9)
ommutes. It is unique and plays more or less the r�le of an inverse, sin
e (4.9) is nothingbut S(a(1))a(2) = a(1)S(a(2)) = ǫ(a) 1H. So the full set of data giving a Hopf algebra is thesextuple (H, µ,∆, η, ǫ, S). Note, that the antipode does not have to be invertible.
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ategories and braidsA group algebraOne of the easiest examples is the group algebra A = KG, whi
h is a free K-module with a�nite group G as a basis. The unit in G is denoted by 1G and KG 
an be written as the set
{a =

∑
g∈G a(g)g}. The algebra stru
ture is evidently given by linearly extending the produ
tin G and η(1K) = 1A = 1G, whereas the 
oalgebra stru
ture is ∆(g) = g ⊗ g and ǫ(g) = 1K.The antipode 
an be set to S(g) = g−1, whi
h would not have worked, if G were just a monoid.Noti
e that KG is always 
o
ommutative, but only 
ommutative if G is abelian. It is 
learthat the produ
t is asso
iative, be
ause the produ
t in G is asso
iative, and also that ∆ is
oasso
iative. The bialgebra stru
ture is given, be
ause ∆ and ǫ are algebra morphisms, i.e.

∆(gh) = gh⊗gh = (g⊗g)(h⊗h) = ∆(g)∆(h) and ǫ(gh) = 1K = ǫ(g)ǫ(h). One 
an also 
he
kthat for the antipode S one has the required 
ondition µ◦(S⊗id)◦∆(g) = S(g)g = 1G = η◦ǫ(g)and trivially (ǫ⊗ id) ◦∆(g) = 1K ⊗ g ≃ g.The algebra of fun
tions on a finite groupLet G be a �nite group as in the previous example. Denote by K(G) the algebra of fun
tionson G with values in K. It is a 
ommutative Hopf algebra. The K-module stru
ture is simply
(kφ)(g) = kφ(g) for k ∈ K, φ ∈ K(G) and g ∈ G and the addition is point-wise. Thealgebra produ
t is given by (φψ)(g) = φ(g)ψ(g) with unit η(k)(g) = k, the 
oprodu
t, 
ounitand antipode are (∆φ)(u, v) = φ(uv), ǫ(φ) = φ(1G) and (S(φ))(g) = φ(g−1). Note that the
oprodu
t is de�ned by identifying K(G)⊗K(G) ≃ K(G×G). Coasso
iativity follows dire
tlyfrom the asso
iativity in the group: ((∆ ⊗ id) ◦ ∆φ)(g, h, j) = (∆φ)(gh, j) = φ((gh)j) =

φ(g(hj)) = (∆φ)(g, hj) = ((id ⊗∆) ◦∆φ)(g, h, j). Also ((ǫ ⊗ id) ◦∆φ)(g) = (∆φ)(1G, g) =

φ(1Gg) and ((Sφ(1))φ(2))(g) = (Sφ(1))(g)φ(2)(g) = φ(1)(g
−1)φ(2)(g) = φ(g−1g) = φ(1G) =

ǫ(φ). The two algebras K(G) and KG are the dual of ea
h other.� 4.3 Braided bialgebrasNow that the basi
 de�nitions have been given, one 
an relax some relations, i.e. for example
o
ommutativity and 
oasso
iativity. This will lead to the 
on
ept of braided bialgebras andquasi bialgebras, respe
tively. Let's start with a braided bialgebra.Given a bialgebra (H, µ,∆, η, ǫ), it is 
alled quasi-
o
ommutative, if there is an invertibleelement R ∈ H ⊗H, 
alled universal R-matrix, su
h that for all a ∈ H one has
⋄ Quasi-Co
ommutativity:

∆op(a) = R∆(a)R−1 ∀a ∈ H. (4.10)Furthermore, the bialgebra is 
alled braided, if R satis�es the relations
⋄ Braid relations:

i) (id⊗∆)R = R13R12

ii) (∆⊗ id)R = R13R23
(4.11)



4.3 Braided bialgebras 59using the notation introdu
ed in (4.8). A Hopf algebra is braided, if the underlying bialgebrais and the universal R-matrix be
omes part of the de�nition, hen
e (H, µ,∆, η, ǫ, S,R). Forbraided bialgebras, the R-matrix is also often 
alled quasi-triangular stru
ture, whi
h is dueto Drinfel'd.The braid group and the Quantum-Yang-Baxter-EquationA very important 
onsequen
e of (4.10) and (4.11) is the so 
alled (Quantum-)Yang-Baxter-Equation, whi
h follows dire
tly by 
al
ulating
(id ⊗∆op)R = (id ⊗ τ)(id⊗∆)R = R23[(id ⊗∆)R]R−1

23 , (4.12)or
(∆op ⊗ id)R = (τ ⊗ id)(∆⊗ id)R = R12[(∆ ⊗ id)R]R−1

12 . (4.13)One �nds
⋄ Quantum-Yang-Baxter-Equation (QYBE):

R12R13R23 = R23R13R12, (4.14)whi
h is in fa
t 
losely related to the braid group Bn. The braid group Bn is literally the
olle
tion of all braids with n strands one 
an imagine. Therefore, it is in�nite. It is generatedby the two elementary braids
σi =

i i+1 , σ−1
i =

i i+1,involving only the ith and (i+1)th strand while leaving all others straight. There are essentiallythree 
onditions, that have to be ful�lled and whi
h de�ne properly the features of Bn, the so
alled Artin- or Braid-relations:
⋄ Artin Relations:

i) σiσk = σkσi, if |k − i| > 1

ii) σiσi+1σi = σi+1σiσi+1

iii) σiσ
−1
i = ι = σ−1

i σi

(4.15)(where the unit of the braid group is written as ι).These relations are 
ompletely obvious, sin
e one 
an really think with ropes or draw fan
ypi
tures. For example, the se
ond Artin relation has a very natural origin, be
ause depi
tedit looks like
i i+1 i+2

=

i i+1 i+2



60 Hopf algebras, 
ategories and braidsand is 
lear if one tries to retangle a bit the strands. (In fa
t it's a Reidemeister Move of thethird kind with the se
ond strand.)To understand the relation between the braid group and the R-Matrix of a braided Hopfalgebra H, one has to look from the viewpoint of the tensor 
ategory HM of modules, whi
h
an eventually be braided as well. Sin
e I have not yet said what a tensor 
ategory is, Ipostpone it to one of the next se
tions, but it 
an already be said that the R-matrix willbe used to �
onstru
t� the braiding of the tensor 
ategory or, in other words, it gives arepresentation of the braid group for free.� 4.4 Quasi bialgebras and braided quasi bialgebrasWeakening 
o
ommutativity (4.6) to quasi-
o
ommutativity (4.10) lead to braided bialgebras.Following the same lines one 
an also relax 
oasso
iativity (4.4) to quasi-
oasso
iativity, whi
hwill have quasi-bialgebras as a 
onsequen
e. Both 
on
epts 
an be mixed, and from that abraided quasi bialgebra or quasi-triangular quasi bialgebra will emerge, whi
h will be the basi
obje
t of 
on
ern.Quasi bialgebras and quasi Hopf algebrasIn order to de�ne a quasi bialgebra one has to introdu
e additional stru
tures. The de�nitiongoes as follows: Starting out from an algebra H with a 
ounit ǫ and a 
oprodu
t ∆ as before,one requires the existen
e of an invertible element Ω ∈ H ⊗ H ⊗ H, 
alled the Drinfel'dasso
iator and two invertible elements r, l ∈ H su
h that one has
⋄ Quasi-Coasso
iativity:

(id⊗∆) ◦∆(a) = Ω [(∆ ⊗ id) ◦∆(a)] Ω−1 ∀a ∈ H (4.16)
⋄ Counit Constraints: i) (ǫ⊗ id) ◦∆(a) = l−1a lii) (id⊗ ǫ) ◦∆(a) = r−1a r

(4.17)
⋄ Drinfel'd Asso
iator Relations:i) (id⊗ id⊗∆)(Ω)(∆ ⊗ id⊗ id)(Ω) = Ω234 [(id ⊗∆⊗ id)(Ω)] Ω123ii) (id⊗ ǫ⊗ id)(Ω) = r ⊗ l−1 (4.18)In the 
ase l = r = 1H, the 
ounit 
onstraints (4.17) are nothing but the diagram (4.5), andtherefore required for a bialgebra anyway.Noti
e, that as R 
an be used to de�ne a braiding in the 
ategory of H-modules, theDrinfel'd asso
iator Ω appearing in the 
oasso
iativity of the algebra 
an play a similar rule,namely de�ning a non trivial asso
iativity 
onstraint in HM. We will see this later on.A quasi Hopf algebra is a quasi bialgebra (with an antipode) where the relation for theantipode (4.9) is modi�ed by the requirement of the existen
e of two elements α, β ∈ H su
hthat
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⋄ Antipode and Counit:

i) S(a(1))αa(2) = ǫ(a)α

ii) a(1) β S(a(2)) = ǫ(a)β
∀a ∈ H (4.19)

⋄ Antipode and Drinfel'd Asso
iator:
∑

ϕ1 β S(ϕ2)αϕ3 =
∑

S(ϕ̄1)α ϕ̄2 β S(ϕ̄3) = 1H (4.20)(with the notation Ω =
∑
ϕ1 ⊗ ϕ2 ⊗ ϕ3 and Ω−1 =

∑
ϕ̄1 ⊗ ϕ̄2 ⊗ ϕ̄3).Braided quasi bi- and Hopf algebrasAs mentioned, a quasi bialgebra 
an also be braided. The de�nition will involve the braidrelations (4.11) and the Yang-Baxter-Equation (4.14). Whereas the quasi-
o
ommutativity(4.10) stays untou
hed, i.e. ∆op(a) = R∆(a)R−1, the other ones will mix a bit with theDrinfel'd asso
iator Ω in the following way:

⋄ Quasi Braid relations:
i) (id⊗∆)R = Ω−1

231R13Ω213R12Ω
−1
123

ii) (∆⊗ id)R = Ω312R13Ω
−1
132R23Ω123

(4.21)
⋄ Quasi-(Quantum-)Yang-Baxter-Equation:

R12Ω312R13Ω
−1
132R23Ω = Ω321R23Ω

−1
231R13Ω213R12 (4.22)The QYBE is now 
alled Quasi-(Quantum-)Yang-Baxter-Equation (QQYBE) and arises againnaturally from the se
ond Artin relation in (4.15), but this time with a non-trivial asso
iativity
onstraint of the tensor 
ategory, where R represents the braid group.Finally, a quasi Hopf algebra is quasi-triangular, if the underlying quasi bialgebra is.Drinfel'd twistGenerally, a Drinfel'd twist is an equivalen
e relation on quasi Hopf algebras su
h that the
ategory of modules of two equivalent quasi Hopf algebras are tensor equivalent. In theliterature, it is also 
alled a gauge transformation of the Hopf algebra. The twist is 
onstru
tedwith the aid of an invertible element F ∈ H ⊗H su
h that (ǫ⊗ id)F = (id ⊗ ǫ)F = 1. One
an then de�ne a new quasi Hopf algebra, whose quasi bialgebra stru
ture is given by thetwisted 
oprodu
t as well as a new Drinfel'd asso
iator:

{
∆F : H→ H ⊗H, H ∋ a 7→ ∆F (a) = F∆(a)F−1

ΩF = F23(id ⊗∆)[F ]Ω(∆⊗ id)[F−1]F−1
12

, (4.23)whereas the 
ounit stays the same. It is then the triple (ǫ,∆F ,ΩF ) whi
h de�nes the gaugetransformed quasi bialgebra stru
ture on H, now denoted by HF .



62 Hopf algebras, 
ategories and braidsRe
all that a quasi Hopf stru
ture 
omes with elements α, β ∈ H as a modi�
ation of thestandard antipode relations. If α and β are the 
orresponding elements in H, then a Drinfel'dtwist 
arries them over to HF . With the notation F =
∑
f1 ⊗ f2 and F−1 =

∑
f1 ⊗ f2,de�ne new versions αF and βF by

{
αF =

∑
S(f1)α f2

βF =
∑
f1 β S(f2)

. (4.24)The quasi Hopf stru
ture of the new 
olle
tion HF , ǫ, ∆F , ΩF , αF and βF is then 
omplete.If H additionally 
omes with a braiding R, then HF is also equipped with a quasi-triangular stru
ture,
RF = F21RF−1

12 (4.25)ful�lling all ne
essary relations of the R-matrix and braid relations using the transformedversions ∆F and ΩF .� 4.5 The Drinfel'd quantum doubleThe Drinfel'd Quantum Double is a quasi-triangular Hopf algebra arising from a single Hopfalgebra by building a spe
ial bi
rossed produ
t. The bi
rossed produ
t is similar to the semi-dire
t produ
t of groups, but is a generalization. The bi
rossed produ
t for bialgebras iste
hni
ally a bit 
hallenging, therefore let us have a look at groups �rst.One has to start with the de�nition of a mat
hed pair of groups: Two groups (G,H)are 
alled mat
hed, if there is a left-a
tion of H on G as well as a right-a
tion of G on H.Denoting the left-a
tion of an element h on g as h ⊲ g (respe
tively h ⊳ g for a right-a
tion),they have to ful�ll
(hh′) ⊳ g = (h ⊳ (h′ ⊲ g))(h′ ⊳ g)
h ⊲ (gg′) = (h ⊲ g)((h ⊳ g) ⊲ g′)

h ⊲ 1G = 1G , 1H ⊳ g = 1H .

(4.26)Note that one has of 
ourse h ⊳ (gg′) = (h ⊳ g) ⊳ g′, h ⊳ 1G = h and (hh′) ⊲ g = h ⊲ (h′ ⊲ g),
1H ⊲ g = g, i.e. really an a
tion. On
e having a mat
hed pair, one 
an de�ne a groupstru
ture on G×H, whi
h is 
alled bi
rossed produ
t of G and H and is denoted by G ⊲⊳ H.The produ
t in G ⊲⊳ H is de�ned to be (g, h)(g′ , h′) = (g(h ⊲ g′), (h ⊳ g′)h′) and the inverse is
(g, h)−1 = (h−1 ⊲ g−1, (h ⊳ (h−1 ⊲ g−1))−1).Two bialgebras (A,B) 
an also be mat
hed. Namely if A is a left B-module 
oalgebra and
B is a right A-module 
oalgebra, su
h that

b ⊲ (aa′) = (b(1) ⊲ a(1))((b(2) ⊳ a(2)) ⊲ a
′)

(bb′) ⊳ a = (b ⊳ (b′(1) ⊲ a(1)))(b
′
(2) ⊳ a(2))

b ⊲ 1A = ǫ(b)1A , 1B ⊳ a = ǫ(a)1B

(b(1) ⊳ a(1))⊗ (b(2) ⊲ a(2)) = (b(2) ⊳ a(2))⊗ (b(1) ⊲ a(1)).

(4.27)
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all that an algebra A is a B-module 
oalgebra, if the B-module stru
ture is 
ompatiblewith the 
oalgebra-stru
ture of A, or in simple words, the a
tion of B as a map ⊲ : B⊗A→ Ais a 
oalgebra morphism, i.e
∆(b ⊲ a) = (b(1) ⊲ a(1))⊗ (b(2) ⊲ a(2)) (4.28)together with ǫ(b⊲a) = ǫ(b)ǫ(a). Like for the groups, one 
an now de�ne a bialgebra stru
tureon the ve
tor spa
e A⊗B, the bi
rossed produ
t of bialgebras A ⊲⊳ B. The produ
t in A ⊲⊳ Bis

(a⊗ b)(a′ ⊗ b′) = a(b(1) ⊲ a
′
(1))⊗ (b(2) ⊳ a

′
(2))b

′, (4.29)the 
oprodu
t is the standard tensor 
oprodu
t given by ∆(a⊗ b) = (a(1)⊗ b(1))⊗ (a(2)⊗ b(2))and the 
ounit is ǫ(a ⊗ b) = ǫ(a)ǫ(b). If, furthermore, A and B are Hopf algebras withantipodes SA and SB, then A ⊲⊳ B is a Hopf algebra with the antipode
S(a⊗ b) = SB(b(2)) ⊲ SA(a(2))⊗ SB(b(1)) ⊳ SA(a(1)). (4.30)The 
ru
ial observation is, that if a Hopf algebra H has an invertible antipode S, thenthere is a natural left a
tion of H on (Hop)∗, the so 
alled 
o-adjoint representation. Likewiseone 
an show that this indu
es a right a
tion of (Hop)∗ on H. Therefore, H 
omes naturallyequipped with a right (Hop)∗-module-
oalgebra stru
ture, whereas (Hop)∗ is a left H-module-
oalgebra. Without going into further details, the a
tions 
an be given, for a, b ∈ H, f ∈ H∗,

(a ⊲ f)(b) = f(S−1(a(2)) b a(1)),

(a ⊳ f) = f(S−1(a(3)) a(1)) a(2),
(4.31)su
h that the pair ((Hop)∗,H) is mat
hed. Having a mat
hed pair, one 
an 
onstru
t thebi
rossed produ
t

D(H) := (Hop)∗ ⊲⊳ H, (4.32)whi
h is 
alled the Drinfel'd quantum double of H. As a ve
tor spa
e it is 
learly (Hop)∗⊗Hand the two Hopf algebras are embedded as Hopf subalgebras
(Hop)∗ →֒ D(H) ←֓ H (4.33)via the natural identi�
ations a 7→ 1⊗a, respe
tively f 7→ f⊗1. The produ
t in D(H) followsdire
tly by the one of the bi
rossed produ
t (4.29) given by

(f ⊗ a)(g ⊗ b) = fg(S−1(a(3))(·)a(1))⊗ a(2)b, (4.34)where (·) is just a wild
ard 
hara
ter for an element ∈ H.The theory of quantum doubles is a vast topi
, and is not the aim of this thesis∗. Never-theless, there is a last feature of D(H) whi
h should be mentioned. Namely, that it is braided.Suppose the basis of H is denoted by ei and the one of it's dual ei. One 
an than 
hoose anelement
R ∈ D(H)⊗D(H) =

∑
(ei ⊗ 1)⊗ (1⊗ ei) (4.35)and will �nd that it is a quasi-triangular stru
ture ful�lling all ne
essary 
onditions to builda braided bialgebra.

∗By all means it is not the mathemati
al point of view we are so interested in.



64 Hopf algebras, 
ategories and braidsQuantum double of the group algebraThe 
onstru
tion of the previous se
tion is the most general one. As an example, 
onsider thequantum double of the group algebra of a �nite group G, i.e. D(KG) = K(G) ⊲⊳ KG. Re
allthat these two Hopf algebras are stri
tly dual to ea
h other and KG is always 
o
ommutative.As a result, the right a
tion of K(G) on KG is the trivial one, namely a ⊳ f = ǫ(f)a for
a ∈ KG, f ∈ K(G), whereas KG still a
ts on K(G) by the 
oadjoint representation (the �rstequation in (4.31)). The next step is to 
hoose a basis of the algebra of fun
tions K(G). Takethe Krone
ker-δ-fun
tions (with a group index), taking one argument, su
h that δg(h) = 1,if g = h and zero otherwise. A fun
tion f ∈ K(G) 
an then be written as f =

∑
g∈G f(g)δgand in that basis, the algebra stru
ture be
omes (δgδh)(·) = δg(h)δg(·) with unit ∑g δg. The
oalgebra stru
ture takes the form ∆(δk) =

∑
gh=k δg ⊗ δh with 
ounit ǫ(δg) = δg(1G). Theantipode is S(δg) = δg−1 . We have thus a basis of D(KG),

{δw ⊗ g}(w,g)∈G×G, (4.36)and we 
an write down the 
oalgebra stru
ture in D(KG), whi
h is
∆(δw ⊗ g) =

∑

uv=w

(δu ⊗ g)⊗ (δv ⊗ g), (4.37)where the 
ounit takes the form
ǫ(δw ⊗ g) = δw(1G)1K. (4.38)The left 
oadjoint a
tion of a group element g on a dual basis element δw translates into

g ⊲ δw = δgwg−1 , i.e. the right adjoint a
tion of G on itself. So one 
an write the algebrastru
ture using (4.34)
(δw ⊗ g)(δv ⊗ h) = δw (g ⊲ δv)⊗ gh = δw(gvg−1) (δw ⊗ gh), (4.39)whi
h is even simpler if G is abelian, sin
e the adjoint a
tion be
omes trivial as well. Finally,one 
an immediately write down the R-Matrix whi
h is given by (4.35) and therefore,

R =
∑

v

(δv ⊗ 1G)⊗ (
∑

w

δw ⊗ v), (4.40)as well as the antipode using equation (4.30):
S(δw ⊗ g) = (g−1 ⊲ δw−1)⊗ g−1 = (δg−1w−1g ⊗ g−1). (4.41)In this example the trivial right a
tion of the dual ba
k on the algebra rather simpli�es things.This always happens, if the algebra (in our 
ase the group algebra) is 
o
ommutative. Then,

(Hop)∗ is not only a H-module-
oalgebra, but a H-module-algebra. This is the de�nition ofa 
rossed produ
t, often denoted by A ⋊ B. Indeed, for the group algebra,
D(KG) = K(G) ⋊KG, (4.42)be
ause KG is always 
o
ommutative.



4.5 The Drinfel'd quantum double 65Twisted quantum doubleThe quantum double D(KG) from the last subse
tion is a braided Hopf algebra. There is amethod to modify (twist) this algebra into a quasi Hopf algebra due to a U(1)-valued group3-
o
y
le ωg,h,k, whi
h, as a 
o
y
le ful�lls
ωh,k,l ω

−1
gh,k,l ωg,hk,l ω

−1
g,h,kl ωg,h,k = 1, (4.43)and was already met in (3.40). However, for the moment we do not have to know anythingabout how it arose in 
hapter 3. However, to 
ontinue with this ni
e 
orresponden
e, let usrename the basis elements from equation (4.36), i.e.

Tw
g := {δw ⊗ g}(w,g)∈G×G. (4.44)With the aid of the 3-
o
y
le ω, eq. (4.43), one de�nes elements
Pg,h

w =
ωw,g,h ωg,h,wgh

ωg,wg,h
(4.45)and

Qg
v,w =

ωv,w,g ωg,vg,wg

ωv,g,wg
, (4.46)with the notation gh = h−1gh,∀g, h ∈ G.There is then a twisted version of the Drinfel'd quantum double, whi
h will be denotedby Dω(KG) and with ω 
alled the twist. The algebra Dω(KG) is not only a quasi-triangular(braided) Hopf algebra, but a quasi-triangular quasi Hopf algebra. To de�ne it, Pg,h

w modi�esthe produ
t law, and Qg
v,w appears in the 
oprodu
t, if one would like to 
ompare it to theuntwisted D(KG) from the last se
tion. The algebra stru
ture is then
Tw

g T v
h = δv,wg Pg,h

w Tw
gh , 1Dω =

∑

w

Tw
1G
, (4.47)(to be 
ompared to (4.39)), and the 
oalgebra stru
ture (
ounit ǫ and 
oprodu
t ∆) by

∆(Tw
g ) =

∑

uv=w

Qg
u,v T

u
g ⊗ T v

g , ǫ(Tw
g ) = δ(w, 1G) 1K. (4.48)(to be 
ompared to (4.37)). Apart from the additional phases P and Q, it is exa
tly the same.(Note that δw(gvg−1) = δv,wg ). As a quasi Hopf algebra, there is a Drinfel'd asso
iator

Ω =
∑

u,v,w

ω−1
u,v,w T

u
1G
⊗ T v

1G
⊗ Tw

1G
, (4.49)and the two elements α and β are given by

α = 1Dω , β =
∑

w

ωw,w−1,w T
w
1G
. (4.50)(Re
all the de�nition of a quasi Hopf algebra from subse
tion 4.4).



66 Hopf algebras, 
ategories and braidsFurthermore, as a braided Hopf algebra, Dω(KG) 
omes with a quasi-triangular stru
turewhi
h stays the same as in the untwisted 
ase,
R =

∑

v,w

T v
1G
⊗ Tw

v , (4.51)and whi
h ful�lls the Quasi-Yang-Baxter Equation (4.22). The antipode a
ts as
S(Tw

g ) = (Pg,g−1

w−1 )−1 (Qg
w,w−1)

−1 T
(w−1)g

g−1 . (4.52)and one 
an �nd an expli
it Drinfel'd twist
F =

∑

u,v

α−1
u,v T

u
1G
⊗ T v

1G
, (4.53)with αu,v : G × G → U(1) being some group 2-
o
hain. As an aside, any twist-equivalentquantum double Dω′

(KG) = Dω(KG)F is then given by a 
ohomologous 3-
o
y
le ω′, i.e.
ω′ ω−1 = δα. One is then tempted to dedu
e that quasi Hopf algebras of the form Dω(KG)are thus 
lassi�ed (up to twist equivalen
e) by H3(G,U(1)), but we are not going to followthis statement here.The law (4.47) has already been en
ountered in (3.130)! A natural question to ask wouldbe whether all other stru
tures of this general theory arise as well as physi
al 
onsequen
eslike the produ
t did. Indeed, as we will work out, the 
oprodu
t as well as the braiding andthe asso
iator have physi
al interpretations. However, before going into the details, there isjust one other mathemati
al 
onstru
tion to be alluded to, whi
h des
ribes the stru
ture ofthe representation spa
es. As already stated in the beginning, the theory of Hopf algebrasand their respe
tive representation spa
es is intimately tied up with the theory of tensor
ategories.� 4.6 Modules as tensor 
ategoriesSuppose M1,M2 are modules over an algebra A. Then, there is of 
ourse a A ⊗ A-modulestru
ture on the tensor produ
tM1⊗M2, given 
anoni
ally by (a⊗b)(m1⊗m2) = (am1⊗bm2),where a, b ∈ A and mi ∈Mi. The important observation is, for A equipped with a bialgebrastru
ture, the algebra morphism ∆ : A→ A⊗A allows the A⊗A-moduleM1⊗M2 to be
omealso an A-module, simply by the abuse of the 
oprodu
t a(m1 ⊗ m2) = a(1)m1 ⊗ a(2)m2.This pro
edure is appli
able more than on
e, giving for example an A-module stru
ture on
M1 ⊗M2 ⊗ M3 by ∆2(a)(m1 ⊗ m2 ⊗ m3). Re
all that there are two possibilities for ∆2.Namely (id⊗∆)◦∆ and (∆⊗ id)◦∆ 
orresponding toM1⊗ (M2⊗M3) and (M1⊗M2)⊗M3,respe
tively. They are only equivalent if A is 
oasso
iative, otherwise there has to exist atleast an isomorphism between them. For ve
tor spa
es there are the natural isomorphisms
(V1 ⊗ V2)⊗ V3 ≃ V1 ⊗ (V2 ⊗ V3) and K⊗ V ≃ V ≃ V ⊗K due to the de�nition of the tensorprodu
t. In the 
ase of modules over an algebra (or even more general tensor produ
ts), theseisomorphisms have to be
ome the appropriate morphisms 
ompatible with the stru
ture.



4.6 Modules as tensor 
ategories 67Indeed, if A is a bialgebra, the isomorphisms between (M1 ⊗M2) ⊗M3 ≃ M1 ⊗ (M2 ⊗M3)and K⊗M ≃M ≃M ⊗K are A-module morphisms, with K as an A-module by the triviala
tion aλ = ǫ(a)λ. The existen
e of these properties 
an be expressed by saying that the
ategory of representations of a Hopf algebra is monoidal be
ause the ne
essary 
ompatibilityaxioms for the tensor produ
t in a monoidal 
ategory are satis�ed in this 
ase.A physi
ist's de�nition of a 
ategory goes as follows: A 
ategory C is a 
olle
tion ofobje
ts U, V,W, ... and a set of morphisms Mor(U, V ) for ea
h U, V . The sets Mor(U, V )and Mor(W,X) should be disjoint unless U = W and V = X and there is an asso
iative
omposition (ψ ◦ φ) ∈ Mor(U,W ) if φ ∈ Mor(U, V ) and ψ ∈ Mor(V,W ). Further, every set
Mor(V, V ) should 
ontain an identity element idV .Talking about 
ategories always 
omes with talking about fun
tors as well. So a 
ovariantfun
tor F : C → D between two 
ategories is a map, mapping obje
ts to obje
ts, i.e. for every
V ∈ C there is an element F (V ) ∈ D, and morphisms to morphisms, i.e. for every φ : V →Wthere is a morphism F (φ) : F (V ) → F (W ), su
h that F (ψ ◦ φ) = F (ψ) ◦ F (φ). Then, amonoidal 
ategory is a 
ategory C together with a fun
tor ⊗ : C ×C → C whi
h is asso
iative,i.e. there is for ea
h triple (U, V,W ) a fun
torial isomorphism (
alled asso
iativity 
onstraint)
ΦU,V,W : (U ⊗V )⊗W → U ⊗ (V ⊗W ). It is 
lear that here one tries to mimi
 the de�nitionsof a normal tensor produ
t between ve
tor spa
es; so this is why the fun
tor ⊗ of the 
ategoryis also 
alled tensor produ
t and the 
ategory tensor 
ategory. One also requires the existen
eof a unit element I ∈ C together with isomorphisms ℓV : I ⊗ V → V and rV : V ⊗ I → V ,
alled left (resp. right) unit 
onstraint. Φ has to ful�ll the famous
⋄ Pentagon Axiom:

(W ⊗X)⊗ (Y ⊗ Z)

W ⊗ (X ⊗ (Y ⊗ Z))

W ⊗ ((X ⊗ Y )⊗ Z)(W ⊗ (X ⊗ Y ))⊗ Z

((W ⊗X)⊗ Y )⊗ Z

ΦW,X,Y ⊗Z

''OOOOOOOOOOOOOOO

idW⊗ΦX,Y,Z

KK����������ΦW,X⊗Y,Z//

ΦW,X,Y ⊗idZ

��'
''
''
''
''
'

ΦW⊗X,Y,Z

77ooooooooooooooo (4.54)

ommutes,whereas the unit-
onstraints obey the

⋄ Triangle Axiom:
(V ⊗ I)⊗W ΦV,I,W //

rV ⊗idW ''OOOOOOOOOOO
V ⊗ (I ⊗W )

idV ⊗ℓWwwooooooooooo

V ⊗W

(4.55)
ommutes.



68 Hopf algebras, 
ategories and braidsIndeed, this de�nition seems a bit abstra
t, but in prin
iple, one just has to think about a
olle
tion of tensor produ
ts of elements, where you 
an �ll in the bra
kets where you want,be
ause they all 
oin
ide (in the sense that there is an isomorphism between them). As amatter of fa
t, the pentagon axiom (4.54) and the triangle (4.55) are su�
ient to show thegenerality of the latter argument.What should be kept in mind is, that the axioms that are ne
essary for having a bial-gebra A are dire
tly re�e
ted by the axioms that have to be ful�lled in order to make the
ategory of modules AM a tensor 
ategory. So one 
ould say that 
oasso
iativity translatesto asso
iativity in the 
ategory, and the 
ounit relations of the bialgebra lead to the axiomsof unity in AM. There is even a statement about the opposite argumentation: if the 
ategoryof A-modules over an algebra A is tensor, then A is equipped with a bialgebra stru
ture.For a 
oasso
iative bialgebra, the asso
iativity 
onstraint Φ of the 
ategory is trivial. (If, inaddition the left and right unit 
onstraints ℓ, r are trivial as well, the 
ategory is 
alled stri
t.)If the bialgebra is a quasi bialgebra with a Drinfel'd asso
iator Ω, the asso
iativity 
onstraintin the 
ategory is given by
ΦU,V,W ((u⊗ v)⊗ w) =

∑
ϕ1 ⊲ u⊗ (ϕ2 ⊲ v ⊗ ϕ3 ⊲ w), (4.56)where again the notation is Ω =

∑
ϕ1 ⊗ ϕ2 ⊗ ϕ3. Therefore, quasi-
oasso
iativity on thebialgebra level determines an asso
iativity 
onstraint for the 
ategory and the stri
tness islost.

� 4.7 Quasitensor or braided monoidal 
ategoriesHaving an asso
iativity and a left (resp. right) unity 
onstraint for the tensor 
ategoryfollowing from 
oasso
iativity and the 
ounit, one 
ould ask the question whether there is asimilar 
onstru
tion 
on
erning 
ommutativity of the 'tensor' produ
t. For ve
tor spa
es, thisis trivially implemented just by the transposition map �ipping two elements u⊗v 7→ v⊗u. Forthe 
ategory of A-modules AM there should be isomorphisms between two obje
ts Ψ : U⊗V ≃
V ⊗ U , but the two representations 
an be rather unrelated. As a matter of fa
t, one 
ande�ne a 
ategory with su
h a map Ψ in the following way: A braided or quasitensor 
ategory
C is a monoidal 
ategory with a 
ommutativity 
onstraint, i.e. a fun
torial isomorphism
ΨV,W : V ⊗W → W ⊗ V for ea
h two elements U, V ∈ C. Ψ has to ful�ll the the famous
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⋄ Hexagon Axioms:

V ⊗ (W ⊗ Z)
Φ−1

V,W,Z

!!C
CC

CC
CC

C
idV ⊗ΨW,Z

||yy
yy

yy
yy

V ⊗ (Z ⊗W )

Φ−1
V,Z,W

��

(V ⊗W )⊗ Z
ΨV ⊗W,Z

��
(V ⊗ Z)⊗W )

ΨV,Z⊗idW ""EE
EE

EE
EE

Z ⊗ (V ⊗W )

Φ−1
Z,V,W}}{{

{{
{{

{{

(Z ⊗ V )⊗W

(V ⊗W )⊗ Z
ΨV,W ⊗idZ

!!C
CC

CC
CC

C
ΦV,W,Z

||yy
yy

yy
yy

V ⊗ (W ⊗ Z)

ΨV,W⊗Z

��

(W ⊗ V )⊗ Z
ΦW,V,Z

��
(W ⊗ Z)⊗ V )

ΦW,Z,V ""EE
EE

EE
EE

W ⊗ (V ⊗ Z)

idW⊗ΨV,Z}}{{
{{

{{
{{

W ⊗ (Z ⊗ V ) (4.57)
ommute.In general, the di�eren
e between Ψ and the transposition map is that one does not assumethat Ψ ◦Ψ = id. This is why one has to think of 'braids' between the obje
ts of the 
ategory,and not simply transpositions. So Ψ itself is normally 
alled braiding of the 
ategory.The interesting analogy between the braided 
ategory and the underlying braided bialgebrais that Ψ 
an be 
onstru
ted from the quasi-triangular stru
ture R,
ΨV,W (v ⊗ w) =

∑
R2 ⊲ w ⊗R1 ⊲ v = R21 ⊲ τ(v ⊗ w), (4.58)so just by the a
tion of R (written as ∑R1 ⊗ R2) followed by the �ip τ . Again, the argu-mentation goes as well into the opposite dire
tion, namely, the 
ategory of modules over abialgebra is braided, if an only if, the bialgebra is. Noti
e that if one has a braiding betweentwo obje
ts of AM, this 
orresponds to having a generator of the braid group! As a result,one has automati
ally a representation of the braid group on any braided tensor 
ategory.And this is the 
onne
tion between the braid group and the (Quasi)-Yang-Baxter-Equation(4.14) (resp. (4.22)): Suppose we use the representation ̺(σi) of the generators σ1 and σ2on (U ⊗ V ) ⊗W by applying the map given in (4.58) in the appropriate slot. This meansthat we have to take 
are of the bra
ket stru
ture, i.e. Ψ 
an only a
t within a bra
keten
losing two elements. This will introdu
e some multipli
ations with Ω following (4.56); inother words we want to a
t with σ1σ2σ1 on an element u⊗ v⊗w ∈ (U ⊗ V )⊗W (written as

(u⊗ v)⊗ w for 
larity) and 
ompare the result with σ2σ1σ2 a
ting on the same element. Of
ourse, this is the se
ond Artin relation, and having a good representation of the braid groupmeans σ1σ2σ1 = σ2σ1σ2. After a little 
al
ulation one �nds
̺(σ1)̺(σ2)̺(σ1)((u ⊗ v)⊗ w) = R21Ω

−1
213R31Ω231R32 ((w ⊗ v)⊗ u) (4.59)

̺(σ2)̺(σ1)̺(σ2)((u ⊗ v)⊗ w) = Ω−1
123R32Ω132R31Ω

−1
312R21Ω321 ((w ⊗ v)⊗ u) (4.60)with the a
tion ⊲ in (4.56) and (4.58) taken just as multipli
ation. But this is exa
tly theQQYBE of (4.22) after swapping 1 ↔ 3. Analogously, this be
omes the normal QYBE,namely if Ω and therefore the asso
iativity 
onstraint Φ are trivial.



70 Hopf algebras, 
ategories and braidsSo in the 
ase of a quasi algebra, the Drinfel'd asso
iator Ω ∈ A ⊗ A ⊗ A makes thebraiding more 
ompli
ated, be
ause one has to take 
are of the bra
kets in multiple tensorprodu
t expressions
(u⊗ v ⊗ w ⊗ z) −→ (((u⊗ v)⊗ w)⊗ z). (4.61)Therefore one 
an de
ide to 
hose a unique system of parenthesis all opening on the left(or on the right). The multipli
ation by Ω allows to 
hange these bra
kets, for example

((u⊗ v)⊗w)→ Ω(u⊗ (v⊗w)), or ((u⊗ v)⊗ (w⊗ z))→ (∆⊗ id⊗ id)[Ω−1](((u⊗ v)⊗w)⊗ z).It is not possible, to braid the last expression ((u ⊗ v)⊗ (w ⊗ z)) in the 2. and 3. argumentwithout multiplying before with (Ω⊗ id)(∆⊗ id⊗ id)[Ω−1], to en
lose v and w into a pair ofbra
kets. This means that the representation of the braid group has to take this into a

ountif a
ting on multiple tensor produ
t expressions like (4.61). De�ne
̺(σi) (...(v1 ⊗ v2)⊗ ...vn−1)⊗ vn) = Φ−1

i τi,i+1Ri,i+1(Φi(v1 ⊗ ...⊗ vn)) (4.62)to always ensure the right positions of the bra
kets. Φk is de�ned to be
Φk = ∆k−2

L (Ω)⊗ id⊗n−k−1 (4.63)and
∆L(v1 ⊗ ...⊗ vn) = (∆(v1)⊗ v2 ⊗ ...⊗ vn). (4.64)

Φ1 is the identity. This representation shifts the bra
kets into the proper position, applies thebraid, and puts the bra
kets ba
k to pla
e afterwards. In (4.59) and (4.60) this was done, weonly had to use Φ2 = Ω.� 4.8 Appendix: Higher 
oprodu
ts of RIn the 
oasso
iative 
ase, sometimes it might be useful to have a 
losed expression for higher
oprodu
ts of the R-matrix. Sin
e this does not exist in various textbooks, the formula andits proof is in
luded here:Proposition: If R is the quasi-triangular stru
ture of a braided bialgebra with 
oprodu
t ∆,then for m,n ≥ 0

(∆m ⊗∆n)R =
m+1∏

i=1

m+2∏

j=m+n+2

Rij . (4.65)Proof: Sin
e we are in the 
ase of a braided bialgebra, we have (id ⊗ ∆)R = R13R12 and
(∆⊗ id)R = R13R23. Now assume that for n ≥ 0 it is true that

(id⊗∆n)R =

2∏

i=n+2

R1,i (4.66)and write
(id ⊗∆n) = (id⊗n ⊗∆) ◦ (id⊗n−1 ⊗∆) ◦ ... ◦ (id⊗∆). (4.67)



4.8 Appendix: Higher 
oprodu
ts of R 71Then, for n+ 1 we have
(id⊗∆n+1)R = (id⊗n+1 ⊗∆) ◦ (id⊗∆n)R = (id⊗n+1 ⊗∆)[

2∏

i=n+2

R1,i]

=

2∏

i=n+2

[(id⊗n+1 ⊗∆)R1,i] (4.68)Note that in the above formula R1,i ∈ A⊗n+2 with i = 2, ..., n+2. There are two possibilities:
i) 2 ≤ i ≤ n+ 1 :→ (id⊗n+1 ⊗∆)R1,i = R1,i ∈ A⊗n+3 (with ∆(1) = 1⊗ 1)
ii) i = n+ 2 :→ (id⊗n+1 ⊗∆)R1,i = R1,n+3R1,n+2It follows

2∏

i=n+2

(id⊗n+1 ⊗∆)R1,i = R1,n+3R1,n+2

2∏

i=n+1

(id⊗n+1 ⊗∆)R1,i

=

2∏

i=(n+1)+2

R1,i ∈ A⊗n+3. (4.69)A similar formula is obtained in the same way for the other one
(∆m ⊗ id)R =

m+1∏

i=1

Ri,m+2. (4.70)Sin
e we are interested in (∆m ⊗∆n), we �rst rewrite it as
(∆m ⊗∆n) = (id⊗m+1 ⊗∆n) ◦ (∆m ⊗ id) (4.71)and use eq. (4.66) respe
tively (4.70) to handle the expressions. Plugging it in and usingagain the fa
t, that ∆ is an algebra homomorphism, we have to 
al
ulate

(id⊗m+1 ⊗∆n)[
m+1∏

i=1

Ri,m+2] =
m+1∏

i=1

(id⊗m+1 ⊗∆n)Ri,m+2, (4.72)and re
over formula (4.66), this time for Ri,m+2 instead of R12, where there is just m timesa �1� in
luded. In other words,
(id⊗m+1 ⊗∆n)Ri,m+2 =

m+2∏

j=m+n+2

Rij, (4.73)whi
h gives eq. (4.65). �
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CHAPTER 5Intera
ting strings and the quasi Hopfstru
ture
Returning to the magneti
 translations Tw

g (and having viewed the 
oprodu
t from the purelyalgebrai
 perspe
tive), a further analysis will pave the way to a stringy interpretation of thevarious algebrai
 
omponents in terms of magneti
 amplitudes des
ribing intera
tions. Aspreviously stated, string intera
tions 
an be represented by Riemann surfa
es (world-sheets)
Σ that en
ode the details of the intera
tion pro
ess within their topology. For example, anin
oming string that splits into two and re
ombines afterwards will built a genus one world-sheet whi
h has the shape of a torus with two holes in it. For the sake of simpli
ity andfeasibility, the following analysis shall be restri
ted to the 
ase of tree-level de
ays, i.e. trivialgenus.� 5.1 Stoke's law in Deligne languageThe �rst problem one en
ounters if one likes to do expli
it 
al
ulations, is that for amplitudesmore 
ompli
ated then the 
ylinder, the assumed triangulation is not that simple. Re
allthat any abstra
t world-sheet S has to be 
ut S → Sc su
h that one has a simply 
onne
tedtime-spa
e submanifold ϕ(Sc) = Σ. However, as des
ribed in 
hapter 3, the amplitude istriangulation invariant and is impli
itly en
oded into the short notation [...]. From (3.28) we
an see that this notation gives a 
orresponden
e between the 
ompli
ated (s + 1)-tuples in
Tr,s of the �Ce
h-de Rham bi
omplex and globally de�ned di�erential s-forms. This is the lineof thought followed in the sequel, namely, the Deligne-
o
hains behave as if they were globalforms. The 
omputational details are all done automati
ally if [...] is used.For example, we have seen that an element A = (Ai, fij) ∈ Tr,1, (the r-fold group indexhas been omitted for brevity), 
an be integrated along a traje
tory from ϕ : x → y, simplywritten as [

ei
R y
x

A

]
ji

:= exp{i
∑

sj

∫

sj

ϕ∗Aβj
}
∏

sj ,vk|vk∈∂sj

ϕ∗f−ǫ(j,k)
βjγk

(vk), (5.1)73



74 Intera
ting strings and the quasi Hopf stru
turewhi
h intrinsi
ally uses both 
omponents (Ai, fij). Apart from the assignment of open setspertaining to the initial point x, Ui, and the �nal point y, Uj , it is assumed that there alwaysexists an appli
ation ϕ and an intermediate triangulation with open sets su
h that ϕ(sj) ⊂ Uβjand ϕ(vk) ∈ Uγk
. This is parti
ularly useful, if one integrates a total derivative. Let η ∈ Tr,0,or in 
omponents, η = (ηi). The Deligne di�erential D (3.16) tells us that

Dη = (i d log ηi , ηj η
−1
i ). (5.2)By 
omputing expli
itly the line integral of this di�erential

[
ei

R y
x

Dη

]
ji

= exp{i
∑

sj

∫

ϕ(sj)
i d log ηβj

}
∏

sj ,vk|vk∈∂sj

(ηγk
η−1

βj
)−ǫ(j,k)(ϕ(vk))

=
∏

sj ,vk|vk∈∂sj

η−ǫ(j,k)
γk

(ϕ(vk)) = η−1
j (y) ηi(x)

=
[
η(y)−1

]
j

[η(x)]i (5.3)this yields up to a sign 
onvention exa
tly the result one would have expe
ted from globallyde�ned forms.The same holds for Deligne 2-forms. For example, take Λ = (Λi, ηij) ∈ Tr,1 and integrate
DΛ = (dΛi , Λj − Λi − i d log ηij , η

−1
jk ηikη

−1
ij ) (5.4)along a surfa
e Σ:

[
ei

R

Σ DΛ
]

= exp{i
∑

ci

∫

ϕ(ci)
dΛαi

} exp{i
∑

sj⊂∂ci

∫

ϕ(sj)
(Λβj

− Λαi
− i d log ηαiβj

}

×
∏

vk∈∂sj

(η−1
βjγk

ηαiγk
η−1

αiβj
)ǫ(j,k)(ϕ(vk))

= exp{i
∑

sj∈∂ci

∫

ϕ(sj)
Λβj
}
∏

vk∈∂sj

η
−ǫ(j,k)
βjγk

(ϕ(vk))

=
[
ei

R

∂Σ Λ
]
, (5.5)whi
h is again Stoke's law. Therefore, one 
an intuitively 
arry out the 
omputations withoutknowing anything about the interior 
an
ellations (whi
h are in fa
t always of this nature).In other words, the notation behaves as if all forms were globally de�ned. By 
hoosing avalid triangulation, writing down all �Ce
h indi
es and doing the expli
it 
omputation, onewill always �nd a result whi
h 
ould have been expe
ted from the previous 
onsiderations.Also, by the same token, this justi�es the result (3.64) 
on
erning homotopi
 
hanges of the
ut.� 5.2 Derivation of the 
oprodu
t from the pair of pantsAs said above, the 
ornerstone of the subsequent derivation of the quasi Hopf stru
ture ofthe algebra generated by the stringy magneti
 translations resides in the geometri
al nature



5.2 Derivation of the 
oprodu
t from the pair of pants 75of the intera
tions of strings. To be more pre
ise, 
onsider a pro
ess in whi
h m in
omingstrings s
atter to produ
e n outgoing ones. In the path integral formalism, this should giverise to an operator
Km→n : H⊗m →H⊗n (5.6)
ontaining the magneti
 amplitude,

Km→n(∪n
i Yi ; ∪m

j Xj) =

∫
[Dϕ]

ϕ(∂S)= ~X∗∪~Y

e−S[ϕ] A[ϕ], (5.7)where ϕ : S → M is the 
onformal �eld des
ribing the embedding of the strings into spa
e-time. The surfa
e S has a boundary made of m + n 
ir
les, the n 
ir
les ~Y = (Y1, . . . , Yn)whose orientation agrees with that of ϕ(∂S) 
orrespond to the outgoing strings while the mothers ~X = (X1, . . . ,Xm) are the in
oming ones. This is a generalization of the single stringpropagator K1→1(Y ;X) (3.59) where the index ·1→1 has been omitted. In our 
ontext, themagneti
 amplitude A[ϕ] has to be equipped with n + m boundary triangulation indi
es,
J1, ..., Jn, I1, ..., Im pertaining to the 
olle
tion of 
ir
les ∪iYi and ∪jXj .To derive the 
oprodu
t, it su�
es to regard the tree level de
ay of a string of winding
vw into a string of winding v and another one of winding w. In de
ays, one should think ofthe winding as a 
onserved quantity. The amplitude of this pro
ess K1→2

v,w is asso
iated to thepair of pants S depi
ted in �gure 5.1.
Figure 5.1: Basi
 intera
tion asso
iated to a pair of pants.To 
onstru
t the 
orresponding magneti
 amplitude, one has to 
ut the pants in order toobtain a simply 
onne
ted surfa
e. Then, the amplitude reads
AJK,I [ϕ] =

[
ei

R

Σ B+i
R t
x
Avw+i

R y
t

Av+i
R z
tv

Aw Φ−1
v,w(t)

]
JK,I

, (5.8)where I is used to 
over the in
oming string while J and K label the 
overs of the twooutgoing strings. The insertion of Φ−1
v,w(t) is ne
essary to maintain invarian
e under these
ondary gauge transformations of A and Φ given by (3.46) as we will see below. Apart fromthe surfa
e integral over Σ, there are several integrations along the 
uts, ea
h one integratesthe 1-form 
ontribution 
orresponding to its winding, i.e. Av, Aw and Avw. This magneti
amplitude is to be inserted into the path integral for the evolution operator K1→2

v,w en
oding



76 Intera
ting strings and the quasi Hopf stru
turethe de
ay pro
ess Hvw →Hv ⊗Hw,
K1→2

v,w (Y ∪ Z;X) =

∫
[Dϕ]

ϕ(∂S)=X∗∪Y ∪Z

e−S[ϕ]A[ϕ], (5.9)where X, Y and Z are three strings of respe
tive windings vw, v and w. In this heuristi
analysis above, the indi
es pertaining to the 
overings are left out for the sake of 
larity.Lower winding indi
es indi
ate the result of a ·1→2 pro
ess.As already mentioned, the insertion of Φ−1 in the amplitude (5.8) is motivated by therequirement of gauge invarian
e. Re
all that if B→ B+DΛ, the 1-form 
ontribution 
hangesa

ording to A→ A + δΛ. Writing in detail the so arising terms, one �nds that
[
ei

R

∂Σ Λ+i
R t
x
(δΛ)vw+i

R y
t

(δΛ)v+i
R z
tv

(δΛ)w

]

JK,I
=
[
e−i

R xvw
x

Λ
]

I

[
ei

R yv
y

Λ
]

J

[
ei

R zw
z

Λ
]

K
(5.10)leaving one primary gauge term for ea
h string, as expe
ted. Se
ondary gauging, A →

A + DΘ, however, generates a term
[
ei

R t
x

DΘvw+i
R y
t

DΘv+i
R z
tv

DΘw

]

JK,I
= [Θvw(x)]I

[
Θ−1

v (y)
]
J

[
Θ−1

w (z)
]
K

×
[
v∗Θw(t) Θ−1

vw(t) Θv(t)
]
α
, (5.11)with Uα the open set used to 
over the bran
hing point t. In order to 
an
el the t-dependentterm in the previous formula, one has to insert an additional Φ−1 in the amplitude (5.8), sin
ese
ondary gauging also 
hanges Φ a

ording to Φ→ Φ δΘ.Apart from gauge invarian
e, the amplitude is independent of the homotopy 
lass of thethree 
uts and under di�eomorphisms 
onne
ted to the identity that a
t trivially on theboundary strings. Besides, using the relation DΦv,w = v∗Aw − Avw + Av, one 
an movethe point t along the 
ut, leaving the amplitude un
hanged. Obviously, if one 
onsiders thereversed pro
ess in whi
h two strings join, one has to insert Φv,w. It is interesting to note thata similar phase fa
tor has been en
ountered in the 
ontext of toroidally 
ompa
ti�ed 
losedstring �eld theory [42℄. Whereas our phase fa
tor is a 2-
o
hain on the windings, their phasefa
tor is a 2-
o
y
le on the momenta. This is equivalent, sin
e T-duality ex
hanges windingsand momenta, and their 
o
y
le 
ondition simply stipulates the triviality of ω.The amplitude (5.8) 
ontributes to the pro
ess des
ribing the tree level de
ay Hvw →

Hv ⊗Hw. It is expe
ted that the 
orresponding operator K1→2
v,w 
ommutes with the a
tion of

G, but the latter may be de�ned on the tensor produ
t Hv ⊗ Hw only up to an additionalphase. To determine the possible extra phase in the tensor produ
t, 
ompare the operators
K1→2

v,w T vw
g ↔ (T v

g ⊗ Tw
g )K1→2

vg ,wg . (5.12)It is important to take 
are of the windings for G not abelian, be
ause as already stated above,
Tw

g 
hanges the winding, sin
e X · g starts at x · g and ends at x · wg = x · gwg. At the levelof the kernels, (5.12) means that one has to 
ompare
K1→2

v,w (Y ∪ Z;X) Υvw
g (X) ↔ Υv

g(Y )Υw
g (Z) K1→2

vg ,wg(Y ·g ∪ Z ·g;X ·g), (5.13)



5.2 Derivation of the 
oprodu
t from the pair of pants 77where Υw
g stands for the phase de�ning the stringy magneti
 translation given by equation(3.113). For that, pro
eed as for single string propagations in the last se
tion and simply
ompare the magneti
 amplitudes. AJK,I[ϕ] enters into K1→2

v,w (Y ∪Z;X) whereas AJK,I[ϕ·g]is the 
orresponding term in K1→2
vg ,wg(Y ·g ∪ Z ·g;X ·g).To begin with, the translated amplitude involving strings of windings vg, wg and (vw)greads

AJK,I[ϕ·g] =
[
ei

R

Σ g∗B+i
R t
x

g∗A(vw)g +i
R y

t
g∗Avg+i

R z
tv

g∗Awg g∗Φ−1
vg ,wg(t)

]
JK,I

. (5.14)For the 
omputation of the ratio (in order to �nd the expe
ted extra phase fa
tors thata

ompany the tensor produ
t), re
all that DΓw,g = g∗Awg − Aw − w∗
Ag + Ag. Using aswell Stoke's law for Deligne 2-forms (5.5),

[
ei

R

Σ
g∗B−B

]
=
[
ei

R

∂Σ
Ag

]
, (5.15)one 
an rearrange the terms in the ratio, su
h that

AJK,I [ϕ·g]
AJK,I [ϕ]

=
[
e−i

R xvw
x

Ag

]

I

[
ei

R yv
y

Ag

]

J

[
ei

R zw
z

Ag

]

K

×
[
ei

R t
x

DΓvw,g+i
R y
t

DΓv,g+i
R z
tv

DΓw,g g∗Φ−1
vg ,wg(t)Φv,w(t)

]
JK,I

. (5.16)Integrating the total derivatives and reshu�ing some of the 
omponents, the ratio 
an beexpressed as
AJK,I[ϕ·g]
AJK,I[ϕ]

=
[(Γ−1

v,g(y) ei
R yv
y

Ag ) (Γ−1
w,g(z) ei

R zw
z

Ag )

(Γ−1
vw,g(x) ei

R xvw
x

Ag)
× Φv,w Γv,g v

∗Γw,g

g∗Φvg ,wg Γvw,g
(t)

︸ ︷︷ ︸
:=(Qg

v,w)−1

]
JK,I

. (5.17)The �rst ratio in the bra
ket is nothing but
[
Γ−1

v,g(y) ei
R yv

y
Ag

]
J

[
Γ−1

w,g(z) ei
R zw
z

Ag

]
K[

Γ−1
vw,g(x) ei

R xvw
x

Ag

]
I

=

[
Υvw

g (X)
]
I[

Υv
g(Y )

]
J

[
Υw

g (Z)
]
K

(5.18)whi
h is exa
tly what one expe
ts from a
ting with T vw
g on the in
oming string and T v

g ⊗Tw
g onthe two outgoing ones, so that it 
an
els when a
ting with the stringy magneti
 translations.The under-bra
ed term Qg

v,w takes a spe
ial form using the 3-
o
y
le ω = δΦ. With




ωg,vg,wg = g∗Φvg,wg Φ−1
vg,wg Φg,(vw)g Φ−1

g,vg

ωv,w,g = v∗Φw,g Φ−1
vw,g Φv,wg Φ−1

v,w

ωv,g,wg = v∗Φg,wg Φ−1
vg,wg Φv,wg Φ−1

v,g

(5.19)one obtains
Qg

v,w =
ωv,w,g ωg,vg,wg

ωv,g,wg
, (5.20)



78 Intera
ting strings and the quasi Hopf stru
turewhi
h is globally de�ned and 
onstant. Therefore, the a
tion of G on the tensor produ
t
Hvg ⊗Hwg must be de�ned with the extra phase,

Qg
v,w (T v

g ⊗ Tw
g ) : Hvg ⊗Hwg →Hv ⊗Hw. (5.21)Amazing, eh? This is exa
tly the phase appearing in the 
oprodu
t ∆ : Dω(KG)→ Dω(KG)⊗

Dω(KG) of the quasi-quantum group, de�ned in (4.48) as
∆(T u

g ) =
∑

vw=u

Qg
v,w T v

g ⊗ Tw
g . (5.22)In the �rst pla
e, the de�nition of Dω(KG) appears rather abstra
tly. However, note that thederivation of the 
oprodu
t in our 
ontext arises quite naturally and, in fa
t, is a 
onsequen
eof gauge invarian
e. The phase Qg

v,w is not a group 2-
o
y
le in v,w. Instead it ful�lls
Qg

u,vQg
uv,w ωug,vg ,wg = Qg

v,wQg
u,vw ωu,v,w (5.23)arising by repeated appli
ation of the 
o
y
le relation δω = 1. As for the phase appearing inthe produ
t, the phase of the 
oprodu
t 
an be understood in terms of a prism, representingthe translation by g of a string of winding vw de
omposed into a string of winding v followed bya string of winding w. The de
omposition of the prism into the three tetrahedra 
omponentsis depi
ted in �gure 5.2.

w
w

v,w,gω
g

w
v

v

gg

v g g

g

g,v  ,wω g g

v,g,wω −1
gFigure 5.2: The phase of the 
oprodu
t in terms of tetrahedra.Algebrai
ally, we 
an thus promote (5.12) to an equation,

∆(T vw
g )K1→2

vg ,wg = K1→2
v,w T vw

g , T vw
g ∈ Dω(KG). (5.24)The 
oprodu
t provides us automati
ally with the phase Q su
h that this equation is true.In (5.12), this was the ansatz, whi
h has now turned out to be the right one if one adds thephase Q by repla
ing the naive tensor produ
t with the 
oprodu
t. One thus obtains the
ommuting diagram

Hvw

K1→2
v,w // Hv ⊗Hw

H(vw)g

T vw
g

OO

K1→2
vg,wg

// Hvg ⊗Hwg

∆(T vw
g )

OO

. (5.25)



5.3 Transgression and twist 79� 5.3 Transgression and twist∗The expression of the phase fa
tor appearing in the multipli
ation law (3.130) in terms ofthe 3-
o
y
le ω 
an be interpreted using a transgression map similar to the one introdu
ed in[43℄. Denote by (C, δ) the standard group 
ohomology 
omplex with values in U(1) and by
(C̃, δ̃) a new 
omplex whose 
o
hains are group 
o
hains with values in U(1)-valued fun
tionsover G. For any n-
o
hain in C̃n de�ned by the fun
tion w 7→ c̃g1,...,gn(w), de�ne a twisted
oboundary as

(δ̃c̃)g0,...,gn(w) = c̃g1,...,gn(wg0)×
n∏

k=1

(
c̃g0,...,gk−1gk,...,gn(w)

)(−1)k

×
(
c̃g0,...,gn−1(w)

)(−1)n+1

.(5.26)The transgression map T takes an (n+ 1)-
o
hain cg1,...,gn+1 ∈ Cn+1 to an n-
o
hain in C̃ by
[T c]g1,...,gn

(w) =

n∏

i=0

(
cg1,...,gi,wg1...gi ,gi+1,...,gn

)(−1)n−i

. (5.27)For 
o
y
les β, α and ω of orders 1,2 and 3, we have
[T β] (w) = βw, [T α]g (w) =

αg,wg

αw,g
, [T ω]g,h (w) =

ωw,g,hωg,h,wgh

ωg,wg,h
. (5.28)The transgression map indu
es a morphism of 
omplexes sin
e it ful�lls T ◦ δ = δ̃ ◦ T .Therefore, the image of an (n + 1)-
o
y
le in C is an n-
o
y
le in C̃. In parti
ular, the 3-
o
y
le ω is transgressed into a 2-
o
y
le on fun
tions of the winding, whi
h allows to interpretthe produ
t law (3.130) of stringy magneti
 translations as a proje
tive representation.The twist of the algebra Dω(KG) by the 3-
o
y
le ωg,h,k has the elements P and Q as a
onsequen
e. Thus, one is tempted to understand the twist that produ
es the quasi-stru
tureas the twist by a general 2-
o
y
le, as it is the 
ase for the twist of a group leading to aproje
tive multipli
ation. For the Hopf algebra, the twist 
hanges the multipli
ation and the
omultipli
ation at the same time, 
aused by a 3-
o
y
le. Indeed, the 
onsisten
y of the quasiHopf algebra stru
ture implies that the phases P and Q obey the following equations





Pg,h
u Pgh,k

u = Pg,hk
u Ph,k

ug ,

Pg,h
u Pg,h

v Qg
u,vQh

ug,vg = Pg,h
uv Qgh

u,v,

Qg
u,vQg

uv,w ωug,vg,wg = Qg
v,wQg

u,vw ωu,v,w.

(5.29)The �rst equation expresses the asso
iativity of the produ
t, this is nothing but (3.129). These
ond one ensures the 
ompatibility of the produ
t and the 
oprodu
t (the 
oprodu
t is analgebra morphism) and the last one is the quasi-
oasso
iativity of the 
oprodu
t, i.e. (5.23).Using the group 
oboundary δ for the windings u, v,w, . . . and the twisted group 
oboundary
δ̃ for g, h, k, . . . , with its extra a
tion by 
onjugation on the windings for its �rst fa
tor, these

∗Just a short 
ohomologi
al remark about the appearan
e of P and Q as a twist of D(KG).



80 Intera
ting strings and the quasi Hopf stru
tureequations read 



(δ̃P)g,h,k
u = 1,

(δ̃Q)g,h
u,v (δP)g,h

u,v = 1,

(δQ)gu,v,w

(
(δ̃ω)gu,v,w

)−1
= 1.

(5.30)Together with (δω)u,v,w = 1, these equations simply stipulate that (Pg,h
u ,Qg

u,v, ωu,v,w) is a2-
o
y
le in a bi
omplex 
onstru
ted out of δ and δ̃.� 5.4 Quasi 
oasso
iativityFrom 
hapter 4 we know that the o

urren
e of the 
oprodu
t in the a
tion on the tensorprodu
t is natural in the theory of quasi Hopf algebras A, i.e. one 
an 
onstru
t an A-modulestru
ture on the tensor produ
t of two A-modules by taking two representations ̺1 and ̺2and building a new one
(̺1 ⊗ ̺2) ◦∆ (5.31)with the aid of the 
oprodu
t. This is exa
tly what happens for strings in a ba
kground3-form H: the representation a
ting on Hv ⊗ Hw is nothing but the tensor produ
t of therepresentations on Hv and on Hw, but with the tensor produ
t de�ned using the 
oprodu
trule (5.31).It is also interesting to analyze if the quasi-
oasso
iativity of the algebra has a 
ounter-part interpreted in terms of magneti
 amplitudes. As explained in se
tion 4.6, the Drinfel'dasso
iator gives an asso
iativity 
onstraint on the tensor 
ategory of representations. Re
allthat quasi-
oasso
iativity (4.16) reads

(id⊗∆) ◦∆ = Ω
(
(∆ ⊗ id) ◦∆

)
Ω−1, (5.32)where Ω is the Drinfel'd asso
iator (4.49),

Ω =
∑

u,v,w

ω−1
u,v,w T

u
1G
⊗ T v

1G
⊗ Tw

1G
. (5.33)This means that, on the level of the representation of the algebra, one has to distinguishbetween di�erent parenthesings of the tensor produ
ts

(̺1 ⊗ ̺2)⊗ ̺3
Ω−→ ̺1 ⊗ (̺2 ⊗ ̺3), (5.34)where these two representations are intertwined by Ω due to equation (4.56). In our 
ase, Ωis 
entral and therefore disappears from 5.32, however, on the level of the 
ategory, the extraphase stays where it is.Can this be viewed in terms of our amplitudes? In fa
t, the failure of asso
iativity is verynatural from the point of view of the magneti
 amplitudes. Consider the pro
ess in whi
h onestring of winding uvw de
ays into three of windings u, v and w. Su
h a pro
ess 
an happenin two di�erent ways: 1) A �rst de
omposition of a string of winding uvw into uv and w and



5.4 Quasi 
oasso
iativity 81then a splitting of the �rst into u and v. 2) The �rst de
omposition produ
es u and vw, ase
ond one produ
es v and w for the se
ond string. These are the two possibilities for ∆2.In the language of pairs of pants, this arises from the 
omposition of two pairs of pants inthe two di�erent ways, like in �gure 5.3. Due to the di�erent 
ut, the amplitudes will not

Figure 5.3: Two di�erent 
uts related by the asso
iator.exa
tly give the same 
ontribution. To 
ompare the two amplitudes, it is useful to apply therelation DΦg,h = g∗Ah −Agh + Ag in su
h a way that the two bran
hing points of the 
ut
ome together. However, they 
annot pass through ea
h other and they always remain in thesame order. The '�ne stru
ture' of a triple bran
hing point for the 1→ 3 de
ay is depi
ted in�gure 5.4. The two amplitudes 
oin
ide ex
ept that the bran
hing yields [Φ−1
uv,wΦ−1

u,v

]
α
for the�rst and [u∗Φ−1

v,wΦ−1
u,vw

]
α
for the se
ond, with α being the index of the open set used to 
overthe bran
hing point (whi
h is 'x' and not 't' just in the �gure). The order of bran
hings mustalways be preserved, whi
h is represented by the triangles that are atta
hed to ea
h other'sedges. Ea
h triangle 
orresponds to a fa
tor Φ−1

u,v depending on the winding that belongs tothe two edges that point into the dire
tion of disintegration.
↔

Figure 5.4: The �ne stru
ture of the bran
hing point, with all Φ−1's evaluated at x.Noti
e the 
ombination of Φ's: This is nothing but the last line in (3.41), i.e. the usualrelation between the 3-
o
y
le and Φ. Thus, the se
ond amplitude simply di�ers from the�rst one by the phase fa
tor ωu,v,w. This is in perfe
t agreement with the quasi 
ategory pointof view, where the pattern of splittings implies that the �rst pro
ess reads
Huvw →Huv ⊗Hw → (Hu ⊗Hv)⊗Hw, (5.35)
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ting strings and the quasi Hopf stru
ture
Ω−→Figure 5.5: Quasi-asso
iativity on the states.whereas the se
ond is

Huvw →Hu ⊗Hvw →Hu ⊗ (Hv ⊗Hw). (5.36)The two pro
esses end in two di�erent tensor produ
ts, di�ering only by their parenthesings.This statement is illustrated in �gure 5.5, where we indi
ated the di�erent parenthesings onthe Hilbert spa
es by the �nely drawn ellipses en
ir
ling the 
orresponding states. Indeed, thephase di�eren
e of the two amplitudes 
orresponds to the Drinfel'd asso
iator Ω! Interpretingthe spa
es H as obje
ts of the tensor 
ategory, and therefore as modules over the algebra
Dω(KG), the Drinfel'd asso
iator swit
hes the parenthesing a

ording to equation (4.56).Thus what is derived here as a 
onsequen
e of gauge invarian
e has a deep interpretation interms of the representation theory of the underlying Hopf algebra.It is 
ompatible with the a
tion of magneti
 translations, in the sense that they 
ommutewith the swit
hing of bra
kets. Re
all that a magneti
 translation on a 3-fold tensor produ
ta
ts depending on the module as

Qg
uv,wQg

u,v T
u
g ⊗ T v

g ⊗ Tw
g : (Hug ⊗Hvg )⊗Hwg → (Hu ⊗Hv)⊗Hw (5.37)for the �rst possibility of parenthesing, and for the se
ond

Qg
u,vw Qg

v,w T u
g ⊗ T v

g ⊗ Tw
g : Hug ⊗ (Hvg ⊗Hwg)→ Hu ⊗ (Hv ⊗Hw). (5.38)One 
an then use relation (5.23) to obtain the 
ommutation of the 
orresponding a
tions.A similar result holds for more general amplitudes: the pattern of intera
tions involvedsele
ts the parenthesing of the Hilbert spa
es appearing on the boundary due to the variouspossibilities of ∆N . This is parti
ularly 
lear if one 
onsiders pro
esses in whi
h one string
an de
ay into n strings, i.e. pro
esses of the form K1→N . The bran
hing of the 
ut yieldsa tree that en
odes all the information on the parenthesis to be used. The 
hoi
e made forintermediate states is irrelevant sin
e 
hanging their parenthesing always produ
e two phasesthat 
an
el. Any 
hange in the parenthesing 
an be implemented by su

essive appli
ations ofthe asso
iator that moves bran
hes of the tree from one side of the 
orresponding bran
hingpoint to the other side. Using Ma
Lane's 
oheren
e theorem [39℄, the 
o
y
le 
ondition on ωimplies that any sequen
e of asso
iators between two �xed parenthesing always yields the samephase. For the bran
hing point, Ma
Lane's 
oheren
e theorem is presented by the pentagonfrom 
ategory theory (4.54) and is depi
ted in �gure 5.6. It is equivalent to relation (4.18).Figure 5.6 
an dire
tly be 
ompared to (4.54) by simply translating the triangles atta
hed toea
h other and the indi
ated tree stru
ture to the 
orresponding stru
ture of bra
kets.
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Figure 5.6: The pentagon with bran
hing points and its tree stru
ture.� 5.5 Large diffeomorphisms and mapping 
lass groupA homotopi
 
hange of the 
ut 
orresponds to a di�eomorphism of the surfa
e S that liesin the 
onne
ted 
omponent of the identity di�eomorphism. As already stated, su
h trans-formations do not alter the out
ome of the amplitude of the pro
ess. However, there arelarge di�eomorphisms that transform the 
ut into a di�erent homotopy 
lass. In general,the stru
ture of self-homeomorphisms of any surfa
e up to homotopy is known as the map-ping 
lass group [44℄ of the surfa
e, whi
h is isomorphi
 to the automorphism group of thefundamental group. More pre
isely, take a topologi
al spa
e M and denote by Homeo(M)its self-homeomorphisms. By Homeoid(M) denote the homeomorphisms homotopi
ally 
on-ne
ted to the identity homeomorphism. Then, the mapping 
lass group MCG(M) of M isgiven by the short exa
t sequen
e
1→ Homeoid(M)→ Homeo(M)→ MCG(M)→ 1, (5.39)i.e. the self-homeomorphisms up to homotopy. For example, a 2-torus T2 has SL(2,Z) as itsgroup of large di�eomorphisms.In this se
tion it is shown that the mapping 
lass group of surfa
es des
ribing tree levelde
ays is generated by two elementary di�eomorphisms, namely the Dehn twist of the 
ylinderand the braiding of a pair of pants. The braiding should arise naturally in the framework of ouralgebra, sin
e it is a braided Hopf algebra. The representation spa
e then 
arries a braidingas well, interpreted as the map (4.58) that �ips two obje
ts of the tensor 
ategory sin
e thebraid must be 
onstru
ted from the R-matrix. To begin, 
onsider all the tree level amplitudesdes
ribing the de
ay of one string into N others, i.e. pro
esses of the form K1→N . Any treelevel amplitude 
an be obtained by gluing 
ylinders and pants together. The resulting surfa
ehas a mapping 
lass group whose generators 
an be 
onstru
ted using the quasi-quantumgroup Dω(KG).
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ting strings and the quasi Hopf stru
tureDehn twist of the 
ylinderIn our 
ontext, the Dehn twist of the 
ylinder 
hanges the 
ut by turning it on
e aroundthe 
ylinder during propagation. The magneti
 translations Tw
g allow us to understand thetransformation of the 
ylinder amplitude under this large di�eomorphism. Re
all that the
ylinder amplitude reads

AJI [ϕ] =
[
ei

R

Σ
B+i

R y
x

Aw

]
JI
. (5.40)If we a
t with a Dehn twist on the 
ylinder, then the 
ut c is 
hanged into c′ whi
h indu
esa 
orresponding 
hange ϕ → ϕ′. In the target spa
e M, the transformation yields a newworld-sheet Σ′ and the image of the new 
ut joins x to y ·w, as 
an be seen in �gure 5.7.Therefore, we get an other amplitude AJI [ϕ

′] and the ratio of the two amplitudes turns out
Figure 5.7: The Dehn twist of the 
ylinder.to be
AJI [ϕ

′]
AJI [ϕ]

=
[
ei

R

Σ′′ (w
∗B−B)+i

R yw
x

Aw−i
R y

x
Aw

]
JI
. (5.41)This follows from the fa
t that Σ and Σ′ only di�er by the shaded surfa
e Σ′′ (see �gure 5.8),

Figure 5.8: The surfa
e Σ′′.whose 
ontribution is lifted by w in AJI [ϕ
′] with respe
t to its 
ontribution to AJI [ϕ]. Afterusing w∗

B = B + DAw in the expli
it expression of the ratio, only boundary terms remain.Two of them 
an
el with the integrals along the 
ut and we are left with
AJI [ϕ

′]
AJI [ϕ]

=
[
ei

R yw
y

Aw

]
J
. (5.42)Now re
all the translation by w of a string Y with winding w whi
h is

[Tw
w Ψ]J (Y ) =

[
e−i

R yw
y

Aw

]
J

ΨJ(Y ), (5.43)
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lass group 85be
ause Γw,w = 1. Thus, the a
tion of the Dehn twist simply amounts to translating theoutgoing string by its own winding. Starting with the twisted 
ylinder one 
onstru
ts thetwisted propagator K ′ and the 
omparison of the magneti
 amplitudes for ϕ and ϕ′ showsthat
Tw

wK
′1→1
w = K1→1

w . (5.44)Be
ause of the 
ommutation of Tw
w and Kw, the twist 
an as well be implemented on thein
oming string.Braiding of the pair of pantsConsider now the large di�eomorphism of the pant that indu
es a braiding of the 
ut as in�gure 5.9. The braiding indu
es the 
hange ϕ→ ϕ′ asso
iated to the new amplitude
Figure 5.9: The braiding.

AKJ,I [ϕ
′] =

[
ei

R

Σ′ B+i
R t
x
Avw+i

R yw
tw

Avw+i
R z
t

Aw Φ−1
w,vw(t)

]
KJ,I

(5.45)where the line integrals involve the 
uts in �gure 5.9. The new amplitude AKJ,I[ϕ
′] di�ersfrom the old one AJK,I[ϕ] given in (5.8) by the ordering of the windings ((v,w) → (w, vw))and by the shaded surfa
e Σ′′ (see �gure 5.10) whi
h is a) removed from Σ, lifted by w andb) reinserted into Σ to form Σ′. To indi
ate the order of the windings, note that the indi
es

JK ↔ KJ have swapped. As before for the unbraided pair of pants, we assume the name ofthe open set that 
overs the bran
hing point t as Uα. The ratio of the two amplitudes 
an
Figure 5.10: The surfa
e Σ′′ and its lift by w.
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turethen be 
al
ulated to be
AKJ,I[ϕ

′]

AJK,I[ϕ]
=

[
Γ−1

v,w(t)
]
α

[
ei

R y
t

w∗
Avw−Av−v∗Aw+Aw

]

J,α

[
ei

R yv
y

Aw

]

J

=
[
Γ−1

v,w(y) ei
R yv
y

Aw

]
J

(5.46)whi
h mat
hes exa
tly the phase that appears in the operator T v
w. To obtain this result, use

DAw = w∗
B−B and [

ei
R

Σ′′ DAw

]
=
[
ei

R

∂Σ′′ Aw

]
. (5.47)Therefore, the braiding of the pants indu
es a 
hange of the magneti
 amplitude AJK,I[ϕ]→

AKJ,I[ϕ
′] that 
orresponds to the braid group a
tion derived from the general theory of quasi-triangular Hopf algebras.To understand this phase in terms of the braiding of the algebra, re
all that the algebra
omes with the R-matrix (4.51)

R =
∑

v,w

Tw
1G
⊗ T v

w. (5.48)When a
ting on a tensor produ
t of two states, it leaves the �rst string invariant (due to the
T1G

fa
tor) and translates the se
ond by the winding of the �rst. The 
orresponding a
tionof the braid group with two strands B2 is de�ned by its generator σ = τ ◦ R, where τ is the�ip, see equation (4.58) in se
tion 4.7. If we restri
t ourselves to strings with �xed windings,this indu
es a map
σv,w : Hw ⊗Hvw →Hv ⊗Hw (5.49)de�ned by σv,w = τ ◦ (id ⊗ T v

w). Then, the same reasoning as for the twist of the 
ylinderapplies: The braiding yields another pant S ′ whose �eld ϕ′ de�nes a propagator K ′ relatedto K by
σv,w K ′1→2

w,vw = K1→2
v,w , (5.50)or more pre
isely,

Hvw

K1→2
v,w //

K ′1→2
w,vw ((QQQQQQQQQQQQQ Hv ⊗Hw

Hw ⊗Hvw

σv,w

OO
. (5.51)Note that thanks to the quasi-triangularity 
ondition τ ◦∆ = R∆R−1 the braid group a
tion
ommutes with the stringy magneti
 translations, provided the latter a
t on tensor produ
tsusing the 
oprodu
t rule.When more than two fa
tors are involved and ω is trivial, i.e. the Drinfel'd asso
iator ωis also trivial, the ex
hange of the fa
tors is governed by the braid group with N strands BN .And as already mentioned the latter is generated by the operators σi = τ ◦ R that ex
hangethe two adja
ent fa
tors lo
ated at the ith and (i + 1)th pla
e in the tensor produ
t. Fromequations (4.59) and (4.60), the de�ning relations of BN hold thanks to the Yang-Baxter
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lass group 87equation R12R13R23 = R23R13R12. If ω is non-trivial, the braid group a
tion still makessense, but some 
are is required be
ause of the la
k of asso
iativity of the tensor produ
t.For the a
tion of BN de�ned using its generators σi one has to make a repeated use ofthe asso
iator to make sure that the parenthesings do not separate the two fa
tors beingex
hanged. Therefore, when 
omposing σi and σj, one has to insert suitable representationsof the asso
iator as it was shown in (4.62)-(4.64). The de�ning relations of the braid group(4.15) then follow from the quasi Yang-Baxter equation (4.22), whi
h is a modi�
ation of theYang-Baxter equation (4.14) in order to take into a

ount the Drinfel'd asso
iator.As a result, the operators T generate the Dehn twists and implement the braidings ofpants. By gluing 
ylinders and pants, one arrives at the mapping 
lass group generated bythe twists and braids of 
ylinders and pants, forming tree-level amplitudes with one in
omingand N outgoing strings.Braided operad stru
tureIf the windings mat
h, an amplitude for a pro
ess 1 → N 
an be glued together with Namplitudes for 1 → ni, i = 1, ..., N , so that the result is an amplitude pertaining to thepro
ess 1→
∑N

i=1 ni. In �gure 5.11, one 
an see a simple example of gluing three amplitudes
1 → 1, 1 → 3 and 1 → 2, into the 
orresponding slots of a �rst one 1 → 3. More generally,

Figure 5.11: The braided operad stru
ture of tree level amplitudes.denoting by ∆k the set of amplitudes with k outgoing strings, the gluings de�ne 
ompositionlaws
γN : ∆N ×∆n1 × · · · ×∆nN

→ ∆n1+···+nN
. (5.52)The sets ∆k 
arry an obvious representation of the braid group Bk, with generators σi a
tingin the same manner as for the pair of pants. The a
tion is 
ompatible with the gluing, in thesense that braiding before gluing is equivalent to braiding after gluing. A 
omposition rulelike (5.52) de�nes the stru
ture map of a spe
ial mathemati
al obje
t, 
alled an operad. Tobe 
ompatible with an operad's full de�nition, the stru
ture map has to be asso
iative (whi
h
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ting strings and the quasi Hopf stru
tureis obviously the 
ase), and has to respe
t an a
tion of a symmetry group SN ,
i) γN (∆N · σ; ∆n1 , . . . ,∆nN

) = γN (∆N ; ∆n
σ−1(1)

, . . . ,∆n
σ−1(N)

) · σ(n1, ..., nN )

ii) γN (∆N ; ∆n1 · τ1, . . . ,∆nN
· τN ) = γN (∆N · σ; ∆n1, . . . ,∆nN

) · (τ1 ⊕ · · · ⊕ τN )(5.53)with σ ∈ SN . The group SN 
an be the permutation group (ΣN ) or, in the 
ase of a braidedoperad, the braid group SN = BN [45℄. The notation σ(n1, ..., nN ) means an element in
SP

nk
whi
h is obtained from σ by repla
ing its ith strand by ni parallel strands. ⊕τk is theblo
k dire
t sum of the braids τk ∈ Snk

. These relations are simply the manifestation of the
ommutability of 'gluing' and 'braiding', whi
h is ful�lled in our 
ase of the amplitudes.� 5.6 Loop amplitudes and modular invarian
e of the torus†As the simplest example of a loop amplitude, we want to 
onsider the torus. As an amplitude,it 
an be 
onstru
ted from the 
ylinder amplitude (3.72). For that, by a
ting with a stringymagneti
 translation on one of the boundaries, it 
an be glued together to form the torus.The pro
edure is pi
tured in �gure 5.12. The amplitude 
an be written as
A[ϕ] =

[
ei

R

Σ B+
R x·h
x

Ag−i
R x·g

x
Ah Γg,h(x)

]
, (5.54)and 
orresponds to a 
ylinder of winding g and 'length' h. g and h are two 
ommutingelements of G and the extra phase Υg

h 
orresponding to the translation by h has been added.This amplitude should be though of as being inserted into a fun
tional integral 
ontributingto the tra
e of (T g
h )Kg, whi
h is further summed over g and h to provide the torus partitionfun
tion. Be
ause there is no boundary, it does not depend at all on the triangulation used inits 
omputation. Nevertheless, we write it into bra
kets to remember that its a
tual de�nitionrelies on some triangulation. Besides, it is invariant under homotopi
 
hanges of the 
ut,di�eomorphisms 
onne
ted to the identity and gauge transformations. These properties arevalid whether ω is trivial or not.
Figure 5.12: Obtaining a torus amplitude from a 
ylinder.The problem arises if one analyzes its behavior under a global magneti
 translation. Inthis 
ase, the amplitude re
eives a phase whi
h 
an be written solely in terms of the 3-
o
y
le

ω, i.e. under a global translation ϕ→ ϕ·k, the amplitude 
hanges a

ording to
A[ϕ·k] =

ωk,hk,gk ωg,k,hk ωh,g,k

ωk,gk,hk ωg,h,k ωh,k,gk

A[ϕ] =
Qk

h,g

Qk
g,h

A[ϕ]. (5.55)
†In la
k of an explanation, this se
tion should rather be viewed as an observation.
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e of the torus 89Su
h a phase is 
alled a global anomaly whi
h is an anomaly that violates a large gaugetransformation. It is interesting to note that, for a 
ommutative group, this phase mat
hesexa
tly the topologi
al a
tion for a 3-torus in �nite group topologi
al gauge theory derivedby Witten and Dijkgraaf [46℄. Using the relation (3.130) and its geometri
al interpretationgiven in �gure 3.8, this 
ombination of 3-
o
y
les 
an be understood as a way of 
hopping theparallelepiped build out of g, h and k into six tetrahedra.In string theory, one requirement for vanishing global anomalies is modular invarian
eof 1-loop diagrams. For the torus, the modular group is the group of large di�eomorphisms
SL(2,Z), namely di�eomorphisms that are not 
ontinuously 
onne
ted to the identity di�eo-morphism as analyzed in the last subse
tion. It is generated by two modular transformations,
onventionally denoted by S and T, that a
t on the 
ut in the following sense:

T :

{
g → gh

h → h
S :

{
g → h−1

h → g
. (5.56)Here, the amplitude 
hanges by extra phases depending on the 3-
o
y
le ω as well. Morepre
isely, T a
ts as

A[ϕ]→ A[Tϕ] = ωh,g,hA[ϕ] (5.57)and S as
A[ϕ]→ A[Sϕ] =

ωh,g,h−1

ωh,h−1,g ωg,h,h−1

A[ϕ]. (5.58)This behavior of the torus amplitude and of all the previous tree level amplitudes under globaltranslations and large di�eomorphisms yields relations that are very similar to the ones in[47℄, derived in the 
ontext of CFT. In fa
t, this last paper deals with algebrai
 propertiesof the 
onformal blo
ks in an orbifold theory with group G. It is rather amazing that theformulae pertaining to the transformation of 
onformal blo
ks are so 
lose to the ones derivedhere for magneti
 amplitudes, espe
ially be
ause our derivation relies solely on the geometryof the Kalb-Ramond �eld and does not refer to CFT.More generally, we expe
t all loop amplitudes to be �awed by these global anomalies undertranslation and global di�eomorphisms. This is due to the insertion of the gauge �elds Ag and
Φg,h along the internal 
uts, whi
h is required by gauge invarian
e. Any global 
hange indu
esa 
hange of these gauge �elds whi
h is only partially 
ompensated along the two boundariesof the 
ut. This is another 
lue that the orbifold theory is 
onsistent only for trivial ω. Ifwe assume that ω is trivial, then one 
an 
onstru
t the magneti
 amplitude for an arbitrarysurfa
e as follows. At the tree level, we 
onstru
t the amplitude by gluing together 
ylindersand pairs of pants as given in (3.62) and (5.8). For the latter it is 
ru
ial to insert a fa
torof Φ−1

v,w when a string of winding vw splits into two strings of windings v and w and Φv,wwhen they join. Loop amplitudes are obtained by further gluing together some in
oming andoutgoing strings using the operators Tw
g . At the level of magneti
 amplitudes, this translatesinto insertions of the phases Υw

g when a string of winding w is glued with its lift by g. Then,the triviality of ω ensures that the amplitude is independent of the patterns of joining andsplitting, as well as under global translations and large di�eomorphisms.
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ting strings and the quasi Hopf stru
ture� 5.7 Dis
rete torsion and Drinfel'd twistOriginally, dis
rete torsion was introdu
ed [48℄ as an additional degree of freedom appearingas 
omplex weights ǫg,h ∈ U(1), g, h ∈ G, for orbifold amplitudes. Constraints for modularinvarian
e of 1-loop and higher partition fun
tions of a 
losed string on the orbifold M/Gthen lead to a set of axioms, 



ǫw,gh = ǫw,gǫw,h

ǫg,w = ǫ−1
w,g

ǫg,g = 1

, (5.59)if one restri
ts oneself to mutually 
ommuting elements w, g, h ∈ G. Its geometri
al naturehas been unveiled in [36, 38℄, showing that it 
orresponds to an ambiguity appearing in the liftof the orbifold group a
tion to the �elds. Due to global anomalies we have already seen thatfor the orbifold to be existent, the 3-
o
y
le ωg,h,k must be assumed to be trivial. However,let us analyze if dis
rete torsion has a pendant in our 
ontext of the Hopf algebra. For that,re
all the 
onstant ambiguity in the de�nition of Φ in equation (3.38) and (3.46). The 
hange
Φ→ Φ′ = Φα with α ∈ T2,0, or with group indi
es for 
larity

Φg,h → Φ′
g,h = Φg,hαg,h, (5.60)does not indu
e a 
hange of ω due to its de�nition ω = δΦ, if α is a group 2-
o
y
le

αh,kαg,hk = αgh,kαg,h. (5.61)Be
ause the operators realizing the stringy magneti
 translations Tw
g de�ned in (3.114) dependon Φ through Γ (see de�nition (3.101)), the 2-
o
y
le α indu
es the 
hange

Tw
g → (T ′)wg = ǫw,g T

w
g , (5.62)where we set the phase to be equal to the 
orresponding 
ombination of α's,

ǫw,g =
αg,wg

αw,g
. (5.63)If α = δβ is a 
oboundary, this simply amounts to multiply the wave fun
tions in Hw by theglobal phase βw, so that the ambiguity is parametrized by the group 
ohomology 
lass of α,i.e. H2(G,U(1)).The magneti
 translations Tw

g and (T ′)wg thus obey the same multipli
ation law as givenin (3.130), sin
e their produ
t only involves ω whi
h is left un
hanged by the 2-
o
y
le αg,h.Writing the produ
t (3.130) in terms of (T ′)wg by repla
ing them with Tw
g and ǫw,g leads tothe identity

ǫw,gǫwg,h = ǫw,gh, (5.64)that 
an be 
he
ked dire
tly by repeated use of the 
o
y
le 
ondition (5.61). In other words,at �xed w the appli
ation g 7→ ǫw,g de�nes a 1-
o
y
le on the normalizer Nw of w. Or, inother words, one �nds the relation of dis
rete torsion (5.59).
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ounit 91For the 
oprodu
t, however, there is an extra phase that remains,
∆((T ′)ug ) =

∑

vw=u

(
αvg ,wg

αv,w

)
Qg

v,w (T ′)vg ⊗ (T ′)wg , (5.65)whi
h 
an easily be 
omputed from the ratio
ǫv,gǫw,g

ǫvw,g
=
αg,vgαg,wgαvw,g

αv,gαw,gαg,(vw)g

=
αvg ,wg

αv,w
(5.66)by repeated use of the 
o
y
le relation for α, namely (δα)v,w,g = 1, (δα)g,vg ,wg = 1 and

δαv,g,wg = 1. Generally, the 
hange in the 
oprodu
t 
ould have been expe
ted sin
e thede�nition of the 
oprodu
t depends on the intera
tion whi
h involves Φ−1 as required byinvarian
e under se
ondary gauge transformations.But all this is a Drinfel'd twist! Re
all it from the equations (4.23). It de�nes a new
oprodu
t of the form
∆→ ∆F = F∆F−1, (5.67)with the element F ∈ Dω(KG) ⊗Dω(KG) given by (4.53),

F =
∑

u,v∈G

α−1
u,v T

u
1G
⊗ T v

1G
. (5.68)If one 
omputes expli
itly the new 
oprodu
t F∆F−1, one �nds exa
tly the phase αvg ,wg α−1

v,wfrom the derivation in (5.65) and (5.66). Therefore, the operation Tw
g → (T ′)wg 
orresponds toa Drinfel'd twist of the quasi-quantum group Dω. By equation (4.25) it also indu
es a 
hangeof the R-matrix involved in the braiding, now given by

R→ RF = F21RF−1
12 =

∑

v,w∈G

ǫw,v T
v
1G
⊗ Tw

v , (5.69)but leaves the asso
iator Ω invariant be
ause of the 
o
y
le 
ondition (5.61).In summary, dis
rete torsion was identi�ed in [36, 38℄ with an ambiguity in the lift ofthe orbifold group a
tion to the �elds. Sin
e the operators Tw
g are de�ned with a subset ofthese �elds, there is an indu
ed ambiguity appearing in the de�nition of the operators Tw

gthat lift the group a
tion to the twisted states. Then, any two 
hoi
es Tw
g and (T ′)wg of su
hoperators generate quasi-quantum groups related by a Drinfel'd twist. As already stated, theyare equivalent as far as their representations are 
onsidered [39℄.� 5.8 Antipode and 
ounitTo investigate the role played by the 
ounit ǫ of the algebra Dω(KG), 
onsider a pro
ess

K0→2(X ∪ Y ;−), in whi
h two states are 
reated out of the va
uum. This pro
ess 
an beobtained by gluing the 
ap (3.7) to the in
oming slot of a pair of pants, see �gure 5.13. Usingthe homotopy invarian
e of the 
ut, the magneti
 amplitude takes the form
AIJ,−[ϕ] =

[
ei

R

Σ
B+i

R y
xw

A
w−1 Φ−1

w,w−1(x)
]
IJ,−

. (5.70)
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ture
ǫ(T 1G

g ) → ∆(T 1G
g )

Figure 5.13: A 
ap is glued to a pant.Here, I and J 
orrespond to the two outgoing statesX and Y . The notation K0→2
w,w−1(X∪Y ;−)shall indi
ate the 
reation out of the va
uum of two strings with respe
tive winding w and w−1as already used for the 
ap. The amplitude (5.70) 
an easily be obtained using DΦw,w−1 =

w∗
Aw−1 + Aw to shift the 'bran
hing point' dire
tly to the position x, i.e. X(0). The
ommutation of this pro
ess with a magneti
 translation T ∈ Dω(KG) then reads

∆(T 1G
g ) K0→2

wg,(w−1)g = K0→2
w,w−1 ǫ(T

1G
g ), (5.71)or in terms of a 
ommutative diagram

〈〉
K

w,w−1
// Hw ⊗Hw−1

〈〉

ǫ(T )

OO

K
wg,(w−1)g

// Hwg ⊗H(w−1)g

∆(T
1G
g )

OO (5.72)where 〈〉 denotes the va
uum. At the level of matrix elements one has to 
ompare,
Υw

g (X)Υw−1

g (Y ) K0→2
wg,(w−1)g (X ·g ∪ Y ·g;−)↔ K0→2

w,w−1(X ∪ Y ;−). (5.73)Indeed, Dω(KG) a
ts trivially on the va
uum, as 
an be seen by the ratio
AIJ,−[ϕ · g]
AIJ,−[ϕ]

=
[
Γ−1

w,g(x) ei
R xw

x
Ag

]
I

[
Γ−1

w−1,g
(y) ei

R yw−1

y
Ag

]
J

(Qg
w,w−1)

−1, (5.74)reprodu
ing the two phases Υw
g (X) and Υw−1

g (Y ) for the two outgoing states and produ
ingthe expe
ted fa
tor Qg
w,w−1 from the 
oprodu
t. Therefore, the 
ounit provides the trivialrepresentation.The similarity between the amplitude (5.70) and that of the 
ylinder (3.72) suggest somepro
edure of 'orientation reversing'. Indeed, from the general propagator (5.7), the orientationof the boundaries of the surfa
e ϕ(∂S) = ∂Σ en
odes whi
h string is in
oming and whi
h isoutgoing. Outgoing states are in 
orresponden
e with the orientation of the world-sheet, andthey are interpreted as in
oming, if their orientation is reversed. Hen
e, the surfa
e that
orresponds to the pro
ess K0→2 should also 
ontribute to a single string propagation K1→1.This suggests the existen
e of an operator Π from H to its dual that 
hanges an outgoing



5.8 Antipode and 
ounit 93string to an in
oming one. At the level of a wave fun
tion, if Ψ ∈ Hw, then one 
an de�ne
ΠΨ ∈ H∗

w−1 by
[ΠΨ]I∗ (X∗) =

[
Φw,w−1(x)

]
I

ΨI(X) (5.75)where X∗ ∈ Cw−1 denotes the string with orientation reversed, i.e. that starts at xw and endsat x, and I∗ is the triangulation and assignment with the order reversed. Geometri
ally, ΠΨis a se
tion of the dual bundle de�ned by the transition fun
tions G∗
IJ = G−1

IJ and with gaugetransformations and holonomies along 
ylinders de�ned by the opposite phases. As for thepair of pants, the in
lusion of the winding dependent extra phase Φw,w−1 is di
tated by therequirement of invarian
e under se
ondary gauge transformations. In geometri
al terms, Πis a line bundle isomorphism indu
ed by the orientation reversing. For the pro
ess of a twostring state 
reated from the va
uum, this means
(Π⊗ id) K0→2

w,w−1 = K1→1
w−1 (5.76)or at the level of matrix elements,

Φw,w−1(x) K0→2
w,w−1(X ∪ Y ;−) = K1→1

w−1 (Y ;X∗). (5.77)Note that the surfa
e ϕ(S) 
ontributing to both of the latter pro
esses has the border ϕ(∂S) =

Y ∪ X whi
h 
an also be interpreted as ϕ(∂S) = Y ∪ (X∗)∗. The same argument holds forthe pro
ess of the annihilation of two strings, K2→0
w−1,w(−;X∗ ∪ Y ∗) whi
h 
an be asso
iatedto the surfa
e ϕ(∂S) = (Y ∗)∗ ∪ (X∗)∗.For Hopf algebras A, see for example [39, 40, 41℄, the antipode allows to de�ne the dual ofa given representation. Let M be an A-module and M∗ the dual. Then the antipode indu
esan A-module stru
ture on M∗ a

ording to

(a ⊲ f)(v) = f(S(a) ⊲ v) , a ∈ A, v ∈M,f ∈M∗. (5.78)In our setting, the antipode ensures the 
ompatibility of the quasi-quantum group a
tion onthe string states with the orientation reversing operation. Indeed, if Ψ ∈ Hwg and Ψ′ ∈ Hw−1 ,then we have
[
Π
[
Tw

g Ψ
]]

I∗
(X∗) Ψ′

I(X
∗) = [ΠΨ]I∗ (X∗ ·g)

[
S(Tw

g )Ψ′]
I
(X∗ ·g) (5.79)for any string X∗ ∈ Cw−1 , with

S(Tw
g ) =

ωg,(w−1)g ,g−1

ωw−1,g,g−1 ωg,g−1,w−1

ωw,g,(w−1)g

ωw,w−1,g ωg,wg,(w−1)g

T
(w−1)g

g−1 (5.80)the antipode of Dω(KG), or written as in (4.52),
S(Tw

g ) = (Pg,g−1

w−1 )−1 (Qg
w,w−1)

−1 T
(w−1)g

g−1 : Hw−1 →H(w−1)g . (5.81)To see that (5.79) is true, just apply the de�nitions of the appearing operators, i.e. on theLHS of (5.79) H∗
w−1 ∋

[
Π[Tw

g Ψ]
]

[
Π[Tw

g Ψ]
]
I∗

(X∗) =
[
Φw,w−1(x) Γw,g(x) e−i

R xw
x

Ag

]
I
ΨI(X). (5.82)
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ting strings and the quasi Hopf stru
tureOn the RHS, there is for H∗
(w−1)g ∋ [ΠΨ]

[ΠΨ]I∗ (X∗ ·g) =
[
g∗Φwg,(w−1)g (x)

]
I

ΨI(X ·g) (5.83)as well as for the term H(w−1)g ∋
[
T

(w−1)g

g−1 Ψ′
],

[
T

(w−1)g

g−1 Ψ′
]
I
(X∗ ·g) =

[
(wg)∗Γ(w−1)g,g−1(x) e−i

R x
xw

g∗Ag−1

]
I

Ψ′
I(X

∗) (5.84)not forgetting the fa
tor (Pg,g−1

w−1 Qg
w,w−1)

−1. Now express the phases in (5.83) and (5.84)solely with Φ's and obtain (after putting them on the LHS):
LHS =

[
Φw,w−1 Φg,wg Φ−1

w,g g
∗Φ−1

wg,(w−1)g

× (wg)∗Φ(w−1)g,g−1 (wg)∗Φ−1
g−1,w−1 Φ−1

g,g−1 w
∗Φg,g−1

]
I

(5.85)everything evaluated at x. Finally, to show (5.79), express the phase of the antipode (5.80)solely with Φ's using ωg,h,k = g∗Φh,kΦ
−1
gh,kΦg,hkΦ

−1
g,h:

(Pg,g−1

w−1 Qg
w,w−1)

−1 = w∗
{
g∗Φ(w−1)g ,g−1 Φ−1

w−1g,g−1 Φg,(wg)−1 Φ−1
g,(w−1)g

}

× w∗Φg,(w−1)g Φ−1
wg,(w−1)g Φw,w−1g Φ−1

w,g

× w∗
{

(w−1)∗Φ−1
g,g−1 Φw−1g,g−1 Φ−1

w−1,1G
Φw−1,g

}

× w∗
{
g∗Φ−1

g−1,w−1 Φ1G,w−1 Φ−1
g,(wg)−1 Φg,g−1

}

× w∗Φ−1
w−1,g

Φ1G,g Φ−1
w,w−1g

Φw,w−1

× g∗Φ−1
wg,(w−1)g Φwg,(w−1)g Φ−1

g,1G
Φg,wg . (5.86)In this last formula, the �rst (ωg,(w−1)g,g−1), third (ωw−1,g,g−1) and fourth line (ωg,g−1,w−1)have been lifted by w for 
onvenien
e. Note that this is allowed due to dω = 1. In (5.86),there are 16 terms that 
an
el, leaving the ones in (5.85). �Using this 
ompatibility (5.79), one gets for a �xed winding

(Π⊗ id)[∆(T 1G
g ) K0→2

wg,(w−1)g ] = Tw−1

g K1→1
(w−1)g S(Tw

g ), (5.87)representing the isomorphism between
(Π⊗ id)[∆(T 1G

g ) K0→2
wg,(w−1)g ] ∈ H∗

w−1 ⊗Hw−1 (5.88)and
Tw−1

g K1→1
(w−1)g S(Tw

g ) : Hw−1 →Hw−1. (5.89)Together with (5.71) and (5.76) this gives rise to the equation
T(2)S(T(1)) = ǫ(T ), ∀T ∈ Dω(KG), (5.90)
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ounit 95whi
h 
an be obtained using [49℄
S2(T ) = β−1Tβ, ∀T ∈ Dω(KG) (5.91)as well as the anti-morphism property of the antipode and

T(1)βS(T(2)) = ǫ(T )β, ∀T ∈ Dω(KG). (5.92)
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CHAPTER 6Con
lusions and Outlook
From the physi
al point of view, the operators Tw

g realizing magneti
 translations for stringshave been 
onstru
ted. Generally, the operators lift the a
tion of a dis
rete �nite group Gto the states, where the magneti
 ba
kground �eld is taken to be G-invariant. In the 
aseof a parti
le in an invariant magneti
 �eld strength B, it turns out that the operators Tgfurnish a proje
tive representation of the translation group. The operators are derived fortopologi
ally non trivial ba
kground �elds, i.e. B 6= dA globally. For that, we have applied thelo
al 
onstru
tion of the magneti
 amplitude A[ϕ] entering Feynman's path integral formulafor the propagator. The magneti
 amplitude for a path ϕ is given by the holonomy of the
onne
tion of an hermitian 
omplex line bundle L and the propagator K(y, x) is interpretedas a linear map between the �bres at x and y. For the magneti
 amplitude, the lo
al dataof the line bundle is used, that is, the �elds (Ai, fij) are 
ombined in su
h a way that theyprovide the tool to write down the holonomy. Here, fij are the transition fun
tions and Ai thegauge �elds. The wave fun
tions ψi be
ome se
tions over the line bundle and the magneti
translations a
t proje
tively on the spa
e of se
tions. The extra phase that a

ompanies themagneti
 translations is thus identi�ed with the isomorphism that relates the line bundle Lwith its pull-ba
k bundle g∗L for any g ∈ G. The expli
it 
onstru
tion of the Tg's is done byrequiring their 
ommutation with the dynami
s of the system, i.e. they 
ommute with thepropagator. The algebra generated by these operators is that of a non-
ommutative torus dueto the appearan
e of the group 2-
o
y
le ωg,h.For a string, the 
oupling to a magneti
 �eld H is a
hieved via the Kalb-Ramond potential
B whi
h is now a 2-form instead of the 1-form 
onne
tion. Analogously, the 3-form H isassumed to be invariant with respe
t to the group a
tion and the problem of a globally nonexa
t �eld strength H 6= dB is treated. Geometri
ally, the B-�elds provide the lo
al data of a1-gerbe as a triple (Bi, Bij , fijk), where Bi is the lo
ally given 2-form, Bij a 1-form and fijk are
U(1) valued 'transition fun
tions' of the gerbe, all �elds are related on multiple interse
tionsof open sets ∩iUi. To implement the a
tion of the group G on the gauge �elds, the 
onvenientframework of a tri
omplex in terms of the �Ce
h- de Rham- and group 
ohomology has beenintrodu
ed. This allows to methodi
ally generate a sequen
e of �Ce
h-de Rham gauge �elds97



98 Con
lusions and Outlookof de
reasing degree ending in a 
onstant group 3-
o
y
le ωg,h,k. The group a
tion on thegauge �elds is then 
ompletely en
oded by (Deligne-)
ohomologi
al equations. This pro
edureis versatile enough to be applied to gauge potentials of any degree, for example the 3-formpotential appearing in M-theory. In its easiest version, the methods of the tri
omplex havebeen used to derive the equations that provide the group a
tion to the lo
al data of the linebundle.The 
onstru
tion of the magneti
 translations on the string states follows the lines of thepro
edure introdu
ed for the parti
le. For that, one has to formulate the string magneti
 am-plitude with the lo
al data (Bi, Bij , fijk). Using these gauge �elds, the operators Tw
g realizingthe group a
tion are 
onstru
ted by requiring that they 
ommute with the propagation of asingle string. This leads to a proje
tive a
tion where the extra phase Pg,h

w 
an be given interms of the 3-
o
y
le ωg,h,k that appeared already in the tri
omplex method. To 
ompletethe stru
tural analysis of the algebra generated by the so derived magneti
 translation opera-tors Tw
g , tree level amplitudes for a single string are in
luded. The most basi
 intera
tion is astring that de
omposes into two and therefore builds up a world-sheet whi
h has the form ofa pair of pants. The a
tion of the magneti
 translations on the outgoing two-string state 
anonly be 
onsistent, if they a
t as Qg

u,vT u
g ⊗T v

g whi
h is expe
ted by the representation theoryof the underlying algebra. Indeed, it predi
ts this a
tion by the 
oprodu
t ∆(T uv
g ), where the
oprodu
t is a

ompanied by the extra phase Qg

u,v and is entirely justi�able by gauge invari-an
e. It is rather amazing and highly non trivial that the so obtained algebrai
 stru
ture is inone-to-one 
orresponden
e with that of the quasi-quantum group Dw(KG), i.e. the ω-twistedDrinfel'd quantum double of a �nite group algebra KG. This quasi Hopf algebra was derivedby R. Dijkgraaf, V. Pasquier and P. Ro
he [23℄ in the 
ontext of two dimensional 
onformal�eld theory and reappears here rather naturally as the algebra generated by simple magneti
translations. Therefore, it is expe
ted that the underlying quantum symmetry group has adeeper physi
al and mathemati
al meaning than it has been unveiled here.To make 
onta
t with the representation theory of Dω(KG) in a more expli
it manner,the winding dependent Hilbert spa
es of twisted se
tor states are identi�ed with modules overthe algebra. These modules are nothing but obje
ts in a tensor 
ategory, whi
h inherits somekey features of the underlying algebra. For example, the 
oprodu
t ∆ provides the tensorprodu
t ⊗ for the 
ategory and the quasi-
oasso
iativity given by the Drinfel'd asso
iator Ωfor a quasi Hopf algebra provides the asso
iativity 
onstraint ΦU,V,W in the 
ategory. If thealgebra is braided, it is further equipped with a quasi-triangular stru
ture, i.e. an R-matrix,that provides a braiding ΨU,V as a fun
torial isomorphisms in the 
ategory. Sin
e Dω(KG)is a braided quasi Hopf algebra, the braiding and the quasi-
oasso
iativity have 
ounterpartson the level of magneti
 amplitudes. Indeed, it turns out that for tree level amplitudes of astring that disintegrates into more than two, quasi-
oasso
iativity is re�e
ted by the stru
tureof parenthesings that arises from the propagation and de
omposition pro
ess in a tree shapedmanner. Pi
king two amplitudes with a di�erent outgoing Hilbert spa
e stru
ture, one 
answit
h them by repeated use of the Drinfel'd asso
iator, in 
omplete a

ordan
e with the
ategory point of view. Analogously, the braiding is a

omplished by using the R-matrix. Forthe magneti
 amplitude, the pro
ess of braiding 
orresponds to turning the 
ut around one



99of the legs, thus to produ
e a large di�eomorphism of the world-sheet whi
h does not lie inthe 
onne
ted 
omponent of the identity di�eomorphism. Together with the Dehn twist of asingle 
ylinder, the algebra Dω(KG) generates the mapping 
lass group of more 
ompli
atedsurfa
es, obtained by gluing together 
ylinders and pair of pants. By gluing together tree-levelamplitudes, one 
an dedu
e their behavior as respe
ting that of a braided operad, whi
h issimply the statement that gluing 
ommutes with braiding and twisting.However, with a view to the 
onstru
tion of an orbifold M/G in the presen
e of a G-invariant 3-form H on M, the 3-
o
y
le ωg,h,k leads to problems. This is due to the non-existen
e of invariant states and the global anomalies appearing for 1-loop amplitudes, re-quiring ωg,h,k to be trivial. This also 
on�rms, from a di�erent viewpoint, the results pre-sented by Sharpe in the 
ontext of dis
rete torsion. Dis
rete torsion has as well a beautiful
ounterpart in the 
ontext of the presented work, namely it 
orresponds to a Drinfel'd twistof Dω(KG). Finally, the antipode and the 
ounit of Dω(KG) provide the 
ompatibility ofva
uum amplitudes with magneti
 translations. The 
ounit ǫ(Tw
g ) turns out to be just thetrivial representation on the va
uum that 
an be found by 
ommuting a pro
ess K0→2 withthe magneti
 translations. Sin
e in algebrai
 terms the antipode provides a dual represen-tation, one obtains a relation between pro
esses K0→2 and K1→1 by orientation reversing.The orientation of the boundaries of the world-sheet en
odes whether a string is in
omingor outgoing. Reversing the orientations of several boundary 
omponents provides a way toreinterpret a given pro
ess by reshu�ing the in
oming and outgoing variables. In this 
on-text, the antipode represents the intermediator between translations and �ips of boundaryorientations.In view of [23℄ and [47℄ it remains to understand the true origin of this quasi Hopf algebrasin
e it already appears without the appli
ation of 
onformal �eld theory. Therefore, it seemspossible that the algebra Dω(KG) has indeed a deeper stru
tural meaning. Parti
ularly itsappli
ation to M-Theory or supersymmetri
 models should be 
onsidered as an interestingfuture resear
h proje
t.
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CHAPTER 7Introdu
tion:Why non
ommutative field theory?
This 
hapter gives a brief idea of non
ommutative �eld theory. It is a 
umulative part withthe publi
ation atta
hed to its end.� 7.1 Non
ommutative spa
esNon
ommutative geometry [1℄ is a mathemati
al bran
h developed at the end of the last
entury by Alain Connes. It allows to translate di�erential geometry into a purely alge-brai
 language. More pre
isely, the idea is to identify a smooth manifold with the algebraof fun
tions over it. It is then possible to des
ribe geometri
al obje
ts like ve
tor bundles,
onne
tions, di�erential forms and exterior derivatives solely in algebrai
 terms. Sin
e the
ommutativity of the algebra asso
iated to the spa
e does not play any role, one 
an ex-tend this pro
edure to a 'non
ommutative spa
e' in repla
ing the algebra of fun
tions by anon
ommutative deformation. For a good review, see for example [2℄.Probably the most familiar example is the phase spa
e of quantum me
hani
s. Classi
alobservables, the algebra of fun
tions on phase spa
e, is repla
ed by a non
ommutative C∗-algebra of quantum me
hani
al observables obeying the 
ommutation relation [xi, pj] = i~δi

j .In 
onsequen
e, Heisenberg's un
ertainty 
auses points of this spa
e to lose their meaning. Inthis sense, non
ommutative geometry does to position spa
e what Heisenberg does to phasespa
e. The spa
e be
omes 'fuzzy' whi
h means that the 
oordinates of spa
etime are repla
edby Hermitian operators obeying the 
ommutation relation
[xi, xj ] = iθij. (7.1)Here, the antisymmetri
 deformation tensor θij plays the role of Plan
k's 
onstant, and 
anbe taken to be 
onstant or as a fun
tion of the 
oordinates. In some appli
ations, the numbertheoreti
al aspe
t plays an important role. 107
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tion: Why non
ommutative field theory?Another example is that of the quantum me
hani
s of the motion of 
harged parti
lesin two dimensions under the in�uen
e of a 
onstant, perpendi
ular applied magneti
 �eld.Re
all that, the Hamiltonian of one parti
le is given by
ĤL =

π̂2

2m
=

1

2m
(p̂− e

c
Â)2 (7.2)with A the ve
tor potential in any gauge 
hoi
e. The energy eigenvalues are the Landau levels

E = ~ωc(n+ 1
2) where ωc = eB

mc is the 
y
lotroni
 frequen
y of the 
lassi
al ele
tron orbits. Itis interesting, that the kineti
al momenta π̂ = p̂− e
c Â do not 
ommute,

[π̂i, π̂j ] = i~
e

c
(∂iAj − ∂jAi), (7.3)one has thus a situation in whi
h the momentum spa
e of a system is no longer 
ommutative.To obtain an example of a non
ommutative position spa
e, take the example above in thestrong magneti
 �eld limit. If the magneti
 �eld B is made strong enough, there is aninsuperable energy gap between the lowest Landau level and the ex
ited ones due to theseparation of energy levels proportional to B. If B ≫ m, the Lagrangian in the gauge

A = (0, Bx) reads
L = pq̇ = (

eB

c
x)(ẏ) (7.4)su
h that one has the 
anoni
al pair

[x̂, ŷ] = i~
c

eB
. (7.5)With θij = ~c

eB ǫ
ij, this is the starting point (7.1). Hen
e, a two-dimensional physi
al system
onstrained to the lowest Landau level 
an be understood as a simple example of non
ommu-tative position spa
e.� 7.2 Field theoryThe idea already suggested by Heisenberg was that if spa
etime is indeed smeared out onvery small length s
ales, this might perhaps prevent loop integrals to be divergent, so to say,some sort of a 'natural' energy 
ut-o�. From a di�erent viewpoint, this is 
ompletely obvious:probing smaller and smaller regions 
omes together with putting more and more energy intoa little volume. There is a natural limit of this pro
edure [3℄, namely the 
reation of a littlebla
k hole that blo
ks the so desired deeper insight from the observer by its event horizon.However, this argument assumes that the laws of general relativity are really appli
able atthese s
ales whi
h is a priori not so obvious. From the �eld theoreti
al perspe
tive, there aremany reasons why one might postulate non
ommutativity apart from the hope to improve theshort distan
e behavior and renormalizability properties of a theory. For some good reviewsee [4, 5, 6℄. For example, string theory 'predi
tions' are limited by the spa
ial extension of astring, i.e. the string length. And there are arguments for the appearan
e of non
ommutativegauge theories as 
ertain limits of M-Theory [7℄. Non
ommutative geometry seems to appearin 
ondensed matter physi
s as well [8, 9℄. Ele
trons 
on�ned to a plane proje
ted to the



7.2 Field theory 109lowest Landau level 
an be thought of as a non
ommutative �eld theory. This gives hope to�nd a �eld theoreti
al explanation for the (fra
tional) quantum Hall e�e
t [10, 11℄.One of the best studied non
ommutative quantum �eld theories is the non
ommutativeversion of the toy model φ4
4. For a re
ent review, see [12, 13℄. Re
all that the a
tion ofordinary φ4

4 theory is given by
S[φ] =

∫
d4x (−1

2
∂µφ∂

µφ+
1

2
m2φ2 +

λ

4!
φ4). (7.6)The �eld φ is a 
ontinuous fun
tion∗ over R4 and in the quarti
 intera
tion the four �elds arejust multiplied a

ording to the 
ommutative point-wise produ
t. To render su
h a theorynon
ommutative, one passes over from R4 to the so 
alled Moyal plane R4

Θ. The algebra offun
tions 
hanges a

ording to the 
hange of the produ
t. Namely the point-wise produ
t isex
hanged by the Moyal-Groenenwald produ
t de�ned as
(f ⋆ g)(x) =

1

(2π)4

∫
d4yd4k f(x+ Θ · k)g(x+ y)eiky. (7.7)Here, Θ is an antisymmetri
 4× 4-matrix and Θ · k = Θµνk

ν . The idea is then to repla
e allprodu
ts in the a
tion to obtain
S[φ] =

∫
d4x (−1

2
∂µφ ⋆ ∂

µφ+
1

2
m2φ ⋆ φ+

λ

4!
φ ⋆ φ ⋆ φ ⋆ φ). (7.8)There are several 
onsequen
es of the use of the Moyal produ
t. First, the free part ofthe theory is un
hanged sin
e the produ
t of two �elds is un
hanged by the deformation.The quarti
 intera
tion term, however, yields a vertex whi
h is now invariant only if thepermutations of the �elds have a 
y
li
 order. This means that su
h Feynman graphs arerepresented as ribbon graphs. This gives rise to a distin
tion between topologi
ally trivial, orplanar graphs, as well as non-planar graphs that 
an be thought of lying on a surfa
e of non-trivial topology. The planar se
tor of this theory remains indeed un
hanged in 
omparisonwith the 
ommutative 
ase. In 
ontrast to this, non-planar diagrams lead to a strange mixingof s
ales, the so 
alled UV/IR-mixing. For this, 
onsider the non-planar tadpole

p

k

∝
∫
d4k

eipµkνΘµν

k2 +m2
(7.9)whi
h di�ers from the planar one

p

k

∝
∫
d4k

1

k2 +m2
(7.10)by the appearan
e of the os
illatory, momentum dependent phase. The planar loop (7.10)
ontributes to the standard one-loop mass 
orre
tion and is quadrati
ally divergent. Be
ause

∗They are of 
ourse S
hwartz 
lass fun
tions.
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tion: Why non
ommutative field theory?of the rapidly os
illating phase at high energies, the non-planar tadpole (7.9) is �nite, butonly if p 6= 0! Indeed, the extra phase serves as a regulator, whi
h 
an be seen most easilyby rewriting the propagator in S
hwinger parametrization and integrating out the Gauÿianintegral over k,
∫
d4k

eipµkνΘµν

k2 +m2
=

∫ ∞

0
dα

∫
d4k e−α(k2+m2)+ip̃·k

=
π2

4

∫ ∞

0

dα

α2
e−αm2

e−
p̃2

4α (7.11)with p̃µ = Θµνp
ν and p̃ · k = p̃µkµ. Thus, at external momenta 6= 0, the damping fa
tor 1/4αleads to a 
onvergent integral. In 
onsequen
e, non-planar tadpoles inserted into any biggergraph make IR-divergent any n-point Green fun
tion with n ≥ 6. Sin
e this term is non-lo
al,it 
annot be absorbed into a mass rede�nition, thus rendering the theory non-renormalizable.This phenomenon is the extensively studied UV/IR-mixing, and is a 
hara
teristi
 feature ofnon
ommutative �eld theory.The UV/IR-problem was 
ured by H. Grosse and R. Wulkenhaar [14, 15℄ who found away to formulate a renormalizable non
ommutative φ4 theory. The tri
k is to insert an extraterm into the a
tion,

S[φ] =

∫
d4x

(
−1

2
∂µφ ⋆ ∂

µφ+
Ω2

2
(x̃µφ) ⋆ (x̃µφ) +

1

2
m2φ ⋆ φ+

λ

4!
φ ⋆ φ ⋆ φ ⋆ φ

) (7.12)with x̃µ = 2Θ−1x and Ω some real dimensionless parameter, in the self dual 
ase Ω = 1. Thepropagator of this theory is the kernel of the inverse of the operator (△ + Ω2x̃2 +m2), with
△ = −∂µ∂µ the Lapla
ian, su
h that the kineti
 term of this theory is given by a harmoni
os
illator Hamiltonian and the propagator be
omes the Mehler kernel. The origin of thisterm is still un
lear, but it has important 
onsequen
es. The most important, it rendersthis theory renormalizable to all orders in perturbation theory in over
oming the UV/IRmixing problem. The pro
ess of in
luding su
h a term has been given a name; it is 
alledvul
anization†. Further, it restores the so 
alled Langmann-Szabo duality (LSD) [16℄ in thekineti
 part of the a
tion. Langmann and Szabo remarked that the intera
tion term withthe Moyal produ
t is invariant under a duality transformation that ex
hanges positions andmomenta. More pre
isely, this is a 
y
li
 Fourier transformation. The pro
ess of vul
anizationserves to restore this duality for the free theory, like a harmoni
 os
illator is obviously invariantunder su
h an ex
hange. The LS-duality then indu
es a 
hange of the a
tion

S[φ;m,λ,Ω] 7→ S[φ;
m

Ω
,
λ

Ω2
,
1

Ω
]. (7.13)whi
h be
omes exa
t for Ω = 1. Up to now, it seems that this duality is important withrespe
t to the renormalizability of non
ommutative theories. In fa
t, there are other models,for example the non
ommutative Gross-Neveu model [12℄, that 
an be rendered renormalizableto all orders by vul
anization.

†I prefer the term 'wulkenhaarization' for obvious reasons.



7.3 Field theory on proje
tive modules 111In QFT, the �elds 
an be interpreted geometri
ally as se
tions in a ve
tor bundle overthe underlying manifold. In simple 
ases, this bundle is taken to be trivial, thus topologi
allyit is isomorphi
 to a dire
t produ
t of the base manifold and the �bres. For a �eld theoryover the Moyal plane, the �elds 
an be thought of as se
tions over a trivial bundle, whosebase manifold is a non
ommutative spa
e. In terms of non
ommutative geometry, this isequivalent to �elds taking their values in a free A-module with A being the non
ommutativeMoyal algebra, i.e. the S
hwartz spa
e of smooth and rapidly de
reasing fun
tions equippedwith the Moyal ⋆-produ
t. This idea 
an be extended to the 
ase of a topologi
ally non-trivialbundle whi
h leads to the interpretation of �elds living in a proje
tive module whi
h standsfor the non
ommutative pendant of a non-trivial ve
tor bundle.� 7.3 Field theory on proje
tive modulesHen
e, returning to this more general setting, non
ommutative geometry says that the topo-logi
al stru
ture of a spa
e M 
an be analyzed by its C∗-algebra of 
ontinuous fun
tions. Thisis due to the Gelfand-Naimark theorem that states that 
ommutative C∗-algebras are equiv-alent to lo
ally 
ompa
t Hausdor� spa
es (there are some fun
tors between their 
ategories).For details, please 
onsult [2, 17, 18℄. One 
an then pass over to the non
ommutative realmby formulating some notions of standard (
ommutative) geometry in purely algebrai
 termsand repla
ing the algebra by a non
ommutative one. For example, let A be the algebra ofsmooth fun
tions C∞(M). A ve
tor bundle is spe
i�ed by a proje
tion π : E → M with Ethe total spa
e. The spa
e of smooth se
tions Γ(E) = C∞(M, E) 
omes naturally equippedwith an A-module stru
ture, in the sense that se
tions 
an be multiplied point-wise withfun
tions, yielding another se
tion, 
ompatible with the de�nition of an a
tion. For trivialbundles, this means that the spa
e of se
tions Γ(E) is isomorphi
 to the free module AN . Bythe Serre-Swan theorem, any ve
tor bundle 
an be written as a dire
t summand of a trivialone, whi
h means that Γ(E) itself 
an be obtained by some sort of proje
tion. More pre
isely,suppose M is 
overed with open sets {Ui} and 
ompa
t, whi
h allows for a partition of unityby fun
tions ψ1, ...., ψq ∈ A with ∑q
i=1 |ψi|2 = 1. One 
an de�ne a proje
tion p ∈ MqN (A)by pij = ψifijψj , where fij are the transition fun
tions of E ful�lling the 
o
y
le 
ondition.A se
tion s ∈ Γ(E) is lo
ally given by a fun
tion si : Ui → CN and transforms a

ording to

si = fijsj on interse
tions Ui∩Uj. On regarding se
tions as tuples s = (s1ψ1, ..., sqψq) ∈ AqN ,one identi�es Γ(M) with pAqN . Generally, A-modules of the form pAm are 
alled �nite pro-je
tive modules. A non
ommutative ve
tor bundle is just a �nite proje
tive module E over
A, where A is no longer 
ommutative. There are similar 
onstru
tions that allow to properlyde�ne di�erential forms, 
onne
tions, et
, i.e. the ingredients ne
essary to de�ne an a
tionand a �eld theory.The basi
 and most general 
onstru
tions to de�ne an a
tion fun
tional for su
h a theory
an be summarized [19℄:
• A (�nitely generated) proje
tive module E over A. For te
hni
al reasons, A is assumedto be a dense sub-algebra of a C∗ algebra A. The proje
tive module will be
ome there
epta
le for matter �elds. A should be equipped with a tra
e TrA.
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• Di�erential forms on A 
an be de�ned by the graded di�erential algebra Ω•(A) =

⊕∞
k=0Ω

k(A) equipped with the nilpotent di�erential d : Ωk(A) → Ωk+1(A) ful�llingthe graded Leibniz rule. As an A-bimodule, ea
h 
omponent Ωk(A) must be equippedwith a s
alar produ
t 〈·, ·〉k 
ompatible with the a
tion, i.e. 〈ω, ηa〉k = 〈ωa∗, η〉k and
〈ω, aη〉k = 〈a∗ω, η〉k, ∀a ∈ A and ω, η ∈ Ωk.

• An Hermitian stru
ture in terms of an A valued pairing (·, ·)A : E×E → A. This pairingmust be 
ompatible with the a
tion of A, (φ, χa)A = (φ, χ)Aa and with the involution,
(φ, χ)A = (χ, φ)∗

A
, and is positive de�nite, (φ, φ)A ≥ 0 with a ≥ 0⇔ ∃b ∈ A|a = b∗b.

• Further one needs a 
onne
tion on the proje
tive module, i.e. a map∇ : E → E⊗AΩ1(A)ful�lling the Leibniz rule ∇(φa) = ∇(φ)a + φ ⊗ da for φ ∈ E and a ∈ A. It should be
ompatible with the Hermitian stru
ture, i.e. d(φ, χ)A = (∇φ, χ)A + (φ,∇χ)A. Thispromotes E to a pré-C∗ module or pré-Hilbert module.
• The module E 
an be 
ompleted in the norm, |||φ||| =√||〈φ, φ〉A|| with || · || being the
C∗-norm in A promoting E to a C∗-module. Using the tra
e in A, the s
alar produ
t
〈·, ·〉E := TrA[(φ, χ)A] turns E into a Hilbert spa
e.

• Finally, to de�ne a kineti
 term, one has to extend the s
alar produ
t 〈·, ·〉k on Ωk(A)to E ⊗ Ωk(A), denoted by 〈·, ·〉A,k.The previous algebrai
 
onstru
tions allows to de�ne a general a
tion fun
tional
S[φ, φ†] = 〈∇φ,∇φ〉A,1 +m2TrA[(φ, φ)A] +

λ

2
TrA[(φ, φ)2A], (7.14)whi
h should be 
ompared to the well known version (7.6).� 7.4 Heisenberg module over the NCT as an exampleIn [19℄, this 
onstru
tion is applied to the example of a 4-dimensional non
ommutative torusas underlying algebra T4

θ. The representation spa
e is a proje
tive module ES(R2) whi
h is
onstru
ted to be a Heisenberg module [18℄ over T4
θ and is equivalent to the S
hwartz spa
e

S(R2) of the real plane. For 
onvenien
e, one 
an show that this representations spa
e is iso-morphi
 to the Bargmann [20℄ spa
e EB(C2), the spa
e of holomorphi
 fun
tions on C2. Thisleads to an interesting physi
al interpretation in 2 dimensions. The analyti
 fun
tions buildingup the Bargmann spa
e are in one-to-one 
orresponden
e with wave fun
tions of the lowestLandau level. The non
ommutative torus arises naturally if one 
onsiders a translationalinvarian
e under a latti
e. This is the topology of the quantum Hall e�e
t.The analysis of the four dimensional theory in terms of the 1PI-Green fun
tions leadsto the behavior under renormalization. It turns out that the 2-point se
tor in the one-loopapproximation generates quadrati
ally divergent lo
al 
ounter-terms whi
h 
an be absorbedby a mass rede�nition. The 4-point se
tor de
omposes into a planar and non-planar one. Theplanar part is perfe
tly a

eptable in the sense that it generates a logarithmi
ally diverging
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al 
ontribution to the 
oupling 
onstant renormalization. However, the non-planar4-point se
tor yields a non-lo
al 
ontribution 
orresponding to a term of the form
λ′

2
TrA[(φ, φ)A]2 (7.15)that was absent in the original a
tion (7.14). The appearan
e of this term is the manifestationof the UV/IR-mixing problem mentioned in the beginning and arises in [19℄ from the non-planar graphs:

� and� .Finally, it allows to write down the a
tion fun
tional whi
h is renormalizable up to one-loop
al
ulations,
S[φ, φ†] = 〈∇φ,∇φ〉A,1 +m2TrA[(φ, φ)A] +

λ

2
TrA[(φ, φ)2A] +

λ′

2
TrA[(φ, φ)A]2. (7.16)Non
ommutative �eld theory and non
ommutative geometry is an a
tive resear
h areain mathemati
al physi
s. It would be ni
e to enhan
e the previous example to fermions,i.e. some kind of Gross-Neveu model or something similar. A 
hallenge would be to provethe renormalizability to all orders in perturbation theory. This is indeed an aspe
t of afuture work. Possibly, this 
an be a
hieved in position spa
e (not in Bargmann spa
e) by theappli
ation of the so 
alled multi-s
ale analysis. This pro
edure has proven to be very e�e
tivein demonstrating all-order renormalizability of several non
ommutative �eld theory models[12℄. Sin
e this part of the thesis is a 
umulative one, a detailed des
ription of the outlinedte
hniques and results 
an be found in the atta
hed publi
ation [19℄ done in 
ollaborationwith Raimar Wulkenhaar, Vi
tor Gayral and Thomas Krajewski.
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CHAPTER 8Publi
ation
This 
hapter 
ontains the referen
e to the publi
ation from a 
ollaboration with Vi
tor Gayral,Thomas Krajewski and Raimar Wulkenhaar. The publi
ation is atta
hed to the end of thispart.
• Quantum �eld theory on proje
tive modules [19℄, V. Gayral, T. Krajewski, R. Wulken-haar and J.-H.J.. We propose a general formulation of perturbative quantum �eld theoryon (�nitely generated) proje
tive modules over non
ommutative algebras. This is theanalogue of s
alar �eld theories with non-trivial topology in the non
ommutative realm.We treat in detail the 
ase of Heisenberg modules over non
ommutative tori and showhow these models 
an be understood as large re
tangular p × q matrix models, in thelimit p/q → θ, where θ is a possibly irrational number. We �nd out that the model ishighly sensitive to the number-theoreti
al aspe
t of θ and su�ers from an UV/IR-mixing.We give a way to 
ure the entanglement and prove one-loop renormalizability.
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1 Introduction

In its most general acceptance, quantum field theory (QFT) can be defined as the theory of
infinite-dimensional dynamical systems which are based on geometrical concepts like, for in-
stance, locality and invariance principles. Within the path integral approach, one first defines
an action functional S[φ], the argument of which is a field φ that belongs to a fixed configuration
space C. Then, one defines and studies the (euclidian) path integral

〈F〉 =

∫

C
[Dφ]F [φ]e−S[φ]

∫

C
[Dφ]e−S[φ]

, (1.1)

where F belongs to a suitable class of functionals of the field. Such a framework is at the root of
our current understanding of the dynamics of elementary particles, where the configuration space
contains matter fields (section of various bundles over space-time) and gauge fields (connections
over these bundles). For a trivial topology of these bundles, all these fields can be understood
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as functions over the space-time manifold M. Then the action functional involves the integral
over M of a Lagrangian density ultimately constructed out of pointwise products of the fields.

Over the last decade, a radical modification of this construction has proven to be of interest
in mathematical physics: instead of being grounded in ordinary differential geometry, QFT
can also fruitfully use the concepts introduced in Noncommutative Geometry. The latter is a
branch of mathematics pioneered in the eighties by A. Connes (see [8] and [12] for an overview
of recent developments), that extends geometrical concepts to a wide class of spaces whose
coordinate algebras are noncommutative, instead of being merely functions with the pointwise
product. For instance, noncommutative analogues of vector bundles, which are the natural
receptacles for matter fields, are defined as projective modules over the noncommutative algebra
of coordinates. Noncommutative field theory (NCFT) has grown up from the need of new
methods in understanding a wide range of problems in theoretical physics, ranging from the
construction of open string field theory [27] to the understanding of the dynamics of string
theory [25] and M-theory [11] in magnetic backgrounds. Though not directly related to NCFT,
other applications of noncommutative geometry include the geometry of aperiodic solids [3] as
well as the standard model of particle physics [5].

The NCFT’s involved in most of these applications are based on configuration spaces C
which consist of matrices with coeffcients in the algebra of quantum coordinates A. The latter
are deformations of the commutative algebra of coordinates over space-time, with deformation
parameters depending on some background. In the language of noncommutative geometry,
these configuration spaces correspond to free modules, which are the analogues of trivial vector
bundles. There is first success with renormalisation to all orders of such NCFT’s [18]. Since
noncommutative geometry is versatile enough to include non-trivial bundles as projective mod-
ules, the restriction to free modules appears to be rather unnatural. While projective modules
already appear in the string theory literature (see for instance [28] and [25]), the NCFT’s they
naturally define has not yet been investigated. The present work aims at filling this gap, in the
case of the simplest non-trivial projective modules over noncommutative tori.

This paper is organized as follows.
In section 2, we first give a general construction of the configuration space and the action func-

tional in the framework of noncommutative geometry, making use of a spectral triple (A,H,D).
Then, we illustrate the general theory for some Heisenberg modules over d-dimensional noncom-
mutative tori. These modules are constructed using representations of the Heisenberg group

that can be formulated either using functions over R
d
2 or holomorphic functions on C

d
2 . In this

last case, we illustrate how such a module appears naturally in the study of an electron on the
plane in an external magnetic field, confined to its ground state in the presence of a periodic
potential.

Section 3 is devoted to the construction of the NCFT based on Heisenberg modules. We first
give the perturbative expansion of the path integral using a Hubbard-Stratonovitch transforma-
tion. The resulting theory makes use of planar diagrams reminiscent of rectangular matrix mod-
els and exhibits a duality symmetry. Then, we use the position space formulation to strengthen
this analogy with rectangular matrices. Finally, we give the general rules for the computation
of Feynman diagrams in the holomorphic representation.

In section 4 we use the holomorphic representation to compute one-loop diagrams. While the
divergent planar diagrams turn out to be renormalizable by standard methods, new phenomena
occur in the non-planar case. If the deformation parameter fulfills a Diophantine condition,
we give explicit bounds on the amplitude showing that they are renormalized by an extra
counterterm.

Section 5 deals with the effect of the new counterterm. It is shown that it is harmless and
does not spoil the general properties of the NCFT.

Finally, in section 6 we compute the β functions for the two interacting terms.
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2 Classical field theory

2.1 Projective modules in noncommutative geometry

To begin with, let us recall some basic facts about projective modules in noncommutative ge-
ometry and the way they enter in the construction of a noncommutative field theory. A much
more thorough presentation of the subject can be found in [8] (see also [12] for an overview of
recent developments in noncommutative geometry). Here, we restrict ourselves to the amount
of material that is necessary in order to construct our noncommutative field theory.

First, we recall that the basic idea of noncommutative geometry is to replace the commutative
data of a space X by a possibly noncommutative algebra A that plays the role of the complex-
valued functions on X . In general, it is necessary to assume that A is a C∗-algebra, which means
that it is equipped with an involution ∗ and a norm which are compatible. This is motivated
by the Gelfand-Naimark theorem which asserts that commutative C∗-algebras with unit are
equivalent to compact Hausdorff spaces.

In the same spirit, the notion of a finite-dimensional complex vector bundle is extended
to the noncommutative realm by first looking at the structure of its space of sections. By
the Serre-Swan theorem, spaces of sections of vector bundles over X are equivalent to finitely
generated projective modules E (projective modules for short) over the algebra of continuous
functions over X . Up to an isomorphism, such a module can always be realized as the right
A-module eAN , where e is a projection in the algebra of N × N matrices with coefficients in
A. The relation between the idempotent and the standard construction of a vector bundle
using transition functions goes as follows. Cover the compact space X by N open sets {Ui}
defining a good cover and let

∑
i |fi|2 be a partition of unity associated to this cover. Using the

transition functions gij, we define the N ×N matrix eij = f∗i gijfj, whose entries are complex-
valued functions over X . Then, it is straightforward to check that e is a projection using the
cocycle condition gij = gikgkj. Accordingly, in the general setting one defines by duality a
noncommutative vector bundle to be a finitely generated projective module over a possibly
noncommutative C∗-algebra. From a classical field theoretical perspective, the module E is the
natural receptacle for the matter fields with non-trivial topology. If the topology is trivial, these
fields simply live in a free module AN , the simplest version being the algebra itself.

Rather than at the C∗-level, we will work here at the smooth one, i.e. we will assume that
A is a Fréchet pré-C∗-algebra. This means that A is a dense sub-algebra of a C ∗-algebra A,
which is stable under holomorphic functional calculus and which is endowed with a Fréchet
topology. We will assume that the topology comes from a set of semi-norms, say {pi}. Without
any further structure, E is simply a projective right module over A; it will be promoted to
a topological vector space later on. There are many reasons why it is preferable to work at
the smooth level. First, our construction of perturbative field theory relies on the theory of
distributions, useless at the level of C∗-algebras and C∗-modules (our projective modules will
be soon endowed with an A-valued hermitian paring promoting it to a pre-C ∗-module). But
also for many interesting examples (e.g. Heisenberg modules and C ∗-dynamical systems [10]),
one does not lose any geometrical information passing from C ∗- to smooth structures.

To construct a noncommutative field theory out of the previous data, one further needs a
suitable space of differential forms as well as some scalar products on these forms. Differential
forms are defined through a graded differential algebra:

Ω(A) :=
⊕

n∈N

Ωn(A), (2.1)

which is a graded bi-module over A, together with a nilpotent differential operator

d: Ωn(A)→ Ωn+1(A), (2.2)
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fulfilling the graded Leibniz rule. Note that in the general noncommutative setting, it is not
assumed that Ω(A) is graded commutative. Usually, one assumes that Ω0(A) = A and that
Ω(A) is equipped with an involution ∗ compatible with those of A. The scalar product 〈·, ·〉n on
Ωn(A) is assumed to be compatible with the left and right actions of A,

{
〈ω, ηa〉n = 〈ωa∗, η〉n,
〈ω, aη〉n = 〈a∗ω, η〉n,

(2.3)

for all ω, η ∈ Ωn(A) and a ∈ A. In full generality, the scalar product in degree 0 is always
obtained from a faithful state Ψ, i.e. a normalized positive-definite linear functional on A:

〈a, b〉0 := Ψ (a∗b) , a, b ∈ A. (2.4)

In view of the application we have in mind, it is more appropriate to require that the state is
actually a faithful trace on A, so that

〈a, b〉0 = TrA (a∗b) . (2.5)

For instance, in the simplest version of a (commutative or not) Yang-Mills theory, one starts
with a topologically trivial connection given by an anti-hermitian element A of Ω1(A), out
of which we define the curvature as F = dA + A2 ∈ Ω2(A). The Yang-Mills action is then
constructed as 〈F, F 〉2, where 〈·, ·〉2 is an invariant scalar product on Ω2(A). This invariance
condition simply states that the left and right actions of A are compatible with the scalar
product. This ensures gauge invariance, where gauge transformations are given by unitary
elements u ∈ A, acting as {

A → u−1Au+ u−1du,
F → u−1Fu.

(2.6)

Such a scalar product encodes an information that goes beyond the topological level, contained
in the algebra A alone. For instance, in a four-dimensional Yang-Mills theory, it amounts to the
choice of a conformal structure. Before we come to grips with such an issue, let us note that
one can also define in full generality a noncommutative Chern-Simons theory out of a cyclic 3-
cocycle [4] which is a convenient setting to develop open string field theory [27]. As a topological
theory, the construction of Chern-Simons theory does not rely on such a scalar product.

Differential forms and their scalar products are conveniently constructed out of a spectral
triple (A,D,H). This involves a Hilbert space H carrying a representation π of the algebra A
by bounded operators and a self-adjoint unbounded operator D with compact resolvent. This
data is constrained by compatibility conditions, allowing to reconstruct a smooth Riemannian
manifold when A is commutative. For instance, the commutators of D with the elements of A
must extend to bounded operators. For a spectral triple, there is a notion of dimension, given by
the growth of the eigenvalues of |D|. More precisely, such a triple has spectral dimension d if the
resolvent of D belongs to the d-th weak Schatten ideal Ld,∞(H). The latter is the ideal of compact
operators whose sequence singular values (in decreasing order and counted with multiplicity)
are O(n−1/d). With a spectral triple, one defines differential forms as a representation of the
universal differential algebra

a0 da1 · · · dan 7→ π(a0) [D, π(a1)] · · · [D, π(an)] . (2.7)

Such representation can be quite pathological since it may happen that the image of an element
of the universal differential algebra is zero, whereas the image of the differential of this element
is not! To overcome this problem, one has to divide the resulting algebra by a graded differential
ideal (the so-called junk ideal). Fortunately we can ignore this point here. This is because the
first non-trivial component of this ideal occurs at the level of two-forms only. However, this is
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highly relevant for a proper formulation of noncommutative Yang-Mills theory in this framework.
For a triple of spectral dimension d, there is a canonical way to define the scalar product between
two differential forms in Ωn(A):

〈ω, η〉n = TrDix

(
ω∗η (1 + |D|)−d

)
. (2.8)

Here, TrDix is any of the Dixmier traces. Such an object is a singular trace defined on the
ideal L1,∞(H) and is heuristically given by the coefficient of the logarithmic divergence of the
ordinary operator trace (see [8] for more details on Dixmier traces). There is no point to enter
here in the mathematical subtleties of the theory of Dixmier traces. This is because the operator
(1 + |D|)−d we will consider in our example belongs to the class of ‘measurable operators’. The
latter consists of elements of L1,∞(H) for which any Dixmier trace gives the same result.
It is important to know that the Dirac operator D encodes the metric aspect of noncommutative
geometry and allows also to define the fermionic action for spinors ψ ∈ H as 〈ψ,Dψ〉H.
It is worthwhile to mention that the use of a spectral triple to construct noncommutative field
theory is highly convenient (mainly because it allows to define differential forms with scalar
products in a canonical way) but not necessary. Indeed, our construction is much more general
and works for any differential calculus with scalar products on each component.

Turning back to the projective module E , one has to define a connection ∇. This is an
operator that extends to elements of E the differential of a given differential calculus

(
Ω(A), d

)
.

In general, a connection is a linear map

∇ : E → E ⊗A Ω1 (A) , (2.9)

fulfilling the Leibniz rule
∇ (φa) = ∇ (φ) a+ φ⊗ da, (2.10)

for any φ ∈ E and a ∈ A. The projective module E is further equipped with a hermitian
structure (·, ·)A : E × E → A, which is an A-valued sesquilinear form on E , satisfying the
following compatibility and positivity conditions:





(φ, χa)A = (φ, χ)A a,

(φ, χ)A = (χ, φ)∗A ,

(φ, φ)A ≥ 0,

(2.11)

for all φ, χ ∈ E and a ∈ A. We recall that a is a positive element of A if it can be written as
a = b∗b with b ∈ A. Besides, the connection has to be compatible with the hermitian structure
in the sense that

d (φ, χ)A = (∇φ, χ)A + (φ,∇χ)A , (2.12)

for all φ, χ ∈ E . We would like to stress that the field theory we are constructing is Euclidean,
precisely because the paring (2.11) is positive definite.
As a side remark, let us note that one can define the curvature of ∇ as F = ∇2, where ∇ has
been extended by the Leibniz rule to E ⊗A Ω(A). This is the starting point for the development
of a general gauge theory in the framework of noncommutative geometry.

Within the supplementary structure of an hermitian A-valued paring, E can be promoted to
a topological vector space in different ways. When A comes from a C ∗-algebra A, E is called
a pré-Hilbert module and it can be completed with respect to the norm |||φ||| :=

√
‖〈φ, φ〉

A
‖,

where ‖.‖ denotes the C∗-norm of A. The resulting Banach space is obviously called a right
Hilbert- or C∗-module. One can also defined a Fréchet topology on E , finer than the C ∗ one, via
the semi-norms {pi} of A, setting qi(φ) :=

√
pi(〈φ, φ〉A ), for all φ ∈ E . When E is complete with

respect to this topology, that we will assume from now on, we will call it a Fréchet projective
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right A-module. Finally, when A possesses a faithful trace TrA, E can be completed to an
Hilbert space HE using the scalar product 〈., .〉E , obtained by composition of the trace with the
hermitian structure:

〈φ, χ〉E := TrA [(φ, χ)A] . (2.13)

We use the notation HE for this Hilbert space, in order to emphasize its canonical nature, once
a trace and an hermitian structure are given.

If we realize the projective module as eAN for some hermitian idempotent e ∈MN (A), then
a connection is easily defined as ∇(eξ) := ed (eξ) + eAeξ, ξ ∈ AN , where A is an anti-hermitian
matrix in MN (A). In this case, the hermitian structure is given by (eξ, eζ)A := ξ∗e ζ, and the
compatibility of the connection follows from (eAe)∗ = −eAe.

Finally, let us construct a functional action for a classical field φ in a projective module
E . To this aim, we have to extend the scalar product 〈., .〉1 on Ω1(A) to a scalar product on
E ⊗A Ω1(A). It will allow to construct the kinetic term out of ∇φ. Let us construct this scalar
product on E ⊗A Ωn(A), for any n ∈ N. For Φ,Ψ ∈ E ⊗A Ωn(A), we write

Φ =
∑

i

φi ⊗ ωi, Ψ =
∑

i

ψi ⊗ ηi, (2.14)

with φi, ψi ∈ E and ωi, ηi ∈ Ωn(A). Then, one can define the scalar product 〈., .〉A,n using both
〈., .〉n and (., .)A:

〈Φ,Ψ〉A,n :=
∑

i,j

〈ωi, (φi, ψj)A ηj〉n. (2.15)

In particular, it allows to define the kinetic term as

〈∇φ,∇φ〉A,1. (2.16)

To construct the mass term, we simply use the scalar product (2.13):

µ2
0 〈φ, φ〉E = µ2

0 TrA[(φ, φ)A]. (2.17)

For the interaction term, which should be a polynomial in the field, we can extend the former
construction. For instance, the basic λφ4 interaction reads

λ

2
TrA

[
(φ, φ)2A

]
. (2.18)

More generally, one can construct arbitrary monomials

λ

n
TrA

[
(φ, φ)n

A
]
. (2.19)

We may also consider products of such terms. Despite they look very unnatural with respect to
ordinary QFT, they should be needed to obtain a stable quantum theory; stable with respect
to the renormalization group flow. We will see in the next sections that for a φ4

4 theory on the
Heisenberg module, such a ‘product of trace’ term is precisely the missing term which will allow
to cure the UV/IR mixing problem.

The basic action we shall use in the sequel reads

S[φ, φ†] := 〈∇φ,∇φ〉A,1 + µ2
0 TrA

[
(φ, φ)A

]
+
λ

2
TrA

[(
φ, φ

)2

A
]
. (2.20)

Here we have followed the traditional notation of QFT where a complex field φ and its
conjugate φ† are treated as independent variables. In our setting, φ† has to be considered as an
element of the dual module E∗ which consists of A-linear forms on E , defined by

φ† (χ) := (φ, χ)A , (2.21)
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for any χ ∈ A. This distinction between φ and φ† will prove to be very convenient when
developing the perturbative path integral approach, for instance in getting the right symmetry
factors. However, it is important to notice that E ∗ is not the topological dual of E . Moreover,
it should be clear that E∗ ' E as a linear space, the identification being given by φ↔ (φ, .)∗A =
(., φ)A. Also, E∗ carries the same Fréchet topology than E .

In the case of a field theory constructed out of a spectral triple, we would like to stress that
the choice of the order n of the monomials (2.19) involved in the interaction term depends on
the spectral dimension of the triple d. In the general setting, n should be related to the spectral
properties of the propagator, which is the bounded operator on HE given by the inverse of the
(densely defined) positive operator H, corresponding to the quadratic part of the action (2.20).
More precisely, H is defined in terms of the following quadratic form on E

〈φ,Hχ〉E := 〈∇φ,∇χ〉A,1, φ, χ ∈ E ⊂ HE . (2.22)

It is precisely because we are going to study a model coming from a spectral triple of spectral
dimension 4 that we focus on quartic interaction.

It may seems to be quite restrictive to ask for the existence of a faithful trace to define the
classical action. Faithfulness is required in order that the quantum theory has a power-counting
properly related to the spectral properties of the propagator of the model. But traciality is not
needed at all, it simply makes the noncommutative models closer to the commutative one. For
instance, there are numerous noncommutative algebras giving rise to non-trivial spectral triples
(e.g. SUq(2) [14]), that do not posses any faithful trace. In such circumstance, one can define
the classical theory by replacing everywhere the trace TrA by a faithful state Ψ on A.

It is also worthwhile to notice that this theory is naturally coupled to gauge fields since it is
invariant under {

φ → uφ
∇ → u⊗ 1Ω1(A)∇u−1,

(2.23)

where u is a unitary element of the algebra B := EndA(E) of A-linear transformations of E .
Thus the gauge invariant action for the field φ coupled to a Yang-Mills connection ∇ reads

S[φ, φ†,∇] := 〈F, F 〉2 + 〈∇φ,∇φ〉A,1 + µ2
0 TrA

[
(φ, φ)A

]
+
λ

2
TrA

[
(φ, φ)2A

]
, (2.24)

which involves the scalar product 〈·, ·〉2 on the the space of 2-forms Ω2(A). As already mentioned,
in the context of spectral triple, the curvature is in principle an equivalence class of 2-forms
(modulo the junk ideal). However, we still ignore this point since we are not going to include a
gauge degree of freedom when developing the quantum theory. For that reason, it is preferable
to stick to the action functional (2.20).

2.2 Noncommutative tori

2.2.1 Geometric structures

Let us now work out the previous construction in the case of a d-dimensional smooth noncom-
mutative torus. The latter is defined through its algebra of coordinates, AΘ, which is the algebra
of all power series a =

∑
γ∈Zd aγ Uγ , with fast decreasing coefficients {aγ} ∈ S(Zd). Here, Uγ

are unitary elements of AΘ fulfilling

UγUγ′ = e−iπΘ(γ,γ′) Uγ+γ′ , (2.25)

where Θ is a skew-symmetric real d× d matrix which defines a 2-cocycle on the group Zd ⊂ Rd.
The algebra AΘ is endowed with its natural Fréchet topology, coming from the set of semi-norms
pn(a) = supγ∈Zd

(
(1+ |γ|2)n|aγ |

)
, n ∈ N, a ∈ AΘ. In analogy with its commutative counterpart,
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where the unitaries Uγ ’s are nothing but the Fourier modes, the smoothness condition relies on
the rapid decay of the sequence {aγ}.

The structure of this algebra depends on the arithmetical properties of the entries of the
matrix Θ. Three typical cases have to be distinguished.

• If all the entries of Θ are integers, then the algebra AΘ is commutative and can be identified
with the algebra of smooth functions on an ordinary torus.

• If all the entries of are rational numbers, then AΘ can be realized as a bundle of matrix
algebras over an ordinary torus. This is clear for d = 2, where the unique parameter
θ = p/q in Θ determines the size of the matrices to be q. The general case follows from
reducing the matrix Θ to a direct sum of 2×2 matrices plus a zero matrix (that corresponds
to the null space of Θ), using a transformation in SL(d,Z). The algebra of functions over
the underlying torus is nothing but the center of AΘ.

• If all the entries of Θ are irrational numbers and Θ is invertible, then the center of the
algebra is trivial and AΘ is a noncommutative space that cannot be reduced to an ordinary
space.

In our analysis of noncommutative field theories, we are mostly interested in the irrational
case that exhibits some new phenomena. However, it is also interesting to keep in mind the first
two cases since they can always be understood in the context of commutative field theories with
matrix-valued fields. In the discussion of the non-planar diagrams, it will be necessary to single
out irrational numbers that fulfill a Diophantine condition. The latter are irrational numbers
that are ‘far away from the rationals’. The use of the Diophantine condition is not infrequent
in noncommutative geometry. For instance, it appears to be crucial in the computation of the
Hochschild cohomology of AΘ [9], as well as for the heat-invariants [17].

The differential algebra can be constructed out of the d commuting derivations

δµ (Uγ) := 2iπγµ Uγ , γ = (γ1, . . . , γd) ∈ Zd, (2.26)

which is the infinitesimal form of the proper action of Td on AΘ given by

(e2iπα1 , · · · , e2iπαd) · U(γ) := e2iπα·γU(γ). (2.27)

Elements of Ωn (AΘ) are completely antisymmetric multiplets ωµ1,··· ,µn of AΘ. The multiplica-
tion and the differential in Ω (AΘ) obey the same algebraic rules as the wedge product and the
de Rham differential. The algebra AΘ has a faithful trace TrAΘ

defined by

TrAΘ

( ∑

γ∈Zd

aγ Uγ

)
:= a0. (2.28)

If AΘ is commutative, this trace is nothing but the integral over the underlying torus, with a
volume normalized to 1. In the irrational case, TrAΘ

is the unique faithful trace up to normal-
ization. The scalar product on Ωn (AΘ) is made out of the trace

〈ω, η〉n := TrAΘ

(
ω∗

µ1···µn
ηµ1,··· ,µn

)
, (2.29)

where the euclidian metric and Einstein’s summation convention have been used. This con-
struction follows readily from the general principles, using the spectral triple (AΘ,H,D) where

H = A2[d/2]

Θ , with AΘ the completion of AΘ with respect to the norm induced by the scalar
product 〈a, b〉AΘ

:= TrAΘ
(a∗b) and where D = iΓµδµ is the standard euclidian Dirac operator.

Note that a noncommutative torus is a noncommutative manifold without boundary, in the sense
that the integral of a derivative always vanishes: TrAΘ

(δµUγ) = 0. This relation is particularly
useful in the study of classical field theories, because it allows to derive classical field equations
and invariance laws.
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2.2.2 Heisenberg modules

A wide class of projective modules over AΘ can be constructed as projective representations of
groups of the type G×Ĝ with G = Rp×Zq×F , where F is a finite Abelian group and Ĝ the dual
of G [24]. Equivalently, these projective representations can be thought of as representations
of the Heisenberg groups associated to the corresponding central extensions. The group G× Ĝ
acts by unitary operators on the Hilbert space L2(G, dg) obtained by completion of the space of
smooth fast decreasing functions S(G) on G. For (g, µ) ∈ G× Ĝ and ψ ∈ L2(G, dg), the action
is

Tg,µψ(x) := µ(g)1/2 µ(x)ψ(x + g). (2.30)

Then, given a lattice Γ isomorphic to Zd in G× Ĝ, one can represent the algebra AΘ (acting on
the right) on L2(G, dg) by restricting the action (2.30) to the sub-group Γ:

φUγ := Tg,µφ, φ ∈ L2(G, dg), γ = (g, µ) ∈ Γ. (2.31)

The multiplication law of the algebra AΘ is satisfied with the so-called Heisenberg cocycle:
e−2iπΘ(γ,γ′) := µ(g′)µ′(g)−1. If we assume that (G × Ĝ)/Γ is compact, then ES := S(G) is a
finitely generated projective module called the Heisenberg module. In particular, this forces the
dimension of the noncommutative torus d to be even. This means that for a ∈ AΘ and φ ∈ ES
then φa =

∑
γ aγ φUγ is well defined as an element of ES . This can be proven by elementary

Fourier analysis. This module is equipped with a AΘ-valued scalar product defined by

(φ, χ)AΘ
:=

∑

γ∈Γ

〈φ, χUγ〉L2(G,dg) U−γ . (2.32)

This paring takes values in the smooth algebra AΘ and not in its C∗-completion. Again, basic
Fourier analysis shows that the sequence {〈φ, χUγ〉L2(G,dg)}γ∈Zd is of Schwartz class whenever
φ, χ ∈ ES .

A connection on ES is entirely specified by its covariant derivatives ∇µ, once we have iden-

tified Ω1 (AΘ) with (AΘ)d. The canonical Heisenberg connection ∇ is obtained from the in-
finitesimal action of the continuous part of the group G× Ĝ. In general, it both involves partial
derivatives ∂

∂xi
(action of Rp) and multiplication by xi (action of (Rp)∗). Finally, it is also use-

ful to note that the endomorphism algebra EndAΘ
(ES) is nothing but another noncommutative

torus generated by the dual lattice Γ̂ ∈ Ĝ×G, which pairs trivially with Γ with respect to the
Heisenberg cocycle.
Besides, the curvature of ∇ is defined as Fµν := [∇µ,∇ν ], which is always an anti-hermitian
element of EndAΘ

(ES).
To construct the action functional for a classical field φ ∈ ES , we choose a constant positive

definite matrix gµν to define a scalar product between 1-forms, so that the general form of the
action given by (2.20) is

S[φ, φ] =
√
ggµν TrAΘ

[
(∇µφ,∇νφ)AΘ

]
+
√
gµ2

0 TrAΘ

[
(φ, φ)AΘ

]
+
√
g
λ

2
TrAΘ

[
(φ, φ)2AΘ

]
, (2.33)

with gµν denoting the inverse of gµν and g its determinant. Since the module we consider is
made out of complex-valued functions, from now on, we denote an element of the dual module
E∗S by φ. Note that more general terms such as

[
TrAΘ

[
(φ, φ)AΘ

]n
]k
, (2.34)

can be introduced. In the last section, we shall see that for d = 4, the renormalization forces
the introduction of such a term with n = 1, k = 2.
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The simplest example of a Heisenberg module is constructed explicitly for d = 2 as follows.
In the two-dimensional case there is only one deformation parameter in the matrix Θ, namely
θ. We will denote by Aθ the corresponding noncommutative torus algebra. In this case, we
start with the projective representation (2.30) of R× (R)∗ on the Schwartz space of the real line.
Then, one defines the lattice Γ and its dual Γ̂ as

{
Γ :=

{
γ = (θm, 2πn) with m,n ∈ Z

}
,

Γ̂ :=
{
γ̂ = (m′, 2πn′

θ ) with m′, n′ ∈ Z
}
,

(2.35)

with θ > 0. The lattices Γ and Γ̂ define two commuting noncommmutative torus algebras Aθ

and EndAθ
(ES) = A1/θ, acting on φ ∈ ES as

{ (
φUγ

)
(x) := eiπθmn e2iπnx φ(x+mθ),

(
Ubγφ

)
(x) := ei πmn

θ e
2iπn′x

θ φ(x+m′).
(2.36)

In the previous equation, we have identified (R× R∗)∗ = R∗ × R with R× R∗ so that the lattice
and its dual are both subsets of R× R∗.

The Aθ-valued scalar product follows from the general form (2.32) and is explicitly given by

(φ, χ)Aθ
=

∑

γ∈Γ

(
eiπθmn

∫

R

dxφ(x) e2iπnx χ(x+mθ)

)
U−γ . (2.37)

The Heisenberg connection is given by the two covariant derivatives

∇1φ(x) = −2iπx

θ
φ(x) and ∇2φ(x) =

dφ(x)

dx
. (2.38)

This connection minimize the Yang-Mills action [13] and has a constant curvature given by

F12 = [∇1,∇2] =
2iπ

θ
. (2.39)

In this example, with the euclidian metric gµν = δµν , the action functional (2.33) reads

S[φ, φ ] :=

∫

R

dxφ(x)

(
− d2

dx2
+

4π2

θ2
x2

)
φ(x) + µ2

0

∫

R

dxφ(x)φ(x)

+
λ

2

∑

m,n∈Z

∫

R

dxφ(x+n+mθ)φ(x+n)φ(x)φ(x+mθ). (2.40)

To derive this expression from (2.37), we used the Poisson re-summation formula in the sense of
tempered distributions to write

∑
e2iπnx =

∑
δ(x+n). The kinetic part of this action is simply

the energy of an harmonic oscillator. The interaction takes a non-local form in x-space because
of the summation over m and n, but reduces to the an-harmonic oscillator for m = n = 0. We
shall further comment on the non-local structure of this interaction in section 3.3.1, once we
have derived the Feynman rules.

So far, we have seen that for the Heisenberg module there are two notions of dimension. The
first one, d, is the spectral dimension of the noncommutative torus, whereas the second, d/2,
is the dimension of the representation space entering in ES(Rd/2) = S(Rd/2). In the sequel, in
view of quantum field application, we will see that the pertinent notion of dimension is those of
the noncommutative torus. In the following and unless otherwise specified, d will always denote
the dimension of the noncommutative torus, which moreover has to be even.
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2.2.3 Symmetries and field equation

We are now going to review the classical discrete symmetries of the Model. First note that this
action is invariant under a version of the Langmann-Szabo duality [23]. If we replace φ by its
Fourier transform

η(ξ) =

∫

R

dx e−2iπxξ φ(x), (2.41)

then the action is invariant, up to a rescaling of the different parameters:

Sλ, µ0, θ[φ, φ] = 1
θ2Sθλ, θ2µ0, 1/θ[η, η]. (2.42)

This duality is an essential tool in the study of the renormalizability of the model.
Besides the Langmann-Szabo duality, there is another discrete symmetry involving the

Fourier transform. This symmetry is related to the action of the modular group SL(2,Z) on the
modulus τ in the upper half plane. Here τ parameterizes the constant matrix of determinant
one, entering in the kinetic term as

g =
1

=(τ)

(
1 <(τ)
<(τ) |τ |2

)
. (2.43)

Then, the action is invariant under simultaneous changes of the field and the modulus under the
generators S and T of the modular group,





S : φ(x) → 1√
θ

∫
R
dξ e

−2iπxξ
θ φ(ξ), τ → − 1

τ ,

T : φ(x) → e
−iπx2

θ φ(x), τ → τ + 1.
(2.44)

For such a metric, the Langmann-Szabo duality must also be accompanied by the action of S on
the modulus. The transformations given by S and T define outer automorphisms of the algebra
of the noncommutative torus and correspond to large diffeomorphsims of the torus. Other outer
automorphsisms are given by the translations defined in (2.27), but they do not leave the action
invariant because of the non-trivial connection. Translation invariance can only be recovered by
including gauge fields.

We have displayed the construction in the two dimensional case with the simplest Heisenberg
module. More general modules can easily be obtained in any even dimension by simply tensoring
this module by itself d/2 times. In this case the action takes the same form as in (2.40) with
x, m and n replaced by d/2-dimensional vectors. The Langmann-Szabo duality takes the same
form as before except that the coupling constant λ transforms as

λ→ λ θ2− d
2 . (2.45)

In particular, the coupling constant is invariant in four dimensions.

It is also interesting to look at the classical field equation:

δS[φ, φ]

δφ
= 0,

δS[φ, φ]

δφ
= 0, (2.46)

where, as usual, the functional derivatives are defined in the weak sense, with respect to the
paring (2.13). Because the action is “symmetric” in φ and φ, it is sufficient to look at one of
them. The first one reads

Hφ = −λφ(φ, φ)Aθ
= −λ

∑

γ∈Γ

〈φ, φUγ〉L2(R) φU−γ , (2.47)
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where

H := − d2

dx2
+

4π2

θ2
x2 + µ2

0 (2.48)

is the harmonic oscillator Hamiltonian with frequency 2π/θ. In the explicit realization of the
module ES = S(R), the field equation can be rewritten as

(
− d2

dx2
+

4π2

θ2
x2 + µ2

0

)
φ(x) = −λ

∑

n,m∈Z

φ(x+ n)φ(x+ n+mθ)φ(x+mθ). (2.49)

A very important task would be to study the solutions of the classical field equation.

2.3 Holomorphic representation

For our purposes it is convenient to work with an equivalent representation of the Heisenberg
modules in terms of holomorphic functions. In the general case, these are constructed out of the
space of square integrable holomorphic functions on C with respect to the scalar product

〈φ, χ〉B :=

∫
dµ(z, z)φ(z)χ(z), (2.50)

with the Gaußian measure, normalized as dµ(z, z) := (ω/π)e−ω|z|2d<(z) d=(z), and ω > 0 is an
arbitrary parameter. We denote by HB := L2

hol(C, dµ) the corresponding Hilbert space. It also
admits a projective representation of C ' R× R∗ given by

(
Tvφ

)
(z) := e−

ω|v|2

2
−ωvzφ(z + v), v ∈ C. (2.51)

The operators Tv are unitary with respect to the scalar product 〈., .〉B and obey to the multi-
plication rule

TvTw = e
ω
2
(vw−wv)Tv+w. (2.52)

Let us choose a square lattice in C parametrized by l > 0,

Γ :=
{
γ = l(m+ in) with (m,n) ∈ Z

2
}
. (2.53)

One can define a right action Uγ of Aθ, with θ = ωl2

π , by restricting the action (2.51) to the
lattice Γ, i.e. φUγ := Tγφ, γ ∈ Γ. Here and in the following, we made a slight abuse of notation
by denoting by Uγ an element of Aθ as well as the operator acting on the right on HB . Note
that in this framework, the dual lattice is given by

Γ̂ :=
{
γ̂ =

π

ωl
(m′ + in′) with (m′, n′) ∈ Z

2
}
, (2.54)

and gives rise to an action of A1/θ. The scalar product with values in the algebra Aθ is defined
as in (2.32), with 〈·, ·〉B denoting the Bargmann scalar product:

(φ, χ)Aθ
=

∑

γ∈Γ

〈φ, χUγ〉B U−γ . (2.55)

The connection follows from the infinitesimal action of the translation group on HB. It reads

∇1φ(z) =
π

iωlR

[
dφ

dz
(z) + ωzφ(z)

]
and ∇2φ(z) =

π

ωlR

[
dφ

dz
(z)− ωzφ(z)

]
, (2.56)

and of course they fulfil the Leibniz rule∇i(φUγ) = (∇iφ)Uγ+φ(δiUγ), i = 1, 2, where the deriva-
tions of Aθ have been defined in (2.26). Note that we have introduced an extra parameter R > 0
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which has the dimension of a length and has to be thought as the ‘radius’ of the noncommutative
torus. It is to be noted that this connection has constant curvature F12 = [∇1,∇2] = 2iπ2

kl2R2 and
that TrAθ

[F12] = 2iπ π
kl2

. This provides a topological invariant of the bundle, analogous to the
first Chern class. Usually, one includes the factor π

kl2 in the trace since it corresponds to the di-

mension of the bundle [12]. Therefore, the topological invariant belongs to 2iπZ, which holds for
arbitrary projective modules and arbitrary connections over a two-dimensional noncommutative
torus.

From a physical point of view, the Bargmann module appears in the analysis of the motion
of an electron confined to the x, y plane in an external uniform magnetic field of strength B
along an orthogonal axis. If we denote by −e and m the charge and the mass of the electron,
the Hamiltonian is, in the Landau gauge,

HL = − ~2

2m

[(
∂

∂x
− ieB

2~
y

)2

+

(
∂

∂y
+
ieB

2~
x

)2
]
. (2.57)

Translation invariance is realized through the magnetic translation operators

(
Ta,bψ

)
(x, y) := e

ieB
2~

(ay−bx)ψ(x+ a, y + b), (2.58)

which form a projective representation of the translation group,

Ta,bTa′,b′ = e
ieB
2~

(ab′−ba′)Ta+a′ ,b+b′ . (2.59)

Let us now assume that the magnetic field is strong enough so that the electron is confined to
the lowest Landau level, which is the ground state of the Hamiltonian HL with energy ~eB

2m .
The wave functions pertaining to the lowest Landau level are conveniently written using a

complex coordinate z = x+ iy,

ψ(z, z) = e−
eB
4~

|z|2φ(z), (2.60)

where φ is an arbitrary holomorphic function with square summable Taylor coefficients. Thus,
the lowest Landau level is infinitely degenerated and its wave functions are in one-to-one cor-
respondence with analytic functions φ in the Bargmann space HB with ω = eB

2~
. Besides, a

magnetic translation by v = a+ ib acts on φ via the action of C on holomorphic functions (2.51).
The noncommutative tori arise naturally when we consider the effect of an atomic lattice in

perturbation theory. Indeed, let us assume that in addition to the magnetic field, the electron
is submitted to a potential V created by a square lattice of spacing l. Then, the potential is
Z2-periodic, V (x + lm, y + nl) = V (x, y) for any (m,n) ∈ Z2. Furthermore, let us make the
assumption that the magnetic field is strong enough so that one can consider the electron to be
confined to the lowest Landau level even in the presence of V . Therefore, the implementation of
the lattice translations imply that the lowest Landau level is nothing but the Bargmann module
HB over the noncommutative torus Aθ with a parameter

θ =
ωl2

π
=
eBl2

2π~
=

Φ

Φ0
, (2.61)

where Φ = Bl2 is the flux of B through the unit cell of the lattice and Φ0 = 2π~

e is the quantum
flux. This noncommutative torus may be seen as a Noncommutative Brioullin zone since it
replaces the ordinary Brioullin zone in the presence of the magnetic field. For this interpretation
to hold, it is necessary to take R = 2π

l which corresponds to the size of the Brioullin zone. Let us
note that the topological invariant given by TrAΘ

(F12), is nothing but the Hall conductivity [2].
If the electron remains confined to the lowest Landau level, then V has to be projected onHB

and lattice invariance translates into the statement that V must commute with the left action
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of Aθ. Therefore, V is an element of the algebra A1/θ acting on the right. This is a general
constraint on the action of V , solely derived from symmetry considerations and independent of
the precise form of V .

Obviously, the projective modules constructed out of the Schwartz space and the Bargmann
space are equivalent, the explicit equivalence being the unitary Bargmann transform B : HS →
HB defined as

(
Bχ

)
(z) =

(ω
π

)1/2
∫

R

dx e−
ω(x2+z2)

2
+
√

2ωzxχ(x), (2.62)

and its inverse is

(
B−1φ

)
(x) =

(ω
π

)1/2
∫

C

dµ(z, z) e−
ω(x2+z2)

2
+
√

2ωzxφ(z), (2.63)

for χ ∈ L2(R) and φ ∈ HB . This corresponds to the equivalence between the vertical polarization
on the phase space R× R∗ and the holomorphic one. Then, one defines the smooth module EB

as the image of Schwartz space under the Bargmann transform.
Consider now the projective action Ta,b of R × R∗ on the Schwartz functions of the real

line. Its image through the Bargmann transform is an action of C by the operators Tv given
in (2.51) with v = 1√

2

(
a+ ib

ω

)
. This allows to establish a general correspondence between

the two projective modules, their scalar products and their connections. In what follows, it is
particularly convenient to set ω = 2π

θ , in such a way that the lattices Γ and Γ̂ read, in the
holomorphic formulation,

Γ =
{ θ√

2
(m+ in) with (m,n) ∈ Z

2
}
, (2.64)

and

Γ̂ =
{ 1√

2

(
m′ + in′

)
with (m′, n′) ∈ Z

2
}
, (2.65)

It amounts to set l = θ√
2

in the general square lattice introduced at the beginning of this section.

An arbitrary lattice in C would correspond to an arbitrary lattice in R × R∗ using the inverse
Bargmann transform. From now on, we restrict ourselves to the preceding values of ω and l.

In this framework, the two operators representing the connection read

∇1φ(z) =
1

i
√

2

[
dφ

dz
(z) + ωzφ(z)

]
and ∇2φ(z) =

1√
2

[
dφ

dz
(z)− ωzφ(z)

]
, (2.66)

as follows from (2.66) with ω = 2π
θ , l = θ√

2
and R = 1. The operator (2.48) entering into the

definition of the kinetic term is

H = − (∇1)
2 − (∇2)

2 + µ2
0 = 2ω

(
z
d

dz
+

1

2

)
+ µ2

0, (2.67)

which is nothing but the image through the Bargmann transform of the harmonic oscillator
Hamiltonian − d2

dx2 + ω2x2 + µ2
0. Note that there is a constant term in H even if µ0 = 0. Thus,

even in a massless theory, there is a priori no infrared divergences at the tree level. Of course,
this picture may change at higher loop order because of the IR/UV mixing.

In the development of the quantum theory associated to these projective modules, it will be
interesting to have at our disposal higher dimensional analogues of the previous construction.
While the general structure of projective modules over higher dimensional noncommutative tori
is extremely rich [24], we can easily construct simple examples in any even dimension d by simply

taking the d
2

th
tensor power of the previous module. This corresponds to a Bargmann space of
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holomorphic functions on Cd/2. The corresponding lattices are simply obtained by replacing the

integers m, n, m′ and n′ by vectors in Z
d
2 . This procedure leads to a noncommutative algebra

AΘ with a d× d matrix Θ which is a direct sum of 2× 2 antisymmetric matrices,

Θ =




0 θ
−θ 0

. . .

0 θ
−θ 0



. (2.68)

To emphasis the difference with a generic noncommutative torus algebra AΘ, we will denote the
algebra corresponding to the specific choice (2.68) by Aθ, like in the two-dimensional case.

3 QFT and diagrammatics

3.1 Feynman rules

In this section, we restore the notation φ†, instead of the complex conjugate notation φ, to denote
an element of the dual module E∗. The reason is that we would like to sketch a representation
free construction of Feynmann rules for a field theory on the Heisenberg modules corresponding
to the choice (2.68). Otherwise specified, E can be either ES(Rd/2) or EB(Cd/2), or even another
unitarily equivalent module. We also emphasize that such a procedure does not rely on the
particular structures of the module studied, so that it can be employed for the construction of
any quantum field theory on a projective module.

The action functional S[φ, φ†] we have defined in the previous section can serve as a basis
for the construction of a perturbative quantum field theory. This amounts to define and study
the (2N)-point functions G2N , given in terms of the functional integral

G2N :=

∫
[Dφ][Dφ†]

(
φ⊗ φ† ⊗ · · · ⊗ φ⊗ φ†

)
e−S[φ,φ†]

∫
[Dφ][Dφ†] e−S[φ,φ†]

, (3.1)

as a perturbation of a free Gaußian functional integral. Because the projective module can
be realized as a dense sub-space of an Hilbert space of functions with a kinetic term given
by a second order differential operator, the free field theory is always well-defined. We will
always assume in this section that the functional integral has been regularized, for example by
integrating only over a finite dimensional subspace of the projective module. Later on, we shall
use other regularization techniques suitable for renormalization.

This means that once the theory is regularized, the Green’s functionsG2N define distributions
on the projective tensor product E⊗N ⊗E∗⊗N ' S(RdN ) (recall that S(Rd/2) is a nuclear space).

The evaluation of G2N on 2N test functions ψi ∈ E , χ†
i ∈ E∗, i = 1, · · · , N , is given by the

following path integral formula:

G2N

(
χ†

1, · · · , χ†
n, ψ1, · · · , ψ2

)
= (3.2)∫

[Dφ][Dφ†] TrAθ
[(χ1, φ)Aθ

] TrAθ
[(φ, ψ1)Aθ

] · · ·TrAθ
[(χn, φ)Aθ

] TrAθ
[(φ, ψn)Aθ

] e−S[φ,φ†]

∫
[Dφ][Dφ†] e−S[φ,φ†]

.

It has to be noted that the field φ and its conjugate φ† must occur an equal number of times,
as required by the invariance under global phase multiplication. Any correlation function not
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fulfilling this condition vanishes identically. Note that the field φ lives in a module E and its
conjugate φ† in the dual module E∗, so that the correlation function with 2N fields is conveniently
seen as a linear map from E⊗N to itself.

As usual in QFT, all the correlations functions can be gathered into the generating functional

Z[J, J †] =

∫
[Dφ][Dφ†] e−S[φ,φ†]+TrAθ [(J,φ)Aθ ]+TrAθ [(φ,J)Aθ ]

∫
[Dφ][Dφ†] e−S[φ,φ†]

. (3.3)

From Z[J, J †] we define W [J, J †] = logZ[J, J †] and Γ[φ, ϕ†] as the Legendre transform of
W [J, J †],

Γ[ϕ,ϕ†] = TrAθ

[
(ϕ, J)Aθ

]
+ TrAθ

[
(J, ϕ)Aθ

]
−W [J, J †] with ϕ =

δW

δJ† and ϕ† =
δW

δJ
.

Whereas Z is obtained as a sum over all Feynman diagrams, W only involves connected diagrams
and Γ only 1PI diagrams, i.e. diagrams that remain connected if one cuts any internal line. In
the sequel, we shall always restrict our analysis to 1PI diagrams.

Since the action functional can be written as

S[φ, φ†] = TrAθ

[
(φ,Hφ)Aθ

+
λ

2
(φ, φ)2Aθ

]
, (3.4)

it is convenient to rewrite the quartic interaction using a Hubbard-Stratonovitch transform as

e
−λ

2
TrAθ

[
(φ,φ)2Aθ

]
=

∫
[DA] e−TrAθ

[
λA2

2
+iλA(φ,φ)Aθ

]
, (3.5)

where we integrate over all Hermitian elements A∗ = A ∈ Aθ. From a physical perspective, this
amounts to consider A as a random external field subjected to Gaußian probability law.

As usual, a regularization is self-understood and we have dropped an irrelevant normalization
factor. Thus, the correlation function reads

G2N =

∫
[Dφ][Dφ†][DA]

(
φ⊗ φ† ⊗ · · · ⊗ φ⊗ φ†

)
e−TrAθ

[
(φ,Hφ)Aθ

+λA2

2
+iλA(φ,φ)Aθ

]

∫
[Dφ][Dφ†][DA] e−TrAθ

[
(φ,Hφ)Aθ

+λA2

2
+iλA(φ,φ)Aθ

] . (3.6)

This allows us to derive the Feynman rules in a very simple way. There is a trivial propagator
for the A-field

�
γ

=
1

λ
. (3.7)

Note that the fieldA only appears in internal lines since we only compute correlations of φ and φ†.
We have also used an explicit expansion over the noncommutative Fourier modes A =

∑
γ AγUγ .

The fields φ and φ† propagate according to

�
= H−1 , (3.8)

where H is defined in (2.67). Because the fields are complex, the propagator is not symmetric
and an orientation on the lines is necessary. We always consider φ† as incoming and φ as
outgoing, so that the propagator makes sense as a linear map from E to itself. Finally, the
interaction vertex is

γ
= iλUγ . (3.9)
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It is important to note that there is a cyclic ordering of the fields A, φ† and φ at the vertices
which is due to the fact that the scalar product (φ, φ)Aθ

takes its values in the algebra Aθ. The
vertex (3.9) always has the A-field attached to the right when following the arrows of the φ-field.
Exchanging φ and φ† would involve the scalar product (φ, φ)Bθ

with values in the commutant
of Aθ in L(HE). (Recall that HE is the Hilbert space obtained by completion of E with respect
to the norm subordonate to the scalar product 〈., .〉E = TrAθ

[(., .)Aθ
].) We shall come back to

this point when discussing duality.
It is worthwhile to notice that all the operators entering in the Feynmann rules extend to
bounded operators on HE . Instead being interpreted as a distribution, a typical regularized
Feynman diagram with N -incoming and N -outgoing lines will then be conveniently seen as a
linear map from H⊗N to itself.

For instance, an arbitrary diagram with 2N external legs is obtained as follows:

• Draw N oriented lines representing the propagation of the field φ. Each of these lines
represents an operator from HE to itself, obtained by multiplying propagators H−1 and
interactions Uγ .

• If they occur, draw closed oriented loops made of propagators H−1 and vertices Uγ and
take the traces of the corresponding operators.

• Relate all interactions by wavy lines representing the propagation of A and sum over all
the corresponding γ.

It is important to know at this stage that the divergences we will encounter may both come
from the traces and the sums over γ’s.

Because of the orientation of the lines, there are no non-trivial symmetry factors, as e.g. in
QED.

The simplest diagram in the 2-point function HE →HE is

γ

= −λ
∑

γ

U−γ H
−1 Uγ . (3.10)

Here we have made a little abuse of notation, using the same symbol Uγ to denote an element of
the noncommutative torus and the operator acting (on the right) on HE . Also, the trace which
will appear in the next diagram, is not the noncommutative torus trace but the operator trace
on HE . A diagram contributing to the 2-point function involving a closed loop is

γ

= −λ
∑

γ

Tr
(
U−γ H

−1
)
Uγ . (3.11)

The simplest non-planar diagram contributing to the 2-point function is

γ1

γ2 = λ2
∑

γ1,γ2

U−γ1 H
−1 U−γ2 H

−1 Uγ1 H
−1 Uγ2 , (3.12)
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where γ2 has the same orientation as γ1. Analogously, let us list a few diagrams contributing to
the 4-point function HE ⊗HE →HE ⊗HE , starting with the tree level contribution:

γ = −λ
∑

γ

U−γ ⊗ Uγ . (3.13)

This diagram simply represents the vertex once the A-field has been integrated out.
The first non-trivial four-point diagram with a loop is

γ2 γ1

= λ2
∑

γ1,γ2

(
U−γ1 H

−1 Uγ2

)
⊗

(
U−γ2 H

−1 Uγ1

)
. (3.14)

This diagram is planar and a non-planar one, can be constructed by exchanging γ1 and γ2 in
the second tensor product,

γ1

γ2

= λ2
∑

γ1,γ2

(
U−γ2 H

−1 U−γ1

)
⊗

(
Uγ2 H

−1 Uγ1

)
. (3.15)

With a trace, the simplest example is

γ1

γ2

= λ2
∑

γ1,γ2

Tr
(
H−1 Uγ2 H

−1 U−γ1

)
U−γ2 ⊗ Uγ1 . (3.16)

Finally, let us give a more complicated example, contributing to the 6-point function HE ⊗HE ⊗
HE →HE ⊗HE ⊗HE ,

γ1

γ2

γ3

γ4

γ5

γ6

γ7

γ8

(3.17)

= λ8
∑

γ1,...,γ8

Uγ8 ⊗
(
Uγ4 H

−1 Uγ3

)
⊗

(
Uγ7 H

−1 Uγ1 H
−1 Uγ2 H

−1 U−γ1

)

×Tr
(
H−1 U−γ5 H

−1 Uγ6 H
−1 U−γ7 H

−1 U−γ6 H
−1 U−γ8 H

−1 U−γ4

)

×Tr
(
H−1 U−γ2 H

−1 Uγ5 H
−1 U−γ3

) , (3.18)

where γ2, γ3, γ4, γ7, γ8 leave the loops and the internal γ1 and γ6 first leave and then arrive,
accordingly to the orientation.
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Let us note that on the definition of an 1PI diagram, we impose the irreducibility condition
only for the φ-lines, not for the A-lines. In fact, only the φ-lines are really internal lines. Thus
we reserved the terminology to the latter. The wavy A-lines are just a convenient way to visu-
alize the interaction and serve to indicate the identifications of the operators Uγ inserted in the
diagram.

For the simplest example of a Heisenberg module in x-space, we have seen that the theory
is invariant under the Langmann-Szabo duality, see (2.42). This is a general fact that follows
from the existence of two compatible scalar products on the projective module E , under fairly
general conditions [24]. Indeed, if we denote by Bθ the endomorphism algebra EndAθ

(E), then
one defines a scalar product (·, ·)Bθ

on E , which is linear with respect to the left action of Bθ on
the first variable and anti-linear in the second one. The two scalar products are compatible in
the sense that

φ (χ, ψ)Aθ
= (φ, χ)Bθ

ψ, (3.19)

for any φ, χ, ψ ∈ E . The algebra Bθ is in general another noncommutative torus constructed
with the dual lattice. If we denote by TrBθ

its normalized trace, then the interaction can be
transformed as

TrAθ

[
(φ1, φ2)Aθ

(φ3, φ4)Aθ

]
= TrAθ

[(
φ1, φ2 (φ3, φ4)Aθ

)
Aθ

]

= TrAθ

[(
φ1, (φ2, φ3)Bθ

φ4

)
Aθ

]

= TrBθ

[(
(φ2, φ3)Bθ

φ4, φ1

)
Bθ

]

= TrBθ

[
(φ4, φ1)Bθ

(φ2, φ3)Bθ

]
, (3.20)

where we have used TrAθ
[(φ, χ)Aθ

] = TrBθ
[(χ, φ)Bθ

]. We have also labeled explicitly all the
fields in order to better visualize the manipulation we have made.

At the level of the Feynman diagrams, especially for the (total) vertex, this duality reads

∑

γ∈Γ

←→
∑

iγ̂∈bΓ

. (3.21)

Then, it is easy to see that this duality exchanges different types of diagrams: for planar diagrams
lines and bubbles are exchanged. The dual of an arbitrary diagram is constructed in two steps.
First, replace any wavy line by a double line. Then, in each double line, relate the two lines by
a new wavy line. The dual theory can also be written using a Hubbard-Stratonovitch transform
with an auxiliary field B ∈ Bθ, but now the opposite convention have to be used: following the
arrows, the field B leaves on the right.

←→ . (3.22)
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For the simple Heisenberg module obtained from Schwartz functions on R, the scalar product
with values in Bθ = A1/θ is simply

(χ, φ)A1/θ
=

1

θ

∑

bγ∈bΓ

〈φ,Ubγχ〉L2(R) U−bγ (3.23)

=
1

θ

∑

bγ∈bΓ

(∫

R

dxφ(x) e
iπmn

θ χ(x+m) e
2iπnx

θ

)
U−bγ . (3.24)

One passes from one scalar product to the other one by Poisson re-summation. In the study of
the renormalizability, it will prove to be helpful to use the Poisson re-summation for some of
the γ’s only. This corresponds to a duality operation on only some of the vertices.

3.2 Reduced theory

To make contact with the standard analysis of divergences of a field theory in the Moyal plane
[15], it is helpful to write the propagator as

H−1 =

∫ ∞

0
dα e−αH . (3.25)

Therefore, the contribution of any diagram G with N internal lines and M vertices is expressed
as an integral over N Schwinger parameters and a sum over M lattice elements

∫
dα1 · · · dαN

∑

γ1,...,γM

IG(α1, . . . , αN ; γ1, . . . , γM ). (3.26)

We refer to the next section for a precise evaluation of this integral in the Bargmann represen-
tation.

At a heuristic level, it is expected that all the divergences arise from the regions of integration
in which one or several Schwinger parameters go to zero. Indeed, if all the Schwinger parameters
are different from zero, the traces in IG as well as the sums over lattice elements γ are convergent
as tempered distributions. We shall see in the next sections the details of this fact for all one-loop
diagrams.

Therefore, it is interesting to analyze IG(α1, . . . , αN ; γ1, . . . , γM ) when all Schwinger parame-
ters are set to zero. In this case, there are no propagators anymore and only the insertions of Uγ

remain. For any trace around a closed loop of internal lines, there is a divergence proportional
to the trace of the product of the operators U(γ) along the loop. If we renormalize the trace
such that the trace of the identity is 1, this reduced vertex reads

...

...

γ3

γ2

γ1

γ4

γn

→ ...

...

γ3

γ2

γ1

γ4

γn

(3.27)

∏

i<j

eiπθ(γi,γj) δ (γ1 + · · ·+ γM ) ,
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where the ordering is given by the orientation of the loop. By the same method, we can reduce
an open line. It is important to keep in mind that the reduced diagrams are also to be thought
of as ribbon diagrams, because the cyclic orders at the vertices matters:

. . .
γ1γ2γ3γM

→
γ1γ2γ3γM

. . .
(3.28)

∏

i<j

eiπθ(γi ,γj) Uγ1+···+γM
,

where the ordering is again given by the orientation of the line.
The reduced theory behaves as a very simple model with vertices given by the previous two

types of diagrams, propagators equal to one and momenta corresponding to the lattice elements.
External legs of the reduced diagrams are given by the external legs of the lines that have been
reduced and the sum of the lattice elements along the line corresponds to the external momenta
of the reduced diagram. Momentum is conserved at the internal vertices and only the loops
of the reduced diagram involve a non-trivial summation. Besides, any diagram carries a phase
factor that is readily computed using the techniques introduced by T. Filk [15].

It follows from this work that the phase associated with a planar diagram (i.e. a diagram
that can be drawn without crossings) only depends on the external momenta of the reduced
diagram. Therefore, the diagram is independent of the loop momenta flowing into the reduced
diagram and the corresponding summation is divergent. For example, in the ladder diagram
contributing to the 4-point function, the summation reads

γ2γ1
=

∑

γ1,γ2

Uγ1 Uγ2 ⊗ U−γ1 U−γ2 =
∑

γ

Uγ ⊗ U−γ

( ∑

γ1

1
)

︸ ︷︷ ︸
constant divergence

, (3.29)

with γ = γ1 + γ2. The remaining sum over γ1 is obviously divergent and its divergent part is
proportional to the vertex

∑
γ Uγ ⊗ U−γ so that one can infer that it is renormalizable.

The non-planar analogue of the previous diagram behaves very differently. Its contribution
to the 4-point function is

γ2γ1
=

∑

γ1,γ2

Uγ1 Uγ2 ⊗ U−γ2 U−γ1 =
∑

γ

Uγ ⊗ U−γ

( ∑

γ1

e2iπθ(γ1 ,γ)
)

︸ ︷︷ ︸
γ−dependent divergence

. (3.30)

In the integral case, the phase factor is trivial and the integral diverges for all γ as in the
commutative theory. If the phases are all rational, then there is a divergence for those γ such
that Uγ is central, for other values of γ there is an exact cancellation. In the irrational case,
there is obviously a divergence when γ = 0. We shall see in the section on 1-loop renormalization
that this is the only divergence when θ satisfies a Diophantine condition.

All the properties of the noncommutative field theory we have presented in this section
are independent of the representation we choose. As such, they are best derived in a general
setting, without using any specific representation for the operators H and Uγ . In the next
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two sections, we shall use the position space (or equivalently, by Langmann-Szabo duality,
the momentum space representation) to uncover an analogy with matrix models and with the
Grosse-Wulkenhaar one [18], and the holomorphic representation for an explicit evaluation of
Feynman diagrams and their divergences.

3.3 Position space Feynman rules and relations with other models

3.3.1 Relation with matrix models

Let us come back to the non-local structure of the interaction in x-space. For the simplest
module, i.e. ES = S(R2), the interaction term given by (2.40), can be written as

∫

R4

dx dy dz dt V (x, y, z, t)φ(x)φ(y)φ(z)φ(t), (3.31)

with

V (x, y, z, t) =
λ

2

∑

m,n∈Z

δ(y − x−mθ)δ(z − x−mθ − n)δ(t − x− n). (3.32)

This leads to a vertex

x

x+mθ

x+n

x+n+mθ

(3.33)

The non-local structure of this interaction given by the vertex (3.32) is intuitively understood
as follows. First let us notice that the interaction involves products of the fields at the four points
x, x+mθ+n, x+n and x+mθ. These four points are identical in the quotient space R

/
(Z+θZ)

so that the theory would be local if it could be formulated on such a quotient. This is possible
if θ is rational but otherwise the quotient space is badly behaved from a topological viewpoint,
namely because Z + θZ is dense in R when θ is irrational. Such a quotient space is related
to Kronecker’s foliation and is fruitfully understood using the powerful techniques presented
in [8]. Here we shall content ourselves with a very rough analysis by disregarding the topological
difficulties so that we simply write any real number as x = [x] + kθ + l, where [x] is the class
of x in the quotient and k and l are elements of Z. Accordingly, the interaction vertex can be
written as

[x]+kθ+l

[x]+(m+k)θ+l

[x]+kθ+l+n

[x]+(m+k)θ+(l+n)

(3.34)

It appears that all the fields are evaluated at a point which corresponds to the same equivalence
class [x] whereas the interaction mixes the integers k and l in a particular pattern reminiscent
of matrix models. Indeed in a matrix model involving (p × q)-rectangular matrices with an
interaction of the type

V (M,M †) =
λ

2
Tr

[
M †MM †M

]
=
λ

2

∑

0≤i1,i2≤q−1
0≤j1 ,j2≤p−1

(M †)i1j1Mj1i2(M
†)i1j2Mj2i1 , (3.35)

23



the interaction vertex is

6

?

l k

l k+m

k l+n

l+nk+m

The integers k, l, k + m and l + n correspond to matrix indices i1, j1, i2 and j2. In the
framework of rectangular matrix models, the duality (3.20) exchanges M with its adjoint M † [7].

If θ = p
q , with p and q two relatively prime positive integers, then the relation with rect-

angular matrix models can be established as follows. Define the vector bundle F → T2 over a
commutative 2-torus of radius 1/q, whose fibers are (p×q) complex matrices, in terms of its mod-
ule of smooth sections Γ∞(F ). The latter is defined as the set of (p× q) matrix-valued smooth
functions on [0, 1/q]× [0, 1/q], which are periodic in the second variable but only quasi-periodic
in the first: {

M(x, y + 1
q ) = M(x, y),

M(x+ 1
q , y) = Ωa

p(qy)M(x, y)Ω−b
q (−qy),

(3.36)

where a and b are two integers such that aq + bp = 1 and ΩN (y) is the N × N matrix defined
by

ΩN (y) =




0 1
. . .

. . .

1
e2iπy 0


 . (3.37)

Now, given φ ∈ S(R) one associates an element of Γ∞(F ) via the map ρ

ρ : S(R)→ Γ∞(F ), φ(x) 7→Mij(x, y) =
∑

n∈Z

φ
(
x+

iq + jp+ npq

q

)
e−2iπnqy, (3.38)

with i ∈ {0, 1, . . . , p− 1} and j ∈ {0, 1, . . . , q − 1}. Using the identity

[Ωn
N (y)]ij =

∑

k

δj,i+n−kNe
2iπky, (3.39)

where only one term in the sum is non-zero, it is easy to prove that M satisfies the boundary
conditions (3.36). Conversely, one can define a function φ ∈ S(R) form a matrix M ∈ Γ∞(F )
using the map ρ∗ (the notation will be justified soon):

ρ∗ : Γ∞(F )→ S(R), M(x, y) 7→ φ(x) = q

∫ 1
q

0
dyM00(x, y). (3.40)

From the boundary conditions (3.36), it is straightforward to see that the latter is well defined
as an element of S(R).

The map ρ establishes an isomorphism between S(R) and Γ∞(F ), whose inverse is ρ∗. More-
over, ρ and ρ∗ extend to unitary operators at the level of L2-completions. To this aim, let
L2(T2, F ) be the completion of Γ∞(F ) with respect to the norm ‖.‖F induced from the scalar

product 〈M,N〉F = q

∫ 1/q

0
dx

∫ 1/q

0
dyTr[M †(x, y)N(x, y)].
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Lemma 3.1. For θ = p
q , with p and q relatively prime positive integer, the map ρ is a unitary

operator from L2(R) to L2(T2, F ), whose adjoint is ρ∗.

Proof. First note that the maps (3.38) ρ : S(R) → Γ∞(F ) and (3.40) ρ∗ : Γ∞(F ) → S(R) are
inverse each other. Indeed, for any φ ∈ S(R), we have

(
ρ∗ρφ

)
(x) = q

∫ 1/q

0
dy

(
ρφ

)
00

(x, y) = q

∫ 1/q

0
dy

∑

n∈Z

φ(x+ np) e−2iπnqy

=
∑

n∈Z

δn,0 φ(x+ np) = φ(x).

Conversely, for any M ∈ Γ∞(F ), we find

(
ρρ∗M

)
ij

(x, y) =
∑

n∈Z

(
ρ∗M

)(
x+

iq + jp+ npq

q

)
e−2iπnqy

= q
∑

n∈Z

∫ 1/q

0
dzM00

(
x+

iq + jp+ npq

q
, z

)
e−2iπnqy.

Using the boundary conditions (3.36) and the Poisson re-summation formula (in the sense of
tempered distributions), the former expression reads

q
∑

n∈Z

∫ 1/q

0
dzMij(x, z) e

−2iπnq(y−z) = q
∑

n∈Z

∫ (n+1)/q

n/q
dz Mij(x, z) δ(qz − qy) = Mij(x, y).

Now for φ, χ ∈ S(R), denote by M,N ∈ Γ∞(F ) the corresponding matrices. Let us also
introduce the bijective map

Ξ : {0, 1, . . . , p− 1} × {0, 1, . . . , p− 1} × Z → Z

(i, j, n) 7→ iq + jp+ npq.
(3.41)

Using this map, one has

〈M,N〉F = q

∫ 1
q

0
dx

∫ 1
q

0
dyTr

[
M †(x, y)N(x, y)

]

=
∑

Ξ(i,j,n)∈Z

∫ 1
q

0
dxφ

(
x+

Ξ(i, j, n)

q

)
χ
(
x+

Ξ(i, j, n)

q

)

=

∫ +∞

−∞
dxφ(x)χ(x) = 〈φ, χ〉L2(R).

Thus ‖ρφ‖F = ‖φ‖L2(R) and ‖ρ∗M‖L2(R) = ‖M‖F , for any φ ∈ S(R) and M ∈ Γ∞(F ). By
density, this proves that ρ and ρ∗ extend to isometries on L2(R) and L2(T2, F ) and that they
are adjoint each other. This concludes the proof since one has already checked that ρ∗ρ = 1L2(R),
ρρ∗ = 1L2(T2,F ).

It is worthwhile to notice that the map ρ possesses more structures. In particular, it preserves
the module structure, where Γ∞(F ) is equipped with a left action of the bundle algebra of (p×p)-
matrices over T2, with boundary conditions :

{
A(x, y + 1

q ) = A(x, y),

A(x+ 1
q , y) = Ωa

p(qy)A(x, y)Ωa
p(qy)

†,
. (3.42)
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In particular, the two covariant derivatives defining the connection (2.38) on the Schwartz space
translate into

∇1 =
∂

∂y
− 2iπpx

q
+A ·+ ·B and ∇2 =

∂

∂x
, (3.43)

on the rectangular matrices. In this definition, A and B are two square p× p and q× q constant
diagonal matrices acting by left and right multiplication. Their diagonal elements are

Akk = −2iπp k and Bll = −2iπ

p
l. (3.44)

Therefore, at rational θ, the Heisenberg module simply describes a bundle of rectangular matri-
ces over an ordinary torus. These relations generalize the one given in [21], which corresponds
to the case p = q = 1.

Consider now a rectangular matrix model, with matrix-valued functions satisfying the bound-
ary conditions (3.36) and an action given by

S[M,M †] = (3.45)
∫ 1

q

0
dx

∫ 1
q

0
dyTr

[
∇µM

†(x, y)∇µM(x, y) + µ2
0M

†(x, y)M(x, y) +
λ

2

(
M †(x, y)M(x, y)

)2]
.

If we express the matrix M in terms of φ via the map ρ, the matrix model action agrees with
the Heisenberg module action (2.40) up to a factor q,

qS[M,M †] = S[φ, φ]. (3.46)

The equality for the quadratic part of the action is already contained in the Lemma 3.1. The
interaction term can be treated along the same lines. The matrix model interaction reads

qλ

2

∑

i,j,k,l

∫ 1
q

0
dx

∫ 1
q

0
dyM ij(x, y)Mik(x, y)M lk(x, y)Mlj(x, y). (3.47)

Expressing M in terms of φ and integrating over y yields

λ
2

∑
N,N ′,N ′′

∑
i,j,k,l

∫ 1
q

0
dx φ

(
x+ iq+jp+Npq

q

)
φ

(
x+ iq+kp+N ′pq

q

)

×φ
(
x+ lq+kp+(N ′+N ′′−N)pq

q

)
φ

(
x+ lq+jp+N ′′pq

q

)
.

(3.48)

After a shift of the integration variable by Ξ(i, j,N) and a change of summation indices

{
N ′ − jp−N → N ′,
N ′′ − iq −N → N ′′,

(3.49)

the interaction reads

λ
2

∑

Ξ(i,j,N)

∑

N ′,N ′′

∑

k,l

∫ Ξ(i,j,N)+1
q

Ξ(i,j,N)
dx φ (x)φ

(
x+ kp+(N ′)pq

q

)

×φ
(
x+ lq+kp+(N ′+N ′′)pq

q

)
φ

(
x+ lq+N ′′pq

q

)
.

(3.50)

Finally, the identification with the vertex in x-space

λ

2

∫ −∞

+∞
dx

∑

m,n∈Z

φ (x)φ
(
x+m

p

q

)
φ
(
x+m

p

q
+ n

)
φ (x+ n) , (3.51)
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follows from the euclidian division of m by q and of n by p,
{
m = k + qN ′,
n = l + pN ′′.

(3.52)

Let us note that the action in terms of the Schwartz function φ only involves the ratio p
q and

does not depend separately on p and q. Therefore, it is suited to the study of the limit case

p→∞ and q →∞, with
p

q
→ θ, (3.53)

where θ is a fixed positive real number. Thus, one has

lim
p,q→∞
p/q→θ

∫
[DM ][DM †]e−qS[M,M†]O

(
M,M †) =

∫
[Dφ][Dφ]e−S[φ,φ]O

(
φ, φ

)
. (3.54)

In this equation, one has to keep in mind that the matrix-valued function M satisfies the
boundary condition (3.36), which means that its period is 1/q, along the two directions x and
y, which goes to zero as q →∞. In this respect, the quantum field theory over the Heisenberg
module corresponds to a twisted reduced matrix model, the size of the underlying space going
to zero. In the next sections, we shall see that the renormalization properties of these models
involves some number-theoretical properties of θ for non-planar diagrams.

3.3.2 Relation with the Grosse-Wulkenhaar model

Recall that in [18,26] it is proven that the duality-covariant φ4
4-theory on the Moyal hyper-plane

is renormalizable to all orders in perturbation theory. In the exact self-dual case (Ω = 1 in the
language of [18]), the theory is defined by the following action functional

S[φ] :=
1

2

∫
d4xφ(x)

(
4+X2 + µ2

0

)
φ(x) +

λ

2

∫
d4x (φ ? φ ? φ ? φ)(x), (3.55)

where 4 = −∂µ∂µ is the Laplacian and X2 = XµXµ, with Xµ = 2(θ−1)µνxν , where θµν =
−θνµ ∈ R are the components of the deformation matrix which defines the Moyal product ?,
and xµ denotes the ordinary Cartesian coordinate on R4.

It is worthwhile to notice that the kinetic term of that theory is exactly the same as in the
model we study here: it is given by an harmonic oscillator Hamiltonian. But the origin of this
term is quite different. For the action (3.55), the term X 2 has been “added by hand” to cure
the UV/IR-mixing problem. More specifically, such a term is required by the renormalization
flow. But to see it, one has to formulate the theory on the matrix base (see [18]). Moreover
the presence of such term allows to restore the Langmann-Szabo duality, which holds only for
the interaction term without the quadratic potential. For the Heisenberg module, the harmonic
oscillator potential has a clear geometric origin since it comes from the connection (2.38). In
particular, whereas the frequency of the oscillator is a free parameter in [26] (and has to be
renormalized), this is not the case in our model where the frequency is inverse proportional to
the deformation parameter. Furthermore, we will see in the next section, that the value of this
parameter is preserved by the renormalization flow. However, in spite of the presence of the
confining potential, the φ4

4-theory on the Heisenberg module will still suffer from an UV/IR-
mixing. Fortunately, in this case the UV/IR-entanglement is easy to cure (at least at one-loop)
by the adjunction of another interaction term.

To investigate the analogies and differences of the interactions of the two models, it is useful
to rewrite the vertex (3.32) as

V (x, y, z, t) =
λ

22dθ2d

∑

m,n∈Zd

e
2iπ
θ

m(x−y) δ(x− y + z − t) e2iπn(x−t). (3.56)
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This formula can be obtained from (3.32) after a Poisson re-summation on the index m. Here
we have considered the module S(Rd) over a 2d-dimensional noncommutative torus, with defor-
mation matrix of the form (2.68). On the other hand, the interaction vertex associated to (3.55)
in d-dimensions is given by

V?(x, y, z, t) =
λ

πdθd
e2iθ−1(x,y) δ(x − y + z − t) e2iθ−1(z,t), (3.57)

where θ−1 is the antisymmetric bilinear form associated to the inverse deformation matrix θµν .
This leads to a correspondence between the field theory on the Heisenberg module in dimension
2d (the dimension of the underlying noncommutative torus) and the field theory on the Moyal
plane of dimension d. This correspondence relates the phases in the interactions as

e2iθ−1(x,y) ↔
∑

m∈Zd

e
2iπm

θ
(y−x) and e2iθ−1(z,t) ↔

∑

n∈Zd

e2iπn(x−t). (3.58)

The dissymmetry between the two phases has a deep impact on the power counting of the two
theories: The correct analogue of the commutative φ4

4-theory on the noncommutative hyperplane
is made out of the Moyal product on R4, whereas in the non-trivial module case, it has to be
formulated on S(R2), not on S(R4). Indeed, it is the dimension of the noncommtative torus,
not of the representation space, that matters. This lead to the following question: How can it
be that two theories with the same propagator in different dimensions behave the same? The
answer comes precisely from dissymmetry between the vertices (3.56) and (3.57).

To see how the vertex affects the evaluation of the Feynman diagrams, let us have a look at
the one-loop planar two-point function, associated to a quartic interaction, for the two models. In
the case of the projective module over a (2d)-noncommutative torus, if we evaluate the diagram
(3.11) in external fields ϕ1, ϕ2 ∈ S(Rd), we obtain up to a numerical factor

Tr
(
(ϕ1, ϕ2)Aθ

H−1
)

=
∑

γ∈Γ

Tr
(
U−γ H

−1
)
〈ϕ1, ϕ2Uγ〉L2(Rd). (3.59)

Recall that in d-dimensions, the spectrum of H−1 = (4 +X2)−1 is (d/2 + |n|)−1, n ∈ Nd. For
γ = 0 (we will see that the terms with γ 6= 0 give rise to finite contributions), the divergence is
logarithmic for d = 1, quadratic for d = 2 and so on. The behavior of this diagram for d = 2 is
reminiscent to a just-renormalizable φ4

4 theory.
Alternatively, one can study the UV-divergences using a parametric representation (3.25) for
the propagator and looking at the small-β behavior. With the help of the Mehler formula, one
can express the kernel of H−1 as

H−1(x, y) =
ω2

4π2

∫ ∞

0
dβ

1

sinhd/2(2ωβ)
e−

ω
4

(
coth(ωβ)|x−y|2+tanh(ωβ)|x+y|2

)
, (3.60)

where ω is the frequency of the oscillator. If we regularize the theory by setting

H−1 → H−1
ε =

∫ ∞

ε
dβ e−βH , (3.61)

then one gets up to an irrelevant constant

Tr
(
H−1

ε

)
=

∫

Rd

dxH−1
ε (x, x) =

∫ ∞

ε
dβ

( cosh(ωβ)

sinh(ωβ) sinh(2ωβ)

)d/2
. (3.62)

This yields the same conclusion: the divergence (in ε−1/2) is logarithmic for d = 1, quadratic
for d = 2.
Now, the same diagram for the duality-covariant model on the Moyal plane reads

Tr
(
L(ϕ1 ? ϕ2)H

−1
)
, (3.63)
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where L(ϕ) denotes the operator of left Moyal-multiplication by ϕ (a look at [16] can help
the unfamiliar reader to derive such formula). We show in the appendix A that the leading
divergence of (3.63) is given by

∫

Rd

dxϕ1 ? ϕ2(x)H
−1
ε (x, x). (3.64)

The last expression equals
∫

Rd

dxϕ1 ? ϕ2(x)

∫ ∞

ε
dβ

1

sinhd/2(2ωβ)
e−ω tanh(ωβ)|x|2 . (3.65)

Due to the presence of the fields ϕ1, ϕ2 inside the x-integral, the former can be estimated by
∫

Rd

dx
∣∣ϕ1 ? ϕ2

∣∣(x)
∫ ∞

ε
dβ

1

sinhd/2(2ωβ)
. (3.66)

Since in the Moyal plane case only even dimensions are allowed (to respect the symplectic pairs
structure of the Moyal product), the divergence of the planar two-point diagram (3.63) is (only)
logarithmic for d = 2 and (as expected) quadratic for d = 4.

This is a strong evidence that our field theory on S(Rd) doesn’t behave accordingly to the
dimension d of the representation space, but accordingly to the dimension 2d of the underlying
noncommutative torus!

3.4 Feynman diagrams in the holomorphic representation

From now on, we shall work in the holomorphic representation for a Bargmann module in two
dimensions, obtained by tensoring twice the module of the previous type, i.e. corresponding to a
four-dimensional deformation matrix of the form (2.68). In the explicit computation of Feynman
diagrams, we have to evaluate traces and kernels of products of operators of the type H−1 and
Uγ in the holomorphic representation. To this aim, recall that an operator A is said to be an
operator with distribution kernel A(z, z ′) if its action on φ ∈ HB can be written as

Aφ(z) =

∫

C2

dµ(z′, z′)A(z, z′)φ(z′). (3.67)

For instance, the identity is an operator with kernel I(z, z ′) = eωz′z; the reproducing kernel of the
Bargmann space. By convention, our kernels are holomorphic in the in first variable (associated
to an incoming field on the diagram) and anti-holomorphic in the second one (associated to an
outgoing field).

Now and for all, we will fix a regularization scheme. To this aim, we define the regularized
propagator H−1

ε as follows

H−1
ε :=

∫ ∞

ε
dβ e−βH = H−1e−εH . (3.68)

As soon as ε > 0, the operator H−1
ε is a strictly positive compact operator with fast decreasing

eigenvalues, and in particular trace-class. This operator admits a kernel given by

H−1
ε (z2, z1) =

1

2

∫ ∞

ε
dβ e−

βm2

2 I(z2, e
−βωz1). (3.69)

As such, it provides a natural regularization of the Feynman integrals. Indeed, if we come back
to ES(R2) by the inverse Bargmann transform, it is easy to see that H−1

ε (x, y) is a function of
Schwartz class in both variables (have a look at (3.60) versus (3.61)). Since the vertex (3.32)
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is a tempered distribution, this means that all the contractions with the regularized propagator
are now well defined. Using the Bargmann transform back, it is immediate to see that the same
holds for the module EB(C2).

The regularized propagator, given by the expression (3.69), is graphically represented by a
single oriented line:

� z2z1
= H−1

ε (z1, z2) . (3.70)

Using the definition (2.51), it is easy to see that the operator Uγ also admits a kernel, given by

Uγ(z1, z2) = e−
ω
2
|γ|2−ωγz1 I(z1 + γ, z2) = e−

ω
2
|γ|2+ωz2γ I(z1, z2 − γ) . (3.71)

Thus in the holomorphic representation, the (total or quadri-valent) vertex reads

V (z1, z2, z3, z4) =
λ

2

∑

γ

Uγ(z1, z2)U−γ(z3, z4)

=
λ

2

∑

γ

e−ω|γ|2 eω(z2−z4)γ I(z1, z2 − γ) I(z3, z4 + γ)

=
λ

2

∑

γ

e−ω|γ|2 I(γ, z2 − z4) I(z1, z2 − γ) I(z3, z4 + γ) (3.72)

and is represented by

z2 z1

z4z3

γ = V (z1, z2, z3, z4) . (3.73)

When drawing the Feynman graphs it is important to notice that propagator and vertex are
oriented. When following the scalar field arrow, the wavy γ-line always leaves the vertex to the
right. Alternatively, to stress the link with the Hubbard-Stratonovich transformation, we may
split the vertex (3.73) into two tri-valent vertices

z2 z1

γ
= iλUγ(z1, z2), (3.74)

and a propagator for the auxiliary field

�
γ

=
1

λ
. (3.75)

3.5 Parametric representation

A careful analysis of the involved terms shows that a general (regularized) graph always has the
following structure

Γn[z1, z2..., z2N−1, z2N ] =
∑

γ1,...,γV

∫ ∞

ε

L∏

k=1

(dβk e−
µ2
0
2

βk)
1

UΓ(β)
e−γi Qij(β) γ̄j+Bi(z,β) γ̄i+γi Bi(z̄,β),

up to a symmetry factor due to it’s multiple appearance and a term purely depending on
z1, ..., z2N . The notation means that having chosen an arbitrary graph, L indicates the number
of internal scalar field line integrations and V is the number of γ-lines. Missing indices for β or
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z is just short for taking all. We now give a complete set of rules to construct the matrix Qij(β)
and the linear terms Bi(z, β), Bi(z̄, β) respectively. These can be used to directly write down
the result, skipping Gaußian integrations or tracing out loops.

Draw a graph and properly orient the scalar lines as well as the γ-lines. For each internal

line, there is a β-integration accompanied by a factor exp(− µ2
0
2 β). For each γ there is a sum. To

construct the diagonal Qii, one has to take care of five different types of γ-lines:

1. Each γi which connects two different external lines gives Qii = ω.

2. A γi connecting a line with a bubble leads to

Qii =
ω

(1− e−ω
P

βk)
, (3.76)

where the sum counts the internal integrations of the associated bubble.

3. Each γi that connects two loops L1 and L2 generates a term

Qii = ω
(1− e−ω

P
βk)

(1− e−ω
P

L1
βk)(1 − e−ω

P
L2

βk)
, (3.77)

where
∑

L1
, respectively

∑
L2

, counts the internal integrations of the associated loop and
the β-sum in the numerator counts them all.

4. An internal γi on an external line gives

Qii = ω(1− e−ω
P

βk), (3.78)

where the sum counts the β-integrations appearing on the part of the external line which
is enclosed by that γi.

5. Every γi, which represents an internal line inside a bubble generates

Qii = ω
(1− e−ω

P
H1 βk)(1 − e−ω

P
H2 βk)

(1− e−ω
P

βk)
, (3.79)

where the sum in the denominator counts all β-integrations of the bubble and
∑

H1
(
∑

H2
)

counts the β- integrations of the first (second) half of the bubble, each defined by the
points the gamma is attached to.

For the off diagonal elements Qij , there are essentially two different cases to take care of.

1. Lines. For a γi which is attached to a chosen line, there are three possibilities. The γi

may leave or arrive, or it may be ’internal’. Following the orientation of the line, denote

by γ
(1)
i the first position the γi is attached to and by γ

(2)
i the (possible) second position.

Of course, the latter might be empty. Further, define sign(γ
(a)
i ) to be +1 if it is arriving

and −1 otherwise. The same convention holds for a γj with i 6= j. As a last ingredient,

define L
(a,b)
ij to be the sum over internal integration variables β enclosed by the positions

γ
(a)
i and γ

(b)
j on the line. Then, the final contribution is

Qij = ω
∑

a,b,a<b

sign(γ
(a)
i ) sign(γ

(b)
j ) e−ω L

(a,b)
ij . (3.80)

With slight abuse of notation, the ordering a < b is given by the orientation of the line.
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2. Loops. If there is a γi and a γj attached to a chosen loop, the same conventions as in 1)

can be used. Here, L
(a,b)
ij is defined to be the sum over internal integration variables on

the shortest loop segment connecting γ
(a)
i and γ

(b)
j following the orientation of the loop.

One finds

Qij =
ω

(1− e−ω
P

βk)

∑

a,b

sign(γ
(a)
i ) sign(γ

(b)
j ) e−ω L

(a,b)
ij . (3.81)

In this case, note that there is no ordering in the sum over a, b, but again, the convention
is to take only a = 2 (b = 2) if the associated γ really is internal.

The general procedure to construct the matrix Qij is then to regard line by line and loop by
loop all γ’s that are attached to it and to apply the rules given above. For the linear terms
Bi(z, β) and Bj(z̄, β) it is sufficient to restrict oneself to a line by line analysis.

1. For the first one, for every line decorated with an incoming zk and outgoing zl denote by

γ
(1)
i and γ

(2)
i , as before, the positions a γi might be attached to. Define L

(a)
i to be the

sum of internal integration variables on the line segment between zk and γ
(a)
i following the

orientation. Note that L
(a)
i can be the empty sum. One has

Bi = −ω zk
∑

a

sign(γ
(a)
i ) e−ω L

(a)
i , (3.82)

and the sum only runs from a = 1 to a = 2 if there is a second attachment point.

2. The second term is constructed completely analogously. It is

Bi = ω zl

∑

a

sign(γ
(a)
i ) e−ω L

(a)
i , (3.83)

with L
(a)
i being the sum of β’s on the oriented line segment between γ

(a)
i and zl.

The pre-factor UΓ(β) is a product of terms of the form (1−e−ω
P

βk)d/2. Namely, for each scalar
loop L it associates such a factor, that is, for d = 4 dimensions

UΓ(β) =
∏

L

(1− e−ω
P

L βk)2. (3.84)

The sum
∑

L βk stands again for the sum over the internal integration variables defined on the
corresponding loop.

As an example, consider the first 4-point graph Γ
(1)
4a [z1, z2, z3, z4] (given in (4.13)). For Qij

and Bi, Bi one finds

Qij =
ω

(1− e−ω(β1+β2))

(
1 −e−ωβ2

−e−ωβ1 1

)
, (3.85)

and

Bi = ω

(
−z1
z3

)
, Bi = ω

(
z2
−z4

)
, (3.86)

as well as
U

Γ
(1)
4a

= (1− e−ω(β1+β2))2. (3.87)

To complete the construction, finally include for each external line decorated with incoming
zk and outgoing zl a term exp{zkzle

−ω
P

i βi} with the sum given by the (possibly empty) sum
over all integrations variables on that line.
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4 One-loop renormalization

We start this section by showing that for a φ4-theory on the simplest Heisenberg module EB(C2)
over T4

θ, only the two- and four-point functions are divergent in the one-loop approximation.

Proposition 4.1. At one loop, for N > 2, the 2N -point Green’s functions are finite as tempered

distributions.

Proof. In the one-loop approximation, the 1PI quantum effective action in external fields ϕ1 ∈ E ,
ϕ2 ∈ E∗ is given by

Γ(1)[ϕ1, ϕ2] =
1

2
ln det

(
H−1(H + λBϕ1,ϕ2)

)
, (4.1)

where H is the harmonic oscillator Hamiltonian in two dimensions, λ is the coupling constant
and Bϕ1,ϕ2) is a bounded operator on HE , depending only on ϕ1 ∈ E , ϕ2 ∈ E∗. (E can be
either ES(R2) or EB(C2).) Here the definition of Γ(1)[ϕ1, ϕ2] includes the normalization of the
partition function, yielding the H−1 pre-factor in the determinant. To see that only the two-
and four-point functions need regularization, we perform a Dyson expansion. It formally reads:

ln det
(
H−1(H + λBϕ1,ϕ2))

)
= Tr ln

(
1 + λH−1Bϕ1,ϕ2)

)
=

∞∑

n=1

(−)n+1λ
n

n
Tr

(
(H−1Bϕ1,ϕ2))

n
)
.

(4.2)
But in d = 2 dimensions, the spectrum of H−1 is {(1 + n1 + n2)

−1, n1, n2 ∈ N}, so that H−1

belongs to Lp(HE ) (the p-th Schatten class) for p > 2. Thus only the two first terms of (4.2)
are divergent. Moreover, the truncated series (starting at n = 3) is absolutely convergent for
reasonable small values of (the absolute value of) the coupling constant:

∣∣∣
∞∑

n=3

(−)n+1λ
n

n
Tr

(
(H−1Bϕ1,ϕ2))

n
)∣∣∣ ≤

∞∑

n=3

‖Bϕ1,ϕ2)‖n
|λ|n
n
‖H−1‖n−3 ‖H−3‖1

≤
∞∑

n=3

‖Bϕ1,ϕ2)‖n
|λ|n
n
.

4.1 2-point sector

At one loop we have the following contributions for the two-point function:

z2 z1

z4z3

γ

Γ
(1)
2a [z1, z2] = 2

∫
dµ(z3, z3) dµ(z4, z4)V (z1, z2, z3, z4)H

−1
ε (z4, z3) . (4.3)

The graph of this type appears twice, once with loop connecting z4 → z3 (which is shown)
and once with loop connecting z2 → z1. Replacing γ 7→ −γ shows that both contributions are
identical.

The z4-integration is directly eliminated using one reproducing kernel of the vertex (3.73),
and we are left with

Γ
(1)
2a [z1, z2] =

λ

2
I(z1, z2)

∫ ∞

ε
dβ

∑

γ

∫
dµ(z, z̄) e−

βµ2
0

2 e−ω(|γ|2−|z|2e−βω+z̄γe−βω−γ̄z+γ̄z1−z̄2γ) . (4.4)
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Now the Gaußian z-integral can be evaluated to give

Γ
(1)
2a [z1, z2] =

λ

2
I(z1, z2)

∫ ∞

ε
dβ

∑

γ

e−
βµ2

0
2 e

−ω(
|γ|2

1−e−βω +γ̄z1−z2γ)

(1− e−βω)2
. (4.5)

These two operations, use of reproducing kernels and Gaußian integration for loops, can be
tedious for more complicated graphs. This is the reason why we provide the general rules for
the parametric representation of an arbitrary Feynman graph in subsection 3.5.

In the last expression (4.5), only the term γ = 0 is divergent. This divergence is local and
quadratic in the cut-off (Λ = ε−1/2), yielding a mass counter-term:

Γ
(1)
2a,div[z1, z2] =

λ

2
I(z1, z2)

∫ ∞

ε
dβ

e−
βµ2

0
2

(1− e−βω)2
. (4.6)

The (integrated) sum over γ 6= 0 is convergent as a distribution on EB(C2), in the limit ε → 0.
(Recall that as a Fréchet space, EB(C2) is defined as the image of ES(R2) = S(R2) under the
Bargmann transform.) Indeed, we have for any ϕ1, ϕ2 ∈ EB(C2)

Γ
(1)
2a,conv[ϕ1, ϕ2]

=

∫
dµ(z1, z1) dµ(z2, z2)ϕ1(z1)ϕ2(z2) I(z1, z2)

∫ ∞

0
dβ

∑

γ 6=0

e−
βµ2

0
2 e

−ω(
|γ|2

1−e−βω +γ̄z1−z2γ)

(1− e−βω)2

=
∑

γ 6=0

〈ϕ1, ϕ2Uγ〉B
∫ ∞

0
dβ

e−
βµ2

0
2 e

−ω
|γ|2

2
1+e−βω

1−e−βω

(1− e−βω)2
. (4.7)

The β-integral is bounded from above since |γ|2 ≥ θ2

2 . Because 〈ϕ1, ϕ2Uγ〉B is by construction
a Schwartz sequence, the sum is finite. More precise estimations can be obtained using

1− e−x0

x0
x ≤ 1− e−x ≤ x for 0 ≤ x ≤ x0 . (4.8)

The second contribution to the one-loop two-point function is the graph

z2 z1z4

γ

z3

Γ
(1)
2b [z1, z2] = 2

∫
dµ(z3, z3) dµ(z4, z3)V (z1, z4, z3, z2)H

−1
ε (z4, z3) .

(4.9)

There are again two graphs of this type which after a change of variables give the same contri-
bution. Using (3.73) and (3.69), we find

Γ
(1)
2b [z1, z2] =

λ

2
I(z1, z2)

∑

γ

∫ ∞

ε
dβ e−

βµ2
0

2 e−ω(γ̄(1−e−βω)γ+γ̄(1−e−βω)z1+z2(1−e−βω)γ+z2(1−e−βω)z1) .

(4.10)

A small β spoils the Gaußian decay for large |γ|. This can be made transparent by a
Poisson re-summation. For that, the convention on the Fourier transform we use is f̂(ξ) =∫
e−2iπxξf(x)dx. The formula we obtain with this convention is

∑

γ

e−ωa|γ|2 e−ω(b̄γ+γ̄c) = (aθ)−2
∑

γ∗

e
ω
a
(b̄+iγ̄∗)(c+iγ∗), for all a ∈ R+

∗ , b, c ∈ C2, (4.11)
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with the frequency ω = 2π
θ and with γ = θ√

2
(n+im) ∈ Γ ⊂ C2 one has γ∗ = 1√

2
(n+im) ∈ Γ̂ ⊂ C2.

In order to simplify the notations, here we use the notation γ∗ instead of γ̂ to denote an element
of the dual lattice.
Using this formula, we can continue the computation of (4.10):

Γ
(1)
2b [z1, z2] =

λ

2θ2
I(z1, z2)

∑

γ∗

∫ ∞

ε
dβ

e−
βµ2

0
2 e

−ω( |γ∗|2

(1−e−βω)
−iz2γ∗−iγ∗z1)

(1− e−βω)2
. (4.12)

Thus, the diagram (4.12) is, up to a normalization factor θ−2 and the exchange γ ↔ iγ∗, the
same as (4.5): only the term with γ∗ = 0 is divergent, with a local quadratic divergence.

We have proven the following

Proposition 4.2. For any θ ∈ R, the divergent part of the two-point 1PI Green function

associated with the action (2.33), in its one-loop approximation, is given by

Γ
(1)
2,div[ϕ1, ϕ2] =

λ

2ω

(
1 +

1

θ2

)
TrAθ

[
(ϕ1, ϕ2)Aθ

] ( 1

εω
+

(
1− µ2

0

2ω

)
ln

1

ε

)
.

4.2 4-point sector: Planar graphs

Next, we look at four-leg graphs. The first possibility is

z2 z1

z′
1

z2
′

z′
3

z4
′

z4z3

γ1

γ2

β1 β2

Γ
(1)
4a [z1, z2, z3, z4]

= −2

∫
dµ(z′1, z1

′) dµ(z′2, z2
′) dµ(z′3, z3

′) dµ(z′4, z4
′)

× V (z1, z2, z
′
1, z2

′)V (z′3, z4
′, z3, z4)H

−1
ε (z′2, z3

′)H−1
ε (z′4, z1

′) . (4.13)

This graph appears four times in the expansion, and because it contains two vertices there is
a combinatorial factor 1

2! . The minus sign is from the Legendre transformation of 1PI functions.
Three of the four integrations (e.g. over z ′2, z

′
3, z

′
4) can be trivially done using the reproducing

kernels in the vertex. Thus we have

Γ
(1)
4a [z1, z2, z3, z4] = −λ

2

8

∫ ∞

ε
dβ1dβ2

∑

γ1,γ2

e−
µ2
0
2

(β1+β2)e−ω(|γ1 |2+|γ2|2−z2γ1−z2z1+γ1z1+z4γ2−z4z3−γ2z3)

×
∫
dµ(z, z) e−ω(−z̄e−β1ωγ2+z̄e−(β1+β2)ωγ1−γ2e−β2ωγ1−z̄e−(β1+β2)ωz+γ2e−β2ωz−γ1z).

We integrate over z, put γ2 = γ1 + γ, and obtain after some reorganizations

Γ
(1)
4a [z1, z2, z3, z4]

= −λ
2

8

∑

γ1,γ

e−ω|γ1 |2 I(γ1, z2 − z4) I(z1, z2 − γ1) I(z3, z4 + γ1)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω(z4γ−γz3+ |γ|2

1−e−(β1+β2)ω
+γ1

1−e−β1ω

1−e−(β1+β2)ω
γ+γ 1−e−β2ω

1−e−(β1+β2)ω
γ1+|γ1|2 (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω
)
. (4.14)

For γ = 0 one obtains

Γ
(1)
4a,0[z1, z2, z3, z4] = −λ

4
V (z1, z2, z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
(4.15)
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+
λ2

8

∑

γ1

e−ω|γ1|2 I(γ1, z2 − z4) I(z1, z2 − γ1) I(z3, z4 + γ1)

×
∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

(
1− e

−ω|γ1|2 (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω

)
. (4.16)

The line (4.15) gives the logarithmically divergent renormalization of the coupling constant. It
remains to show that the remaining parts are convergent. In (4.16), if we add the external fields
ϕ1, ϕ2, ϕ3, ϕ4 ∈ EB(C2) and if use the inequality (4.8), we obtain:

∣∣∣
∑

γ1

〈ϕ1, ϕ2Uγ1〉B 〈ϕ3, ϕ4U−γ1〉B
∫ ∞

0

dβ1dβ2e
−µ2

0
2

(β1+β2)

(1− e−(β1+β2)ω)2

(
1− e

−ω|γ1|2 (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω

)∣∣∣

≤ ω
∑

γ1

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣ ∣∣〈ϕ3, ϕ4U−γ1〉B | |γ1|2

∫ ∞

0
dβ1 dβ2 e−

µ2
0
2

(β1+β2) (1− e−β1ω)(1 − e−β2ω)

(1− e−(β1+β2)ω)3
,

which is finite since 〈ϕi, ϕjUγ1〉B is a Schwartz sequence and because the β-integral is now
harmless.

It remains to estimate in (4.14) the remaining sum over γ 6= 0. Similar manipulations show
that

Γ
(1)
4a,6=0[ϕ1, ϕ2, ϕ3, ϕ4] = −λ

2

8

∑

γ1,γ 6=0

〈ϕ1, ϕ2U−γ1〉B 〈ϕ3, ϕ4Uγ1+γ〉B
∫ ∞

0

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω

2
(|γ|2 1+e−(β1+β2)ω

1−e−(β1+β2)ω
+γ1γ 1−2e−β1ω+e−(β1+β2)ω

1−e−(β1+β2)ω
+γγ1

1−2e−β2ω+e−(β1+β2)ω

1−e−(β1+β2)ω
+2|γ1|2 (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω
)
.

Thus,

∣∣∣Γ(1)
4a,6=0[ϕ1, ϕ2, ϕ3, ϕ4]

∣∣∣ ≤ λ2

8

∑

γ1,γ 6=0

∣∣〈ϕ1, ϕ2U−γ1〉B 〈ϕ3, ϕ4Uγ1+γ〉B
∣∣

∫ ∞

0

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω

2
(|γ|2 1+e−(β1+β2)ω

1−e−(β1+β2)ω
+(γ1γ+γγ1+2|γ1|2) (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω
)

≤ λ2

8

∑

γ1,γ 6=0

∣∣〈ϕ1, ϕ2U−γ1〉B 〈ϕ3, ϕ4Uγ1+γ〉B
∣∣

∫ ∞

0

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
−ωθ2

4
e−β1ω+e−β2ω

1−e−(β1+β2)ω ,

which is finite.
The next graph is

z2 z1z′
2

z′
1

z4z3 z′
4

z′
3

β1

β2

γ2 γ1

Γ
(1)
4b [z1, z2, z3, z4]

= −2

∫
dµ(z′1, z1

′) dµ(z′2, z2
′) dµ(z′3, z3

′) dµ(z′4, z4
′)

× V (z1, z2
′, z′3, z4)V (z′1, z2, z3, z4

′)H−1
ε (z′2, z1

′)H−1
ε (z′4, z2

′) .
(4.17)

This graph appears with the same symmetry factor as the first one. All z ′-integrations can
be trivially done using the reproducing kernels in the vertices, giving

Γ
(1)
4b [z1, z2, z3, z4] = −λ

2

8

∑

γ1,γ2

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)e−ω(|γ2 |2+|γ1|2+z2γ2+γ1z1+z4γ1+γ2z3)

× eω(z2e−β1ωγ1+γ2e−β1ωγ1+z2e−β1ωz1+γ2e−β1ωz1+z4e−β2ωγ2+γ1e−β2ωγ2+z4e−β2ωz3+γ1e−β2ωz3).
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There are two ways to proceed. We could set γ1 = γ2 + γ and perform a Poisson re-
summation (4.11) in the loop variable γ2. The second possibility, which underlines the duality
with the previous graph, consists in a Poisson re-summation in both γ1 and γ2:

Γ
(1)
4b [z1, z2, z3, z4] = − λ2

8θ4
eω(z4z1+z2z3)

∑

γ∗
1 ,γ∗

2

∫ ∞

ε
dβ1 dβ2

e−
µ2
0
2

(β1+β2)ω

(1− e−(β1+β2)ω)2
e
−ω

|γ∗1 |2+|γ∗2 |2

1−e−(β1+β2)ω

× e
ω(iγ∗

1 z1+z4iγ∗
1+z2iγ∗

2+iγ∗
2z3+

iγ∗1 e−β2ωiγ∗2+iγ∗2 e−β1ω iγ∗1

1−e−(β1+β2)ω
)
.

If we plug now γ∗2 = −γ∗1 + γ∗, we see that this graph leads to the same expression as the
previous one (4.14), up to a constant factor and the exchange γ1 → iγ∗1 , γ → −iγ∗ and z2 ↔ z4:

Γ
(1)
4b [z1, z2, z3, z4]

= − λ2

8θ4

∑

γ∗
1 ,γ∗

e−ω|γ∗
1 |2 I(iγ∗1 , z4 − z2) I(z1, z4 − iγ∗1) I(z3, z2 + iγ∗1)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω(−z2iγ∗−iγ∗z3+

|γ∗|2

1−e−(β1+β2)ω
+iγ∗

1
1−e−β2ω

1−e−(β1+β2)ω
iγ∗+iγ∗ 1−e−β1ω

1−e−(β1+β2)ω
iγ∗

1+|γ∗
1 |2

(1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω
)
.

(4.18)

The divergent part is thus given by

Γ
(1)
4b,div[z1, z2, z3, z4]

= − λ2

8θ4

∑

γ∗
1

e−ω|γ∗
1 |2 I(iγ∗1 , z4 − z2) I(z1, z4 − iγ∗1) I(z3, z2 + iγ∗1)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
,

(4.19)

which gives after a (final) Poisson re-summation (4.11) another (local, logarithmically divergent)
contribution for the coupling constant renormalization:

Γ
(1)
4b,div[z1, z2, z3, z4] = − λ

4θ2
V (z1, z2, z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (4.20)

We can summarize this estimations in the following

Proposition 4.3. For any θ ∈ R, the divergent part of the four-point planar 1PI Green function

associated with the action (2.33), in its one-loop approximation, is given by

Γ
(1)
4,planar,div[ϕ1, ϕ2, ϕ3, ϕ3] = − λ2

8ω2

(
1 +

1

θ2

)
TrAθ

[
(ϕ1, ϕ2)Aθ

(ϕ3, ϕ4)Aθ

]
ln

1

ε
.

4.3 4-point sector: Non-planar graphs

Up to now, we have found only local divergences which can be absorbed in a mass and coupling
constant renormalization. This is not the end of the story. We will see that the next two four-
point one-loop graphs develop non-local divergences, in the sense that the counter-term needed
is not present in the classical action (2.33). Indeed, the next graphs are topologically non-planar
and their singularities are of the same kind as the singularity of the non-planar sector of a
scalar field theory on the noncommutative torus or even on certain isospectral deformations [16].
This is the discrete version of the so-called the UV/IR-entanglement phenomenon: these new
singularities are restricted to the zero-mode γ = 0 of the vertex. They should not appear in
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models where the zero-mode can be consistently removed such as for U(1)-Yang-Mills theory on
the noncommutative torus [22].

As we will see, the behavior of these non-planar graphs for the Heisenberg module is highly
sensitive to the number-theoretical aspect of the deformation parameter θ. There are two dif-
ferent cases to consider. When θ is rational, we know that the model is a commutative one and
the singularities are local. For irrational θ, in order to control the sums for non-vanishing γ, we
need to impose a Diophantine type condition. We first give definitions.

Definition 4.4. An irrational number θ is said to satisfy a Diophantine condition if for all
n ∈ Z \ {0} there exist two constants C, δ > 0 such that

‖nθ‖T = inf
m∈Z
|nθ −m| ≥ C|n|−(1+δ) . (4.21)

We have the possibility to weaken this condition: An irrational number θ is said to satisfy a
weak Diophantine condition if for all n ∈ Z \ {0} there exist two constants C1, C2 > 0 such that

‖nθ‖T = inf
m∈Z
|nθ −m| ≥ C1e

−C2 |n| . (4.22)

Those definitions extends for tuples of irrational number (θ1, · · · , θd), where the exponent
1 + δ in (4.21) has to be replaced by d+ δ.

A Diophantine condition is a way to measure “how far from rationals” is an irrational number.
More precisely, it means that the convergence of the continuous fractional expansion is quite
slow. Note that the (ordinary) Diophantine condition is equivalent to the requirement that the
inverse torus-norm of nθ is a tempered distribution on S(Z\{0}). This is a natural requirement
because of the distributional nature of QFT and since the basic formulation of our model relies
on Schwartz sequences. Note also that irrational numbers satisfying a Diophantine condition
are not exceptional since they are of full Lebesgue measure. However, since at one-loop the
non-planar sector is only logarithmically divergent, this condition can be weakened: We are able
to control the convergence even under the weakest version of the Diophantine condition (4.22).

The first non-planar graph to compute is given by

z2 z1

z3 z′
4

z′
1
z′
2

z′
3

z4

β1β2

γ2

γ1

Γ
(1)
4c [z1, z2, z3, z4]

= −4

∫
dµ(z′1, z1

′) dµ(z′2, z2
′) dµ(z′3, z3

′) dµ(z′4, z4
′)

V (z1, z2, z
′
1, z2

′)V (z3, z4
′, z′3, z4)H

−1
ε (z′2, z3

′)H−1
ε (z′4, z1

′) .
(4.23)

This graph appears eight times in the expansion, leading to twice the symmetry factor of the
previous graphs. We have

Γ
(1)
4c [z1, z2, z3, z4] = −λ

2

4

∑

γ1,γ2

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)e−ω(|γ1 |2+|γ2|2−z2γ1−(z2−γ1)z1+z4γ2)

× eω(−(z4+γ2)e−β1ωγ1+((z4+γ2)e−(β1+β2)ω+γ1e−β2ω)γ2+((z4+γ2)e−(β1+β2)ω+γ1e−β2ω−γ2)z3) . (4.24)

We perform a Poisson re-summation in the loop wavy line index (in γ2):

Γ
(1)
4c [z1, z2, z3, z4] = − λ2

4θ2

∑

γ1,γ∗
2

eω(z2z1+z4z3+iγ∗
2z3+z4iγ∗

2−γ1z1+z2γ1)

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
− ω

1−e−(β1+β2)ω
(|γ1|2+|γ∗

2 |2+γ1iγ∗
2 e−β2ω−iγ∗

2γ1e−β1ω)
. (4.25)
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In order to see what happens in the different arithmetical cases, it is perhaps more enlight-
ening to add external field ϕ1, ϕ2, ϕ3, ϕ4 ∈ EB . After some rearrangements, we obtain

Γ
(1)
4c [ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

4θ2

∑

γ1,γ∗
2

〈ϕ1, ϕ2Uγ1〉B 〈ϕ3, ϕ4Uiγ∗
2
〉B

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω

2
1+e−(β1+β2)ω

1−e−(β1+β2)ω
(|γ1|2+|γ∗

2 |2) e
− ω

1−e−(β1+β2)ω
(γ1 iγ∗

2 e−β2ω−iγ∗
2γ1e−β1ω)

. (4.26)

Now, the number-theoretical aspect of the deformation parameter θ comes into the play.
Since γ∗ = 1√

2
(m + in), for θ ∈ N (commutative case) we can set γ1 = −iγ∗2 in (4.25) (the sum

γ1 6= −iγ∗2 gives a finite contribution as it can be shown by similar estimates as those used along
this section) and obtain

− λ2

4θ2

∑

γ1

〈ϕ1, ϕ2Uγ1〉B 〈ϕ3, ϕ4U−γ1〉B
∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
−ω|γ1|2 (1−e−β1ω)(1−e−β2ω)

1−e−(β1+β2)ω .

Thus, using the routine inequalities, we can extract the divergent part of Γ
(1)
4d [z1, z2, z3, z4]:

Γ
(1)
4c,div[z1, z2, z3, z4] = − λ

2θ2
V (z1, z2, z3, z4)

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
, (4.27)

so in the commutative case, the divergence is local as expected.

When θ is rational, the divergence is local as well. Indeed, for θ = p/q we have γ1 = p

q
√

2
(m1+

in1) and −iγ∗2 = 1√
2
(n2 − im2). Thus, if we restrict the sum to the set of (m1.n1,m2, n2) ∈

Z8, such that pn1 = −qm2 and pm1 = qn2 (the rest is a finite sum that corresponds to a
finite multiplicity and yields a finite contribution) and if we add external fields and use the
transformation (3.38), we find for the divergent part:

−q
2λ2

4p2

∫ 1
q

0
dx

∫ 1
q

0
dyTr

[
M †M

]
(x, y) Tr

[
M †M

]
(x, y)

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (4.28)

Whereas unfamiliar in the standard formulation of a field theory on a vector bundle with
matricial fibers, such a term in the original action is perfectly acceptable.

When θ is irrational, plus satisfying a Diophantine condition (Definition 4.4) to control the
sums γ1, γ

∗
2 6= 0, we see in (4.25) that only the mode γ1 = 0, γ∗2 = 0 will contribute to the

divergent part. There are three regions to consider:
(I) γ1 = γ∗2 = 0,

(II) γ1 = 0, γ∗2 6= 0,
(III) γ1 6= 0, any γ∗2 .

In case (I), we obtain

Γ
(1)
4c,θ /∈Q,(I)[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

4θ2
〈ϕ1, ϕ2〉B 〈ϕ3, ϕ4〉B

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (4.29)

It is worthwhile to notice that this divergence is non-local and requires a counter-term of the
form

TrAθ

[
(ϕ,ϕ)Aθ

]
TrAθ

[
(ϕ,ϕ)Aθ

]
. (4.30)

This is the discrete version of the UV/IR-entanglement, reminiscent to toric-noncommutative
spaces [16].
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The estimation in region (II) is analogous to an estimation we performed for planar graphs.
It remains to estimate the region (III), where the Diophantine condition will be used. We obtain
in the limit ε→ 0:

∣∣∣Γ(1)
4c,θ /∈Q,(III)[ϕ1, ϕ2, ϕ3, ϕ4]

∣∣∣

≤ λ2

4θ2

∑

γ1 6=0,γ∗
2

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣ ∣∣〈ϕ3, ϕ4Uiγ∗

2
〉B

∣∣

×
∫ ∞

0
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
−ω

2
1+e−(β1+β2)ω

1−e−(β1+β2)ω
(|γ1|2+|γ∗

2 |2)e
−ω

2
e−β1+e−β2

1−e−(β1+β2)ω
(γ1iγ∗

2−iγ∗
2γ1)

=
λ2

4θ2

∑

γ1 6=0,γ∗
2

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣ ∣∣〈ϕ3, ϕ4Uiγ∗

2
〉B

∣∣

×
∫ ∞

0
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
−ω

2
e−β1ω+e−β2ω

1−e−(β1+β2)ω
|γ1+iγ∗

2 |2e
−ω

2
(1−e−β1 )(1−e−β2 )

1−e−(β1+β2)ω
(|γ1|2+|γ∗

2 |2)

≤ λ2

4θ2

∑

γ1 6=0,γ∗
2

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣ ∣∣〈ϕ3, ϕ4Uiγ∗

2
〉B

∣∣

×
∫ ∞

0
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
−ω

2
e−β1ω+e−β2ω

1−e−(β1+β2)ω
|γ1+iγ∗

2 |2 . (4.31)

Using now the (regular) Diophantine condition according to Definition 4.4, and disregarding the
β-integrals from 1 to +∞ (which gives a finite contribution say C1), we are left with

∣∣∣Γ(1)
4c,γ1 6=0,(III)[ϕ1, ϕ2, ϕ3, ϕ4]

∣∣∣

≤ C1 +
λ2

4θ2

∑

γ∗
2

∣∣〈ϕ3, ϕ4Uiγ∗
2
〉B

∣∣ ∑

γ1 6=0

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣
∫ 1

0
dβ1dβ2

supγ∗
2

{
e
−ω

2
e−β1ω+e−β2ω

1−e−(β1+β2)ω
|γ1+iγ∗

2 |2
}

(1− e−(β1+β2)ω)2

≤ C1 + C2

∑

γ1 6=0

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣

∫ 1

0
dβ1dβ2

e
−ω

2
e−β1ω+e−β2ω

1−e−(β1+β2)ω
infγ∗2

|γ1+iγ∗
2 |2

(1− e−(β1+β2)ω)2

≤ C1 + C2

∑

γ1 6=0

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣

∫ 1

0
dβ1dβ2

e
−Cω

2
e−β1ω+e−β2ω

1−e−(β1+β2)ω
|γ1|−2(4+δ)

(1− e−(β1+β2)ω)2

≤ C1 +
∑

γ1 6=0

∣∣〈ϕ1, ϕ2Uγ1〉B
∣∣ (C3 + C4 ln |γ1|) , (4.32)

which is finite because 〈ϕi, ϕjUγ〉B is a Schwartz sequence.
It should be clear that the same conclusion holds with the weak Diophantine condition

(4.22) instead. The reason for that works is that this graph is logarithmically divergent only.
However, it is unclear for us if this condition will suffice at higher loops. There is a general
argument [6] that oriented just renormalizable φ4-models do not have quadratically divergent
non-planar graphs. If this argument applies to our case, the weak Diophantine condition might
suffice in general.
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The second non-planar graph we have to compute is

z2 z1z′
2

z′
1

z4z3 z′
4

z′
3

β1

β2

γ1

γ2

Γ
(1)
4d [z1, z2, z3, z4]

= −2

∫
dµ(z′1, z1

′) dµ(z′2, z2
′) dµ(z′3, z3

′) dµ(z′4, z4
′)

× V (z1, z2
′, z3, z4

′)V (z′3, z4, z
′
1, z2)H

−1
ε (z′2, z1

′)H−1
ε (z′4, z3

′) .
(4.33)

We have

Γ
(1)
4d [z1, z2, z3, z4] = −λ

2

8

∑

γ1,γ2

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)e−ω(|γ1 |2+|γ2|2)

× eω(z2γ2+(z2−γ2)e−β1ωγ1+(z2−γ2)e−β1ωz1−γ1z1−z4γ2−(z4+γ2)e−β2ωγ1+(z4+γ2)e−β2ωz3+γ1z3) .

We set γ2 = −γ1 + γ. The resulting Gaußian decay in γ1 is suppressed for small βi, which is
best expressed by a Poisson re-summation in γ1:

Γ
(1)
4d [z1, z2, z3, z4]

= − λ2

8θ2

∑

γ∗
1 ,γ

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
eω((z2−z4)γ−|γ|2+(z2−γ)e−β1ωz1+(z4+γ)e−β2ωz3)

× e
ω

(2−e−β1ω−e−β2ω)
(γ(1−e−β1ω−e−β2ω)−z2(1−e−β1ω)+z4(1−e−β2ω)−iγ∗

1 )(γ−(1−e−β1ω)z1+(1−e−β2ω)z3−iγ∗
1 )

= − λ2

8θ2

∑

γ∗
1 ,γ

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
eω

(
(z2−z4)γ+γ(z3−z1)+z2z1+z4z3−γiγ∗

1

)

× e
− ω

(2−e−β1ω−e−β2ω)

(
|γ−iγ∗

1 |2+(γ−iγ∗
1 )((1−e−β2ω)z3−(1−e−β1ω)z1)+(z2(1−e−β1ω)−z4(1−e−β2ω))(γ−iγ∗

1 )
)

× e
−ω(1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z2+z4)(z1+z3)

. (4.34)

When θ is irrational, plus satisfying a Diophantine condition (Definition 4.4) to control the
sums γ, γ∗1 6= 0, we see that only the mode γ = 0, γ∗1 = 0 will contribute to the diverging part.
Adding external fields and integrating over the zi-positions with the help of the reproducing
kernels, we obtain in this case

Γ
(1)
4d,γ=γ∗

1=0[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

8θ2

∫
dµ(z1, z1) dµ(z3, z3)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2

ϕ1(z1)ϕ2

(
z1 − ω(1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)
ϕ3(z3)ϕ4

(
z3 − ω(1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)
. (4.35)

Now, using Taylor’s theorem in the form ϕ(z+ y) = ϕ(z)+ y
∫ 1
0 dξ (∂ϕ)(z+ ξy), it is easy to see

that the derivatives of ϕ lead to a convergent β-integral. Therefore, the divergent part is given
by

Γ
(1)
4d,div[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

8θ2
〈ϕ1, ϕ2〉B 〈ϕ3, ϕ3〉B

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
. (4.36)

Again, this divergence is quite problematic at this stage since it corresponds to a counterterm
of the form (4.30), which was not present in the classical action we have chosen (2.33).
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For θ ∈ N, the divergent part of the graph (4.33) is given by the mode γ∗
1 = −iγ. Using

again Taylor’s theorem we obtain

Γ
(1)
4d,θ∈N,div[z1, z2, z3, z4] = − λ

4θ2
V (z1, z2, z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
. (4.37)

In contrast to the irrational case, this is now a local counterterm. For θ rational, the same
discussion than in the previous graph applies, and we are left with a divergence of the form
(4.28).

It remains to show that in the irrational Diophantian case, the remaining sum over (γ, γ ∗
1) 6=

(0, 0) leads to a convergent integral. With the help of reproducing kernels we find for (4.34)

Γ
(1)
4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

8θ2

∑

(γ∗
1 ,γ) 6=(0,0)

∫
dµ(z1, z1) dµ(z3, z3)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2

× ϕ1(z1)ϕ2

(
z1 + γ − (1−e−β1ω)

(2−e−β1ω−e−β2ω)
(γ − iγ∗1)− (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)

× ϕ3(z3)ϕ4

(
z3 − γ + (1−e−β2ω)

(2−e−β1ω−e−β2ω)
(γ − iγ∗1)− (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)

× eω
(
γ(z3−z1)−γiγ∗

1

)
e
− ω

(2−e−β1ω−e−β2ω)

(
|γ−iγ∗

1 |2+(γ−iγ∗
1 )((1−e−β2ω)z3−(1−e−β1ω)z1)

)
.

We re-express γ, γ∗1 -dependence of the field positions in terms of the unitaries U :

Γ
(1)
4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

8θ2

∑

(γ∗
1 ,γ) 6=(0,0)

∫
dµ(z1, z1) dµ(z3, z3)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2

× ϕ1(z1)
(
ϕ2UγU

− (1−e−β1ω)(γ−iγ∗
1 )

(2−e−β1ω−e−β2ω)

)(
z1 − (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)

× ϕ3(z3)
(
ϕ4U−γU (1−e−β2ω)(γ−iγ∗

1 )

(2−e−β1ω−e−β2ω)

)(
z3 − (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)

)

× e
− ω

(2−e−β1ω−e−β2ω)
|γ−iγ∗

1 |2(1− (1−e−β1ω)2+(1−e−β2ω)2

2(2−e−β1ω−e−β2ω)
)

× e
−ω(1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

(2−e−β1ω−e−β2ω)2
(γ−iγ∗

1 )(z1+z3)
.

Now we absorb the last line in new unitaries, at the price of (γ − iγ∗
1)-dependent positions:

Γ
(1)
4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4] = − λ2

8θ2

∑

(γ∗
1 ,γ) 6=(0,0)

∫
dµ(z1, z1) dµ(z3, z2)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2

× ϕ1(z1)


ϕ2U−γU (1−e−β1ω)(γ−iγ∗

1 )

(2−e−β1ω−e−β2ω)

U (1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

2(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))
(γ−iγ∗

1 )




(
z1 − (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)− (1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

2(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))
(γ − iγ∗1)

)

× ϕ3(z3)


ϕ4UγU

− (1−e−β2ω)(γ−iγ∗
1 )

(2−e−β1ω−e−β2ω)

U (1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

2(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))
(γ−iγ∗

1 )




(
z3 − (1−e−β1ω)(1−e−β2ω)

(2−e−β1ω−e−β2ω)
(z1+z3)− (1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

2(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))
(γ − iγ∗1)

)

× e
− ω|γ−iγ∗1 |2

(2−e−β1ω−e−β2ω)

(
1− (1−e−β1ω)2+(1−e−β2ω)2

2(2−e−β1ω−e−β2ω)
+ (1−e−β1ω)2(1−e−β2ω)2(e−β1ω−e−β2ω)2

4(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))2

)
.
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Since

1− (1− e−β1ω)2 + (1− e−β2ω)2

2(2 − e−β1ω − e−β2ω)
≥ 1

2
,

we obtain
∣∣Γ(1)

4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4]
∣∣

≤ λ2

8θ2

∑

(γ∗
1 ,γ) 6=(0,0)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
e
− ω|γ−iγ∗1 |2

2(2−e−β1ω−e−β2ω)

×
∣∣∣
∫
dµ(z1, z1) dµ(z3, z3)ϕ1(z1)ϕ3(z3)

×
(
ϕ2U−γUf1(β1,β2)(γ−iγ∗

1 )Uf2(β1,β2)(γ−iγ∗
1 )

)(
z1 − f3(β1, β2)(z1 + z3)− f2(β1, β2)(γ − iγ∗1)

)

×
(
ϕ4UγU−f1(β2,β1)(γ−iγ∗

1 )Uf2(β1,β2)(γ−iγ∗
1 )

)(
z3 − f3(β1, β2)(z1 + z3)− f2(β1, β2)(γ − iγ∗1)

) ∣∣∣,

where we have set

f1(β1, β2) =
(1− e−β1ω)

(2− e−β1ω − e−β2ω)
,

f2(β1, β2) = (1−e−β1ω)(1−e−β2ω)(e−β1ω−e−β2ω)

2(2−e−β1ω−e−β2ω)(e−β2ω(1−e−β1ω)+e−β1ω(1−e−β2ω))
,

f3(β1, β2) =
(1− e−β1ω)(1− e−β2ω)

(2− e−β1ω − e−β2ω)
.

The next step consists in disregarding the term f3(β1, β2)(z1 + z3) + f2(β1, β2)(γ − iγ∗1) in the
argument of ϕ2, ϕ4. Indeed, any φ ∈ EB(C2) = BS(R2) can be written as φ(z) =

∑
n φn z

n,
where {φn} ∈ S(N). This holds because any f ∈ S(R2) can be expanded as a sum of the
eigen-modes of the harmonic oscillator, with rapid decreasing coefficients. Thus, applying that
to ϕ2U−γUf1(β1,β2)(γ−iγ∗

1 )Uf2(β1,β2)(γ−iγ∗
1 ), the analysis of the first term in the expansion of

(
z1 − f3(β1, β2)(z1 + z3)− f2(β1, β2)(γ − iγ∗1)

)n
,

is enough since they are all of the same weight, because fi(β1, β2) ∈ L∞(R+ × R+), i = 1, 2, 3.
Thus, each term can be estimated along the same lines as the first one, with estimates uniform
in βi, γ, γ

∗
1 . Finally, the Schwartz coefficients will absorb the overall number of terms of the

expansion in zn. Thus, disregarding the integral from 1 to +∞ which gives a finite contribution
C1, we are left with

∣∣Γ(1)
4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4]

∣∣ ≤ C1 +
λ2

8θ2

∑

(γ∗
1 ,γ) 6=(0,0)

∫ 1

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2 − e−β1ω − e−β2ω)2
e
− ω|γ−iγ∗1 |2

2(2−e−β1ω−e−β2ω)

×
∣∣∣
〈
ϕ1, ϕ2U−γ+(f1(β1,β2)+f2(β1,β2)(γ−iγ∗

1 )

〉
B

〈
ϕ3, ϕ4Uγ−(f1(β2,β1)−f2(β1,β2)(γ−iγ∗

1 )

〉
B

∣∣∣,

Since 〈φ, χUη〉B belongs to S(R4) as a function of η ∈ C2 ' R4, and since f2 → 0, β1, β2 → 0
and f1 → 1, β1, β2 → 0, β1 = β2 (which is the only important case to treat), we deduce that

∣∣∣
〈
ϕ1, ϕ2U−γ+(f1(β1,β2)+f2(β1,β2)(γ−iγ∗

1 )

〉
B

〈
ϕ3, ϕ4Uγ−(f1(β2,β1)−f2(β1,β2)(γ−iγ∗

1 )

〉
B

∣∣∣ ≤ aγ,γ∗
1
,

uniformly in β1, β2 and where 0 ≤ {aγ,γ∗
1
} ∈ S(Z8). Finally, we get

∣∣Γ(1)
4d,θ /∈Q,conv[ϕ1, ϕ2, ϕ3, ϕ4]

∣∣ ≤ C1 +
∑

(γ∗
1 ,γ) 6=(0,0)

aγ,γ∗
1

∫ 1

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(2− e−β1ω − e−β2ω)2
e
− ω|γ−iγ∗1 |2

2(2−e−β1ω−e−β2ω) .
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Thus the estimate (4.32) of the previous diagram applies as well and shows that the limit ε→ 0
is finite.

Gathering all result we have proven:

Proposition 4.5. When θ ∈ Q, the divergent part of the four-point non-planar 1PI Green

function associated with the action (2.33), in its one-loop approximation, is given by

Γ
(1)
4,non−planar ,div[M

†
1 ,M2,M

†
3 ,M4]

= − 3λ2

8ω2θ2

∫ 1
q

0
dx

∫ 1
q

0
dy Tr

[
M †

1M2

]
(x, y) Tr

[
M †

3M4

]
(x, y) ln

1

ε
,

and when θ ∈ R \Q plus satisfying the weak Diophantine condition (4.22), it is given by

Γ
(1)
4,non−planardiv [ϕ1, ϕ2, ϕ3, ϕ4] = − 3λ2

8ω2θ2
TrAθ

[
(ϕ1, ϕ2)Aθ

]
TrAθ

[
(ϕ3, ϕ4)Aθ

]
ln

1

ε
.

In the irrational case, this analysis leads to the introduction of a non-local term in the action
(2.33), associated to the new divergence and with a second coupling constant:

S[φ, φ] = gµνTrAΘ

[
(∇µφ,∇νφ)AΘ

]
+ µ2

0TrAΘ

[
(φ, φ)AΘ

]
+
λ

2
TrAΘ

[
(φ, φ)2AΘ

]

+
λ′

2

[
TrAθ

[
(φ, φ)Aθ

]]2
. (4.38)

Such a term also appeared in [1].
To show that our theory is now reasonably well defined, we have to show that the divergences

coming from loop diagrams constructed with the new vertex (and also with mixed vertices) can
be absorbed by a redefinition of µ0, λ, λ′. This is shown to hold in the one-loop approximation
in the next section.

5 Mixed diagrams

We symbolize the new vertex by a dotted line:

z2 z1

z4z3

=
λ′

2
I(z1, z2) I(z3, z4) . (5.1)

This interaction
(
TrAθ

[
(φ, φ)Aθ

])2
can also be written using the Hubbard-Stratonovitch

transform as

e−
λ′

2

(
TrAθ

[
(φ,φ)Aθ

])2

=

√
λ′

2π

∫

R

da e−
λ′

2
a2−iλ′a TrAθ [(φ,φ)Aθ ], (5.2)

where we integrate over a real number a. Equivalently, it can also be obtained by introducing a
different coupling for the constant mode of the field A appearing in the Hubbard-Stratonovitch
transform.
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5.1 2-point sector

The first 2-point graph with the new vertex is thus

z2 z1

z4z3 Γ
(1)
2c [z1, z2] =

λ′

2
I(z1, z2)

∫ ∞

ε
dβ

e−
βµ2

0
2

(1− e−βω)2
. (5.3)

Its value is obtained from (4.5) by putting γ 7→ 0 and λ 7→ λ′. This coincides exactly with the
previous divergence.

The second contribution to the one-loop two-point function is the graph

z2 z1z4z3

Γ
(1)
2d [z1, z2] =

λ′

2
I(z1, z2)

∫ ∞

ε
dβ e−

βµ2
0

2 e−ωz2(1−e−βω)z1 . (5.4)

Again, this is immediately obtained from (4.10). After insertion of external fields, the integral
is obviously finite.

5.2 4-point sector: planar graphs

To each of the previous graphs there correspond three different new graphs. The mixed analogue
of (4.13) is

2×

z2 z1

z′1 z2
′

z′
3

z4
′

z4z3

γ

β1 β2

Γ
(1)
4e [z1, z2, z3, z4]

= −λλ
′

4

∑

γ

I(z1, z2) I(z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2

× e
−ω(z4γ−γz3+

|γ|2

1−e−(β1+β2)ω
)
. (5.5)

The graph where the new vertex is above has the same value so that we count this graphs twice.
Its value is obtained from (4.14) by setting γ1 = 0 and γ2 = γ. Obviously, only the mode γ = 0
produces a divergence:

Γ
(1)
4e,div[z1, z2, z3, z4] = −λλ

′

4
I(z1, z2) I(z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (5.6)

There is also the analogue of (4.13) where both vertices are new ones:

z2 z1

z′
1

z2
′

z′
3

z4
′

z4z3

β1 β2

Γ
(1)
4f [z1, z2, z3, z4]

= −λ
′2

8
I(z1, z2) I(z3, z4)

∫ ∞

ε

dβ1dβ2 e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (5.7)

This gives directly the divergent part.
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All mixed analogues of the graph (4.17) are finite, because there is no loop summation:

2×

z2 z1z′
2

z′
1

z4z3 z′
4

z′
3

β1

β2

γ

Γ
(1)
4g [z1, z2, z3, z4]

= −λλ
′

4

∑

γ

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)eω(−|γ1 |2−γz1−z4γ)

× eω(z2e−β1ωγ+z2e−β1ωz1+z4e−β2ωz3+γe−β2ωz3). (5.8)

z2 z1z′
2

z′
1

z4z3 z′
4

z′3

β1

β2

Γ
(1)
4h [z1, z2, z3, z4]

= −λ
′2

8

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)eω(z2e−β1ωz1+z4e−β2ωz3) . (5.9)

5.3 4-point sector: non-planar graphs

The analogues of the first non-planar graph (4.23) have one possibility where a loop summation
remains. Writing directly the result of the Poisson re-summation, we have

z2 z1

z3 z′
4

z′1 z′
2

z′3 z4

β1β2

γ2

Γ
(1)
4i [z1, z2, z3, z4]

= −λλ
′

4θ2

∑

γ∗
2

eω(z2z1+z4z3+iγ∗
2 z3+z4iγ∗

2 )

×
∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
e
− ω

1−e−(β1+β2)ω
|γ∗

2 |2 . (5.10)

Only the mode γ∗2 = 0 contributes to the divergence:

Γ
(1)
4i,div[z1, z2, z3, z4] = −λλ

′

4θ2
I(z1, z2) I(z3, z4)

∫ ∞

ε
dβ1dβ2

e−
µ2
0
2

(β1+β2)

(1− e−(β1+β2)ω)2
. (5.11)

The other analogues of (4.23) are finite:

z2 z1

z3 z′
4

z′
1
z′
2

z′
3

z4

β1β2

γ1

Γ
(1)
4j [z1, z2, z3, z4]

= −λλ
′

4

∑

γ1

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)eω(−|γ1|2+z2γ1+z2z1−γ1z1)

× eω(−z4e−β1ωγ1+z4e−(β1+β2)ωz3+γ1e−β2ωz3) . (5.12)

z2 z1

z3 z′
4

z′
1
z′
2

z′
3

z4

β1β2

Γ
(1)
4k [z1, z2, z3, z4]

= −λ
′2

4

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)eω(z2z1+z4e−(β1+β2)ωz3) . (5.13)
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All analogues of the second non-planar graph (4.33) are finite:

2×

z2 z1z′
2

z′
1

z4z3 z′
4

z′
3

β1

β2

γ2

Γ
(1)
4l [z1, z2, z3, z4]

= −λλ
′

4

∑

γ2

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)e−ω|γ2|2

× eω(z2γ2+(z2−γ2)e−β1ωz1−z4γ2+(z4+γ2)e−β2ωz3) . (5.14)

z2 z1z′
2

z′
1

z4z3 z′
4

z′3

β1

β2

Γ
(1)
4m[z1, z2, z3, z4]

= −λ
′2

8

∫ ∞

ε
dβ1dβ2 e−

µ2
0
2

(β1+β2)eω(z2e−β1ωz1+z4e−β2ωz3) . (5.15)

In conclusion, the new divergences reproduce the action functional (4.38) (which includes
the new vertex) so that the model is one-loop renormalizable.

6 β-functions

Here we compute the β-functions of our model in the most interesting case where θ is irra-
tional and satisfies the Diophantine condition (4.22). We can summarize the divergent Green’s
functions to

Γ
(1)
2 [z1, z2] =

1

2ω

(
λ
(
1 +

1

θ2

)
+ λ′

)
I(z1, z2)

( 1

εω
+

(
1− µ2

0

2ω

)
ln

1

ε

)
, (6.1)

Γ
(1)
4 [z1, z2, z3, z4] = − λ

4ω2

(
1 +

1

θ2

)
V (z1, z2, z3, z4) ln

1

ε
(6.2)

− 1

8ω2

(
λ′2 +

3λ2

θ2
+ 2λλ′

(
1 +

1

θ2

))
I(z1, z2)I(z3, z4) ln

1

ε
. (6.3)

This leads to the following relation between the renormalized quantities µR, λR, λ
′
R and the bare

quantities µ0, λ, λ
′:

µR = µ0 +
1

2ω

(
λ
(
1 +

1

θ2

)
+ λ′

)( 1

εω
+

(
1− µ2

0

2ω

)
ln

1

ε

)
, (6.4)

λR = λ− λ2

4ω2

(
1 +

1

θ2

)
ln

1

ε
, (6.5)

λ′R = λ′ − 1

4ω2

(
λ′2 +

3λ2

θ2
+ 2λλ′

(
1 +

1

θ2

))
ln

1

ε
. (6.6)

Solving for the bare quantities, we obtain

µ0 = µR −
1

2ω

(
λR

(
1 +

1

θ2

)
+ λ′R

)( 1

εω
+

(
1− µ2

0

2ω

)
ln

1

ε

)
, (6.7)

λ = λR +
λ2

R

4ω2

(
1 +

1

θ2

)
ln

1

ε
, (6.8)

λ′ = λ′R +
1

4ω2

(
λ′R

2
+

3λ2
R

θ2
+ 2λRλ

′
R

(
1 +

1

θ2

))
ln

1

ε
. (6.9)

The β-functions are therefore given by

β =
λ2

R

4ω2

(
1 +

1

θ2

)
, β′ =

1

4ω2

(
λ′R

2
+

3λ2
R

θ2
+ 2λRλ

′
R

(
1 +

1

θ2

))
. (6.10)
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We thus conclude that the model is neither asymptotically free nor has a finite fixed point as
it was the case for the renormalizable φ4

4-model on the Moyal plane [19]. The result also shows
that there does not exist a (θ-independent) relation between the coupling constants λ ′, λ′ which
is preserved over all scales.

Conclusion

In the general formalism of noncommutative geometry, we have proposed a definition of a field
theory on a projective module which is the noncommutative analogue of a scalar field theory
with non-trivial topology. In the case of a noncommutative torus, the simplest non-trivial
projective modules can be constructed using representations of the Heisenberg commutation
relations. We have given a detailed account of the corresponding field theory, whose properties
are reminiscent of those of a rectangular matrix model, whereas algebra-valued fields correspond
to square matrices.

In particular, we have shown that the model suffers from an UV/IR-mixing. Contrarily
to what happens for field theories on the Moyal plane, here the arithmetical nature of the
deformation parameters plays a central role. For θ satisfying a Diophantine condition, the
theory is one-loop renormalizable at the price of introducing the extra counterterm

[
TrAθ

(φ, φ)Aθ

]2
(6.11)

in the action, whereas the basic action we started with is

TrAθ

[
(φ, φ)2Aθ

]
. (6.12)

In a commutative field theory, such a counterterm would break the locality of the action but in a
matrix model it corresponds to [Tr(M †M)]2 and is perfectly acceptable. This is the only way we
found to cure the UV/IR-mixing problem. Note that the adjunction of such a counterterm fits
perfectly with the spirit of [18]. The only difference is that they need to modify the propagator,
whereas we need to change the interaction.

The occurrence of the Diophantine condition is not so surprising here. In fact, after suitable
Poisson re-summations, divergences in the β integrals appear whenever the lattice Γ and its dual
Γ̂ have elements that are close enough. In the rational case, the two lattices have non-trivial
intersections that lead to sharp divergences corresponding to the usual counterterms but other-
wise the distance is bounded by a fixed number. In the irrational case, Γ∩ Γ̂ = {0} but the two
lattices have elements that are as close as possible. The Diophantine condition allows to set a
lower bound for the distance between Γ and Γ̂ when restricted to a ball of radius R as a function
of R.
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A Comments on the duality covariant model

In the duality covariant φ4
4-theory on the Moyal plane (3.55), the planar one-loop two-point

graph reads:
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Γ
(1)
1,P (x1, x2) =

∫
dx3 dx4 V?(x1, x2, x3, x4)H

−1
ε (x3, x4)

=
λΩ

4!4π6θ5

∫
dx3 dx4 δ(x1 − x2 + x3 − x4) e

−2iθ−1(x1,x2) e−2iθ−1(x3,x4)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)
e−

Ω
2θ

(
coth(β/2)|x3−x4|2+tanh(β/2)|x3+x4|2

)

=
λΩ

4!4π6θ5
e−2iθ−1(x1,x2)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)

∫
dx3 e

−2iθ−1(x3,x1−x2)

× e− Ω
2θ

(
coth(β/2)|x1−x2|2+4 tanh(β/2)|x3 |2

)

=
λ

4!42π4θ3Ω
e−2iθ−1(x1,x2)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|x1−x2|2 . (A.1)

To obtain the third equality we used the translation x3 → x3+
1
2(x1−x2), which leaves unchanged

the phase factor due to the skew-symmetry of S.
This amplitude is divergent in the coinciding-points limit, i.e. it is UV-divergent. We now
extract local divergences from the previous expression. They will correspond to the mass,
wave-function and oscillator frequency renormalization. In the same manner that momentum
space renormalization corresponds to subtract Feynman amplitude with zero external momenta,
configuration space renormalization is done by attaching all the external legs at the same point.
To be able to apply this guiding principle, we have to go to the quantum effective action level,
that is to smear the regularized Green functions with external or background fields, and to
expand them on a neighborhood of a given point via a Taylor expansion with integral remainder.

Γ
(1)
1,P [ϕ1, ϕ2] :=

∫
dx dy Γ

(1)
1,P (x, y)ϕ1(x)ϕ2(y)

=
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)ϕ2(x+ y) e−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

=
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)

(
ϕ2(x) + yµ∂µϕ2(x) + 1

2y
µyν∂µ∂νϕ2(x)

+ 1
2y

µyνyρ

∫ 1

0
dξ (1− ξ)2

(
∂µ∂ν∂ρϕ

)
(x+ ξy)

)
e−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2 , (A.2)

Let us label by Xi, i = 1, · · · , 4 the four different terms coming from the Taylor expansion.
The first summand reads:

X1 =
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)ϕ2(x) e

−2iθ−1(x,y)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

=
λΩ

96π2θ(1 + Ω2)2

∫
dxϕ1(x)ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)
e
− 2Ω

θ(1+Ω2)
tanh(β/2)|x|2

=
λΩ

96π2θ(1 + Ω2)2

∫
dxϕ1(x)ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)

− λΩ2

96π2θ2(1 + Ω2)3

∫
dxϕ1(x) |x|2 ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh(β) cosh2(β/2)
+O(ε0). (A.3)
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For the second summand, we obtain using integration by parts:

X2 =
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x) y

µ∂µϕ2(x) e
−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

=
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)

i

2
θµν∂µ∂µϕ2(x) e

−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

= 0. (A.4)

Thus, X2 identically vanishes due to the skew-symmetry of the deformation matrix. For the
third one, we get:

X3 =
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)

1
2y

µyν∂µ∂νϕ2(x) e
−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

= − λΩ

4!4π2θ(1 + Ω2)2
1

8
θµ1ν1θµ2ν2

∫
dxϕ1(x) ∂µ1∂µ2ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)

×
(
− 4Ω

θ(1 + Ω2)
tanh(β/2) δν1ν2 +

16Ω2

θ2(1 + Ω2)2
tanh2(β/2)xν1xν2

)
e
− 2Ω

θ(1+Ω2)
tanh(β/2)|x|2

= − λΩ2

384π2(1 + Ω2)3

∫
dxϕ1(x)4ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh(β) cosh2(β/2)
+O(ε0). (A.5)

Let us show that X4, the integral remainder of the Taylor expansion, gives a finite contribu-
tion. Indeed, we have

X4 =
λ

4!42π4θ3Ω

∫
dx dy ϕ1(x)

1
2y

µyνyρ

∫ 1

0
dξ (1− ξ)2(∂µ∂ν∂ρϕ2(x+ ξy) e−2iθ−1(x,y)

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2 , (A.6)

thus,

|X4| ≤ C ‖∂µ∂ν∂ρϕ2‖∞ ‖ϕ1‖1
∫ 1

0
dξ (1− ξ)2

∫
dy |yµyνyρ|

×
∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β) tanh2(β/2)
e−

1+Ω2

2θΩ
coth(β/2)|y|2

= C ′ ‖∂µ∂ν∂ρϕ‖∞ ‖ϕ‖1
∫
dy |yµyνyρ|e− 1+Ω2

2θΩ
|y|2

∫ ∞

ε
dβ e−θµ2

0β/4Ω tanh3/2(β/2)

sinh2(β)
,

which is finite in the limit ε→ 0 since ϕ is a Schwartz function and since
tanh3/2(β/2) sinh−2(β) is integrable in β = 0.
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Putting all together, we finally obtain:

Γ
(1)
1,P [ϕ1, ϕ2] =

λΩ

96π2θ(1 + Ω2)2

∫
dxϕ1(x)ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh2(β)

− λΩ2

384π2(1 + Ω2)3

∫
dxϕ1(x)

(
4+

X2

Ω2

)
ϕ2(x)

∫ ∞

ε
dβ

e−θµ2
0β/4Ω

sinh(β) cosh2(β/2)

+O(ε0).

The last two lines are the relevant contribution to the mass renormalization and marginal con-
tribution to the wave-function and to the oscillator frequency renormalization.
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Part IIIClassifi
ation of Almost-CommutativeGeometries
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CHAPTER 9Introdu
tion:The almost-
ommutative standard model
This 
hapter is a very short survey of the main ideas of almost 
ommutative geometries andtheir appli
ation to the standard model of parti
le physi
s. The mathemati
al details areworked out in the thesis of Christoph Stephan [1℄. This Part is a 
umulative part, with thepubli
ations atta
hed to its end.� 9.1 Unifi
ation ideaIf theoreti
al physi
ists wished for something, it would probably be a theory that uni�esgravity with the for
es of the sub-atomi
 world, i.e. the ele
tro-weak and the strong for
e.However, to rea
h this goal it seems like there are some non-trivial obstru
tions to take. AfterMaxwell had a
hieved the uni�
ation of the ele
tro-magneti
 se
tor, probably one of the mostpromising ideas to in
orporate gravity with Maxwell's theory 
ame from T. Kaluza [2℄ wherehe proposed to 
onsider a 5-dimensional metri
 gµν in
luding some terms in Aµ. The �fthdimension was assumed to be a real spa
ial dimension, however, it had to be 
ompa
ti�edto a 
ir
le with very small radius. Indeed, the 5-dimensional geodesi
 equation lead to anequation of motion of a parti
le inside a gravitational �eld plus the Lorentz for
e. But evenif the 5-dimensional Ri

i s
alar lead to an Einstein-Maxwell a
tion, some serious problemsarose and this simple idea was dis
arded until string theory 
ame up with its 
ompa
ti�ed(large) extra dimensions.In the meanwhile, theoreti
al physi
ists were bothered with the non-gravitational part ofthe story, developing the standard model of parti
le physi
s. Taking quantum me
hani
s asa basis, the standard model is formulated as a quantum �eld theory (QFT), perturbativelygiving extraordinary pre
ise experimental predi
tions. One of the main summits to take wasthe uni�
ation of the ele
tro-magneti
 and the weak for
e by introdu
ing the SU(2)×U(1)Y -symmetry breaking Higgs me
hanism. The strong for
e found its mathemati
al formulationin the asymptoti
ally free SU(3)-gauge theory QCD. From the di�erential geometri
 point ofview, the total gauge group SU(2)×U(1)Y ×SU(3) a
ts on the matter �elds being se
tions in173
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tion: The almost-
ommutative standard modelSpa
e-Time (ST)4-dim manifold
M

ST symmetries:Di�eomorphismsof MGravity:Einstein-Hilberta
tionSSSSSSSSSSSSSSSSSSSSSSem
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ks
a
t on leave invariantdynami
s

Figure 9.1: The stru
ture of general relativity.a ve
tor bundle asso
iated to the prin
ipal G-bundle over the manifold, G indi
ating the gaugegroup. Sin
e gauge transformations are taken lo
ally, one 
an thus imagine an 'internal' spa
ewhi
h is atta
hed to ea
h point of the manifold, i.e re�e
ting the gauge degrees of freedom.Apart from the fa
t, that this 'gauge spa
e' is rather abstra
t, it is similar to Kaluza's pointof view.The geometry of general relativity is di�erent. Whereas Eu
lidean geometry des
ribesNewton's me
hani
s with absolute time, spe
ial relativity uni�es �at spa
e and time withinMinkowskian geometry. In GR, Riemannian geometry is the right point of view, des
ribinga 
urved spa
e-time. By the equivalen
e prin
iple, gravity arises as a pseudo for
e from ageneral 
oordinate transformation. General 
oordinate transformations are di�eomorphismsof the underlying Riemannian manifold, leaving as su
h the Einstein-Hilbert a
tion invariant.This 
ir
umstan
e is s
hemati
ally depi
ted in �gure 9.1. The symmetry a
ts dire
tly on themanifold M, i.e. its metri
.Would it not be ni
e to have su
h a pi
ture for the standard model, where symmetriesa
t 'dire
tly' on an underlying spa
e-time manifold produ
ing all for
es as pseudo for
es bya group of '
oordinate transformations' SU(2) × U(1)Y × SU(3)? Or in other words, what
ould one put into the upper left 
orner of �gure 9.2? Let us think of one step even further:?????? Gauge symmetries:
SU(2)×U(1)Y ×SU(3)

SM-for
es:Standard model a
tionGGGGGGGGGGGGGGGGGGGGGG_g

wwwwwwwwwwwwwwwwwwwwww

w�

ks
?

leave invariant?
Figure 9.2: What is �gure 9.1 for the standard model?



9.2 Spe
tral triples 175Would it not be ni
e to pla
e gravity and the other for
es on the same footing, namely byobtaining all for
es as pseudo for
es from some strange general '
oordinate transformations'a
ting on some general 'spa
e-time'?� 9.2 Spe
tral triplesTo answer the question, this is where A. Connes' non-
ommutative geometry [3℄ 
omes intoplay. In quantum me
hani
s, points of the phase spa
e lose their meaning due to Heisenberg'sun
ertainty, ∆x∆p ≥ ~/2. The 
ommutative algebra of 
lassi
al observables, i.e. fun
tionson phase spa
e, is made into a non
ommutative C∗-algebra A due to [x̂i, p̂j] = i~δij , with theinvolution ·∗ the Hermitian 
onjugation. In the relativisti
 setting, the wave fun
tions aresquare integrable spinors living in the Hilbert spa
e H = L2(S). The algebra A is faithfullyrepresented on H and the dynami
s is given by the Dira
 operator /∂ ∈ End(H). It is thistriple (A,H, /∂) (with some additional stru
ture) whi
h des
ribes Connes' geometries. A slightshort
oming is the requirement for an Eu
lidean setting, whi
h means that /∂∗ = /∂. One as-sumes that this 
an be 
ured by a Wi
k rotation [6℄, but it is still an open question how toimplement a Lorentzian signature. Sin
e a detailed des
ription of spe
tral triples is far be-Spa
e-Time (ST)4-dim manifold
M

ST symmetries:Di�eomorphismsof M

ksequiv. equiv.a
t on
Spe
tral triple
(C∞(M), /∂,H)

Automorphismsof C∞(M)Gravity:Spe
tral a
tion =E-H A
t.+Cosm.
onst.UUUUUUUUUUUUUUUUUfn

iiiiiiiiiiiiiiiii

px

ks
a
t on leave invariantdynami
s

Figure 9.3: Gravity from a spe
tral triple.yond the s
ope of the introdu
tion, we simply a

ept the fa
t that by Connes' re
onstru
tiontheorem [4℄, given an even, real spe
tral triple (A,H,D, (J), (χ)) with 
ommutative A, thereexists a Riemannian spin manifold M, whose spe
tral triple (C∞(M),L2(S), /∂, (C), (γ5)) 
o-in
ides with the former triple. Some additional stru
ture must be given, the real stru
ture Jand the 
hirality χ, ful�lling together with D and the representation of A on H the axioms ofa spe
tral triple [4℄. The 
ru
ial observation is that one 
an translate all the di�erential geo-metri
 stru
ture to an algebrai
 analogue. Roughly said, this allows to identify a (
ompa
t)Riemannian spin manifold with a spe
tral triple. In the 
ase of GR, the di�eomorphisms of



176 Introdu
tion: The almost-
ommutative standard modelthe manifold have their equivalent in the automorphisms of A lifted to the spinors and the so
alled spe
tral a
tion due to Chamseddine & Connes [5℄ reprodu
es from the eigenvalues ofthe �u
tuated [1℄ Dira
 operator the Einstein-Hilbert a
tion with 
osmologi
al 
onstant. One
an see the general setting in �gure 9.3.It is now possible to relax the 
ommutativity of the algebra A. In that sense, a spe
traltriple (A,D,H) with a non
ommutative algebra will still be equivalent to some 'manifold',now promoted to a spa
e, where points lose their meaning, i.e. a non
ommutative spa
e.Connes' geometry thus does to spa
e-time what quantum me
hani
s does to phase spa
e.In parti
ular, it is even appli
able to dis
rete spa
es, or spa
es whi
h have dimension zero.Spe
tral triples are thus versatile enough to des
ribe spa
es, non
ommutative or not, dis
reteor 
ontinuous, on an equal footing. For example, to �nd an algebra Af whose automorphismsreprodu
e the gauge symmetries of the standard model, one 
an de�ne a �nite spe
tral triple,for example with an algebra Af being a dire
t sum of matrix algebras. In the 
ase of thestandard model, this is Af = C⊕H⊕M3(C).� 9.3 Almost 
ommutative geometryAn almost 
ommutative geometry is de�ned to be the tensor produ
t of two spe
tral triples,the �rst one des
ribing a 4-dimensional spa
etime, i.e. (C∞(M),H = L2(S), /∂), and these
ond is a 0-dimensional one (Af ,Df ,Hf ). A 0-dimensional triple has a �nite dimensionalHilbert spa
e Hf and a �nite dimensional algebra Af . In doing the tensor produ
t, allingredients are just tensorized, for example A = C∞(M) ⊗ Af and H = L2(S) ⊗ Hf , whilethe total Dira
 operator is given by the Leibniz rule, i.e. D = /∂ ⊗ 1f + γ5 ⊗ Df . One 
anAlmost-
ommutativespe
tral triple
A = C∞(M) ⊗Af

Int.+ext. symmetries= Di�(M)⋉

U(1)× SU(2)× SU(3)

Spe
tral a
tion =E-H a
t.+Cosm.
onst.+ stand. model a
tionHHHHHHHHHHHHHHHHHHHHHHH`h

vvvvvvvvvvvvvvvvvvvvvvv

v~

ks
a
t on

leave invariantdynami
s
Figure 9.4: The almost 
ommutative standard model.show that the spe
tral a
tion gives the Einstein-Hilbert a
tion together with the bosoni
 partof the standard model a
tion, in the 
ase where the �nite algebra Af is taken to be a dire
tsum of matrix algebras, Af = C ⊕ H ⊕M3(C). One 
an view su
h an almost 
ommutativegeometry as ordinary (
ommutative) 4-dimensional spa
etime with an 'internal' Kaluza-Klein



9.4 Krajewski diagrams 177spa
e atta
hed to ea
h point. The '�fth' dimension is a dis
rete, 0-dimensional spa
e. In�gure 9.4, one 
an see the geometri
 arrangements. The automorphisms are a 
ombinationof Di�(M) and the gauge transformations a
ting on the �nite parti
le 
ontent in a 
ertainrepresentation. It is a rather amazing fa
t that, sin
e everything is formulated in a puregeometri
al language, the Higgs �elds turns out to be a 
onne
tion on the 'internal' spa
eand 
omes out automati
ally be
ause of the interplay between the two unseparable C∞(M)and �nite parts. Probably, this is one of the most appealing features of almost 
ommutativegeometry.� 9.4 Krajewski diagramsThe data of �nite spe
tral triples 
an be 
ompletely en
oded into a diagrammati
 represen-tation, the so 
alled Krajewski diagrams (KD) [7℄. This turns out to be a very 
onvenientmethod to sear
h for irredu
ible spe
tral triples, represented by minimal KD's. Irredu
ible�nite spe
tral triples are spe
tral triples, whose Hilbert spa
e are as small as possible withoutviolating the axioms for spe
tral triples in general. In the theory developed in [8℄, KD's 
orre-spond to matrix-shaped arrays of an
hors providing atta
hment points of 'arrows'. The arrows
orrespond to (parts of) the Dira
 operator Df 
onne
ting the left and right parti
le/anti-parti
le 
ontent of the Hilbert spa
e, that de
omposes as Hf = HL ⊕ HR ⊕ Hc
L ⊕ Hc

R intoparti
le, anti-parti
le, left, right. For all remarkable te
hni
al details the reader is advised to
onsult the extensive literature.In the 
ase of the standard model, for the example of three algebra summands, the KD isgiven in �gure 9.5. The 
olumns and rows 
orrespond to C, H and M3(C). The KD en
odes
�������� �������� ��������

�������� �������� ��������

�������� �������� ����������	�

��

oo

ksFigure 9.5: The Krajewski diagram of the standard model.the representations 
ompatible with the axioms of spe
tral triples. In the 
ase of the KD 9.5,it reprodu
es the parti
le 
ontent of one generation
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uR,

dR,
,
cR,

sR,
,
tR,

bR,
, eR, µR, τR (9.2)together with the 
orresponding anti parti
les. For three generations, the Hilbert spa
e is90-dimensional and the quarks are triplets under SU(3) as required. Note, that this repre-sentation is automati
ally reprodu
ed from the representation se
tor of spe
tral triples andrequires no further assumptions. Indeed, one 
an easily read it o� the diagram: The starting



178 Introdu
tion: The almost-
ommutative standard modelpoint of the top single arrow at the an
hor (H,C) is the left handed SU(2)-doublet (νe, e)L.The starting point of the '
lipped' double arrow at (H,M3(C)) 
orresponds to the left handed
SU(2)-doublet of the quark SU(3)-triplets (u, d)L. Finally, the right handed singlets are en-
oded from the position where the arrows point to. The top left 
orner at (C,C) is (eR), thebottom left at (C,M3(C)) 
omes two times (be
ause the arrows are not 
lipped together),one for the SU(3)-triplet (uR), the other one for (dR). This is the parti
le 
ontent of onegeneration. Analogously, it works for the anti-parti
le 
ontent and by taking everything threetimes (three generations), the parti
le 
ontent is 
omplete. Note, that the pi
ture given hereis dramati
ally simpli�ed, but it does not spoil the quite interesting result: As it happened forthe representations, the axioms of spe
tral triples give the un�u
tuated Dira
 operator 
orre-sponding to a matrix with some numeri
al entries. By '�u
tuation', whi
h 
an be thought ofas the general 
oordinate transformation produ
ing the 'pseudo' for
es, a spe
ial entity popsup inside the matrix of D, that 
an be identi�ed with the Higgs �eld, being a 
olor singlet,an isospin doublet with the physi
al 
omponent of vanishing ele
tri
 
harge. Indeed, in thisframework, the Higgs 
an be understood as the 'internal' metri
 with its dynami
s given bythe Higgs potential. Cal
ulating the spe
tral a
tion produ
es the 
omplete Yang-Mills-Higgsa
tion of the standard model 
oupled to gravity.� 9.5 Classifi
ationFollowing the 'minimal approa
h' in physi
s (and without knowing the KD for the standardmodel) one 
an now try to �nd all minimal KD's for a given number of matrix algebras.Roughly speaking, a minimal KD is a diagram whi
h 
annot be further redu
ed, in thesense of removing an arrow. Removing an arrow redu
es the Hilbert spa
e and thereforethe parti
le 
ontent. A natural question then arises: Does the standard model represent a
ertain equivalen
e 
lass of models in the set of all minimal diagrams? As shown in [8℄, this isindeed the 
ase. For three matrix algebras, it is among a small set of some thirty irredu
iblediagrams, the only one making physi
al sense. Here, 'physi
al' stands for some basi
 physi
alassumptions, the 'shopping list' [8℄, for example one would like to have an anomaly free model,with non-degenerated fermion masses and an appropriate number of neutrinos.Eventually, the 
lassi�
ation of irredu
ible spe
tral triples with more than 2 algebra sum-mands leads to an enormous amount of diagrams, hardly manageable by hand. The 
lassi-�
ation with three summands has been done in this way [8℄. However, as it turns out, it ispossible to translate a lot of ne
essary 
onditions imposed on the link between KD's and spe
-tral triples into if...then statements. This allows to automatize the sear
h for all irredu
iblespe
tral triples in a 
ombinatorial manner, even for more than three summands of algebras.For a most re
ent review about the non
ommutative standard model, the 
lassi�
ationand experimental predi
tions, please 
onsult [12℄.



CHAPTER 10Publi
ations
The te
hni
al details of the algorithm to �nd all irredu
ible spe
tral triples and its 
onse-quen
es 
an be found in the following atta
hed publi
ations:1. Finding the standard model of parti
le physi
s, a 
ombinatorial problem [9℄, by ChristophStephan and J.-H.J.. The publi
ation explains in detail how to �nd all minimal KD's bydeveloping an algorithm implemented as a program in C++. The program's size is aboutsome 2000 lines and makes extensive use of obje
t oriented programming (OOP) andstandard template library (STL) te
hniques. The work has been a

epted by ComputerPhysi
s Communi
ations (CPC). The program's sour
e 
ode 
an be obtained via e-mail:jnx�quantentunnel.de, subje
t: �use the sour
e, luke�.2. On a 
lassi�
ation of almost 
ommutative geometries, a se
ond helping [10℄, by ChristophStephan and J.-H.J.. As a �rst appli
ation of the algorithm, we reprodu
ed the resultspresented in [8℄. It turned out that there were some diagrams missing in the analysis[8℄ whi
h has been 
ompleted here. The work has been published in: J. Math. Phys.46 (2005) 043512.3. On a 
lassi�
ation of almost 
ommutative geometries III [11℄, by Thomas S
hü
ker,C. Stephan and J.-H.J.. The 
lassi�
ation of irredu
ible, almost 
ommutative spe
traltriples has been extended to the 
ase of four algebra summands. The work has beenpublished in: J. Math. Phys. 46 (2005) 072303.
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180 Publi
ationsREAD.ME********************************************************* 'Finding the standard model of parti
le physi
s � ** a 
ombinatorial problem' *********************************************************Authors: Jan-H. Jureit & Christoph Stephan 2005-2007.Versions:���������The program pa
kage is 
oming in two versions:'ko0' - Main program main_ko0.
pp with all header and implementationfiles (listed below). Finding all irredu
ibleKrajewski-diagrams in algebrai
 dimension KO-0 (see paper).'ko6' - Main program main_ko6.
pp with all header and implementationfiles (listed below). Finding all irredu
ibleKrajewski-diagrams in algebrai
 dimension KO-6 (see paper).Ea
h version ('ko0' or 'ko6') 
omes with several headers (.h) and theirimplementations (.
pp), as well as a template 
lass (.hpp).List of files:��������������In ea
h dire
tory 'ko0' or 'ko6' one 
an find the following files:'main_koX.
pp' - Main program that arranges all the algorithm stepsdes
ribed in the arti
le. The 'X' stands for '0' or'6'. In fa
t, both versions are 
ompletely equal,sin
e the differen
e is in one of the additional files.'AC_Pos.
pp''AC_Pos.h' - A simple 
lass that provides a position (a point)inside a Krajewski diagram. It is essentially justa stru
ture for a tupel (x,y) with integer values x andy.'AC_Arrow.
pp''AC_Arrow.h' - This 
lass provides an arrow inside a Krajewskidiagram. It 
ontains a ve
tor of AC_Pos-points.Several member fun
tions are doing permutations,negations and other arrow-based operations.



181'AC_Diagram.
pp''AC_Diagram.h' - This 
lass represents a Krajewski diagram. It is alarge 
olle
tion of data and member fun
tions doingall required operations used to manipulate a diagramlike arrow-inversions, permutations, testing forequivalen
e, et
..Here, there is the only differen
e between the twoversions ko0 and ko6.'AC_Matrix.hpp' - This is a matrix template 
lass provided for
onvenien
e and for handling the matrix 
ontent of ea
hKrajewski-Diagram, like 
al
ulating determinants orsumming matri
es and so on. It's just a matrix 
lass,nothing more.Compiling and running:����������������������To 
ompile and run a 
hosen version, make sure to adjust 3 global parametersgiven at the beginning of 'main_koX.
pp'.The global parameters are:'DIMENSION' - Set the size of Krajewski diagrams. Default is 3 whi
hmeans a 3x3-Matrix, i.e. a spe
tral triple with 3algebra summands.'MAX_LEVEL' - Its default value is set to 3. This is the rea
hedlevel of the main-net algorithm. If 3, all Krajewskidiagram with a maximal number of 3 arrows will begenerated.'PRINT' - This is a bool for (printing || !printing). If true,the diagrams will be printed on standard output at theend of the 
al
ulation.To 
ompile, just 
ompile all files (but the .hpp-file) and link them,for example with g

 on a unix ma
hine:'g++ -o output main_ko0.
pp AC_Pos.
pp AC_Arrow.
pp AC_Diagram.
pp -O2'Running time and memory 
onsumptions:�������������������������������������The running time highly depends on the 
hosen size (DIMENSION) of the Krajewskidiagrams. Starting with se
onds for 3x3, it 
an run for a week or so for 5x5



182 Publi
ationson a standard Pentium 4.For our 
omputers, memory (>1GB) has been ex
eeded for the 
ase 6x6 due tosome millions of diagrams. Good lu
k.
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2 Université de Provence
3 jureit@cpt.univ-mrs.fr
4 stephan@cpt.univ-mrs.fr
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1 Introduction

In this paper we present an algebraic problem which has its roots in noncommutative geometry. Given
is the set of all square matrices M ∈ Mn(Z), with integer entries and for fixed n. These matrices are
called multiplicity matrices. Define a partial order in Mn(Z) by M ≥ M ′ if Mij and M ′

ij have the
same sign and |Mij | ≥ |M ′

ij | for all i, j = 1, . . . , n. The task is now to find all the minimal multiplicity
matrices with respect to this partial order which obey two further conditions. First, the determinant of
M has to be non-zero. The second condition asserts that for any non vanishing matrix element there
has to exist a second element of opposite sign in the same row or in the same column. It is straight
forward to translate this problem into a combinatorial problem using diagrammatic language with arrows
as basic elements. There are two reasons why it is preferable to work with these diagrams instead of
the multiplicity matrices. The first and main reason is the geometric origin of the problem. Here the
arrows in the diagram play a central role since they encode almost all the geometric information necessary
for noncommutative geometry. Second, the map from the multiplicity matrices to the diagrams may be
multivalued, i.e. for one multiplicity matrix there may exist several diagrammatic representations. But
since these diagrammatic representations encode the geometric information we are finally interested in,
it is appropriate to work with the diagrams.

We will give a simple set of rules how to fit arrows into a quadratic diagram body. The resulting
diagrams are called Krajewski diagrams. They can be reduced by combining or “clipping” the arrows
in the diagram in accordance with the rules. To each Krajewski diagram a multiplicity matrix will be
associated. Our aim will be to find those Krajewski diagrams with a minimal number of arrows that
are also as much reduced as possible while the determinant of the multiplicity matrix is non-zero. These
diagrams will be called irreducible.

The rules to construct Krajewski diagrams follow directly from Alain Connes’ non-commutative geo-
metry [1]. They are due to a special class of noncommutative geometries called almost-commutative
geometries. These unify the general theory of relativity with the classical field theory of the standard
model of particle physics [2]. It is possible to give a complete classification of almost-commutative geomet-
ries [3] which can be narrowed under addition of some physical assumptions to a classification of a class
of Yang-Mills-Higgs theories. Within these theories, the standard model of particle physics takes a most
prominent place [4, 8]. For a thorough introduction into the physical application of almost-commutative
geometry we refer to [5].

Recent developments [6,7] take into account that two different notions of dimension exist in noncom-
mutative geometry. On the one hand the well known metric dimension (being four for space-time and
zero for the internal space considered here) and an algebraic dimension associated to K-homology [1].
Before the work presented in [6, 7] these two dimensions were taken to be equal for a given space. But
to solve some technical problems it proves to be beneficial to take the algebraic dimension of the in-
ternal space to be six instead of zero. Fortunately the specific value of the algebraic dimension can be
translated straightforwardly into the setting of multiplicity matrices [8]. One finds that for an algebraic
dimension zero the multiplicity matrix has to be symmetric, while an algebraic dimension six requires an
anti-symmetric multiplicity matrix. These two multiplicity matrices originate from the same Krajewski
diagram as will be explained below.

2 Constructing the Diagrams

Our task will now be to construct an algorithm that finds the irreducible Krajewski diagrams. To begin
with we will give the basic rules that follow from the axioms of spectral triples and from the requirement
of irreducibility. These rules will allow us to generate the diagrams and to perform all the necessary
operations.

2.1 Basic Rules

The diagram body: The diagram body is the basis to construct diagrams from. It is a quadratic
array of a given size with circles indicating the intersection points of the rows and the columns. These
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circles have no meaning on their own but are there to guide the eye of the reader. The size of the diagram
body will be fixed in advance.

A 3 × 3 diagram body

The basic arrow: The basic simple arrow connects two circles of the diagram body. With the
end points of an arrow we associate two numbers which are called the chirality. This term stems from
noncommutative geometry and corresponds to the chirality of particle physics. A simple arrow points
from chirality +1 to chirality −1:

−1 +1

A simple arrow

It is also possible to connect two circles with more than one arrow. At a circle were two or more arrows
end or start, the chiralities are simply added:

−1 −1 +2 −2 +2

Examples of two arrows

Only an antiparallel arrangement of arrows is forbidden:

Forbidden antiparallel arrows

Constructing a basic diagram: To construct a basic diagram we put n horizontal arrows in an
arbitrary way into the body. Diagrams are sorted by their total number of arrows. The empty diagram
(i.e. the diagram body) is said to lie in level 0, the diagrams with one arrow are said to lie in level 1 and
so on. For 3× 3 diagrams, some examples of possible diagrams are:

Level 0 Level 1 Level 2 Level 5

The Multiplicity Matrix: To every diagram, a matrix, called the multiplicity matrix M , is as-
sociated. It is a direct translation of the diagram into a matrix, achieved by taking the values of the
chiralities at each end of the arrows in the diagram. These values are then written into a square matrix
of the same size as the diagram. The multiplicity matrix is then the sum (difference) of this matrix and
of its transposed, as shown in the following example:

3



M =





0 1 −1
0 0 0
−1 0 1



 ±





0 0 −1
1 0 0
−1 0 1





The multiplicity matrix of a diagram where the plus-sign refers to the case with algebraic dimension
zero and the minus-sign refers to algebraic dimension six.

Therefore, the multiplicity matrices corresponding to a diagram may be either symmetric or anti-
symmetric, depending on the choice of the algebraic dimension. The algorithm presented below does
not explicitly depend on the form of the multiplicity matrix, although the resulting minimal diagrams of
course do.

For completeness we would like to mention that the case of algebraic dimension six has a further
subtlety. If all the axioms of noncommutative geometry are strictly employed, no arrows are allowed to
touch the main diagonal of the diagram [8]. Relaxing this axiom permits to include right-handed Majorana
neutrinos into the standard-model [9] and thus the see-saw mechanism. Therefore, since this could be of
physical interest we decided to allow arrows touching the diagonal even in the case of algebraic dimension
six. It however turned out in the final classification [8] that the minimal standard model appears without
such arrows, although they may be added by hand [9].

To avoid unnecessary long formulas in the examples given below, we will restrict ourselves in these
examples to the symmetric case, i.e. to the case of algebraic dimension zero. Whenever a multiplicity
matrix is given explicitly, it will be the symmetric one. The anti-symmetric case runs along the same
lines.

Clipping two arrows: There are three different actions which may be performed on a diagram.
The first consists in combining or clipping two arrows at a common point with common chirality. This
creates a multiple arrow which has the chirality reduced to ±1 at the clipping point. Due to a technicality
from noncommutative geometry [4], clipping may only be considered as a reduction of a diagram, if it takes
place on the diagonal. But diagrams with off-diagonal clipping points do produce sensible geometries
and have to be taken into account. Clipping arrows will not change the level a diagram belongs to. Two
simple examples of clipping two arrows are given by

−1 −1 +2 −1 −1 +1

−2 +2 −1 +2

where the black dot represents the clipping point.

One can extend the procedure of clipping in a natural way to multiple arrows. The only restriction
is that clipping two arrows, be they multiple or simple, must not produce more then one clipping point.
This means that the following construction is not permitted:

−1 −2 −1 +1
Forbidden!

−1 −1 −1 +1

A permitted way of clipping a multiple arrow with a simple arrow would be

−1 −1 −1 +2 −1 −1 −1 +1
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and clipping two multiple arrows, by combining their clipping points, is performed in the same way.

There may in general be more than one possibility to clip two arrows. An example of the two clipped
diagrams originating from a diagram with two arrows in it, along with the corresponding multiplicity
matrices, is given by:

,

M =





4 −2 0
−2 0 0
0 0 0



 M =





2 −2 0
−2 0 0
0 0 0




, M =





4 −1 0
−1 0 0
0 0 0





Building a double arrow by clipping two parallel arrows

Note that the first clipped diagram is considered to be a reduction of the unclipped diagram since the
clipping point lies on the diagonal. For the second clipped diagram this is not true, the clipping point is
off-diagonal.

Building a Corner The second action which may be performed on a diagram consists in building
a corner. Due to the same technical reason from noncommutative geometry as in the clipping case,
building a corner is never considered to be a reduction of a diagram. Yet, these diagrams produce viable
geometries and thus have to be considered. Building a corner is very closely related to the clipping of
two arrows. In fact, it is achieved by transposing one of the two arrows which are then clipped, if they
acquire a common point with compatible chirality. In analogy with matrices, transposing an arrow means
reflecting it on the main diagonal of the diagram. This may again be possible in more than one way:

,

M =





2 −2 0
−2 2 0
0 0 0



 M =





2 −1 0
−1 2 0
0 0 0




, M =





2 −1 0
−1 2 0
0 0 0





Building a corner by clipping an arrow and a transposed arrow

This example also shows how a multiplicity matrix may correspond to different Krajewski diagrams.

Erasing an arrow from a diagram: The third action which may be performed on a diagram,
consists in erasing an arrow. Erasing an arrow from a diagram is completely natural and lowers the level
of the diagram by one. It is always considered to be a reduction. A simple arrow will be deleted and a
multiple arrow will be reduced by erasing one of its sub-arrows, while leaving the chirality at the clipping
point unaltered:
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−1 −1 −1 +1 0 −1 −1 +1

Since every arrow in a diagram may be reduced this way, erasing one arrow from a diagram in all
possible ways will produce several different diagrams:

, ,

All possibilities to erase one arrow from a diagram

Irreducible Diagrams: A diagram is said to be irreducible, if it satisfies two conditions. First, the
determinant of the multiplicity matrix has to be non-zero. Second, reducing the diagram by clipping on
the diagonal or erasing arrows in all possible ways until one is left with the bare diagram body will on
the way always produce diagrams with det M = 0. These two conditions are required to hold whether
the multiplicity matrix is symmetric or anti-symmetric.

As was already stressed above, the symmetry of the multiplicity matrix is irrelevant for the algorithm.
But of course the determinant takes this symmetry into account. It follows immediately that for the case
of algebraic dimension six, i.e. anti-symmetric multiplicity matrices, only diagrams of even size have to
be taken into account. Any anti-symmetric n × n matrix, n being an odd integer, has automatically
zero determinant. Thus diagrams of odd size can only appear if the algebraic dimension is zero, i.e.
the multiplicity matrix is symmetric. The following examples will continue to take only the symmetric
case into account, since the anti-symmetric case follows straightforwardly and would only complicate the
examples.

The simplest example for an irreducible diagram comes from the 2 × 2 case and its irreducibility is
easy to spot, since it contains only one arrow:

M =

(

2 −1
−1 0

)

M =

(

0 0
0 0

)

det M = −1 det M = 0

This is in fact the only irreducible Krajewski diagram in the 2× 2 case. For the 3× 3, case the complete
list of irreducible diagrams, as found in [4], is given in the appendix. One of the simplest examples is the
following:
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,

M =





−2 1 0
1 −2 1
0 1 0



 M =





−2 1 0
1 0 0
0 0 0



 , M =





0 0 0
0 −2 1
0 1 0





det M = 2 det M = 0, det M = 0

Reducing the two diagrams on the right further by erasing their last arrow will of course lead to the
empty diagram. Thus the Krajewski diagram on the left is irreducible.

The Labels: Every diagram carries a label indicating the reducibility. An ‘i’ stands for an irre-
ducible diagram (the determinant of the multiplicity matrix M is necessarily non-zero). Diagrams which
carry an ‘r’ can be reduced to a diagram equipped with an ‘i’ or an ‘r’ (det M is of no importance).
The label ‘0’ is carried by diagrams, where the determinant of the multiplicity matrix is zero, and which
cannot be reduced to diagrams equipped with an ‘r’ or an ‘i’. Two examples of diagrams which would
have the label ‘i’ are the two irreducibles in the preceding sub-paragraph.

A diagram with label ‘0’ would be

M =





2 −1 1
−1 0 −1
1 −1 0



 det M = 0

since the determinant of the multiplicity matrix is zero and erasing any arrow will only lead to diagrams
with zero determinants for their multiplicity matrices.

An example for a reducible diagram with label ‘r’ is given by

M =





−4 2 −1
2 0 1
−1 1 0



 det M = 0

It is easy to check that this diagram indeed reduces to

M =





−2 2 −1
2 0 1
−1 1 0



 det M = −2

by clipping the two top row arrows. This is an irreducible Krajewski diagram as one can easily check by
successively reducing the diagram further.

As a last example, two irreducible Krajewski diagrams shall be presented, where the second diagram
is obtained from the first one by building a corner:
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Corner

These two diagrams are considered irreducible, thus labelled ‘i’. Recall that building a corner is not
interpreted as a reduction.

Since we are interested in irreducible Krajewski diagrams, the labels are in general of internal use
only and we usually do not write them explicitly.

Equivalence of Diagrams: The physical theory following from a diagram is not dependent on the
order of the rows and columns or on a reversal or transposition of all arrows at once. Permuting the
rows and columns with the same permutation, transposing the diagram or reversing the arrows does not
change the absolute value of the determinant of the multiplicity matrix. Consequently, diagrams that
differ only by permutations of columns and rows, by transposition or by reversing the arrows, will be
regarded as equivalent. All these diagrams build an equivalence class, and only one representative will
be used for further operations. As an example, the following three diagrams are equivalent:

' '

Three equivalent diagrams

The Combinatorial Problem: With the basic rules formulated above, our combinatorial problem
is to find all the equivalence classes of irreducible Krajewski diagrams for a given size of the diagram body,
and for a given maximal number of arrows. This seemingly simple task will produce complex structures
which we will call diagram nets. These nets fall into two categories, the main-nets and the clip-nets. We
will now present an algorithm to generate these nets and to find the embedded irreducible Krajewski
diagrams.

3 The Algorithm

The algorithm to find the irreducible Krajewski diagrams can be divided into four subalgorithms. Every
subalgorithm stands independently but builds up on the data produced by its predecessor. Summarised,
the subalgorithms achieve the following: The first subalgorithm, dubbed the “main-net subalgorithm”
creates a diagram net consisting of all equivalence classes of diagrams with up to N simple arrows. The
“clip-net subalgorithm” creates a diagram net of equivalence classes from every element in the main-net,
by clipping the contained arrows in each diagram in all possible ways. It thus produces all possible
diagrams with multiple arrows. The third subalgorithm which we call the “label subalgorithm” checks,
whether the elements of a clip-net represent an irreducible diagram and provisionally sets the labels
‘i’, ‘r’ and ‘0’ accordingly. Since the third subalgorithm can only see the elements in a single clip-net,
the equivalence classes carrying an ‘i’ or a ‘0’ might still be reducible to an element one level below by
erasing an arrow. So the last subalgorithm, the “label correction subalgorithm” checks these diagrams
on their reducibility and changes their label to ‘r’, if necessary. The output of the whole algorithm are
the diagrams labelled with an ‘i’, representing irreducible Krajewski diagrams.
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3.1 The Main-Net Subalgorithm

The “main-net subalgorithm” fills the diagram body with up to N simple arrows. The maximal number of
arrows, i.e. the maximal level, is chosen before. These arrows are put into the diagram body horizontally
in every possible way, excluding only antiparallel arrows. Starting with the empty diagram body, level
1 is filled with one horizontal arrow. The resulting diagrams are checked for equivalence, and only one
representative from each equivalence class is kept. In the same way every following level is built from
the representative diagrams of the equivalence classes by adding one arrow. Each equivalence class is
connected to its predecessors and its successors. Usually an equivalence class has several predecessors.
To simplify the understanding of the complex structures which will arise, we will use the 2 × 2 case, see
figure 1, as an example.

Figure 1: A main-net for a 2 × 2 diagram with up to four arrows

The subalgorithm to generate the main-net is depicted in flow chart 1 in figure 4. Some explanations
to read the flowchart are necessary:

1. N is the maximal number of arrows and is put in by hand. In our example, figure 1, we go up to
N = 4.

2. L is the level index from which the diagrams are taken, which in our example goes up to L = 4, since
there are N = 4 arrows to be put in.

3. DL is an element of the ordered set {DL} that contains one representative of each equivalence class
on level L. This kind of set is a basic notion in our flow charts. The specific order in the set is
arbitrary, its only raison d’être is that the set can be run through from the first to the last element.
The notion of ordered sets has as its aim to unclutter the flow charts and to eliminate superfluous
indices. Taking the second level of our example with L = 2, the set {DL=2} contains three elements
which could be

{DL=2} =







, ,






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or any other set consisting of equivalent diagrams.

4. fDL
is an element of the ordered set {fDL

} that contains all the operators which put one simple arrow
into the diagram DL in an allowed way. Each of these ordered sets is to be understood to belong
to the specific diagram DL ∈ {DL} that is processed in the current loop. For the specific diagram

DL=2 =
,

(3.1)

the set of possible operations would be

{fDL=2
} =







Put in :
, ,







.

(3.2)

The arrow

may not be put into DL=2 since this would produce a forbidden antiparallel combination of arrows.

5. {DL+1} is the set of diagrams that is generated by putting in an arrow by virtue of the operator fDL
.

For the example of DL=2 (3.1) and the set of operators {fD2
} (3.2) this would give the set

{fDL=2
}







 =







, ,







6. The equivalence of diagrams is checked making use of the definitions and invariants specified in section
2.1.

3.2 The Clip-Net Subalgorithm

This algorithm creates a clip-net from each main-net diagram by clipping the arrows or building corners
in all possible ways. The main-net diagram is said to lie in clip level 0. The diagrams where two arrows
have been clipped are said to be in clip level 1, and so on. Each of the diagrams in the clip-nets is again
gathered in equivalence classes which are connected with regard to their predecessors and successors. Here
the already mentioned technicality from the noncommutative geometry comes in: Whenever the clip-point
is not on the diagonal the diagram has to ‘forget’ its predecessor. For a mathematical justification of this
rule we refer to [4]. The maximal number of clip levels is determined by the number of arrows in the
main-net diagram. If there are L arrows in a diagram there are up to L− 1 ways to clip these arrows or
to build corners.

The subalgorithm to generate the clip-net is depicted in flow chart 2 in figure 5. The explanations to
read the flowchart are:

1. The representative of the equivalence class from the main-net is a member of the clip-net. It is the
only element on clip level 0.

2. S is the clip level index. It can go up to L − 1.

3. DS is an element of the ordered set of representatives of the equivalence classes {DS} of the diagrams
in clip-net level S. For example the set {DS=0} for the clip net of diagram (3.1) consists just of
this element

DS=0 = DL=2 = (3.3)
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4. CDS
is an element of the ordered set of operators {CDS

} which clip pairs of arrows or builds corners
in the diagram DS, if possible. This set can be empty if it is impossible to clip any arrows or build
corners.

5. {DS+1} is the set of diagrams produced by applying {CDS
} to each diagram in {DS}, i.e. by clipping

two arrows or building a corner in each DS ∈ {DS}. For the diagram DS=0, (3.3) the set of possible
operations would give the following diagrams in the set {DS=1}

{CDS=0
}







 =







,







(3.4)

And since there is only one diagram in {DS=0} one immediately sees that {DS=1} =
{CDS=0

}(DS=0).

Figure 2: The elements of level 2 from the main-net, figure 1, with their corresponding clip-nets. The
determinants of the corresponding multiplicity matrices are shown below the diagrams. Every diagram
is labelled provisionally with respect to the label subalgorithm. Since all the diagrams are reducible to
diagram 1 from the main-net, the label correction algorithm will change all the labels to ‘r’.

A simple example of such clip-nets is given by figure 2. It shows all the possible clip-nets belonging
to the 2 × 2 diagrams of the main-net from figure 1 for the second level. The dashed lines connecting
diagram 2 to diagrams 2.1 and 2.3 as well as diagram 4 to 4.1 indicate that these connections should be
”forgotten”. That is, they will not be taken into account, when the diagrams are labelled with respect
to their reducibility since off-diagonal clipping is not considered to be a reduction.

To exhibit the possible complexity of such clip-nets, we give a schematic net in figure 3. Here we have
left out the arrows to visualise only the basic structure of a clip-net. The dashed lines represent again
the forgotten connections due off-diagonal clipping.

3.3 The Label Subalgorithm

This subalgorithm assigns to each equivalence class in a clip-net one of the labels ‘i’, ‘r’ or ‘0’ (one should
not forget that the elements of the main-net are included in the clip-net). For the labels ‘i’ and ‘0’
this assignment is provisional since it might be changed by the “label correction subalgorithm”. The
subalgorithm starts with the highest clip level since here the most reduced diagrams are situated. Here
the labels are set to ‘i’ or ‘0’ depending on the determinant of the multiplicity matrix of the diagram
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Figure 3: A simplified clip-net of a diagram with 4 arrows

being non-zero or not. Then the algorithm descends one by one to clip level 0 setting the labels according
to the determinant to ‘i’ and ‘0’ or setting the label to ‘r’ if the diagram is connected to a successor with
label ‘i’ or ‘r’.

The subalgorithm to label the clip-net is depicted in flow chart 3 in figure 6. The explanations to
read the flowchart are:

1. If S is the highest clip level the command “Get label of DS+1” will always give label ‘0’ since the clip
level S + 1 does not exist and consequently there are no diagrams in {DS+1}. This step is only
needed to start the algorithm.

2. l(DS) is the label of the element DS and takes values ‘i’, ‘0’ or ‘r’.

3. Det(MS) represents the determinant of the multiplicity matrix of DS .

As an example for the labelling of a clip-net we take again the 2 × 2 model from figure 1 and the
corresponding clip-nets 2. First we set the label of the diagram in the level L = 1. It has only one
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diagram which is also the only diagram in its clip-net (since there is just one arrow and thus nothing to
clip). The determinant of the corresponding multiplicity matrix is detM = −1 6= 0 and thus this diagram
is irreducible and labelled ‘i’.

To label the diagrams of the clip-nets on level L = 2 we proceed in the nets of figure 2 from right to
left, since the diagrams on the right have the highest clip-level. Starting with the first clip-net for the
diagram 2 in figure 2

we see that the three diagrams in the S = 1 level have determinant detM 6= 0 for their multiplicity
matrices and are thus provisionally labelled ‘i’. Proceeding to level S = 0 we see that diagram 2 is
connected to the diagrams 2.2 and 2.3 on level S = 1 and is thus reducible. Therefore its label is set to
‘r’, no matter what the determinant of its multiplicity matrix may be. The other connection to diagram
2.1 has been forgotten and does not play any role. Diagram 3 in figure 2

does not allow any arrows to be clipped. And since the determinant of its multiplicity matrix is non-zero
it is labelled ‘i’. Diagram 4 in figure 2

has a clip net which consists of itself on level S = 0 and a corner on level S = 1. The diagram on level
S = 1 has determinant detM 6= 0 of its multiplicity matrix and is labelled ‘i’. Since the diagram 4 is only
connected by a dashed line to the corner 4.1, i.e. it has “forgotten” the connection, one has to look at
the determinant of the multiplicity matrix, which is zero. Therefore the diagram is labelled provisionally
‘0’.

To set the final labels and in this way to find the irreducible diagrams one has to correct the labels
which were set by the “label subalgorithm”.

3.4 The Label Correction Subalgorithm

Since it may be possible to reduce a diagram provisionally carrying a label ‘i’ or ‘0’ to a diagram with
label ‘i’ or ‘r’ by erasing an arrow, it is necessary to correct these labels. It is evident, when labelling from
the bottom upwards, i.e. starting from L = 1 upwards, that only the clip-nets of the predecessors of a
main-net diagram are of importance for relabelling. The subalgorithm to relabel the clip-net is depicted
in flow chart 4 in figure 7. The explanations to read the flowchart are:

1. D
0,i
S is an element of the ordered set {D0,i

S } of all diagrams in the clip-net with label ‘i’ or ‘0’. The
relations among the elements in the clip-net are of no importance since the diagrams are directly
reduced to diagrams in clip-nets one level below. For the first diagram of figure 2 this set would be

{D0,i
S } =







,







(3.5)

2. R
D

0,i

S

is an element of the ordered set of operators {R
D

0,i

S

} that erase one arrow from a diagram

D
0,i
S ∈ {D0,i

S }. Applying {R
D

0,i

S

} to the diagrams in the set 3.5 we find the following reduced

diagrams

{R
D

0,i

S

}







 =













and {R
D

0,i

S

}







 =












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This is in both cases just the diagram on level L = 1. The same is true for all diagrams in all the
clip-nets of figure 2, therefore all these diagrams are reducible to the diagram on level L = 1.

3. l(D0,i
S ) is the label of the element D

0,i
S and takes values ‘i’, ‘0’ or ‘r’. For the example presented above

this means that all the labels of the clip-net diagrams on level L = 2 have to be corrected and their
labels are set to ‘r’, since the diagrams can be reduced to the irreducible diagram on level L = 1.
The same is obviously true for any level L > 1 and thus the only irreducible diagram for the 2 × 2
case is

.

3.5 Assembling the Algorithm

The main algorithm is composed of the four subalgorithms. Its input is the size of the diagram body and
the maximal number of arrows N . The assembly of the algorithm is now straight forward:

Step 1: Use the main-net subalgorithm to create the main-net up to level N .

Step 2: Create for each element in the main-net its clip-net with the clip-net subalgorithm.

Step 3: Starting with level L = 1, label all clip-nets on this level with the label subalgorithm and
afterwards check the labels with the label correction algorithm. Repeat this procedure successively
for each level up to N .

Step 4: Print out all the elements with label ‘i’. These are the equivalence classes representing irreducible
Krajewski diagrams.

This algorithm runs very quickly on a recent PC with computation times of ca. 20 minutes for 4× 4
diagrams and five levels. But the complexity of the nets with their clip-nets grows rapidly with the size
of the diagram bodies and the maximal number of arrows.

3.6 Using the Program

The program has been written in C++. For the structures building up the diagrams, arrows and all addi-
tional components, an extensive use of the OOP paradigm is made, together with STL-methods. As usual,
the program comes as header files (.h) and their corresponding implementations (.cpp). The parts to be
compiled and linked are main ko0.cpp/main ko6.cpp, AC Pos.cpp, AC Arrow.cpp and AC Diagram.cpp,
where main ko0.cpp refers to the version with algebraic dimension zero and main ko6.cpp to the version
with dimension six. We have also added a minimal matrix template class called AC Matrix.hpp. The
structure of using these components should be clear from the context of the source code. The compilation
was tested with gcc-3.3 and should work with higher versions as well.

The program can be changed by adjusting three global parameters DIMENSION, MAX LEVEL and
PRINT appearing from line 27 in main.cpp. The parameter DIMENSION can take any value above 2
(since a diagram with only one dimension makes no sense), and MAX LEVEL is the maximal number of
arrows (Level) the main-net shall be generated with. Note, that settings higher then DIMENSION >4
and MAX LEVEL >5 lead to very long computation times. For testing purposes, the default setting is
DIMENSION=3 and MAX LEVEL=4. Finally, the variable PRINT is a boolean switch for printing the
results or not, where true corresponds of course to printing the diagrams at the end of the calculation.

While the program is running, there is a number of further pieces of information displayed, indicating
the sequential calls of the subalgorithms described before. As an example consider the output of the
program main ko0.cpp for the 2 × 2-case up to level 3. It is easy to follow the steps, which are self
explanatory (look also at the figures 1, 2 and 3):
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1.1: Generating Level 1...
[Ok]. 1 elements. Labels ”i” have been set.

1.2: Generating Level 2...
[Ok]. 3 elements.
Connecting with Level 1...
[Ok]. Connections: 3.

1.3: Generating Level 3...
[Ok]. 3 elements.
Connecting with Level 2...
[Ok]. Connections: 5.

2.1: Setting pre-labels in level 2...
[Ok]. (r,i,0) = (3,0,0).
Generating clip-net structure...
Label Correction...
[Ok].
Labels in this level: (r,i,0) = (3,0,0).
Irreducibles in clip-net structure: 0

2.2: Setting pre-labels in level 3...
[Ok]. (r,i,0) = (3,0,0).
Generating clip-net structure...
Label Correction...
[Ok].
Labels in this level: (r,i,0) = (3,0,0).
Irreducibles in clip-net structure: 0

Note, that the message ”Setting pre-labels” corresponds to the labels of the main-net diagrams if there
were no additional clip-net structure. This had the purpose of testing the label correction, and we just left
it in. ”Generating clip-net structure” means the clip-net subalgorithm followed by the first label algorithm.
Then the ”Label correction” is followed by some information about the label content of the corresponding
level and clip-net structure.

If PRINT is true, these lines are followed by the list of all irreducible diagrams (in this case it is only
one!):

———————————————————-
Label: i |Arrows: 1 |Level: 1 |Determinant: -1
1 -1
0 0
Arrow 1: (0,0) -> (1,0)
Predecessors: |Successors: 0 1 2
———————————————————–

The predecessors and successors are of internal use only, and all other data should be clear. In this
diagram, there is only one arrow going from the left top corner (0,0) to the right top corner (1,0). Note
that the matrix-like numbers do not represent the multiplicity matrix, but rather the matrix which follows
directly from the positions and directions of the arrows, i.e. the matrix of chiralities.

4 Open Problems

There are two major open problems. The first problem is the question how to choose the maximal number
N of arrows to be put into a diagram body. We know that the total number of irreducible Krajewski
diagrams is finite, see [4], but we do not know the exact number of such diagrams. Up to now we adopted
the simple conjecture that if no diagrams with label ‘i’ appear in two successive levels (say level 4 and
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level 5 for the 4×4 case), we considered the maximal number of irreducibles as reached. But there is still
a possibility of “islands” of irreducible Krajewski diagrams in higher levels. Although we have checked
all the elements of the diagram net for 3 × 3 diagram bodies (in the case of algebraic dimension zero)
and can be sure that no more than three levels are necessary, already for 4 × 4 diagram bodies (in both
algebraic dimension zero and six) this is no longer possible. We are therefore looking for a criterion to
determine the maximal level for a given size of the diagrams.

The second problem is the rapid increase of computational time and of memory required by the
algorithm. We quickly exceed the capabilities of an ordinary personal computer and it will probably be
necessary to use some sort of parallel computer or cluster to go beyond 5 × 5 diagram bodies.

5 Statement of the Result and Conclusions

We presented an algorithm to find irreducible Krajewski diagrams. The rules given here quickly produce
very complex nets of diagrams in which the irreducibles are embedded. One of the most surprising features
of these nets is that for 3 × 3 and 4 × 4 diagram bodies only some fifty irreducible Krajewski diagrams
appear in the case of algebraic dimension zero. In the case of algebraic dimension six the situation is
even better with only one diagram for 2 × 2 diagram bodies and thirteen for 4 × 4 bodies. A complete
list of these diagrams can be found in [4] for the zero dimensional case and in [8] for the six dimensional
case. We give the list for the 4× 4 case in dimension six in the appendix.

Unfortunately already 5×5 diagram bodies produce at least several hundreds of irreducible diagrams.
The order of magnitude of the total number of irreducibles seems to be linked to the minimal number
of arrows to produce an irreducible diagram. 3 × 3 and 4 × 4 diagrams need two arrows whereas 5 × 5
diagrams already need three arrows. But in regard of the much shorter list of diagrams in dimension
six the situation may there be better for 6 × 6 diagrams, although here the calculation time is so far an
obstacle. To get an idea of the increasing computational time and complexity of the problem we give a
short list of the cases which were already computed on an Intel Pentium 4 PC with 2,8 GHz.

Alg. Dim. Size # Arrows t # Inequiv. Diag.
0 3 × 3 3 ∼ 1s 107
0 4 × 4 3 ∼ 1min 444
6 4 × 4 3 ∼ 4min 444
0 4 × 4 4 ∼ 2h : 20min 5201
6 4 × 4 4 ∼ 36h 5201

This list is ordered with respect to the algebraic dimension, the size of the diagram body, the maximal
number of arrows, the resulting computation time and the number of inequivalent diagrams. Note that
the program has to treat all the diagrams in each equivalence class as well which explains the rapid
increase in computation time.

The irreducible Krajewski diagrams are a vital ingredient for the classification of almost-commutative
geometries from the view point of a particle physicist. From this classification follows the prominent
position of the standard model within the Yang-Mills-Higgs theories compatible with noncommutative
geometry. To underline the virtue of the algorithm we would like to present the diagram corresponding
to the standard model of particle physics:
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a b c d

a

b

c

d

The Krajewski diagram of the standard model

It is most fascinating that this very diagram is irreducible irrespective its algebraic dimension. The
standard model appears in the zero dimensional case [4] as well as in the most recent six dimensional
case [8]. For a detailed treatment for the latter we refer to [10].

There is a discrepancy of two diagrams in the 3 × 3 case between the output of the algorithm and
the list of diagrams given in [4]. Some diagrams have been left out in the classifications, because they do
not allow to construct a noncommutative geometry, due to a property of the spectral triples associated
to the diagrams, for details see [3]. This is a purely geometrical property, which unfortunately cannot be
encoded into the Krajewski diagrams and has to be checked later. The same is true for four diagrams in
the 4 × 4 case and explains the discrepancy between the output of the program and the list given in [4].
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Figure 4: The Main-Net Subalgorithm
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Figure 5: The Clip-Net Subalgorithm
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On a classification of irreducible almost commutative
geometries, a second helping
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We complete the classification of almost commutative geometries from a particle
physics point of view given by Iochum, Schücker, and Stephan, J. Math. Phys.sto
be publishedd. Four missing Krajewski diagrams will be presented after a short
introduction into irreducible, nondegenerate spectral triples. ©2005 American In-
stitute of Physics.fDOI: 10.1063/1.1876873g

I. INTRODUCTION

Alain Connes’ noncommutative geometry1–4 allows in an elegant way to unify gravity and the
standard model of particle physics. A central role in this formalism is played by almost commu-
tative spectral triplessA ,H ,Dd which decompose into an external and an internal, finite dimen-
sional component. The external part encodes a compact four-dimensional Euclidian space–time
and the internal one corresponds to a discrete 0-dimensional Kaluza–Klein space, determining the
particle content of the theory. Via the spectral action5 one recovers the Einstein–Hilbert action
combined with the bosonic action of a Yang–Mills–HiggssYMH d theory. Since the set of allowed
YMH theories is determined by the possible internal, finite dimensional spectral triples, we will
restrict ourselves to this part. The standard model of particle physics is the most prominent
example in this context.

Real, finite dimensional spectral triples have been completely classified by Krajewski6 and
Paschke and Sitarz.7 A classification of almost commutative geometries from a physical point of
view was given in Ref. 8. The spectral triples were required to be irreducible and nondegenerate,
in the sense that the Hilbert space was chosen to be as small as possible with nondegenerate
fermion masses. Heavy use was made of Krajewski’s diagrammatic method, which will be de-
scribed briefly below. The main obstacle in finding all physically relevant almost commutative
spectral triples is the sheer mass of diagrams which must be considered. Since this is a purely
combinatorial problem it is convenient to let a computer do the tedious task. The cases of one and
two matrix algebras can still be done by hand. But already three algebras produce hundreds of
diagrams and one easily loses sight.

Therefore we developed an algorithm to calculate these diagrams and used the known results
from Ref. 8 to test and calibrate the program. The main goal was to extend the calculations to
more than three algebras, where we expect thousands of possible irreducible spectral triples.
During the calibration it turned out that four diagrams were overlooked in the case of three
algebras. To complete the proof we will present these four missing diagrams and their models in
this paper. The algorithm to compute the diagrams and the results for the case of four algebras will
be presented elsewhere.
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bdElectronic mail:jureit@cpt.univ-mrs.fr
cdElectronic mail: stephan@cpt.univ-mrs.fr
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In Sec. II we give some basic definitions and briefly introduce Krajewski diagrams and
irreducible, nondegenerate spectral triples. The missing diagrams for three algebras are presented
in Sec. III.

II. BASIC DEFINITIONS, IRREDUCIBILITY, AND NONDEGENERACY

In this section we give the necessary basic definitions for a classification of almost commu-
tative geometries from a particle physics point of view. As mentioned above only the
0-dimensional part will be taken into account, so we restrict ourselves to real,S0-real, finite
spectral triplessA ,H ,D ,J,e ,xd. The algebraA is a finite sum of matrix algebrasA=
% i=1

N Mni
sKid with Ki =R , C , H, whereH denotes the quaternions. A faithful representationr of A

is given on the finite dimensional Hilbert spaceH. The Dirac operatorD is a self-adjoint operator
on H and plays the role of the fermionic mass matrix.J is an antiunitary involution,J2=1, and is
interpreted as the charge conjugation operator of particle physics. TheS0-real structuree is a
unitary involution,e2=1. Its eigenstates with eigenvalue +1 are the particle states, eigenvalue −1
indicates antiparticle states. The chiralityx as well is a unitary involution,x2=1, whose eigen-
states with eigenvalue +1s−1d are interpreted as rightsleftd particle states. These operators are
required to fulfill Connes’ axioms for spectral triples:

sid fJ,Dg = fJ,xg = fe,xg = fe,Dg = 0, eJ = − Je, Dx = − xD,

fx,rsadg = fe,rsadg = frsad,JrsbdJ−1g = ffD,rsadg,JrsbdJ−1g = 0, ∀ a,b P A.

sii d The chirality can be written as a finite sumx=oirsaidJrsbidJ−1. This condition is called
orientability.

siii d The intersection formùi j ª trsxrspidJrspjdJ−1d is nondegenerate, detù Þ0. The pi are
minimal rank projections inA. This condition is calledPoincaré duality.

Now the Hilbert spaceH and the representationr decompose with respect to the eigenvalues
of e andx into left and right, particle and antiparticle spinors and representations,

H = HL % HR % HL
c

% HR
c , r = rL % rR % rL

c
% rR

c .

In this representation the Dirac operator has the form

D =1
0 M 0 0

M* 0 0 0

0 0 0 M̄
0 0 M* 0

2 ,

whereM is the fermionic mass matrix connecting the left-handed and the right-handed fermions.
Connes’ axioms, the decomposition of the Hilbert space, the representation and the Dirac

operator allow a diagrammatic dipiction. As was shown in Refs. 6,8 this can be boiled down to
simple arrows, which encode the intersection form and the fermionic mass matrix. From this
information all the ingredients of the spectral triple can be recovered. For our purpose a simple
arrow and a double arrow are sufficient. The arrows always point from right fermionsspositive
chiralityd to left fermionssnegative chiralityd. We may also restrict ourselves to the particle part,
since the information of the antiparticle part is included by transposing the particle part. We will
adopt the conventions of Ref. 8.

ThefluctuationfD of the Dirac operatorD is given by a finite collectionf of real numbersr j

and algebra automorphismss j PAutsAde lifted to the Hilbert spaceH such that
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fD ª o
j

r jLss jdDLss jd−1, r j P R, s j P AutsAde,

where the Lift is given by

Lssd = rsudJrsudJ−1.

The spectral action of this almost commutative spectral triple reduced to the finite part is a
functional on the vector space of all fluctuated, finite Dirac operators,

Vs fDd = l trfs fDd4g −
m2

2
trfs fDd2g ,

wherel andm are positive constants.1,9 Our task is to find the minimaf̂D of this action and their
spectra.

To classify the almost commutative spectral triples we will impose some extra conditions as in
Ref. 8. We will require the spectral triples to be irreducible and nondegenerate according to the
following definitions.

Definition 2.1: sid A spectral triplesA ,H ,Dd is degenerateif the kernel of D contains a
nontrivial subspace of the complex Hilbert spaceH invariant under the representationr on H of
the real algebraA.

sii d A nondegenerate spectral triplesA ,H ,Dd is reducible if there is a proper subspace
H0,H invariant under the algebrarsAd such thatsA ,H0,DuH0

d is a nondegenerate spectral
triple. If the triple is real,S0-real and even, we require the subspaceH0 to also be invariant under
the real structureJ, the S0-real structuree and under the chiralityx such that the triple
sA ,H0,DuH0

d is again real,S0-real and even.
Definition 2.2: The irreducible spectral triplesA ,H ,Dd is dynamically nondegenerateif all

minima f̂D of the actionVs fDd define a nondegenerate spectral triplesA ,H , f̂Dd and if the spectra
of all minima have no degeneracies other than the three kinematical degeneracies: left–right,
particle–antiparticle, and color. Of course in the massless case there is no left–right degeneracy.
We also suppose that the color degeneracies are protected by the little group. By this we mean that

all eigenvectors off̂D corresponding to the same eigenvalue are in a common orbit of the little
group sand scalar multiplication and charge conjugationd.

In physicists’ language nondegeneracy excludes all models with pairwise equal fermion
masses up to color degeneracy. Irreducibility tells us that the Krajewski diagrams, which we must
find must not contain more arrows than strictly necessary to satisfy Connes’ axioms, especially the
Poincaré duality. The last requirement of Definition 2.2 means noncommutative color groups are
unbroken. It ensures that the corresponding mass degeneracies are protected from quantum cor-
rections.

III. THE MISSING DIAGRAMS

In this section we will present the diagrams missing in the proof for three algebras in Ref. 8.
For every diagram only one representative model will be given. All the other models can be
obtained by simply exchanging left with right and particles with antiparticles. On the diagram-
matic side this is equivalent to changing the directions of all arrows or reflecting the diagram on
its diagonal. Permutations of the algebras in the diagrams are neglected as well, since they lead to
the same physical models with a different order of the particles. For every diagram there are
several ways to connect the algebras by arrows in accordance with the consistency conditions of
Table 1 in Ref. 6. With respect to this, the four diagrams are all computed in the same way and
they all fall in the same way. The possibilities of complex conjugating an algebra representation
are limited and yield no essentially new models. It should be obvious from the diagrams whether
the matrix algebras are complex, real, or quaternionic. In all other cases the choice of the field will
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not affect the calculations, so we will not specify the algebras explicitly. For the four missing
diagrams,A1, A2, A3 denote the algebras,a, b, c their generic elements andk, , , p the respec-
tive size of the matrices.

Diagram 1 yields the representation

rLsa,b,cd = 1b ^ 1k 0 0

0 c ^ 1k 0

0 0 b ^ 1p
2, rRsa,b,cd = 1ā ^ 1k 0 0

0 b̄ ^ 1k 0

0 0 a ^ 1p

2 ,

rL
csa,b,cd = 11, ^ a 0 0

0 1p ^ a 0

0 0 1, ^ c̄
2, rR

csa,b,cd = 11k ^ a 0 0

0 1, ^ a 0

0 0 1p ^ c̄
2 .

The mass matrix is

M = 1M1 ^ 1k 0 0

0 M2 ^ 1k 0

0 0 M3 ^ 1p
2, M1,M3 P Mk3,sCd, M2 P Mp3,sCd,

where all three algebras areMnsCd. The fluctuations are

fM1 = o
j

r jv jM1ūj
−1, uj P UsA1d, v j P UsA2d,

fM2 = o
j

r jwjM2v̄ j
−1, wj P UsA3d,

fM3 = o
j

r jv jM3uj
−1,

and the actionVsC1,C2,C3d is, with Ciª
fMi

pfMi equal to

4kfl trsC1d2 − 1
2m2 trsC1dg + 4kfl trsC2d2 − 1

2m2 trsC2dg + 4pfl trsC3d2 − 1
2m2 trsC3dg .

Counting neutrinos and imposing broken color to be commutative leaves only one case,k=,=p
=1. The fluctuations decouple thefMi so it is always possible to reach the absolute minimum of
the Higgs potential and the triple is degenerate.

Diagram 2 falls in the same way.
Diagram 3 is degenerate in the commutative case and exhibits mass relations in the noncom-

mutative case. The calculation runs along the lines of diagram 8 in Ref. 8.
Diagram 4 yields the representation

rLsa,b,cd = Sc ^ 1k 0

0 a ^ 1,
D, rRsa,b,cd = 1b̄ ^ 1k 0 0

0 b̄ ^ 1k 0

0 0 c ^ 1,

2 ,

rL
csa,b,cd = S1p ^ a 0

0 1k ^ b
D, rR

csa,b,cd = 11, ^ a 0 0

0 1, ^ a 0

0 0 1p ^ b
2 ,

with possible complex conjugations here and there. The mass matrix is
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M = SM1 ^ 1k M2 ^ 1k 0

0 0 M3 ^ 1,
D, M1, M2 P Mp3,sCd, M3 P Mk3psCd.

The fluctuations are

fM1 = o
j

r jwjM1v̄ j
−1, wj P UsA3d, v j P UsA2d,

fM2 = o
j

r jwjM2v̄ j
−1,

fM3 = o
j

r jujM3wj
−1, uj P UsA1d,

and the action is

VsC1,C2,C3d = 4kfl trsC1 + C2d2 − 1
2m2 trsC1 + C2dg + 4pfl trsC3d2 − 1

2m2 trsC3dg .

The neutrino count and broken color implyk=,=1 and p=1 or p=2. The casek=,=p=1 is
obviously degenerate.

For k=,=1, p=2 we have one neutrino.fM3 fluctuates independently and can be pushed into
the absolute minimum of the Higgs potential. Let us setfM1 and fM2 into one matrix

fM1,2= o
j

r jwjsM1,M2dSv̄ j
−1 0

0 v̄ j
−1D .

Since thev̄ j
−1PC they commute withsM1,M2d and so

fM1,2= CsM1,M2d,

whereCPM232sCd is an arbitrary matrix.M1 must be linearly independent ofM2 because oth-
erwise they would produce a second neutrino. It follows thatsM1,M2d is invertible and we can
chooseC to be its inverse. In this way we reach the absolute minimum of the Higgs potential and
the triple is degenerate.

IV. CONCLUSION

The new models discovered with help of the computer complete the proof for up to three
algebras given in Ref. 8. We did not find anything of interest from the particle physics point of
view but we gained confidence in our algorithm and it seems sensible to compute the case with
four algebras.
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We extend a classification of irreducible, almost commutative geometries whose
spectral action is dynamically nondegenerate to internal algebras that have four
simple summands. © 2005 American Institute of Physics.
�DOI: 10.1063/1.1946527�

I. INTRODUCTION

A Yang-Mills-Higgs model is specified by choosing a real compact Lie group describing the
gauge bosons and three unitary representations describing the left- and right-handed fermions and
the Higgs scalars. Connes1 remarks that the set of all Yang-Mills-Higgs models comes in two
classes, Fig.1. The first is tiny and contains all those models that derive from gravity by general-
izing Riemannian to almost commutative geometry. The intersections of this tiny class with the
classes of left-right symmetric, grand unified, or supersymmetric Yang-Mills-Higgs models are all
empty. However, the tiny class does contain the standard model of electromagnetic, weak, and
strong forces with an arbitrary number of colors.

The first class is tiny, but still infinite and difficult to assess. We have started putting some
order into this class. The criteria we apply are heteroclitic.2

Two criteria are simply motivated by simplicity: we take the internal algebra to be simple, or
with two, three,… simple summands, we take the internal triple to be irreducible.

Two criteria are motivated from perturbative quantum field theory of the nongravitational part
in flat time space: vanishing Yang-Mills anomalies and dynamical nondegeneracy. The latter
imposes that the number of possible fermion mass equalities be restricted to the minimum, and
that they be stable under renormalization flow. The origin of these mass equalities is the following.
In almost commutative geometry, the fermionic mass matrix is the “Riemannian metric” of inter-
nal space, and as such becomes a dynamical variable. Its “Einstein equation” is the requirement
that the fermionic mass matrix minimize the Higgs potential. Indeed, in almost commutative
geometry, the Higgs potential is the “Einstein-Hilbert action” of internal space.

Two criteria are motivated from particle phenomenology: We want the fermion representation
to be complex under the little group in each of its irreducible components, because we want to
distinguish particles from antiparticles by means of unbroken charges. We want possible massless
fermions to remain neutral under the little group, i.e., not to couple to massless gauge bosons.

Two criteria are motivated from the hope that, one day, we will have a unified quantum theory
of all forces: vanishing mixed gravitational Yang-Mills anomalies and again dynamical nondegen-
eracy.

a�Electronic mail: jureit@cpt.univ-mrs.fr�
b�Electronic mail: Stephan@cpt.univ-mrs.fr
c�Electronic mail: schucker@cpt.univ-mrs.fr
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Our analysis is based on a classification of all finite spectral triples by means of Krajewski
diagrams3 and centrally extended spin lifts of the automorphism group of their algebras.4 The
central extension serves two purposes: �i� It makes the spin lift of complex algebras Mn�C� well
defined. �ii� It allows the corresponding U�n� anomalies to cancel.

Of course, we started with the case of a simple internal algebra. Here, there is only one
contracted, irreducible Krajewski diagram and all induced Yang-Mills-Higgs models are dynami-
cally degenerate.

The second case concerns algebras with two simple summands. It admits three contracted,
irreducible Krajewski diagrams, one of them being a direct sum of two diagrams from the first
case. The corresponding triples induce two Yang-Mills-Higgs models which are dynamically non-
degenerate and anomaly free: SU�2� with a doublet of left-handed fermions and a singlet of
right-handed fermions. The Higgs scalar is a doublet. Therefore, the little group is trivial,
SU�2�→ �12�, and the fermion representation is real under the little group. The second model is the
SO�2� submodel of the first.

The case of three summands has 41 contracted, irreducible diagrams plus direct sums. Its
combinatorics is on the limit of what we can handle without a computer. There are only four
induced models satisfying all criteria: The first is the standard model with C colors, C�2,
SU�2��U�1��SU�C�, with one generations of leptons and quarks and one colorless SU�2� dou-
blet of scalars. The three others are submodels, SO�2��U�1��SU�C�, SU�2��U�1��SO�C�,
and SU�2��U�1��USp�C /2� and must have C�2; the last submodel of course requires C even,
C�4.

In the following we push our classification to four summands. For simplicity we will only
consider diagrams made of letter-changing arrows, i.e., we exclude arrows of type aā because, in
the first three cases, these arrows always produced degeneracy. When the algebra is simple, of
course all arrows are of this type and all models were degenerate. All direct sum diagrams in cases
2 and 3 necessarily contain such arrows. For two summands, there is only one contracted, irre-
ducible diagram, which is not a direct sum and which is made of letter changing arrows; for three
summands there are 30 such diagrams.

For four summands, a well-educated computer5 tells us that there are 22 contracted, irreduc-
ible diagrams made of letter-changing arrows and which are not direct sums. They are shown in
Fig. 2. We have two pleasant surprises: �i� the number of these diagrams is small; �ii� there are
only two ladder diagrams, diagrams 18 and 19, i.e., diagrams with vertically aligned arrows, and
all other diagrams have no subdiagrams of ladder form. We will see that these other diagrams are
easily dealt with.

II. STATEMENT OF THE RESULT

Consider a finite, real, S0-real, irreducible spectral triple whose algebra has four simple sum-
mands and the extended lift as described in Ref. 4. Consider the list of all Yang-Mills-Higgs
models induced by these triples and lifts. Discard all models that have either

FIG. 1. Pseudoforces from noncommutative geometry.
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�i� a dynamically degenerate fermionic mass spectrum;
�ii� Yang-Mills or gravitational anomalies;
�iii� a fermion multiplet whose representation under the little group is real or pseudoreal,

FIG. 2. Four simple summands produce 22 contracted, irreducible diagrams made of letter changing arrows and which
are not direct sums.
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�iv� or a massless fermion transforming nontrivially under the little group.

The remaining models are the following: C is the number of colors, the gauge group is on the
left-hand side of the arrow, the little group on the right-hand side

FIG. 2. �Continued�.
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C=3, 5…

SU�2� � U�1� � SU�C�
Z2 � ZC

→
U�1� � SU�C�

ZC
.

The left-handed fermions transform according to a multiplet 2 � C with hypercharge q / �2C� and a
multiplet C with hypercharge −q /2. The right-handed fermions sit in two multiplets C with
hypercharges q�1+C� / �2C� and q�1−C� / �2C� and one singlet with hypercharge −q, q�Q. The
elements in Z2�ZC are embedded in the center of SU�2��U�1��SU�C� as

�exp
2�ik

2
12,exp�2�i�Ck − 2��/q�,exp

2�i�

C
1p�, k = 0,1, � = 0,1,…,C − 1.

The Higgs scalar transforms as an SU�2� doublet, SU�C� singlet and has hypercharge −q /2.
With the number of colors C=3, this is the standard model with one generation of quarks and

leptons.
We also have in our list two submodels of the above model defined by the subgroups

SO�2� � U�1� � SU�C�
Z2 � ZC

→
U�1� � SU�C�

ZC
,

SU�2� � U�1� � SO�C�
Z2

→ U�1� � SO�C� .

They have the same particle content as the standard model; in the first case only the W± bosons are
missing, in the second case roughly half the gluons are lost.

C=2, 4…

SU�2� � U�1� � SU�C�
ZC

→
U�1� � SU�C�

ZC
,

with the same particle content as for odd C. But, now we have three possible submodels

SO�2� � U�1� � SU�C�
ZC

→
U�1� � SU�C�

ZC
,

SU�2� � U�1� � SO�C� → U�1� � SO�C� ,

SU�2� � U�1� � USp�C/2�
Z2

→
U�1� � USp�C/2�

Z2
.

electro-strong

U�1� � SU�C� → U�1� � SU�C� .

The fermionic content is C � 1, one quark and one charged lepton. The two fermion masses are
arbitrary but different and nonvanishing. The number of colors is greater than or equal to 2, the
two charges are arbitrary but vectorlike; of course the lepton charge must not vanish. There is no
scalar and no symmetry breaking.

III. DIAGRAM BY DIAGRAM

We will use the following letters to denote algebra elements and unitaries: Let A=MA�C�
� MB�C� � MC�C� � MD�C�� �a ,b ,c ,d�. The extended lift is defined by
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L�u,v,w,z� ª ��û, v̂,ŵ, ẑ�J��û, v̂,ŵ, ẑ�J−1, �1�

with

û ª u�det u�q11�det v�q12�det w�q13�det z�q14 � U�A� , �2�

v̂ ª v�det u�q21�det v�q22�det w�q23�det z�q24 � U�B� , �3�

ŵ ª w�det u�q31�det v�q32�det w�q33�det z�q34 � U�C� , �4�

ẑ ª z�det u�q41�det v�q42�det w�q43�det z�q44 � U�D� , �5�

and unitaries �u ,v ,w ,z��U�MA�C� � MB�C� � MC�C� � MD�C��. It is understood that, for in-
stance, if A=1 we set u=1 and qj1=0, j=1, 2,3,4. If MA�C� is replaced by MA�R� or MA/2�H�, we
set qj1=0 and q1j =0.

Diagram 1 yields

�L = �b � 1A 0

0 d � 1C
�, �R = �a � 1A 0

0 �a � 1C
� ,

�L
c = �1B �

��a 0

0 1D � c
�, �R

c = �1A �
��a 0

0 1A � c
� , �6�

and

M = �M1 � 1A 0

0 M2 � 1C
�, M1 � MB�A�C�, M2 � MD�A�C� . �7�

The parameters � and �� take values ±1 and distinguish between fundamental representation and
its complex conjugate: 1aªa, −1aª ā. The color algebras consist of a’s and c’s. The a’s are
broken and therefore we must have A=1. We want at most one massless Weyl fermion, which
leaves us with three possibilities. The first is B=2, D=1. The fluctuations read

�1 = 	
j

rjv̂ jM1ûj
−1, �2 = 	

j

rjẑ jM2
�û j

−1. �8�

We can decouple the two scalars �1 and �2 by means of the fluctuation: r1= 1
2 , û1=1, v̂1=12,

ŵ1 =1C, ẑ1=1, r2= 1
2 , û2=1, v̂2=−12, ŵ2=1C, ẑ2=1. Since the arrows M1 and M2 are disconnected,

the Higgs potential is a sum of a potential in �1 and of a potential in �2. The minimum is �̊1

=��4	�−1/2�1

0 � and �̊2=��4	�−1/2, and the model is dynamically degenerate.

The same accidents happen for the second possibility, B=1, D=2. We are left with the third
possibility, B=D=1. Anomaly cancellations imply that the fermion couplings are vectorial: q13

=q23, q43=�q13, and there is no spontaneous symmetry breaking, SU�C��U�1�→ SU�C�
�U�1�. The model describes electro-strong forces with one charged lepton, one quark, and no
scalar. The masses of both fermions are arbitrary but nonvanishing, the electric charges are arbi-
trary, nonvanishing for the lepton, and the number of colors C is arbitrary, C�2.

Diagrams 3, 4, and 7 are treated in the same way and produce only the electro-strong model.
Diagram 2 yields

�L = �b � 1A 0

0 �a � 1C
�, �R = �a � 1A 0

0 d � 1C
� , �9�
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�L
c = �1B�

��a 0

0 1A � c
�, �R

c = �1A�
��a 0

0 1D � c
� ,

and

M = �M1 � 1A 0

1A � M3 M2 � 1C
�, M1 � MB�A�C�, M2 � MA�D�C�, M3 � MC�A�C� .

�10�

If M3 =0 diagram 2 is treated as diagram 1. We consider the case M3�0. Then, the first-order
axiom implies �=1. The color algebras consist of a’s and c’s. Both are broken and we take A
=C=1. Then, M is of rank two or less. If we want at most one massless Weyl fermion, we must
take B=2 and D=1 or B=1 and D=2. Anomaly cancellations then imply that the doublet of
fermions does not couple to the determinant of the 2�2 unitary, “the hypercharge of the doublet
is zero.” On the other hand, the little group turns out either trivial or U�1�. In the latter case the
neutrino sitting in the doublet is charged under this U�1�.

Diagram 5 has no unbroken color and fails as the first possibility of diagram 1, B=2, D=1.
Diagram 6 has color a and b; both are broken, implying A=B=1. Then, we must have C

=D=1 to avoid two or more neutrinos.
Diagram 8 yields

�L = �a � 1C 0

0 c � 1B
�, �R = �a � 1A 0

0 d � 1C
� , �11�

�L
c = �1A�


c 0

0 1C � b
�, �R

c = �1A � b 0

0 1D � b
� ,

and

M = �1A � M1 0

M3 � 1B M2 � 1B
�, M1 � MC�B�C�, M2 � MC�D�C�, M3 � MC�A�C� .

�12�

We suppose that M3 does not vanish; otherwise, diagram 8 is treated as diagram 1. Broken color
implies A=B=1. Neutrino counting leaves two possibilities, C=1 and D=2 or C=D=2. The first
possibility is disposed of as in diagram 2. For the second possibility, anomaly cancellations imply
that the determinants of the 2�2 unitaries w and z do not couple to the right-handed fermions.

Diagrams 14, 15, 16, and 17 share the fate of diagram 6.
Diagram 9 yields

�L = 
b � 1A 0 0

0 c � 1B 0

0 0 d � 1D
�, �R = 
a � 1A 0 0

0 �1b � 1B 0

0 0 �2b � 1D
� , �13�

�L
c = 
1B �

��a 0 0

0 1C �
��b 0

0 0 1D �
��d
�, �R

c = 
1A �
��a 0 0

0 1B �
��b 0

0 0 1B �
��d
� ,

and
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M = 
M1 � 1A 1B � M4 1B � M5

0 M2 � 1B 0

0 0 M3 � 1D
� ,

with M1 �MB�A�C�, M2�MC�D�C�, M3�MD�B�C�, M4�MA�B�C�, M5�MA�D�C�. If M4 is
nonzero �1 must be 1, and if M5 is nonzero �2 must be 1. From broken color and neutrino
counting, we have A=B=D=1 and C=2. Vanishing anomalies imply that the first and the third
fermion have vectorlike hypercharges, while the hypercharges of the second fermion are zero. It is
therefore neutral under the little group U�1�.

Diagrams 10, 11, 12, and 13 fail in the same way.
Diagram 18 produces the following triple:

�L = �a � 1C 0

0 �a � 1D
�, �R = 
b � 1C 0 0

0 �1b̄ � 1C 0

0 0 �2b̄ � 1D

� ,

�L
c = �1A � c 0

0 1A � d
�, �R

c = 
1B � c 0 0

0 1B � c 0

0 0 1B � d
� ,

and

M = �M1 � 1C M2 � 1C 0

0 0 M3 � 1D
�, M1,M2,M3 � MA�B�C� . �14�

Counting neutrinos leaves two possibilities, A=2 and B=1, or A=1 and B=1. If the neutrino is to
be neutral under the little group, we must have D=1 for the first possibility and C=1 for the
second.

The first possibility has two U�1�’s if C�2 and all four algebras consist of matrices with
complex entries. They are parametrized by det u and by det w. For �� ,�1 ,�2�= + + + ,−+ + ,
+ +−, and −+−, anomaly cancellations imply that the fermionic hypercharges of both U�1�’s are
proportional

q11 = −
1

2
, q21 = Cp, q31 = p, q41 = − Cp , �15�

q13 = 0, q23 = Cq, q33 = q −
1

C
, q43 = − Cq , �16�

with p, q�Q. Consequently, one linear combination of the two generators decouples from the
fermions and is absent from the spectral action. This is similar to what happens to the scalar in the
electro-strong model of diagram 1. The hypercharges of the remaining generator are those of the
standard model with C colors. In the remaining four cases �� ,�1 ,�2�= +−+ ,−−+ , +−−, and
−−−, all ten fermionic hypercharges vanish and the three leptons are neutral under the little group.
Finally, the cases where some of the four summands consist of matrices with real or quaternionic
entries are treated as in the situation with three summands, and they produce the same submodels
of the standard model.

The first possibility with C=1 has only one U�1�. For the four sign assignments: �� ,�1 ,�2�
= + + + ,−+ + , + +−, and −+−, we find anomaly free lifts with nontrivial little group. For example,
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for the first assignment, we get q11=−1/2, q21= p, q31=−p, and q41=−p, with p�Q. All four
assignments produce the electro-weak model �SU�2��U�1�� /Z2→U�1� of protons, neutrons, neu-
trinos, and electrons.

The second possibility, A=B=C=1, contains at least one chiral lepton with vanishing hyper-
charge and therefore neutral under the little group.

Diagram 19 gives the same results as diagram 18.
In diagrams 20, 21, and 22, the elements a and b must be matrices with complex entries to

allow for conjugate representations. Without both the fundamental representation and its complex
conjugate, these diagrams would violate the condition that every nonvanishing entry of the mul-
tiplicity matrix of a �blown-up� Krajewski diagram must have the same sign as its transposed
element if the latter is not zero. Diagram 20 is treated and fails as diagram 2; diagrams 21 and 22
are treated and fail as diagram 13.

At this point we have exhausted all diagrams of Fig. 2.

IV. CONCLUSION AND OUTLOOK

For three summands there was essentially one irreducible spectral triple satisfying all items on
our shopping list: the standard model with one generation of quarks and leptons and an arbitrary
number of colors �greater than or equal to 2�. We say “essentially” because a few submodels of the
standard model can be obtained. Going to four summands adds precisely one model, the electro-
strong model for one massive quark with an arbitrary number of colors and one massive, charged
lepton. Note that this is the first appearance of a spectral triple without any Higgs scalar and
without symmetry breaking.

We still have to prove that spectral triples in four summands involving letter-preserving
arrows like a ā do not produce any model compatible with our shopping list.

We are curious to know what happens in five �and more� summands. Here, ladder diagrams do
not exist and we may speculate that our present list of models exhausts our shopping list also in
any number of summands.

Anyhow, two questions remain: Who ordered three colors? Who ordered three generations?
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