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Abstract

In this thesis, a detailed spectroscopic investigation of ferric heme model complexes and their nitric oxide adducts is presented. To this end, two magnetic circular dichroism (MCD) and one resonance Raman (rRaman) spectrometer have been built. These techniques are powerful tools for the investigation of the electronic structures and vibrational properties of transition metal complexes. In combination with TD-DFT calculations, the complicated MCD and UV-Vis absorption spectra of five-coordinate ferric [Fe(TPP)(Cl)] have been completely assigned for the first time. This provides detailed insight into the electronic structures of five-coordinate ferric hemes, which was not available so far. These assignments obtained from MCD spectroscopy have been confirmed by other methods, especially rRaman measurements. In addition, ferric heme nitrosyls with trans thiolate coordination have been investigated using in-situ UV-Vis and rRaman spectroscopies, and DFT calculations. The DFT results show that the difference between axial N- and S-donor-coordinated ferric heme nitrosyls is due to a σ-trans effect of the coordinated thiolate on the bound NO, mediated by an NO σ* orbital. This way, the Fe-N and N-O bonds are weakened, and the Fe-N-O unit is bent in the S-coordinated case. The Fe-N stretching vibration in [Fe(OEP)(SR')(NO)] has been identified in the rRaman spectrum at 550 cm⁻¹ via isotope labeling, and force constants of 3.56 and 14.51 mdyn Å⁻¹ for the Fe-NO and N-O bonds, respectively, have been determined using Normal Coordinate Analysis. Potential energy surface (PES) calculations on six-coordinate ferric heme NO model systems in different electronic states show that the elusive ls-Fe(III)-NO(radical) state does in fact exist as an energy minimum, and that this state is surprisingly close in energy to the Fe(II)-NO⁺ ground state. This is especially relevant for the thiolate-bound ferric nitrosyls, where this state could be the ground state. Further investigations are necessary in this case. These results reveal an unexpectedly complex energy landscape for binding of NO to ferric heme.

In addition to these investigations, the synthesis of the anthracene bridged cofacial porphyrin H₄DPA, which is relevant as model complex for bacterial nitric oxide reductase, has been carried out. This way, the complex [Co₂(DPA)(NO)₂] has been synthesized and characterized using UV-Vis, IR and rRaman spectroscopies. Vibrational spectra show the ν(N-O) stretch 1685 cm⁻¹ for this compound. Finally, DFT calculations have been used to investigate potential intermediates in the reduction of NO to N₂O using these cofacial porphyrins as platform.
Kurzzusammenfassung
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1 Introduction

1.1 Nitric Oxide

It was a sensation in the 1980’s that nitric oxide (NO), a poisonous gas and a common air pollutant, which is formed when nitrogen burns (for example in automobile exhaust fumes), could exert important functions in the human body. NO is present in most living creatures and made by many different types of cells. In 1992, nitric oxide was therefore voted as ‘the molecule of the year’ by the magazine Science.\(^1\) It is known that NO plays a key role in nerve signal transduction, vasodilation, blood clotting, and immune response by white blood cells.\(^2\) White blood cells use the poisonous property of NO to kill infectious agents such as bacteria, fungi and parasites. Robert F. Furchgott, Louis J. Ignarro and Ferid Murad, the discoverers of NO as a signal molecule were awarded with the Nobel Prize in Medicine in 1998. NO plays also an important role in medicine today, for example: In atherosclerosis, the endothelium has a reduced capacity to produce NO. However, NO can be introduced by treatment with nitroglycerin, which was invented by Ascanio Sobrero. Nitroglycerine can be synthesized by mixing glycerine with sulfuric and nitric acid. Dynamite, which was invented by Alfred Nobel in 1866 in Krümmel (Schleswig-Holstein, Germany) is an explosive based on the explosive nitroglycerin using kieselguhr (diatomaceous earth) as an adsorbent. When Nobel was ill with heart disease, his doctor prescribed nitroglycerin. In a letter to his friend, Nobel wrote:\(^3\) “It is ironical that I am now ordered by my physician to eat nitroglycerin.” Bacterial infections can lead to sepsis and circulatory shock. In this condition, NO plays a harmful role. White blood cells react to bacterial products by releasing large amounts of NO that dilate the blood vessels. The blood pressure drops and the patient may become unconscious. In this situation, inhibitors of NO synthase may be useful in intensive care treatment. NO can initiate erection of the penis by dilating the blood vessels to the erectile bodies. This knowledge has led to the development of drugs against impotence (for example Viagra). Of course, the dosage is critical since the gas can be toxic at high concentrations. Paracelsus: „Alle Ding' sind Gift und nichts ohn' Gift; allein die Dosis macht, dass ein Ding kein Gift ist.“ (“All things are poison and nothing is without poison, only the dose permits something not to be poisonous.”) For example, sodium nitroprusside, which corresponds to the iron complex Na\(_2\)[Fe(CN)\(_5\)NO]\(_x\)2H\(_2\)O, is a NO donor used to lower blood pressure.
1.2 Heme Proteins

Heme Proteins include all proteins that contain a heme moiety as a prosthetic group. This class of enzymes show impressively varied biological functions. For example, heme proteins play a dominant role throughout the chemistry of nitric oxide in biology. NO is produced in vivo from arginine performed by the nitric oxide synthase (NOS) family of enzymes.\(^4\) The cardiovascular regulation by NO (produced by endothelial(e-) NOS) is then mediated by soluble guanylate cyclase (sGC), which is activated by coordination of NO to its ferrous heme active site.\(^5\)

Nitrophorins (Np’s) are hemoproteins found in the saliva of blood-sucking insects, which act as NO-carriers.\(^6\) Histamine, which is released by the host in response to tissue damage, binds to Np and this way, facilitates the release of NO into the tissue where it induces vasodilatation. In addition, \textit{the biological reduction of NO to } \textit{N}_2\textit{O (cf. equation 1) is mediated by heme proteins, the so-called nitric oxide reductases (NOR’s).}

\[
2 \text{ NO} + 2 \text{ H}^+ + 2 \text{ e}^- \rightarrow \text{N}_2\text{O} + \text{H}_2\text{O} \quad (1)
\]

Nitric oxide reductases (NOR) are found in either bacteria or fungi. The bacterial NOR (NorBC) is part of the dissimilatory denitrification, whereas the fungal nitric oxide reductase (P450nor) is part of a similar process that is observed in fungi (fungal denitrification). NorBC consists of a binuclear active site with one heme (axial histidine coordination) and one non-heme center, whereas P450nor consists of a single heme center with axial cysteine coordination. This suggests that the individual mechanisms for the NO reduction are completely different in these complexes. However, not much is known about the mechanisms of NorBC and P450nor (vide infra).

\textbf{Dissimilatory Denitrification.} Nitrate can be used by bacteria as an energy source in a process called \textit{dissimilatory denitrification, which corresponds to the stepwise reduction of nitrate to dinitrogen} following equation 2.

\[
\text{NO}_3^- \rightarrow \text{NO}_2^- \rightarrow \text{NO} \rightarrow \text{N}_2\text{O} \rightarrow \text{N}_2 \quad (2)
\]

Here, nitrate is reduced to nitrite by nitrate reductase (NAR), nitrite is then reduced to nitric oxide by nitrite reductase (NIR). This is \textit{followed by NO reduction to nitrous oxide mediated by nitric oxide reductase (NOR)}, and finally, \text{N}_2\text{O} is further reduced to dinitrogen catalyzed by nitrous oxide reductase (\text{N}_2\text{OR}).
1.3 Bacterial Nitric Oxide Reductase (NorBC)

Denitrifying NO reductases (NOR) are integral membrane protein complexes in case of which there are no crystal structures available yet. However, careful analysis of the protein sequences of bacterial NORs from different organisms has shown that these enzymes are closely related to the respiratory heme-copper oxidases, the so-called cytochrome c oxidases (CCO). Spectroscopic investigations further supported this proposal. For example, Cheesman and coworkers used magnetic circular dichroism (MCD) and EPR spectroscopy to show that Pseudomonas stutzeri NorBC is structurally related to the CCO’s. Therefore, the CCO’s serve as structural models for the NorBC enzymes. Note that it is known that CCO’s can reduce NO to N₂O, but at rates several orders of magnitude lower than for NorBC’s. It has also been reported that NorBC from P. denitrificans is able to reduce dioxygen to water. Several crystal structures are known for CCO’s. The mitochondrial cytochrome c oxidase structure is shown in Figure 1.1, which consists of a binuclear active site. The heme a₃ center is five-coordinate with axial histidine coordination, and the so-called Cu_B center is coordinated by three histidines. Correspondingly, the NorB subunit of NorBC comprises one high-spin heme b with axial histidine coordination, and one non-heme iron with three histidines coordinated, which is known as Fe_B in analogy to Cu_B in CCO.

Figure 1.1. Crystal structure of the active site of mitochondrial cytochrome c oxidase (from ref[10]).
In order to model the NorBC active site, the distance between the heme $b$ and Fe$_b$ center is of critical importance. The distance between the Fe $a_3$ and the Cu$_b$ center in oxidized bovine heart cytochrome c oxidase is 4.5 Å from crystal structure determinations. The distance between the ferric iron atoms in NorBC has been estimated at 3.5 Å in the resting state of the enzyme, due to a µ-oxo bridge between the iron centers.

The mechanism of NO reduction by NorBC can be divided into four steps: the initial coordination of NO at the diiron site, the formation of the N-N bond, the cleavage of the N-O bond and the release of nitrous oxide. In the catalytically active state of NorBC, both the heme and the non-heme iron are in the ferrous oxidation state. For the coordination of NO and the formation of the N-N bond, three possible mechanisms have been proposed: (a) the *trans* mechanism, (b) the *cis*-Fe$_b$ mechanism and (c) the *cis*-heme $b_3$ mechanism:

(a) *trans* mechanism: Figure 1.2 shows the important steps of NO reduction proposed for the *trans* mechanism by deVries and coworkers from steady-state kinetic data of NorBC. In the first step, the binding of two NO molecules to both the ferrous heme $b_3$ and the non-heme center are proposed to form an iron-nitrosyl dimer intermediate. EPR signals that can be interpreted as Fe(II)$b$-NO as well as Fe(II)-heme$^\text{b3}$-NO have been reported for the enzyme under turnover. In addition, the characterization of an (FeCO)$_2$ heme/non-heme dicarbonyl complex from binding studies of ferrous NorBC suggests a binding of NO to both the heme and the non-heme center in the first step. In the next step, radical coupling of the two nitrogen atoms of NO leads to a metal bound hyponitrite ($\text{N}_2\text{O}_2^{2-}$) species (Fe-N$_2$O$_2$-Fe), which decomposes yielding N$_2$O and the ferric µ-oxo bridged dimer. Note that the only intermediate of this mechanism, which has been identified so far, is the ferric µ-oxo bridged dimer.

However, the biggest problem with this *trans* mechanism is the large stability of the Fe(II)-heme $b_3$-NO complex. Ferrous heme nitrosyls are known as ‘dead-end’ of enzyme activity due to the high affinity of NO for ferrous hemes, which is reflected by both a fast on and a slow off rate (vide infra).
(b) *cis*-Fe\textsubscript{B} mechanism: Here, NO is reduced exclusively at the Fe\textsubscript{B} center. Therefore, the role of the heme iron would be limited to electron transfer and to stabilize the resting state of the enzyme, which corresponds to the μ-oxo dimer complex (vide supra). A corresponding mechanism was proposed for the reaction of NO with catalytically active CCO, where two molecules of NO seem to bind to the Cu\textsubscript{B} center.\textsuperscript{18} Note that this mechanism does not include the formation of a stable ferrous heme nitrosyl species (vide infra).

(c) *cis*-heme b\textsubscript{3} mechanism: In this case, the transformation of NO to N\textsubscript{2}O is proposed to be performed only by the heme iron b\textsubscript{3}. An example for this mechanism is P450nor (vide infra). Note that the *cis*-heme b\textsubscript{3} mechanism includes again the formation of stable Fe(II)-NO species (vide infra).

However, these three mechanisms have to be considered speculative and more studies on both enzymes and model complexes are necessary to understand the complicated mechanism of the reduction of NO to N\textsubscript{2}O catalyzed by NorBC.
1.4 Fungal Nitric Oxide Reductase (P450nor)

Nitric oxide reductase (P450nor) is involved in the fungal denitrification process and catalyzes the reduction of NO to N₂O according to equation 3. Note that P450nor uses NADH directly for the reduction of NO.

$$2 \text{NO} + \text{NADH} + \text{H}^+ \rightarrow \text{N}_2\text{O} + \text{NAD}^+ + \text{H}_2\text{O} \quad (3)$$

For P450nor, crystal structures were determined for the enzyme from the fungus *Fusarium oxysporum*. The ferric NO form of wild type (WT) fungal NOR (cf. Figure 1.3) shows a single heme center with axial cysteine coordination.¹⁹ The crystal structure shows a bent Fe-N-O unit with an angle of 161°. Importantly, ferric heme nitrosyls with *trans* imidazole or pyridine donor ligands have linear Fe-N-O units,²⁰ whereas thiolate coordination leads to a bent structure. It was not clear whether this is due to electronic or steric effects.²¹ Recently, Xu et al. published the first X-ray structural characterization of the ferric nitrosyl heme thiolate model complex $[\text{Fe(OEP)}(\text{NO})\{\text{S-2,6-(CF}_3\text{CONH)}_2\text{C}_6\text{H}_3\}]$ (1) ($\text{OEP} = \text{octaethylporphyrin}$).²² Importantly, the Fe-N-O unit is again bent with an angle of 160°, which demonstrates an intrinsic bending of the Fe-N-O moiety *due to electronic effects*. Therefore, we explored the effect of the *trans* thiolate coordination on the Fe-N-O moiety, which is of critical importance for the role of thiolate for the function of the proteins. These results are comprised in Chapter 6 of this thesis.

![Figure 1.3. Stereo view of the heme iron-NO coordination geometry of the WT fungal NOR in the ferric NO state (from ref[19b]).](image-url)
It has been shown that the ferric form of P450nor is catalytically active.\textsuperscript{23} In addition, EPR studies by Shiro and coworkers showed that a mixture of a low-spin form, which is six-coordinate due to coordination of water, and a five-coordinate high-spin form coexist in the active form of P450nor.\textsuperscript{24} However, the coordination of NO leads to a diamagnetic, low-spin Fe(III)-NO adduct. Then, two-electron reduction by NADH follows, leading to the so-called intermediate $I$, which was initially identified by Shiro and coworkers based on stopped-flow kinetic data.\textsuperscript{25} After addition of NADH to the ferric P450nor-NO adduct, the 431nm band of the Fe(III)-NO complex decreases and at the same time, a new band at 444 nm occurs, which has been assigned to intermediate $I$. Shiro and coworkers proposed that intermediate $I$ corresponds to an Fe(I)-NO or Fe(II)-NO$^-$ complex,\textsuperscript{25} which does not seem to undergo deuterium exchange indicating that intermediate $I$ is not protonated.\textsuperscript{26} Intermediate $I$ reacts then with a second molecule of NO to form N$_2$O and water. However, there is some doubt about how the electron transfer from NADH to the active site takes place. Therefore, another mechanism was proposed by Daiber et al.,\textsuperscript{27} which is schematically shown in Figure 1.4. In this case, hydride transfer to the NO group bound to the ferric heme is postulated generating an Fe(II)-(HNO) species. For the hydride transfer, it is expected that NADH binds close to the Fe(III)-NO at the distal side with respect to the thiolate.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{mechanism.png}
\caption{Mechanism of P450nor by Daiber et al.\textsuperscript{27}}
\end{figure}
In a chemical approach, NADH has been replaced by sodium borohydride forming an intermediate again absorbing around 444 nm, which indicates that a hydride transfer takes place during the formation of this species.\textsuperscript{27a} In addition, our results from DFT calculations on corresponding model complexes, comprised in Chapter 7, further support the direct hydride transfer.\textsuperscript{28} The electronic structure of this intermediate has been proposed as either Fe(III) with a bound N(H)-OH radical (doubly protonated) or Fe(IV) with bound HNO and a cysteiny1 radical (singly protonated). However, not much is known about intermediate $I$. Finally, another molecule of NO reacts with intermediate $I$ leading to N$_2$O and water.

### 1.5 Comparison of Ferric and Ferrous Heme NO Adducts

As mentioned earlier in this Chapter, various functions in the chemistry of nitric oxide in biology are mediated by heme proteins. Importantly, the individual functions are highly dependent on the oxidation state of iron. In the Enemark and Feltham notation, ferrous heme NO adducts are denoted \{FeNO\}$_7$ and ferric heme NO adducts \{FeNO\}$_6$, respectively.\textsuperscript{29} This electron counting system has been used to predict MNO (M = metal) geometries in general (\{MNO\}$^n$).\textsuperscript{30} In mononitrosyls, the number of electrons $n$ is simply the sum of metal d-electrons plus the electron in the $\pi^*$ orbital of NO. For \{MNO\}$^6$ systems the M-N-O unit is predicted to be linear, whereas for \{MNO\}$^7$ a bent structure is predicted.

Ferrous and ferric hemes have very different properties. The occurrence of ferric or ferrous hemes is closely related to the individual functions of the enzymes, due to the much smaller affinity to NO of ferric hemes compared to ferrous hemes. Note that the rates of NO loss are approximately 4-8 orders of magnitude smaller in ferrous hemes.\textsuperscript{31} For example, for hemoglobin in the ferrous state (R-state), the on rate is $2 \cdot 10^7$ M$^{-1}$ s$^{-1}$ and the off rate is $1.8 \cdot 10^{-5}$ s$^{-1}$,\textsuperscript{32a} whereas in the ferric state the on rate is $4 \cdot 10^3$ M$^{-1}$ s$^{-1}$ and the off rate is 1 s$^{-1}$, respectively.\textsuperscript{32b} This is also the reason why ferrous heme NO adducts have been referred to as a ‘dead end’ of protein activity. Note that non-heme iron complexes have a significantly lower affinity for NO than heme proteins.\textsuperscript{31a} In addition, NO has a strong $trans$ effect. For example, NO can dissociate the $trans$ ligand in heme proteins and therefore, can destabilize the binding of the heme to the protein. Hence, in guanylate cyclase, binding of NO displaces the proximal histidine ligand and is therefore frequently purified without the heme cofactor.\textsuperscript{31a} The effect that NO binding leads to the dissociation of the $trans$ axial ligand forming the 5-coordinate heme-NO adduct is also known.
in the literature as negative trans effect. Correspondingly, coordination of a ligand (L) trans to NO can lead to NO loss forming the corresponding five-coordinate NO free species with L in axial position. Binding studies on ferrous heme model complexes performed in our group lead to the same result. In this case, excess base (pyridine or imidazole) lead to denitrosylation, forming the six-coordinate bis-base complex. In biology, this mechanism constitutes one possibility how NO can be removed from ferrous hemes. Changing the protein structure can force a ligand (for example histidine) to bind trans to NO and therefore, induce the loss of NO from the active site.

Ferric heme nitrosyl adducts are very important and occur as intermediates or as enzyme-product complexes in a number of enzymes, such as Nitrophorins (Np), cytochrome cd1 nitrite reductase, nitric oxide synthase (NOS) and fungal nitric oxide reductase (P450nor). However, the synthesis and spectroscopic characterization of ferric heme nitrosyl model complexes is challenging due to the low affinity of Fe(III) towards NO and the high instability of the corresponding Fe(III)-NO adducts. In particular, trans thiolate coordinated ferric heme nitrosyls are extremely unstable, which is reflected by the small number of publications on these systems (see also Chapter 6). Due to the importance of ferric hemes and their NO adducts in biology, and the lack of model complex studies on these systems, this thesis focuses mostly on ferric heme model complexes and their reaction with nitric oxide.
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2 Overview

In this thesis, ferric heme model complexes and their reaction with nitric oxide (NO) are investigated. The results presented here are important for the understanding of the individual mechanisms of the corresponding enzymes, but also for the in-depth characterization of these transition metal complexes themselves. These model complexes are relevant for a number of enzymes, such as fungal nitric oxide reductase, nitric oxide synthase, cytochrome cd\textsubscript{1} nitrite reductase, nitrophorins, horseradish peroxidase, myoglobin and chloroperoxidase, and will be further introduced in the individual chapters, when applicable. These investigations comprise about 75\% of the work presented here. In addition, the syntheses of cofacial metalloporphyrin NO complexes, which serve as model complexes for the bacterial nitric oxide reductase, are developed. Finally, a variety of spectroscopic and theoretical investigations have been performed in collaborative projects, which are summarized at the end of this thesis.

Magnetic circular dichroism and resonance Raman spectroscopies are introduced in Chapter 3. In order to have unrestricted instrument time for measurements with these important techniques, we have built one MCD spectrometer in Kiel (C.A.U.) and another one in Ann Arbor (UM). In addition, one rRaman spectrometer has been built in Ann Arbor. Note that the MCD spectrometer in Kiel is only the third instrument in Germany in the area of chemistry. The first part of Chapter 3 gives a brief introduction of the theoretical backgrounds of these methods, and then presents details about the design and construction of the MCD instruments. In addition, important test results are also included in this chapter.

Magnetic circular dichroism (MCD) and resonance Raman (rRaman) are extremely powerful techniques to explore the properties of heme active sites in enzymes and of corresponding model complexes. However, the detailed interpretation of the obtained data is very complicated. Therefore, in order to explore the Raman and MCD spectroscopic properties of heme-nitrosyls, I have investigated five-coordinate model complexes of type \([\text{M(TPP)(Cl)}]\) (\text{M} = \text{Fe}^{III}, \text{Mn}^{III} \text{and Co}^{III}; \text{TPP} = \text{tetraphenylporphyrin}) first using these techniques. The first part of Chapter 4 comprises the vibrational investigations, including rRaman spectroscopy, on these model complexes. The assignments of the nonresonance Raman and IR spectra of \([\text{M(TPP)(Cl)}]\)
obtained from DFT calculations presented in my diploma thesis could be verified using polarized Raman spectroscopy. In addition, assignments of anomalous polarized bands, which correspond to $A_{2g}$ vibrations (forbidden in nonresonance Raman in $D_{4h}$), were obtained from polarized rRaman spectroscopy. Note that ferric heme proteins and the corresponding model complex [Fe(TPP)(Cl)] exhibit similar UV-Vis and MCD spectra. Therefore, this complex is an excellent model for the five-coordinate high-spin ferric state of hemes. Since MCD is an extremely powerful method to investigate the electronic structures and spectra of paramagnetic transition metal complexes, MCD has been widely applied as a “fingerprinting” technique to a variety of ferric heme proteins. However, detailed assignments of the spectra are missing. Hence, complete assignments for the high-spin (hs) ferric [Fe(TPP)(Cl)] complex are reported for the first time in the second half of Chapter 4. These assignments are based on MCD data and their detailed analysis correlated to TD-DFT calculations. Importantly, polarizations of the electronic transitions observed in [Fe(TPP)(Cl)] have been obtained from fitting the VTVH magnetization isotherms. The assignments obtained form MCD are confirmed by other methods, especially rRaman (vide supra).

Chapter 5 deals with model systems for the bacterial nitric oxide reductase (NorBC). The active site of this enzyme consists of a mixed heme/non-heme center. Therefore, binuclear iron complexes are necessary to model NorBC. Besides model systems of the heme/non-heme type, binuclear porphyrin systems are of interest. Therefore, the synthesis of bis-porphyrin ligands in a cofacial geometry is elaborated here. In addition, the corresponding cobalt NO complex has been synthesized and investigated using IR, UV-Vis absorption and rRaman spectroscopy. The driving force behind this project is the question whether it is possible to reduce NO to N$_2$O using two hemes in a close geometry instead of a heme/non-heme type model complex. However, in order to investigate these systems in more detail, quantum-chemical calculations have been performed first. These calculations are summarized at the end of Chapter 5.

As mentioned in the Introduction, ferric heme nitrosyl adducts occur as intermediates or as enzyme-product complexes in a number of proteins, such as Nitrophorins (Np), cytochrome $c$$_1$ nitrite reductase, nitric oxide synthase (NOS), and fungal nitric oxide reductase (P450nor), and therefore, play an important role in enzymology. The first part of Chapter 6 comprises the quantum-chemical investigations performed on model complexes for P450nor. The second part
of the Chapter (Section 6.3) deals with the synthesis and spectroscopic investigations on 
\([\text{Fe(OEP)}(\text{NO})\{\text{S-2,6-(CF}_3\text{CONH)}_2\text{C}_6\text{H}_3\}\} \text{(2H-NO, OEP = octaethylporphyrin). This work has}
been conducted in collaboration with Prof. George B. Richter-Addo, Department of Chemistry
and Biochemistry, University of Oklahoma, USA. In addition, I have performed a normal
coordinate analysis (QCC-NCA) for 2H-NO. These model complex studies are performed to
explore (a) the electronic effect of the thiolate on the Fe-NO unit, (b) the effect of the NH---S
hydrogen bond strength on the coordinated nitric oxide, (c) the instability of 2H-NO and 1H-NO
(one NH---S hydrogen bond) in solution, (d) to determine the missing vibrational data, especially,
the Fe-N(O) stretching vibration, and (e) to determine the N-O and Fe-N(O) force constants of
the Fe-N-O unit. Finally, I have investigated the binding of NO to ferric hemes using potential
energy surface (PES) calculations. These calculations are presented in the last section of
Chapter 6. For this investigation, ferric heme model systems with axial 1-methylimidazole (MI)
were used, because more experimental data for the N-donor coordinated systems compared to
corresponding thiolate-bound species are available from the literature. These results provide
insight into (a) the relative stabilities of Fe(II)-NO\(^+\) vs. Fe(III)-NO(radical) electronic structures,
(b) the NO to Fe(III) electron transfer upon coordination of NO, and (c) the surprisingly large Fe-
NO force constant in ferric hemes.

In addition to these studies on ferric heme model complexes, a variety of collaborative
investigations focusing on spectroscopic and theoretical studies of transition metal complexes
have been performed during my Ph.D. The systems investigated include mononuclear and
binuclear copper-diazene complexes (Raman measurements) and copper nitrosyl complexes
(Raman and MCD measurements) in collaboration with Prof. Dr. Kiyoshi Fujisawa (University
of Tsukuba, Japan), the twist-boat/half-chair conformer ratio in \([\text{Fe}^{\text{III}}(\text{tmdta})]\)\(^+\) (Raman
measurements) in collaboration with Dr. Roland Meier (Friedrich-Alexander Universität
Erlangen-Nürnberg, Germany), and the N-N cleavage in Mo/W hydrazidium complexes with
diphosphine coligands (PES calculations) in collaboration with Prof. Dr. Felix Tuczek (Christian-
Albrechts-Universität zu Kiel, Germany). In addition, I have performed DFT calculations in order
to investigate key intermediates of the catalytic cycle of P450nor. Most of the results have been
published by our group recently, or are currently submitted for publication. These results are
summarized in Chapter 7.
Finally, the key results obtained during my graduate research (Promotion) conducted between August, 2004 and September, 2007 are summarized in Chapter 8.
3 Material and Methods

Two MCD as well as one rRaman spectrometer have been built by myself and my supervisor, Prof. Dr. Nicolai Lehnert, during my graduation ("Promotion"). The first MCD spectrometer has been build for Prof. Dr. Felix Tuczek at the University of Kiel, Germany. Note that the construction plan for the MCD table has been elaborated during my diploma work and in addition, the installation of the cryostat was performed during that time.¹ The second MCD and the rRaman spectrometer have been built for Prof. Dr. Nicolai Lehnert at the University of Michigan, Ann Arbor, USA. Importantly, most of the MCD and rRaman data, presented in this thesis, have been obtained by using these instruments. As already mentioned above, rRaman and MCD spectroscopies are key techniques to explore the properties of heme active sites and of corresponding model complexes. The theoretical background of these spectroscopic techniques is summarized in the following.

3.1 Theoretical Background

This Section summarizes the theoretical background of both low-temperature Magnetic Circular Dichroism (MCD) and resonance Raman spectroscopies (rRaman), which are the key methods applied in this thesis.

3.1.1 Magnetic Circular Dichroism Spectroscopy

Magnetic Circular Dichroism (MCD) is an extremely powerful technique to investigate the electronic structures and spectra of paramagnetic transition metal complexes.² This technique has clear advantages compared to UV-Vis absorption spectroscopy, because of the much better resolution of electronic transitions, or EPR, because MCD is not restricted to non-integer spin systems.³ In addition, the polarizations of the electronic bands are accessible by MCD in samples of randomly oriented molecules.

The theoretical background of MCD spectroscopy was developed by P. J. Stephens in the 1970’s and has been summarized in a number of reviews and articles.²ᵃ⁻ᵈ,²ᶠ近期, a review by Mack et al. has been published that summarizes the background of MCD spectroscopy and the application of this technique to porphyrinoids.⁵ MCD spectroscopy measures the difference in
intensity of left (lcp) and right (rcp) circular polarized light. MCD intensity is proportional to
three different contributions, designated as MCD A-, B- and C-terms (cf. equation 1).

\[ I \sim \left[ A_1 \left( -\frac{\partial f(E)}{\partial E} \right) + \left( B_0 + \frac{C_0}{kT} \right) f(E) \right] \cdot B \quad (1) \]

Here, \( I \) is the MCD intensity, \( T \) the temperature, \( B \) the magnetic field, and the function \( f(E) \)
represents the band shape of an absorption band. Hence, B- and C-terms both show an absorption
band shape in MCD, whereas the A-term corresponds to a signal with a derivative band shape.
Importantly, the A- and B-terms are temperature independent, whereas MCD C-term intensity is
temperature dependent. Therefore, the most important mechanism at low temperature is the C-
term. From eqn. 1, MCD intensity increases linearly with the strength of the magnetic field. This
strictly applies to the A- and B-terms.

![Figure 3.1](image.png)

**Figure 3.1.** MCD mechanisms: (a) A-term, (b) B-term, and (c) C-term. Taken from ref.[6].

In order for A-term intensity to arise, the molecule must have degenerate excited states as shown
in Figure 3.1. In the presence of a magnetic field the excited state is split due to the Zeeman
effect. Since the Zeeman splitting is usually only of a few wavenumbers, the oppositely signed
transitions for rcp and lcp light will almost cancel leading to a derivative band shape (cf.
Figure 3.1a). Figure 3.1, b shows the origin of B-term MCD intensity. In this case, magnetic field
induced mixing of the excited state \(|J>\) with an energetically close intermediate state \(|K>\) occurs.
Alternatively, field-induced mixing is also possible between the ground state \(|A>\) and an
intermediate state \(|K>\). However, in both cases significant B-term intensity does only arise if \(|K>
is close in energy to either the excited state $|J\rangle$ or the ground state $|A\rangle$. On the other hand, in the second case it is required that the energetic separation between $|A\rangle$ and $|K\rangle$ is large enough such that $|K\rangle$ is not thermally populated. Otherwise, this leads to C-term intensity. As already stated, B-term signals have an absorption band shape. Finally, the most important mechanism at low temperatures is the C-term. C-term intensity arises from a degenerate ground state, which is split in the magnetic field due to the Zeeman effect. In general, degenerate ground states are due to spin degeneracy and hence, *only paramagnetic compounds exhibit C-term signals*. Thus, A- and C-term MCD intensity requires either a degenerate excited state or a degenerate ground state. However, in the C-term case, a saturation of the signal is observed at very low temperature and high field (vide infra). At low temperatures, $kT$ is in the order of the Zeeman splitting in the presence of a strong magnetic field, which leads to a larger population of the lower energy compared to the higher energy Zeeman sublevels of the ground state corresponding to the Boltzmann distribution. Hence, the intensities of the rcp and lcp transitions do not cancel anymore leading to an absorption band shape for the C-term. A further decrease of the temperature or an increase of the magnetic field results in an increase in the population of the lowest-energy sublevel and therefore, the C-term MCD intensity also increases. If the higher energy sublevels are completely depopulated, the C-term intensity reaches its maximum value (saturation limit). Importantly, **the temperature and magnetic field dependent C-term intensity contains the complete information of the properties of the ground state including g values and zero-field splitting (zfs) parameters as well as the polarizations of the electronic transitions**. The dependence of the MCD intensity on temperature and field is explored by the variable temperature variable field (VT VH) experiment. Here, the MCD C-term intensity at a given wavelength is plotted against $\beta B/2kT$ ($\beta_B$ the Bohr magneton, $B$ the magnetic field, $T$ the temperature, $k$ the Boltzmann constant).

The VTVH data (cf. Chapter 4) can be fitted using the general method developed by Neese and Solomon. The analysis is based on the following equation (2):

$$\frac{\Delta \varepsilon}{E} = -\frac{\gamma}{4 \cdot \pi} \int_0^\infty \int_0^\pi \sin \theta \left( l_x^2 g_x M_{xy}^{\text{eff}} + l_y^2 g_y M_{xz}^{\text{eff}} + l_z^2 g_z M_{yz}^{\text{eff}} \right) d\theta d\phi$$

where $\Delta \varepsilon/E$ is the MCD intensity, $M^{\text{eff}}$ are the effective transition dipole moment products (cf. equation 3), $l$ the angular momentum, $\beta_B$ the Bohr magneton, $B$ the magnetic field, $T$ the temperature, $k$ the Boltzmann constant and $g$ the ground-state g-values. Therefore, the shape of
the isotherms is related to the g-values of the system and the products of the relative polarizations. Note that spin-orbit coupling (SOC) must exist in the system in order for MCD C-term intensity to occur. 2,7 SOC of the excited state |J⟩ to another intermediate excited state |K⟩ leads to mixing of the transition moment \( m_{xz}^{A} \) of the excitation from the ground state |A⟩ to the excited state |J⟩ (x polarized) with the transition moment \( m_{yz}^{A} \) of the excitation from the ground state |A⟩ to the excited state |K⟩ (y polarized). This leads to equation 3 for the effective transition dipole moment products:

\[
M_{xy}^{\text{eff}} = m_{xz}^{A} \cdot m_{yz}^{A} \cdot \overline{L}_{J}^{K} \cdot \Delta_{KJ}^{-1} \quad (3),
\]

where \( L_{J}^{K} \) corresponds to the matrix element for the SOC between |J⟩ and |K⟩ and \( \Delta_{KJ}^{-1} = E_{K} - E_{J} \) is the energetic difference between |K⟩ and |J⟩. Hence, for non-zero MCD intensity, two perpendicular transition dipole moments are needed and SOC coupling between the excited states has to be effective in the direction orthogonal to the plane formed by the two transition dipole moments (cf. equation 3). The SOC will be more efficient when the excited states are close in energy (\( \Delta_{KJ}^{-1} \) small) and the SOC matrix elements are large. The individual polarizations of MCD bands can then be calculated using the \( M^{\text{eff}} \) values obtained from the fit of the VTVH saturation curves, using equation 4:

\[
\%_{x} = 100 \cdot \frac{\left( M_{xy}^{\text{eff}} \cdot M_{xz}^{\text{eff}} \right)^{2}}{\left( M_{xy}^{\text{eff}} \cdot M_{xz}^{\text{eff}} \right)^{2} + \left( M_{xy}^{\text{eff}} \cdot M_{yz}^{\text{eff}} \right)^{2} + \left( M_{xz}^{\text{eff}} \cdot M_{yz}^{\text{eff}} \right)^{2}} \quad (4)
\]

The calculation of the y- and z-polarizations can be performed correspondingly.

MCD spectra are usually measured in [θ] = mdeg and can be converted to \( \Delta \varepsilon [M^{-1} T^{-1} cm^{-1}] \) using the conversion factor \( \Delta \varepsilon = \theta / (32980*c*d) \), where c is the concentration and d the thickness of the sample (path length). Importantly, the product c*d can be substituted by \( A_{\text{MCD}}/\varepsilon_{\text{UV-Vis}} \), where A is the absorbance of the sample measured by the CD spectrometer. This is of particular importance, since it is difficult to determine d for polymer films, which were used here (cf. Chapter 4).
3.1.2 Resonance Raman Spectroscopy

Vibrational spectroscopy is a very valuable method to gain insight into the electronic structures of metalloporphyrins. Especially heme proteins which contain iron porphyrins as prosthetic groups have been studied in detail and information about the properties of their heme cofactors have been obtained due to the sensitivity of vibrational frequencies to changes in oxidation state, coordination number, and spin state.\textsuperscript{8,9} Hemes occur in many different proteins as active sites and have been characterized by all kinds of spectroscopic methods. Among these, Resonance Raman (rRaman) spectroscopy has always played a key role. Resonance Raman selectively enhances vibrational modes of the absorbing chromophore whereas the remaining vibrational modes in the molecule (protein) are suppressed.\textsuperscript{10,11,12} This way, rRaman spectra of a heme chromophore can selectively be obtained even in a large molecule (protein) where many other vibrations are present. From the vibrational energies as well as the nature of the enhanced modes, information about the geometric and electronic properties of the heme as well as its environment can be obtained.\textsuperscript{8,12} Besides the investigation of metalloporphyrins in biological systems, synthetic porphyrin model complexes have widely been studied to gain insight into the catalytic reactions or functions performed by heme proteins.\textsuperscript{13}

A resonance Raman spectrometer was built by myself and my supervisor, Prof. Dr. Nicolai Lehnert, at the University of Michigan, Ann Arbor, USA. A schematic drawing of the setup is shown in Figure 3.2. The original design was elaborated by Dr. Renée Dillinger and Prof. Dr. Felix Tuczek.\textsuperscript{14}
Figure 3.2. Resonance Raman assembly built in Ann Arbor, USA (M = mirror, L = lens, N = notch filter).

The laser light source of the rRaman spectrometer in the Lehnert laboratory corresponds to the Argon/Krypton ion mixed gas laser BeamLok 2060 from Spectra-Physics. The main excitation energies (power > 100 mW) accessible with the BeamLok 2060 are 647.1, 568.2, (530.9), 514.5, 488.0, (476.5), 457.9, 413.1, (406.7) and 351.0 nm. Both Notch and interference filters are available in the Lehnert laboratory for all lines except the ones in parentheses. After passing through mirrors, the interference filter, etc. the beam is focussed on the sample, the position of which is indicated as ‘x’ in Figure 3.2. The sample is placed in a dewar (EPR cold-finger dewar), which is cooled with liquid nitrogen. The scattered light is then collected by another lens and redirected in a 90° geometry using a beam stirrer (square box in Figure 3.2). The scattered light is then collimated, the Raleigh light is blocked using a Notch filter (‘N’ in Figure 3.2) and finally, the remaining light is focussed on the monochromator entrance slit. The monochromator corresponds to a PI Acton TriVista DM55 double monochromator with an attached SPEC 10 400B LN CCD detector (1340x400 pixel, back-illuminated CCD, liquid nitrogen cooled) from Princeton Instruments (now PI Acton).
The first experimental study of inelastic light scattering was reported in 1928 by Raman and Krishnan. Raman and Krishnan observed the inelastic light scattering in water and alcohol vapors. Until the 1960s Raman spectroscopy did not play an important role in science, simply because no intense monochromatic light source was available. But with the invention of the laser as an intense, monochromatic light source, Raman spectroscopy became an important spectroscopic method. Today, powerful, sensitive CCD cameras (CCD = charge coupled device), better monochromators, and holographic notch filter are also available.

![Figure 3.3. Nonresonance Raman spectroscopy: Anti-Stokes, Rayleigh- and Stokes scattering](image)

As already mentioned above, inelastic light scattering is of very weak intensity. Most of the incident light either passes through the sample unscattered, or is absorbed by the sample. A small fraction is elastically scattered, which means that the scattered light has the same energy (frequency) as the incident light (Rayleigh scattering). A much smaller fraction is inelastically scattered (Raman scattering). The principles of nonresonance Raman scattering are illustrated in Figure 3.3. Note that Raman scattering corresponds to a two-photon process. The molecules are excited from the ground state into a virtual excited state and then return into lower (Anti-Stokes) or higher vibrational states (Stokes) of the ground state accompanied by light emission (cf. Figure 3.3). As evident from Figure 3.3, the energy difference between the incident light (Rayleigh) and the inelastically scattered light corresponds to the vibrational frequencies of the molecule. In general, Stokes scattering is more intense than Anti-Stokes scattering due to a Boltzmann population over the vibrational states of the electronic ground state. At very low temperatures, where all molecules occupy the vibrational ground state, the Anti-Stokes scattering disappears.
If the wavelength of the incident light is resonant (of the same energy) with an electronic transition of the molecule, then the Raman scattering may be enhanced by several orders of magnitude, depending on the nature of the excited state and the individual vibrations. The molecular origin of the resonance Raman phenomenon is illustrated in Figure 3.4 for Stokes scattering.

![Figure 3.4. Illustration of the resonance Raman effect. ΔQ is the excited state displacement.](image)

In this case, molecules are enhanced from the vibronic ground state \(|i>\) (\(|i> = |g> \mid m>\)) into the excited vibronic state \(|f>\) (\(|f> = |e> \mid ν>\)) of the resonant excited electronic state \(|e>\). The de-excitation leads to Rayleigh, Stokes or Anti-Stokes scattering (vide supra). Note that the intensity of Raman light is proportional to \(α^2\) (\(α\): polarizability). The following equations were derived by Andreas C. Albrecht using the Herzberg-Teller formalism of vibronic coupling.\(^{16}\) Albrecht derived equations for the three mechanisms for Raman intensity, the so-called \(A\)-, \(B\)- and \(C\)-terms. Here, the essential results are given and their application to metalloporphyrins is explained. The \(A\)-term is given by equation 5:
\[ A = \sum_{\nu} \frac{\langle e|\mu|g \rangle^2 \cdot \langle m|\nu \rangle \cdot \langle \nu|n \rangle}{E_{e,\nu} - E_{g,m} - E_0 + i\Gamma} \quad (5), \]

where \( E_0 \) is the energy of the incident light, \( E_{e,n} - E_{g,m} \) is the energy separation of the vibronic ground state \( |i\rangle \) and the resonant excited state \( |f\rangle \), and \( i\Gamma \) a damping factor. The \( A \)-term intensity is large if \( E_{e,n} - E_{g,m} \approx E_0 \), which means that the incident light is resonant with the vibronic transition (vide supra). From equation 5, \( A \)-term intensity is proportional to the square of the transition dipole moment \( \langle e|\mu|g \rangle \) and linearly dependent on the vibrational overlap integrals \( \langle m|\nu \rangle \) and \( \langle \nu|n \rangle \), the so-called Franck-Condon factors. Therefore, \( A \)-term enhancement is dominant in the case of intense electronic transitions (dipole allowed). Importantly, for the Franck-Condon factors to be non-zero, a displacement of the potential curves along the normal coordinate \( Q \) (\( \Delta Q > 0 \)) has to be present, which in general only occurs for totally-symmetric modes.

The \( B \)-term enhancement mechanism is given by equation 6:

\[ B = \sum_{\nu} \left[ D_\nu \cdot \sum_s \sum_j \frac{\langle e|h_j|s \rangle \cdot \langle e|\mu|g \rangle \cdot \langle s|\mu|g \rangle \cdot \langle n|\nu \rangle \cdot \langle \nu|Q_j|m \rangle}{\Delta E_{e,s} \cdot \left( \frac{1}{E_{e,\nu} - E_{g,m} - E_0 + i\Gamma} \right)} \right] \quad (6), \]

with \( D_\nu = \frac{1}{E_{e,\nu} - E_{g,m} - E_0 + i\Gamma} \).

As evident from equation 6, \( B \)-term enhancement arises from vibronic coupling of the resonant excited state \( |e\rangle \) to another excited state \( |s\rangle \) via the vibronic coupling integral \( \langle e|h_j|s \rangle \). Another consequence of equation 6 is that both electric dipole moments for the transitions from the ground state to the resonant excited state \( |e\rangle \) and to the other excited state \( |s\rangle \) must be nonvanishing. Therefore, the corresponding excited states must belong to allowed electronic transitions. The \( \langle \nu|Q_j|m,n \rangle \) integrals connect the vibrational levels of the electronic ground state \( |g\rangle \) and the resonant excited state \( |e\rangle \) that differ by one quantum number (see Scheme 3.1). If these integrals are multiplied with Franck-Condon factors having the same quantum numbers, the nominator does not vanish even if there is no excited state displacement. Hence, in general totally and non-totally symmetric modes are enhanced via the \( B \)-term mechanism. But importantly, only
vibrations are enhanced that are effective in mixing the two excited states. Hence, since totally symmetric modes do not lead to a distortion of the molecule, they are ineffective in mixing these states, and therefore, only non-totally symmetric modes are enhanced via the $B$-term mechanism.

Finally, the $C$-term intensity is proportional to the $\langle m|Q|\nu \rangle$ and $\langle \nu|Q|n \rangle$ integrals (vide supra), as shown in equation 7:

$$C = \sum_{\nu} \left[ D_{\nu} \sum_{s} \sum_{j} \frac{\langle s|h_{j}|e \rangle^2}{\Delta E_{s,j}^2} \cdot \langle s|\mu|g \rangle^2 \cdot \langle m|Q|\nu \rangle \cdot \langle \nu|Q|n \rangle \right]$$

(7)

with $D_{\nu} = \left( \frac{1}{E_{e,\nu} - E_{g,m} - E_0 + i\Gamma} \right)$

As evident from Scheme 3.1, overtones are enhanced via the $C$-term enhancement mechanism.

Scheme 3.1

Application to metalloporphyrins (cf. Chapter 4): For the rRaman spectra of metalloporphyrins, $A$-, $B$- and $C$-term enhancement mechanisms are important. A-term enhancement is caused by a displacement of the excited state relative to the ground state and is in general only relevant for totally symmetric modes (vide supra). Since A-term intensity is proportional to the square of the electric dipole transition moment of the excited electronic state, this mechanism is dominant in the region of the Soret transition. B-term enhancement is caused by vibronic coupling between the excited state $|e\rangle$ and another excited state $|s\rangle$, which leads to resonance enhancement of the vibrations which are effective in coupling these states (vide supra). Hence, this mechanism applies to the Q band, where vibrations of $A_{2g}$, $B_{1g}$ and $B_{2g}$ symmetry are
enhanced. Additional A-term enhancement of A_{1g} modes in the Q region is also expected. Importantly, resonance enhancement of non-totally symmetric modes is therefore indicative for the presence of vibronic bands in the absorption spectra. However, B_{1g} and B_{2g} enhancement could theoretically also be induced by a Jahn-Teller distortion of the excited states with E_u symmetry.\(^{18}\) Hence, *enhancement of A_{2g} modes is most diagnostic for the presence of vibronic coupling*. A_{2g} modes are easily identified in the Raman spectra due to their anomalous polarisation (\(\rho > \frac{3}{4}\), vide infra), which relates to the scattering tensor being antisymmetric.\(^{19,20,21}\) Finally, C-Term enhancement is observed upon excitation into a vibronic side band of a forbidden or weakly allowed 0-0 electronic transition,\(^{17}\) which leads to enhancement of overtones and combination modes. This applies to the Q_v region of the absorption spectra of metalloporphyrins.

Importantly, polarized Raman measurements allow for the determination of the symmetry of a mode, which can be used to explore the nature of the excited electronic transition in rRaman spectroscopy as shown above (cf. Chapter 4), and in general to support Raman assignments (cf. Chapter 4). The depolarization ratio \(\rho\) is defined as: \(\rho = \frac{I_{\text{perpendicular}}}{I_{\text{parallel}}}\). In \(D_{4h}\) symmetry, one obtains:\(^8\)

1) \(0 < \rho < 0.75\) for polarized bands (A_{1g} vibrations),
2) \(\rho = 0.75\) for depolarized bands (B_{1g} or B_{2g} vibrations) and
3) \(\rho > 0.75\) for anomalous polarized bands (A_{2g} vibrations (only RR spectroscopy)).

Importantly, A_{2g} vibrations are forbidden in nonresonance Raman spectroscopy (in \(D_{4h}\)) and hence, are only observed in the rRaman spectra of metalloporphyrins as anomalous polarized bands (cf. Chapter 4).
3.2 Assembly of Low-Temperature Magnetic Circular Dichroism Spectrometer in Kiel and in Ann Arbor

Both CD and MCD spectroscopies measure the difference in intensity between left and right circular polarized light (vide supra). However, in contrast to CD, MCD spectroscopy is performed in a strong magnetic field parallel to the direction of propagation of the circular polarized light. Figure 3.5 shows the setup of the MCD spectrometer that we have built at the University of Kiel, Germany. The MCD spectrometer consists of a JASCO J-810 CD spectropolarimeter, a Spectromag\textsuperscript{4000} cryostat (OXFORD) with incorporated superconducting magnet, and the detector as indicated in Figure 3.5. A schematic drawing of the MCD setup is shown in Figure 3.6. The complete MCD spectrometer built in Kiel is 4.7 m long and 70 cm wide. The frame is manufactured from square type stainless steel tubes (30 x 30 x 2 cm) and aluminum plates.

Figure 3.5: Picture of the low-temperature MCD spectrometer built at the University of Kiel.
Figure 3.6: Schematic drawing of the MCD spectrometer.

Figure 3.7. Picture of the low-temperature MCD spectrometer built at the University of Michigan, USA.
Figure 3.7 shows the setup of the MCD spectrometer that we have built at the University of Michigan, USA. In contrast to the instrument built in Kiel, the CD spectrometer corresponds to the JASCO J-815 spectropolarimeter and the frame is manufactured from square type aluminum tubes (1.5 x 1.5 inch = 3.8 x 3.8 cm).

Typical experimental conditions for low-temperature (LT) MCD measurements are temperatures between 1.5 - 30 K (liquid helium) and magnetic fields of 0 - 7 T. The Spectromag\textsuperscript{4000} cryostat comprises a horizontal field split pair superconducting magnet in a low boil-off helium cryostat. The magnet is also able to operate at 8 T, but this requires cooling of the magnet coil to 2.2 K. For the 2.2 K operation of the magnet, a lambda point refrigerator is included in the Spectromag\textsuperscript{4000} system. Samples are loaded into a 1.5 - 300 K variable temperature insert (VTI), which offers access to the sample by four optical windows in the tail piece of the cryostat made from Spectrosil B quartz. Two of these windows are oriented parallel to the field, two are perpendicular (cf. Figure 3.8). The inner liquid helium bath (20 L volume) is surrounded by a liquid nitrogen bath (24 L volume) and a vacuum jacket, which is designated as the outer vacuum chamber (OVC; 41 L volume). Both baths are fitted with a liquid level probe. The VTI and the helium bath are connected via an automatic needle valve. The helium flows via the needle valve from the main reservoir into the VTI. The sample is located at the bottom of the VTI and this way, directly cooled by the helium stream. The needle valve is fitted with a heater to allow blockades to be cleared without the necessity to warm up the entire system. The circular polarized light is generated by a JASCO J-815 CD spectropolarimeter (cf. Figure 3.5). The light source is a 150 W air cooled xenon lamp and the detector system corresponds to two interchangeable head-on photomultiplier tubes with a combined wavelength range of 163-1100 nm.
Figure 3.8: Selected photos taken during the operation of the MCD instrument.
3.2.1 Test results

Due to the strong magnetic fields, the magnet can influence both the detector and the CD spectrometer resulting in artifacts in the spectra at high magnetic fields. In order to prevent this from happening, the table is constructed to separate the magnet from the other components as shown in Figures 3.5-3.7. Apart from the elements that hold the CD spectrometer and the cryostat, the other elements of the table are almost empty; they only contain two lenses in front and behind the cryostat, and the detector. It is therefore necessary to run test measurements before taking actual data to ensure that there are no artifacts in the MCD data. The best test experiment for this purpose is the above described variable temperature variable field (VTVH) measurement, in the case of which the intensity at a given wavelength is plotted against $\beta H/2kT$ (VTVH saturation isotherms, vide supra). In the absence of zero field splitting (zfs), the VTVH isotherms overlay.\textsuperscript{6,7} Since copper(II) complexes have an $S = 1/2$ ground state, no zfs splitting is present in these systems. Figure 3.9 shows the VTVH isotherms (2, 5 and 10 K) measured for [Cu{HB(3,5-\textit{i}-Pr\textsubscript{2}pz)\textsubscript{3}]NO] with the setup built in Kiel (Panel A) and for [Cu(EDTA)] with the setup built in Ann Arbor (Panel B). As evident from this Figure, the VTVH isotherms overlay and hence, the magnet has in both cases no influence on the detector. Note that the data obtained from the MCD measurements on the [Cu{HB(3,5-\textit{i}-Pr\textsubscript{2}pz)\textsubscript{3}]NO] complex are of excellent quality and are further analyzed in Section 7.4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig39.png}
\caption{VTVH saturation isotherms for the copper(II) (S=1/2) [Cu{HB(3,5-\textit{i}-Pr\textsubscript{2}pz)\textsubscript{3}]NO] complex (A, left) measured with the Kiel setup and the [Cu(EDTA)] (B) complex measured with the Ann Arbor setup.}
\end{figure}
Magnetic field direction: The results obtained for [Fe(TPP)(Cl)] (S = 5/2), comprised in Chapter 4, have been compared with earlier results obtained by Stephens and coworkers. Importantly, this comparison shows that the magnetic field direction in Kiel is actually inversed. Hence, in order to obtain the correct signs of the individual bands, the spectra measured in Kiel simply have to be inverted.

3.3 Experimental Section

3.3.1 Syntheses
For some of the syntheses (for example, the nitrosylation reactions presented in Chapters 5 and 6) performed in this work, Schlenk techniques were applied using Argon (≥ 4.6) as inert gas. The NO gas was carefully purified before usage to remove higher NOₓ impurities such as N₂O₃ and NO₂. For this purpose, the NO gas was passed through an ascarite II column (sodium hydroxide on silica gel) and then through a cold trap at -60 to -70 °C using dry ice and acetone. The ¹⁵N¹⁸O isotopically labeled gas was not further purified, and was taken directly from the lecture bottles. Sample preparation and storage of oxygen sensitive compounds was performed in an inert atmosphere using a MBraun dry box (Glovebox). Oxygen sensitive samples for MCD and rRaman spectroscopies were prepared in the dry box and immediately frozen in liquid nitrogen after removing from the dry box.

3.3.2 Spectroscopic Instrumentation

3.3.2.1 MCD and rRaman Spectroscopy
MCD and rRaman spectra were recorded using the above described instruments (vide supra), or otherwise as indicated (cf. Chapter 4).

3.3.2.2 Nonresonance Raman Spectroscopy (FT Raman)
FT-Raman (nonresonance) spectra were recorded on a Bruker IFS 66 interferometer with a Bruker FRA 106 Raman attachment using a NdYAG laser for excitation (λ = 1064 nm). Measurements were performed on pure compounds.

3.3.2.3 Infrared Spectroscopy
Middle- and Far Infrared spectra (MIR & FIR) were recorded on a Bruker IFS 66v vacuum instrument at room temperature. For the MIR region, KBr disks were used and the spectra were
recorded at a resolution of 1 cm\(^{-1}\). FIR spectra were obtained on PE pellets at a resolution of 2 cm\(^{-1}\).

3.3.2.4 UV-Vis Spectroscopy
Absorption spectra were recorded at room temperature using a Varian CARY 5 UV/Vis-NIR spectrophotometer. The in-situ UV-Vis absorption spectroscopy was performed using an Analytik Jena Specord S600 diode array spectrophotometer and a dip probe. In this case, the operating range of the optical fibers is from 220 nm to 1100 nm.

3.3.2.5 \(^1\)H-NMR spectroscopy
\(^1\)H-NMR spectra in Kiel were recorded on a Bruker Avance 400 pulse Fourier transform spectrometer operating at a \(^1\)H frequency of 400 MHz. \(^1\)H-NMR spectra in Ann Arbor were recorded on both a Varian Inova 400 spectrometer operating at 400 MHz (9.4 Tesla; Oxford Magnet) and a Varian Mercury 300 spectrometer operating at 300 MHz (7.0 Tesla; Oxford Magnet). Spectra were recorded at 300 K.

3.3.2.6 Mass Spectrometry
Mass spectra were recorded on a Micromass Ultima spectrometer, which is a high resolution magnetic sector mass spectrometer using EI, CI or Electrospray ionization techniques.

3.3.3 Density Functional Calculations
In general, density functional calculations were performed using the B3LYP and BP86 functionals, and the LanL2DZ and TZVP basis sets, respectively, as implemented in the program package Gaussian 03.\(^{23}\) In addition, the LanL2DZ* basis set was used, which consists of LanL2DZ plus polarization functions (from TZVP) on all heavy atoms.\(^{24}\) Details for the calculations are given in the individual chapters, when applicable. In all calculations, convergence was reached when the relative change in the density matrix between subsequent iterations was less than 1 \(\times 10^{-8}\). Semi-empirical calculations of absorption spectra were performed using the INDO/S-CI method as implemented in ORCA.\(^{25}\) Molecular and electronic structures as well as vibrations were visualized using the program packages GaussView\(^{23}\) and Molden\(^{26}\).
3.3.4 Normal Coordinate Analysis (NCA)

Normal coordinate calculations were performed using the QCPE computer program 576 by M.R. Peterson and D.F. McIntosh. The calculations are based on a general valence force field; force constants are refined with a non-linear simplex algorithm. The simplex optimization was used to refine only selected force constants according to the quantum-chemistry centered normal coordinate analysis (QCC-NCA) scheme.\(^\text{24,27}\) Here, a force field from DFT calculations is used as a starting point to generate initial force constants and a subset of these is fit to reproduce the known experimental frequencies. Force constants were obtained from the Gaussian output using a modified version of the program Redong \(^\text{28}\) (QCPE 628). Details for the NCA’s are given in the corresponding chapters, when applicable.
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4 MCD and Vibrational Spectroscopy of Metalloporphyrins

4.1 Scope of this project

Magnetic Circular Dichroism (MCD) and resonance Raman (rRaman) spectroscopies are extremely powerful techniques to investigate the electronic structures and spectra of transition metal complexes. Hence, these methods have been applied to both heme proteins and corresponding model complexes.\textsuperscript{1,2} However, the detailed interpretation of the obtained data is very complicated. Therefore, in order to explore the Raman and MCD spectroscopic properties of heme-nitrosyls, I have investigated the five-coordinate model complexes of the type [M(TPP)(Cl)] (M = Fe\textsuperscript{III}, Mn\textsuperscript{III} and Co\textsuperscript{III}; TPP = tetraphenylporphyrin) first using these techniques. These investigations are especially focused on [Fe(TPP)(Cl)], because of the great significance of five-coordinate high-spin (hs) ferric hemes in biology. First, the vibrational data of these compounds have been analyzed in detail. These results are summarized in Section 4.2, and have been published recently in Inorganic Chemistry.\textsuperscript{3} Note that the crystal structure of [Mn(TPP)(Cl)] (chloroform solvate) was contributed by two co-authors on this paper: the single crystals were grown by my colleague Praneeth V. K. K., and Priv.-Doz. Dr. Christian Nätther solved the crystal structure. The assignments of the nonresonance Raman and IR spectra of [M(TPP)(Cl)] obtained from DFT calculations are part of my diploma thesis.\textsuperscript{4} These assignments could now be verified using polarized Raman spectroscopy. In addition, assignments of anomalous polarized bands, which correspond to A\textsubscript{2g} vibrations (forbidden in nonresonance Raman in \textit{D\textsubscript{4h}} symmetry) were obtained from polarized rRaman spectroscopy. Besides its use for the determination of vibrational energies, rRaman spectroscopy offers detailed insight into the nature of the electronically excited state. This relates to the mechanism of resonance enhancement and the actual nature of the enhanced vibrations. The optical spectra of metalloporphyrins are in general dominated by $\pi$ to $\pi^*$ transitions of the porphyrin core, which give rise to the Soret, Q and Q\textsubscript{v} features in the absorption spectra.\textsuperscript{5} Resonance Raman spectroscopy is a powerful method to identify the Soret, Q and Q\textsubscript{v} bands in the spectra of heme proteins and corresponding model complexes. Here, rRaman has been used to identify these transitions in the spectra of the complexes [M(TPP)(Cl)] (M = Fe, Mn and Co). Additional
features in the absorption spectra of metalloporphyrins are often masked by these intense bands. This includes d-d transitions as well as charge transfer (CT) transitions between the metal (M) and axially coordinated ligands (L), both of which are diagnostic for the properties of the metal ion and the electronic structure of the M-L bond. Hence, it is very important to identify these additional transitions, which, in the case of paramagnetic complexes, is possible with the help of magnetic circular dichroism (MCD) spectroscopy. To this end, I have performed low-temperature MCD measurements on the five-coordinate model complex [Fe(TPP)(Cl)], which has very complex electronic spectra, and hence, is a very good system to develop an MCD methodology to analyze the spectra of high-spin ferric heme complexes in models and proteins. Variable temperature and variable field (VTVH) measurements have been used to determine the polarizations of most of the electronic bands observed in the MCD spectra of this compound. In correlation to resonance Raman (vide supra) results and TD-DFT calculations, this allows for a detailed assignment of the optical spectra of [Fe(TPP)(Cl)] for the first time and this way, provides detailed insight into the electronic structure of five-coordinate ferric hemes. In addition, these results are also used for a calibration of the theoretical methods. In future studies, the methodology developed here can be applied to ferric P450 and corresponding model complexes [Fe(TPP)(SR)].
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Vibrational properties of the five-coordinate porphyrin complexes [M(TPP)(Cl)] (M = Fe, Mn, Co) are analyzed in detail. For [Fe(TPP)(Cl)] (1), a complete vibrational data set is obtained, including nonresonance (NR) Raman, and resonance Raman (RR) spectra at multiple excitation wavelengths as well as IR spectra. These data are completely assigned using density functional (DFT) calculations and polarization measurements. Compared to earlier works, a number of bands are reassigned in this one. These include the important, structure-sensitive band at 390 cm$^{-1}$, which is reassigned here to the totally symmetric $v_{breathing}$(Fe–N) vibration for complex 1. This is in agreement with the assignments for [Ni(TPP)]. In general, the assignments are on the basis of an idealized [M(TPP)]$^+$ core with $D_{4h}$ symmetry. In this Work, small deviations from $D_{4h}$ are observed in the vibrational spectra and analyzed in detail. On the basis of the assignments of the vibrational spectra of 1, [Mn(TPP)(Cl)] (2), and diamagnetic [Co(TPP)(Cl)] (3), eight metal-sensitive bands are identified. Two of them correspond to the $v$(M–N) stretching modes with $B_{1g}$ and $E_u$ symmetries and are assigned here for the first time. The shifts of the metal sensitive modes are interpreted on the basis of differences in the porphyrin C=C, C=N, and M–N distances. Besides the porphyrin core vibrations, the M–Cl stretching modes also show strong metal sensitivity. The strength of the M–Cl bond in 1–3 is further investigated. From normal coordinate analysis (NCA), force constants of 1.796 (Fe), 0.932 (Mn), and 1.717 (Co) mdynÅ are obtained for 1–3, respectively. The weakness of the Mn–Cl bond is attributed to the fact that it only corresponds to half a $\sigma$ bond. Finally, RR spectroscopy is used to gain detailed insight into the nature of the electronically excited states. This relates to the mechanism of resonance enhancement and the actual nature of the enhanced vibrations. It is of importance that anomalous polarized bands ($A_{eg}$ vibrations), which are diagnostic for vibronic mixing, are especially useful for this purpose.

Introduction

Vibrational spectroscopy is a very valuable method that is used to gain insight into the electronic structures of metalloporphyrins. Especially, heme proteins that contain iron porphyrins as prosthetic groups have been studied in detail, and information about the properties of their heme cofactors have been obtained because of the sensitivity of the vibrational frequencies to the changes in oxidation state, coordination number, and spin state. Hemes occur as active sites in many different proteins and have been characterized by all types of spectroscopic methods. Among these, resonance Raman (RR) spectroscopy has always played a key role. RR spectroscopy selectively enhances the vibrational modes of the absorbing chromophore, whereas the remaining vibrational modes in the molecule (protein) are suppressed. In this way, RR spectra of a heme chromophore can be obtained selectively even in a large molecule (protein) where many other vibrations are present. From the vibrational energies as well as the nature of the enhanced modes, information about the geometric and electronic

properties of the heme as well as its environment can be obtained.\textsuperscript{1,5} Besides the investigation of metalloporphyrins in biological systems, synthetic porphyrin model complexes have been studied widely to gain insight into the catalytic reactions or functions performed by heme proteins.\textsuperscript{6} In many cases, tetraphenylporphyrin (TPP) and octaethylporphyrin (OEP) ligands have been used for such model systems. Scheme 1 shows the OEP and TPP ligands, which are based on simple porphine P, where the meso (X) and \( \beta \) substituents (Y) are hydrogen atoms. OEP has ethyl groups in the \( \beta \) position (Y = Et), whereas TPP has phenyl groups in the meso position (X = Ph). The RR spectra of such metalloporphyrin model complexes have been intensely studied, and spectral assignments have been obtained.\textsuperscript{1} For the vibrational assignments, four-coordinate Nickel complexes have, in general, been used because they are stable and nonfluorescent. In addition, there are no complications due to axial ligands when using the four-coordinate species. Correspondingly, much effort has been spent to investigate the RR and IR spectra of the Ni(II) complexes [Ni(OEP)] and [Ni(TPP)]. On the basis of multiple isotope substitution, multiple-wavelength RR spectroscopy, and IR measurements, the spectra of [Ni(OEP)] and [Ni(TPP)] have been assigned by different groups. Kitagawa and co-workers assigned most of the infrared and RR in-plane modes of [Ni(OEP)] using variable excitation RR spectra.\textsuperscript{7,8} In-plane as well as out-of-plane modes for general metalloporphines [M(P)] were calculated by Warshel and Lappicirella\textsuperscript{9} using a semiempirical force field (QCFF/PI). This study provides the first analysis of the out-of-plane vibrations of the porphyrin core. Spiro and co-workers\textsuperscript{10} later developed a consistent empirical force field for nickel porphyrins with different substituents, including porphine, OEP, and TPP. The RR spectra of [Ni(TPP)] were completely assigned using pyrrole-\( ^{15}N \)\textsubscript{4}, pyrrole-\( ^{13}C \)\textsubscript{4}-meso and phenyl-\( ^{2}D \) isotomers, and NCA.\textsuperscript{10} Other simple [M(TPP)] complexes (M = Cu(II), Zn(II), and Co(II)) were studied by other groups.\textsuperscript{11,12} However, until now, no detailed vibrational assignments of five-coordinate complexes of type [M(P)(X)] existed.

In contrast to the RR spectra, the IR spectra of TPP complexes remained unassigned for a long time because of their complexity. The first complete assignment of an infrared spectrum of a TPP complex was performed by Rush et al.\textsuperscript{13} in 2000 for [Ni(TPP)] using DFT–SQM calculations. RR intensities were also calculated using the semiempirical INDO method, which led to the reassignment of several RR bands. Hence, these new assignments are on the basis of quantum chemical calculations, which only became available
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recently for the routine treatment of large molecules such as [Ni(TPP)]. These theoretical methods provide a new tool to researchers that enables them to analyze the missing puzzle pieces of the vibrational assignments of porphyrin complexes, as will be further demonstrated in this study.

Besides the detailed assignments of nickel porphyrin complexes including [Ni(TPP)]10,14,15 the Spiro group has also analyzed the effects of oxidation- and spin-state changes on the RR spectra of heme proteins.15b,d–f The spurious absorption at 1064 nm was attributed to ring

energy of the d orbitals, which induces shifts in certain bands of Fe(III) compared to Fe(II) because of a lowering in the typical range associated with nonacceptor ligands.16 Spin-sensitivity, on the other hand, has been attributed to ring conformation.15b Domino of the porphyrin ring occurs as a consequence of out-of-plane displacement of iron,15b which is due to the fact that high-spin iron(II) and iron(III) are too large to fit into the center of the porphyrin ring. In this way, the high-spin state of iron causes doming that then induces band shifts. On the other hand, Spaulding et al.17 suggested that the core size is the dominant parameter for spin-state sensitivity. Because of the out-of-plane displacement of the iron atom, the pyrrole rings are expected to tilt to maintain the overlap with the metal orbitals. This leads to a lowering of certain vibrational frequencies because of the loss of π conjugation at the methine bridges of the porphyrin ring. Hence, both core expansion and pyrrole tilting are expected to contribute to the lowering of vibrational frequencies, where core expansion is dominant at moderate tilt angles.15i Altogether, five structure sensitive RR signals were described in the literature and designated as bands A–E. These oxidation- and spin-state sensitive bands are also expected to be sensitive to the nature of the metal ion because of the variable occupation and energies of the d orbitals of different metals.18 Oshio et al.18b observed metal-sensitivity in the IR spectra of [M( TPP) ] complexes. The frequencies of these bands I–III were found to decrease as the metal–porphyrinato nitrogen distances increased (Ni(II) > Co(II) > Cu(II) > Zn(II)).

In this study, density functional theory (DFT) is used to calculate the IR and Raman spectra of the five-coordinate complexes [M( TPP) Cl] with M = Fe (I), Mn (2), and Co (3). On the basis of these results, the experimental nonresonance Raman (NR Raman), resonance Raman, and IR spectra of compound 1 are assigned in detail for the first time. The calculated Raman spectra cannot be compared to resonance Raman measurements because of the difference in the selection rules for resonance and nonresonance Raman scattering.19 Therefore, using an excitation wavelength of 1064 nm, the nonresonance Raman spectra of 1, including polarized measurements are presented for the first time. Resonance Raman spectra at multiple excitation wavelengths have also been obtained for 1, which, together with polarized measurements, allow for the assignments of additional bands. Altogether, a complete assignment of all available experimental data has been achieved for compound 1. These results are then compared to an earlier assignment20 of a few RR bands of 1 in the 1000–1600 cm−1 range. Results of Burke et al.,14 who roughly classified the vibrations of compound 1 on the basis of RR isotope shifts and polarization measurements, are also taken into consideration. The vibrational assignments obtained for 1 are then compared to the assignments of the Raman and IR spectra of 2 and 3 to identify the metal-sensitive bands. Not surprisingly, one of the most metal-sensitive bands in these complexes is the metal–chloride stretching vibration. These are identified in the IR spectra of 1–3, and the corresponding force constants are determined using the quantum-chemistry centered normal coordinate analysis (QCC–NCA).21 Finally, the correlation of our results to the detailed assignments for [Ni(TPP)] is also included.13 Going from [Ni(TPP)] to [M( TPP) Cl] type complexes adds the complexity of having (a) open shells, (b) larger distortions of the porphyrin ring, and (c) axial ligands. The influence of these electronic and structural differences on the vibrational spectra of metalloporphyrins is analyzed.

Experimental and Computational Procedures

Syntheses. The complexes [Fe(TPP) Cl] (1) and [Mn( TPP) Cl] (2) were synthesized using published procedures22 and isolated as microcrystalline solids. Complex [Co( TPP) Cl] (3) was synthesized using the procedure by Mahmood et al.23 Single Crystals of 2 were obtained by slow diffusion of n-hexane into a solution of 2 in

CHCl₃. The identity of the compounds was established using ¹H NMR and UV–vis absorption spectroscopy and mass spectrometry (for compound 2).

Crystal Structure Determination. The data were collected using an STOE imaging plate diffraction system (IPDS). The structure was solved with direct methods using SHELXS-97 and was refined anisotropically, except for some of the chlorine atoms of the disordered chloroform molecule. The H atoms were positioned with idealized geometry and refined using a riding model. The chloroform molecule is disordered and was refined using a split model.

Vibrational Spectroscopy. FT–Raman spectra were recorded on a Bruker IFS 66 interferometer with a Bruker FRA 106 Raman attachment using an Nd:YAG laser for excitation (λ = 1064 nm). Measurements were performed on pure compounds. The polarized FT–Raman spectra of 1 were measured in CHCl₃. Resolution was set to 2 cm⁻¹. Resonance Raman spectra were measured on a Dilor XY Raman spectrograph with a triple monochromator and a CCD detector. An Ar/Kr mixed-gas laser with a maximum power of 5 W was used for excitation. The spectra were measured on KBr disks cooled to 10 K with a helium cryostat. The spectral band pass was set to 2 cm⁻¹. Middle- and far-infrared spectra (MIR and FIR) were recorded on a Bruker IFS 66v vacuum instrument at room temperature. For the MIR region, KBr disks were used, and the spectra were recorded at a resolution of 1 cm⁻¹. FIR spectra were obtained on PE pellets at a resolution of 2 cm⁻¹.

UV–Vis Spectroscopy. Absorption spectra were recorded in chloroform for 1, in a 1/1 mixture of butyronitrile and propionitrile for 2, and in methanol solution for 3 at room temperature using a Varian Cary 5 UV–vis NIR spectrometer. The absorption data were scaled using literature extinction coefficients as indicated in Figure 7.

Density Functional Calculations. DFT calculations using Becke’s three parameter hybrid functional with the correlation functional of Lee, Yang, and Parr (B3LYP) were performed using the program package Gaussian 03. The structures of the compounds [Fe(TPP)(Cl)] (S = ½), [Mn(TPP)(Cl)] (S = 2), and [Co(TPP)(Cl)] (S = 0) were fully optimized without simplifications using the LanL2DZ basis set. Calculated vibrational frequencies for 1 show that the obtained geometry represents a true minimum because no imaginary frequency is obtained. For compounds 2 and 3, one imaginary frequency (~6i cm⁻¹) is calculated, which corresponds to the out-of-plane deformation mode of the ruffling type (B₁₃a) at low energy. Infrared and Raman intensities were calculated as well. In all calculations, convergence was reached when the relative change in the density matrix between subsequent iterations was less than 1 × 10⁻⁸. The structures of the models [Fe(P)(Cl)] (P = porphine; 1, S = ½), [Mn(P)(Cl)] (2, S = 2), and [Co(P)(Cl)] (3, S = 0) have also been fully optimized using B3LYP/LanL2DZ. For these calculations, the TPP ligand has been simplified to porphine (Scheme 1). The illustrations of the local coordinates of bromobenzene (cf. Figure 3) were obtained using the program GaussView.

Normal Coordinate Analysis (NCA). Normal coordinate calculations were performed using the QCPE computer program 576 by M. R. Peterson and D. F. McIntosh. The calculations are on the basis of a general valence force field and the force constants are refined with a nonlinear simplex algorithm. The simplex optimization was used to refine only selected force constants according to the quantum-chemistry centered normal coordinate analysis (QCC–NCA) scheme. Here, a force field from DFT calculations is used as a starting point to generate initial force constants, and a subset of these is fitted to reproduce the known experimental frequencies. Force constants were obtained from the Gaussian output using a modified version of the program Redon27 (QCPE 628). For the normal coordinate analysis, model complexes 1–3 were modified by using a mass of 77 corresponding to a phenyl group for the hydrogens of the meso carbon atoms. This leads to models [Fe(P⁺)Cl] (1a), [Mn(P⁺)Cl] (2a), and [Co(P⁺)Cl] (3a).

Results and Analysis

A. Crystal and DFT-optimized Structures of [Fe(TPP)-Cl] (1), [Mn(TPP)(Cl)] (2), and [Co(TPP)(Cl)] (3). To calculate the vibrational spectra of 1–3, their geometric structures have to be fully optimized first. In this section, the calculated structures are compared to the experimental ones, and in addition, a new crystal structure of the chloroform solvate of complex 2 is presented. Altogether, satisfactory agreement between the DFT calculations and experiment is obtained. Considering the porphyrin core bond lengths, excellent agreement with experiment is achieved in this study, as shown in Table S6.

A.1. Crystal and DFT Structures of Compound 1. The crystal structure of the tetragonal form of compound 1 has been determined by Hoard et al. Later, Scheidt and Finnegan obtained the structure of a monoclinic form of this complex. The monoclinic form differs significantly from the tetragonal form. It shows a small C₄d-doming and a displacement of the iron from the N₄ plane by Fe–C₄ = 0.49 Å. In contrast, the tetragonal form has an almost planar porphyrin core. Because of the conditions applied to the preparation of the compound (solvent used for recrystallization), it can be assumed that our compound corresponded to the tetragonal form. In this structure, the axial Fe–Cl bond is 2.192 Å, the averaged Fe–N distance is 2.049 Å, and the out-of-plane displacement of the iron atom is Fe–C₄ = 0.383 Å. Figure 1A shows the DFT-optimized structure of 1, which shows an overall good agreement with the crystal structure. In both cases, the porphyrin ring is almost planar.
and the phenyl rings are slightly tilted. The DFT structure also shows a very small amount of saddling of the porphyrin ring, which is not observed experimentally. The calculated Fe–N distance of 2.09 Å and the obtained Fe–Ct distance of 0.45 Å are in very good agreement with experiment. Therefore, a good theoretical description of the $[\text{Fe(TPP)}]^+$ core of 1 has been obtained. The largest deviation in the calculated structure is observed for the Fe–Cl bond distance of 2.32 Å, which is too long.

**A.2. Crystal and DFT Structures of Compound 2.** In the new crystal structure presented here, compound 2 crystallizes in the monoclinic space group $P2_1/n$ with four formula units in the unit cell and all atoms located in general positions. The porphyrin moiety is saddled and shows a deviation of the atoms from the best least-squares plane of about 0.29 Å. The manganese atom is located 0.258 Å above the plane formed by the four nitrogen atoms. The averaged manganese nitrogen distance is 2.019 Å, and hence it is between the values for 1 and 3 (vide infra). The obtained manganese chloride distance is 2.389 Å. Note that the crystal structures of 2 as toluene\(^{30}\) or acetone\(^{31}\) solvate are very similar. Larger deviations are observed for the solvate’s free crystal structure,\(^{32}\) which shows an almost planar porphyrin core. The DFT-optimized and the crystal structures of 2 (chloroform solvate) are shown in Figures 1B and 2. In contrast to the crystal structure, the optimized structure shows an almost planar porphyrin core with a small amount of saddling present. The averaged manganese nitrogen distance of 2.036 Å and the Mn–Cl distance of 2.420 Å, however, are both in very good agreement with experiment. In addition, the calculated displacement of the manganese atom from the nitrogen $N_4$ plane of the porphyrin is 0.28 Å and hence, close to the experimental value. Therefore, in this case, the largest deviation of the calculated structure is observed for the ring conformation of the TPP ligand.

**A.3. Crystal and DFT Structures of Compound 3.** The crystal structure of $[\text{Co(TPP)(Cl)}]$ shows a body-centered tetragonal unit cell.\(^{33}\) The coordination geometry of the Co(III) ion corresponds to a pyramid, where the cobalt atom is displaced from the porphyrin plane by only 0.05 Å. The porphyrin ring itself is almost planar. Bond distances of 1.985 Å for Co–N and 2.145 Å for Co–Cl are observed. The DFT-optimized structure of 2 is shown in Figure 1C. The optimized structure shows an almost planar porphyrin core in agreement with experiment, with a small amount of saddling present. The calculated Co–N distance of 1.99 Å is in excellent agreement with the crystal structure, whereas the out-of-plane displacement of $\Delta\text{Co–Ct} = 0.17$ Å is somewhat overestimated. As in the case of 1, the largest deviation is observed for the Co–Cl distance, which is calculated to be 2.25 Å.

**B. Vibrational Spectra and Assignment of Compound 1.** As mentioned in the Introduction, earlier vibrational

---


analyses of [Fe(TPP)(Cl)] were restricted to the RR spectrum obtained for the Soret excitation.\(^{20}\) Additionally, three IR bands of 1 were assigned, which are considered to be structure-sensitive.\(^{18b}\) Here, we report the nonresonance bands of maximum of 18 modes with \(E_u\) symmetry. In addition, the \(D_{4h}\) depolarized (\(B_{1g}\) and \(B_{2g}\)). The infrared spectrum shows a even for five-coordinate compounds such as \(9\) of them polarized (\(A_{1g}\)) and 18 of them polarized data are presented and used to assign additional bands. Finally, the IR spectrum of 1 is assigned.

**B.1. Classification of the TPP Vibrations Using Group Theory.** To assign the vibrational spectra of 1, an effective \(D_{4h}\) symmetry was applied. The analysis of the polarized data (cf. section B.5) shows that this approach is justified even for five-coordinate compounds such as 1-3. \(D_{4h}\) symmetry is obtained for a planar porphyrin core with the metal being located in the plane with no axial ligand present. The phenyl rings are exactly perpendicular to the porphyrin plane. In this \(D_{4h}\) model system [M(TPP)] (idealized metalloporphyrin), the planar porphyrin core has 71 in-plane modes:\(^{10a}\)

\[
\Gamma_{\text{in plane}} = 9A_{1g} (R) + 8A_{2g} (RR) + 9B_{1g} (R) + 9B_{2g} (R) + 18E_u (IR) \tag{1}
\]

In the NR Raman spectrum, 27 in-plane vibrations are therefore expected, 9 of them polarized (\(A_{1g}\)) and 18 of them depolarized (\(B_{1g}\) and \(B_{2g}\)). The infrared spectrum shows a maximum of 18 modes with \(E_u\) symmetry. In addition, the porphyrin core of the \(D_{4h}\) model system has 34 out-of-plane vibrations:\(^{10a}\)

\[
\Gamma_{\text{out of plane}} = 3A_{1u} + 6A_{2u} (IR) + 4B_{2u} + 5B_{1u} + 8E_g (R) \tag{2}
\]

The eight \(E_g\) modes are Raman-active, and the six \(A_{2u}\) modes are infrared-active. Therefore, on the basis of a purely statistical consideration, many more in-plane than out-of-plane modes can be expected in the NR Raman and IR spectra of metalloporphyrins. To classify the different porphyrin core vibrations, the local coordinates defined by Li et al.\(^{10}\) are used (cf. Figures S6 and S7) in the following analysis of these spectra.

Besides the porphyrin core modes, a large number of phenyl vibrations are also present in TPP complexes. Different approaches can be taken in the classification of these vibrations. For example, Stein et al.\(^{34}\) identified several phenyl modes in [Fe(TPP)] using biphenyl as the model system.\(^{35}\) To give an intuitive assignment of the phenyl modes of TPP, we use bromobenzene as the model. Table 2 provides a complete list of all normal modes of bromobenzene together with calculated energies and assignments using local coordinates. Figure 3 shows the important phenyl vibrations in bromobenzene that are also observed in the spectra of 1-3. The TPP ligand itself has four phenyl groups that are bound to the meso carbon atoms of the porphyrin

\begin{table}
\centering
\begin{tabular}{l|l}
\hline
\textbf{Table 1. Crystal Data and Results of Structure Refinement for Compound 2} \\
\hline
\textbf{cmpd} & \textbf{2} \\
\textbf{chemical formula} & \textbf{CuH2N2MnCl·CHCl}
\hline
\textbf{fw} & 822.46 \\
\textbf{T} & 150 K \\
\textbf{λ} & 0.71073 \\
\textbf{crystal system} & monoclinic \\
\textbf{space group} & \textbf{P2_1/a} \\
\textbf{a} & 12.157 (1) Å \\
\textbf{b} & 21.809 (2) Å \\
\textbf{c} & 14.479 (1) Å \\
\textbf{β} & 102.05 (1) \\
\textbf{\V} & 3769.7 (4) Å³ \\
\textbf{Z} & 4 \\
\textbf{D}_{\text{calc}} & 1.449 g·cm⁻³ \\
\textbf{μ} & 0.67 mm⁻¹ \\
\textbf{R(I)} & 0.0392 \\
\textbf{wR2\textsuperscript{b}} & 0.1053 \\
\hline
\end{tabular}
\end{table}

\(^*\text{R1} = \sum ||Fo|| - |Fc||/|\Sigma|Fo|, \text{ wR2} = \sum [w(Fo)^2 - Fc^2]^2/\sum [w(Fo)^2]^{1/2}\). In plane: \(B_1 → B_{1g}\) (R) + \(B_{2g}\) (RR) + \(E_u\) (IR) \((\pi, \pi', \text{ and } \pi'')\) \((\beta/\gamma, \text{ and } \beta'/\gamma')\) \(A_1 → A_{1g}\) (R) + \(B_{2g}\) (R) + \(E_u\) (IR) \((\phi, \phi', \text{ and } \phi'')\)

The nomenclature \((\pi, \sigma, \psi, \text{ and } \phi)\) is taken from ref 10. To classify the different porphyrin core and phenyl modes in \(D_{4h}\) symmetry, we used the idealized model [Zn(TPP)] and calculated the vibrations of this model in \(D_{4h}\) symmetry. [Zn(TPP)] has 169 normal modes (56 of them are degenerate), where 44% are Raman- and 27% are IR-active.

**B.2. NR Raman Spectrum and Assignment of 1.** The experimental and calculated NR Raman spectra of 1 are shown in the top panel of Figure 4. Corresponding polarized data are included in the lower panel. The calculated spectrum is, in general, shifted to a somewhat higher energy (the average deviation in vibrational energies is about 2 to 3%) compared to experiment, which is further evaluated in the discussion. Besides the good agreement in vibrational frequencies, very good agreement with experiment is obtained for the calculated NR Raman intensities, as shown in Figure 4 (top). This allows for a detailed assignment of the data. Importantly, additional information to support the Raman assignments is available from polarization measurements. The depolarization ratio \(ρ\) is defined as \(ρ = I_\text{perpendicular}/I_\text{parallel}\). In \(D_{4h}\) symmetry, one obtains
(1) 0 < ρ < 0.75 for polarized bands (A_{1g} vibrations),
(2) ρ = 0.75 for depolarized bands (B_{1g} or B_{2g} vibrations), and
(3) ρ > 0.75 for anomalous polarized bands (A_{2g} vibrations
(only RR spectroscopy)).

Hence, the polarized measurements allow for the determination of the symmetry of a particular mode.\(^{36}\) The complete assignments obtained in this manner are listed in Table 3. Additionally, the \(d_8\) isotope shifts available for a number of bands from the RR measurements\(^{14b}\) are used for comparison with calculated isotope shifts to further confirm our assignments. For a better comparison with the literature, the notation established by Spiro and co-workers for [Ni(TPP)] is used in Table 3. Correspondingly, the porphyrin in-plane modes (both stretching and deformation modes) are labeled \(v_i\) and the porphyrin out-of-plane modes are designated as \(v_{ij}.\(^{13}\) The phenyl mode notation is on the basis of the different symmetry blocks (eqs 3–6). For the oxidation- and spin-state sensitive modes, the common notation from the literature is included in Table 3, where bands A(p), B(dp), C(ap), D(p), and E(p)\(^{18b}\) are observed in the RR spectra and bands I, II, and III are found in the IR spectra.\(^{18b,42}\)

The NR Raman spectrum of I in Figure 4 can be divided into four regions showing different kinds of vibrations. In the low-energy region between 200 and 500 cm\(^{-1}\), two phenyl out-of-plane vibrations, one porphyrin out-of-plane deformation, and three in-plane porphyrin vibrations are observed (cf. Table 3). The mode at 199 cm\(^{-1}\) (calcd: 202 cm\(^{-1}\)) corresponds to the Fe–N stretching vibration of B_{1g} symmetry (\(v_{18}\)) and is therefore depolarized. The mode at 390 cm\(^{-1}\) (calcd: 388 cm\(^{-1}\)) is known to be oxidation-state-sensitive (band E(p)\(^{18b}\)) and was assigned previously to a porphyrin core deformation mode.\(^{14b,18b}\) However, on the basis of the calculations and the fact that this mode shows strong Soret resonance enhancement, it is assigned to the totally symmetric \(v_{breathing}(Fe–N)\) vibration (\(v_8\)). This is in agreement with the assignments for [Ni(TPP)].\(^{10a,13}\) The calculated \(d_8\) isotope shift for this mode of 8 cm\(^{-1}\) is in very good agreement with the experimental value of 10 cm\(^{-1}\).\(^{14b}\) The weak band at 379 cm\(^{-1}\) (calcd: 336 cm\(^{-1}\)) corresponds to the Fe–Cl stretching vibration, which is strongly IR-active (vide infra). The very weak band at 257 cm\(^{-1}\) (calcd: 251 cm\(^{-1}\)) belongs to the Raman-forbidden \(v(\text{Pyr. tilting})\) vibration of B_{2u} symmetry, which gains intensity through coupling with the Raman allowed \(\gamma(\text{Phenylrot.})\) phenyl vibration of B_{1g} symmetry. Hence, the fact that this mode appears in the Raman spectra is a true effect of the symmetry lowering in I. Correspondingly, the very weak feature at 247 cm\(^{-1}\) (calcd: 241 cm\(^{-1}\)) is assigned to the \(\gamma(\text{Phenylrot.})\) phenyl vibration with B_{1g} symmetry, which is mixed with the \(\gamma(\text{Pyr. tilting})\) porphyrin core vibration with A_{2u} symmetry.

In the energy range from 800 to 1050 cm\(^{-1}\), two weak bands are observed that are assigned to porphyrin core modes. The feature at 994 cm\(^{-1}\) (calcd: 1008 cm\(^{-1}\)) corresponds to \(v(Pyr. \text{breathing})\) with phenyl contribution (\(v_8\); cf. Table 3), and the band at 886 cm\(^{-1}\) (calcd: 898 cm\(^{-1}\)) corresponds to a totally symmetric in-plane deformation mode. This latter vibration was originally assigned to a phenyl vibration,\(^{14}\) which, based on our calculations is described as a mixed \(v_{sym}(\text{Pyr. tilting})\) and phenyl mode (\(v_5\)). The calculated \(d_8\) isotope shift is 5 cm\(^{-1}\), which is in

<p>| Table 2. Calculated Vibrational Energies (cm(^{-1})) of Bromobenzene and Assignments Using Local Coordinates |
|-----------------|-----------------|-----------------|-----------------|</p>
<table>
<thead>
<tr>
<th>(v(\text{Ph}))</th>
<th>calc(^d)</th>
<th>assignment(^b)</th>
<th>sym(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>167</td>
<td>(v(\text{Br}))</td>
<td>B(_1)</td>
</tr>
<tr>
<td>2</td>
<td>242</td>
<td>(\delta(\text{C–C–Br}))</td>
<td>B(_2)</td>
</tr>
<tr>
<td>3</td>
<td>301</td>
<td>(v(\text{C–Br}))</td>
<td>A(_1)</td>
</tr>
<tr>
<td>4</td>
<td>419</td>
<td>(\tau(\text{ringtwist}))</td>
<td>A(_2)</td>
</tr>
<tr>
<td>5</td>
<td>475</td>
<td>(\gamma(C))</td>
<td>B(_1)</td>
</tr>
<tr>
<td>6</td>
<td>627</td>
<td>(\delta(\text{C–C–C}))</td>
<td>B(_2)</td>
</tr>
<tr>
<td>7</td>
<td>669</td>
<td>(\delta(\text{C–C–C}))</td>
<td>A(_1)</td>
</tr>
<tr>
<td>8</td>
<td>712</td>
<td>(\gamma(C))</td>
<td>B(_1)</td>
</tr>
<tr>
<td>9</td>
<td>773</td>
<td>(\gamma(H))</td>
<td>B(_1)</td>
</tr>
<tr>
<td>10</td>
<td>870</td>
<td>(\gamma(H))</td>
<td>A(_2)</td>
</tr>
<tr>
<td>11</td>
<td>952</td>
<td>(\gamma(H))</td>
<td>B(_1)</td>
</tr>
<tr>
<td>12</td>
<td>1009</td>
<td>(\delta_{\text{sym}}(\text{C–C–C}))</td>
<td>A(_1)</td>
</tr>
<tr>
<td>13</td>
<td>1014</td>
<td>(\tau_1)</td>
<td>A(_2)</td>
</tr>
<tr>
<td>14</td>
<td>1032</td>
<td>(v_{\text{breathing}}(\text{C–C}))</td>
<td>A(_1)</td>
</tr>
<tr>
<td>15</td>
<td>1038</td>
<td>(\tau_2)</td>
<td>B(_1)</td>
</tr>
</tbody>
</table>

\(\text{calcd:} \text{ } x\text{ cm}\(^{-1}\)\)
Paulat et al.

reassigned to a $v$(Pyr. breathing) mode. However, on the basis of the calculated intensities, this band has to be assigned to the mixed phenyl $\delta_{\text{sym}}$(C$\equiv$C$\equiv$C) and $v$(Pyr. breathing) porphyrin vibration (calcd: 1018 cm$^{-1}$), which is more in agreement with ref 20. The calculated $d_8$ isotope shift of 1 cm$^{-1}$ is in the correct range compared to the experimental value of 6 cm$^{-1}$. The observed discrepancies indicate that in this case the calculations underestimate the admixture of the porphyrin core vibration (Discussion). Finally, a weak band is found at 1030 cm$^{-1}$ (calcd: 1054 cm$^{-1}$), which corresponds to an in-plane phenyl vibration ($\phi$).

The region between 1050 and 1550 cm$^{-1}$ contains only in-plane porphyrin core vibrations with the exception of the highly intense band at 1495 cm$^{-1}$, which is of the in-plane phenyl type ($\phi$) but also has some porphyrin C$\equiv$C stretching character ($v_{\text{sym}}$(C$\equiv$C$\equiv$C)). With the exception of the totally symmetric vibration at 1072 cm$^{-1}$ (calcd: 1124 cm$^{-1}$), which is a $C_\beta$=H deformation mode ($v_6$), all of the other porphyrin core vibrations are of the stretching type. The calculated frequency of $v_6$ is 52 cm$^{-1}$, 4.9% higher in energy compared to the experimental value, which reflects the neglect of anharmonicity in the calculation (Discussion). Two totally symmetric vibrations in this region are known to be structure sensitive. The $v_{\text{sym}}$(Pyr. half-ring) vibration at 1363 cm$^{-1}$ (calcd: 1379 cm$^{-1}$) is both oxidation- and spin-state sensitive (band A(p) $^{18b}$). The calculated $d_8$ isotope shift of 12 cm$^{-1}$ of this mode is in excellent agreement with experiment (13 cm$^{-1}$). The polarized band at 1554 cm$^{-1}$ (calcd: 1598 cm$^{-1}$) is assigned to a combined $v$(C$\equiv$C$\equiv$C$\beta$) + $v_{\text{sym}}$(C$\equiv$C$\equiv$C$\beta$) + $\delta_{\text{sym}}$(C$\beta$=H) spin-state-sensitive vibration (band D(p) $^{18b}$). The calculated $d_8$ isotope shift of 21 cm$^{-1}$ is identical to the experimental value. These assignments are in agreement with the literature. One additional polarized (totally symmetric) band is found at 1233 cm$^{-1}$ (calcd: 1260 cm$^{-1}$), which is assigned to $v$(Pyr. breathing) + $v$(C$\equiv$C$\equiv$C$\beta$) ($v_1$) with a calculated $d_8$ isotope shift of 3 cm$^{-1}$, which is again in excellent agreement with experiment (3 cm$^{-1}$). This assignment is partially in agreement with the literature, where this band was assigned to a pure $v$(C$\equiv$C$\equiv$C$\beta$) $^{20}$ Finally, four depolarized bands are observed in this region. Only the $v_{\text{sym}}$(Pyr. half-ring) ($v_{12}$) vibration at 1275 cm$^{-1}$ (calcd: 1274 cm$^{-1}$) has B$_{1g}$ symmetry, whereas the others at 1495, 1371, and 1467 cm$^{-1}$ have B$_{2g}$ symmetry. Detailed assignments of these features are given in Table 3.

Finally, the two bands at the highest energy are both assigned to purely symmetric C$\equiv$C stretching modes of the phenyl rings. From the polarized measurements, these have different symmetries: the band at 1597 cm$^{-1}$ (calcd: 1650 cm$^{-1}$) is polarized (A$_{1g}$) and the feature at 1574 cm$^{-1}$ (calcd 1649 cm$^{-1}$) is depolarized (B$_{2g}$). The larger deviations observed between the calculated and experimental frequencies for these modes (~4%) are partly due to an intrinsic inaccuracy in the calculations (Discussion). The assignment of the band at 1597 cm$^{-1}$ is in agreement with earlier work. No $d_8$ isotope shift is calculated for these features. In comparison, the experimental value for the A$_{1g}$ mode is 5 cm$^{-1}$, indicating the presence of a small admixture of porphyrin core modes.

Contrast to the experiment, where no shift was detected. This indicates that the calculations overestimate the $\delta_{\text{sym}}$(Pyr. deformation) contribution to this mode (Discussion). The most intense band in this spectral region is located at 1006 cm$^{-1}$ (calcd: 1018 cm$^{-1}$). This feature is assigned to a polarized (totally symmetric) phenyl in-plane vibration ($\phi$). It was originally assigned to a $v$(C$\equiv$C$\equiv$C$\equiv$C) vibration $^{14}$ and later
B.3. Infrared Spectrum and Assignment of 1. Figure 5 shows the experimental and calculated IR spectra of 1. As in the NR Raman case, the calculated vibrational energies are in good agreement and the IR intensities are in very good agreement with the experimental data, reproducing the overall appearance of the experimental spectrum very well. The calculated frequencies for a number of modes are too high in energy, as analyzed below. The assignments of the infrared spectrum of 1 are on the basis of the calculated energies and intensities, and the results are summarized in Table 3. In addition, calculated $d_b$ isotope shifts for the structure-sensitive bands I, II, and III can be compared to the experimental data reported for [Co(TPP)] and [{Fe(TPP)}$_2$O]. The IR spectrum can be divided into five regions of different types of vibrational modes.

In the far-IR region between 350 and 450 cm$^{-1}$, only in-plane porphyrin core vibrations are observed. The only exception is the strong band at 378 cm$^{-1}$ (calcd: 336 cm$^{-1}$), which corresponds to the $v$(Fe−Cl) stretching mode. More importantly, the totally symmetric Fe–N breathing vibration ($v_4$) at 390 cm$^{-1}$ (calcd: 388 cm$^{-1}$; vide supra) is also observed in the IR spectrum as a weak band. This is another indication of the lowered symmetry in 1 because this band is IR forbidden in $D_{4h}$. Two $E_u$ symmetric vibrations are observed in this region: the feature at 402 cm$^{-1}$ (calcd: 407 cm$^{-1}$) corresponds to a mixed $v$(Fe–N) + $\delta$(Pyr. translation) ($v_{50}$) mode, whereas the band at 434 cm$^{-1}$ (calcd: 444 cm$^{-1}$) is assigned to a Pyrrol rotation $\delta$(Pyr. rotation) ($v_{30}$). This latter feature corresponds to the spin-state sensitive band III, as defined by Oshio et al. and was identified as a low-energy porphyrin core deformation mode in agreement with our assignment. The calculated $d_b$ isotopic shift of 16 cm$^{-1}$ of this feature is in excellent agreement with the observed shifts for [Co(TPP)] and [{Fe(TPP)}$_2$O] of 16 and 17 cm$^{-1}$.

The second region between 500 and 810 cm$^{-1}$ mostly comprises out-of-plane vibrations. The two features at 528 (calcd: 537) and 703 cm$^{-1}$ (calcd: 730 cm$^{-1}$) correspond to out-of-plane phenyl modes with $E_u$ symmetry ($\pi_5^*$ and $\pi_4^*$), whereas the phenyl mode at 661 cm$^{-1}$ (calcd: 675 cm$^{-1}$) is of the in-plane deformation type. Besides these highly intense bands, a very weak feature is observed at 570 cm$^{-1}$ (calcd: 582 cm$^{-1}$) and assigned as shown in Table 3. The four bands between 710 and 810 cm$^{-1}$ are all of the out-of-plane type. The intense feature at 750 cm$^{-1}$ (calcd: 790 cm$^{-1}$) corresponds to a phenyl mode ($\pi_5^*$) of $E_u$ symmetry. Two out-of-plane porphyrin modes of $A_{2u}$ symmetry are found at 720 (calcd: 750 cm$^{-1}$; $\gamma_8$) and 806 cm$^{-1}$ (calcd: 847 cm$^{-1}$; $\gamma_5$), the latter one being the oxidation-state-sensitive band II. It was originally assigned to an in-plane deformation mode with $\delta$(C$_B$−H) character, on the basis of an observed pyrrole-$d_b$ isotope shift. However, from the calculations, this band is associated with the intense band calculated at 847 cm$^{-1}$ that corresponds to a $\gamma$(H$_D$) + $\gamma_{sym}$(Pyr. folding) vibration. This mode shows a calculated-$d_b$ isotope shift of 40 cm$^{-1}$, which is in excellent agreement with the observed shift of 35 cm$^{-1}$ for [Co(TPP)]. On the basis of these results, band II is reassigned. Finally, the very weak band at 727 cm$^{-1}$ (calcd: 758 cm$^{-1}$) is assigned to an $E_u$ vibration ($\gamma_{2u}$; cf. Table 3), which gains in IR intensity via coupling with a phenyl vibration with $E_u$ symmetry. This is another indication of the lowered symmetry in 1 because these two vibrations cannot mix in $D_{4h}$. The deviations in energy of about 4 to 5% between calculated and experimental
Table 3. Assignment of the Infrared (IR), NR Raman (Soret: $\lambda_{exc} = 1064$ nm), and Resonance Raman (Soret: $\lambda_{exc} = 454.5$ nm; Q: $\lambda_{exc} = 514.5$ nm; Q: $\lambda_{exc} = 568.2$ nm) Spectra of [Fe(TPP)(Cl)] (1)$^a$

<table>
<thead>
<tr>
<th>$\nu_i$</th>
<th>mode assignment$^b$</th>
<th>symmetry</th>
<th>IR</th>
<th>NR R$^c$</th>
<th>RR$^c$</th>
<th>calcd$^d$(cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_4$</td>
<td>$\nu_{v_{sym}}$ (C=C)</td>
<td>$A_{1g}$</td>
<td>1597 m (p)</td>
<td>1597 (Soret: 1598 w,p; Q: 1595 v,p; Q: shoulder)</td>
<td>1650 s</td>
<td></td>
</tr>
<tr>
<td>$\phi_4''$</td>
<td>$\nu_{v_{sym}}$ (C=C)</td>
<td>$E_u$</td>
<td>1597 m</td>
<td>$\sim$1572/1577 (Soret: -; Q: 1571 m,dp/1576 s,dp; Q: 1573 s,dp/1578 vs,dp)</td>
<td>1649 m</td>
<td></td>
</tr>
<tr>
<td>$\psi_3$</td>
<td>$\nu_{(C=C)}$ + $\nu_{asym}$ (C=C)</td>
<td>$A_{2u} + B_{1g}$</td>
<td>1574 vw</td>
<td>1618 vw</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_2$</td>
<td>$\nu_{(C-C)}$ + $\nu_{asym}$ (C=C)</td>
<td>$A_{1g}$</td>
<td>1554 vs (p)</td>
<td>$\sim$1556 (Soret: 1557 v,p; Q: 1555 s,p; Q: 1557 s,p)</td>
<td>1598 vs</td>
<td></td>
</tr>
<tr>
<td>$\nu_9$</td>
<td>$\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$A_{2g}$</td>
<td>$\sim$1522/1516 (Soret: 1523/1517 vw; Q: 1523/1517 w,ap; Q: 1521/1515 m,ap)</td>
<td>1560</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi_5$</td>
<td>$\delta$ (C=C-H) + $\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$E_u$</td>
<td>1495 m (dp)</td>
<td>$\sim$1495 (Soret: 1494 v,w; Q: 1494 v,s; Q: 1496 v,s,dp)</td>
<td>1533 m</td>
<td></td>
</tr>
<tr>
<td>$\phi_5''$</td>
<td>$\delta$ (C=C-H) + $\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$E_u$</td>
<td>1486 w</td>
<td>1521 s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{28}$</td>
<td>$\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$B_{1g}$</td>
<td>1467 vw (dp)</td>
<td>1467 (Soret: -; Q: 1467 v,w,dp; Q: 1467 v,w,dp)</td>
<td>1508 w</td>
<td></td>
</tr>
<tr>
<td>$\nu_{29}$</td>
<td>$\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$A_{1g}$</td>
<td>1452 (Soret: 1452 m,p; Q: 1450 v,w,p; Q: -)</td>
<td>1489</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{4}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$A_{2u}$</td>
<td>1440 m</td>
<td>1470 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{40}$</td>
<td>$\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C) + $\nu_{asym}$ (C-C)</td>
<td>$A_{1g}$</td>
<td>1363 w</td>
<td>1379 v,w</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{41}$</td>
<td>$\nu_{asym}$ (C=C) + $\nu_{asym}$ (C=C)</td>
<td>$A_{2g}$</td>
<td>$\sim$1335 (Soret: -; Q: 1334 m,ap; Q: 1336 m,ap)</td>
<td>1373</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{42}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$E_u$</td>
<td>1340 m</td>
<td>1369 s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{43}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$B_{1g}$</td>
<td>1275 w (dp)</td>
<td>1278 (Soret: 1278 v,w,,-; Q: 1278 w,dp; Q: 1278 v,w,dp)</td>
<td>1274 v,w</td>
<td></td>
</tr>
<tr>
<td>$\nu_{44}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$B_{2g}$</td>
<td>$\sim$1266 (Soret: 1266 v,w,dp; Q: 1265 w,dp; Q: 1266 m,dp)</td>
<td>1286 v,w</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{45}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$A_{1g}$</td>
<td>1233 m (p)</td>
<td>$\sim$1233 (Soret: 1235 m,p; Q: 1230 w,p; Q: 1232 w,p)</td>
<td>1260 m</td>
<td></td>
</tr>
<tr>
<td>$\nu_{46}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$A_{2g}$</td>
<td>$\sim$1225 (Soret: -; Q: 1225 w,ap; Q: 1226 w,ap)</td>
<td>1248</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{47}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$E_u$</td>
<td>1200 w</td>
<td>1250 w</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_{48}$</td>
<td>$\nu_{asym}$ (C=C)</td>
<td>$B_{2g}$</td>
<td>1182 (Soret: -; Q: 1181 w,dp; Q: 1182 w,dp)</td>
<td>1226</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3 (Continued)

| \( \nu \) | \( \phi \) | \( \delta_{\text{sym}}(C\text{--}C\text{--}H) \) | \( \delta_{\text{asym}}(C\text{--}C\text{--}H) \) | \( \gamma(\text{H}) \) | \( \gamma_{\text{asym}}(\text{Pyr. folding}) \) | \( \gamma(\text{C}) \) | \( \delta(\text{Pyr. rotation}) \) | \( \phi \) | \( \gamma(\text{C} \text{--} \text{C}) \) | \( \gamma_{\text{asym}}(\text{Pyr. folding}) \) | \( \gamma(\text{C} \text{--} \text{C}) \) | \( \gamma_{\text{asym}}(\text{Pyr. rotation}) \) | \( \gamma(\text{C} \text{--} \text{C}) \) | \( \gamma_{\text{asym}}(\text{Pyr. folding}) \) | \( \gamma(\text{C} \text{--} \text{C}) \) | \( \gamma_{\text{asym}}(\text{Pyr. rotation}) \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 41              | \( 4 \)         | \( \nu_{(\text{Pyr. folding})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) |
| 42              | \( 5 \)         | \( \nu_{(\text{Pyr. folding})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) |
| 43              | \( 6 \)         | \( \nu_{(\text{Pyr. folding})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) | \( \nu_{(\text{Pyr. breathing})} \) |
frequencies observed for the phenyl C–H deformation (\(\pi_3''\)) and the \(\gamma(H_p)\) porphyrin vibrations in this region are due to the neglect of anharmonicity in the calculations (cf. Discussion).

Table 3 (Continued)

<table>
<thead>
<tr>
<th>(\nu_{ij}^{ab})</th>
<th>mode</th>
<th>assignment(^b)</th>
<th>symmetry(^c)</th>
<th>IR</th>
<th>NR R(^e)</th>
<th>RR(^e)</th>
<th>calcld(^f) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi_3'')</td>
<td>(\gamma_1(C) + \delta(Pyr. translation))</td>
<td>E(_u)</td>
<td>528 m</td>
<td>537 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v_{49})</td>
<td>(\delta(Pyr. rotation))</td>
<td>E(_u)</td>
<td>434 s</td>
<td>444 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\sigma_1'')</td>
<td>(\tau) (ring twist)</td>
<td>E(_g)</td>
<td>407 wv</td>
<td>408 (Soret: -; Q: -; 408 wv,-)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v_{50})</td>
<td>(v_1(\text{Fe–N}) + \delta(Pyr. translation))</td>
<td>E(_u)</td>
<td>402 m</td>
<td>407 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v_{8})</td>
<td>(v_{\text{breathing}}(\text{Fe–N}))</td>
<td>A(_1g)</td>
<td>390 m</td>
<td>390 m (p) (391 (Soret: 392 s,p; Q: 390 vs,p; Q: 390 w,p)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v_{18})</td>
<td>(v_1(\text{Fe–Cl}))</td>
<td>A(_1g)</td>
<td>378 s</td>
<td>379 w</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(v_{16})</td>
<td>(\gamma_1(\text{Pyr. tilting}) + \gamma(\text{Phenylrot.}))</td>
<td>B(_{2u} + B_1g)</td>
<td>257 vw</td>
<td>258 (Soret: -; Q: -; Q: -; (\lambda_{exc} = 647.1) nm; 258 wv,dp)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph</td>
<td>(\gamma(\text{Phenylrot.}) + \gamma(\text{Pyr. tilting}))</td>
<td>(B_1g + A_{2u})</td>
<td>247 vw</td>
<td>247 (Soret: -; Q: -; Q: 247 vw, dp; 647.1 nm: 247 wv,dp)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>porphyrin breathing</td>
<td></td>
<td>203 (Soret: 204 w,p; Q: 202 w,p; Q: 202 w,p,p)</td>
<td>200 vw</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(v_1(\text{Fe–N}))</td>
<td>B(_1g)</td>
<td>199 w (dp)</td>
<td>199 (Soret: -; Q: -; Q: -; 647.1 nm: 199 w,dp)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) For notations of in-plane and out-of-plane core modes see Li et al.\(^{a,10c}\) and Figures S6 and S7. \(^b\) Assignment in local coordinates: see Table 2 and Figure 3 for the phenyl coordinates and ref 10a and c (Figures S6 and S7) for the in-plane and out-of-plane porphyrin coordinates. Porphyrin coordinates are printed in bold. Assignments for [Ni(TPP)] by Rush III et al.\(^{13}\) are underlined. \(^c\) Effective \(D_{4h}\) symmetry: see the Results and Analysis section. \(^d\) Calculated (DFT) and experimental intensity (vs = very strong, s = strong, m = middle, w = weak, and wv = very weak). \(^e\) Depolarization ratio: p = polarized, dp = depolarized and ap = anomalous polarized band. \(^f\) Calculated with B3LYP/LanL2DZ: see Experimental section. \(^g\) \(\gamma(\text{Phenylrot.})\) corresponds to \(\nu(\text{Ph})\) = \(\gamma(\text{Br})\) in bromobenzene. \(^h\) Labeling used by Spiro and co-workers (cf. ref 13).

Figure 5. IR spectrum of 1: the measured spectrum (top) and the calculated spectrum (bottom).
The third region between 990 and 1160 cm\(^{-1}\) mostly comprises in-plane vibrations. The strong band at 995 cm\(^{-1}\) (calcd: 1005 cm\(^{-1}\)) is assigned to a \(\nu(Pyr.\ breathing) + \delta_{\text{asym}}(\text{Pyr.\ deformation})\) porphyrin core vibration with \(\nu_{\text{breathing}}(C-C)\) phenyl contribution (\(\nu_{\text{s1}}\)), whereas the intense feature at 1002 cm\(^{-1}\) (calcd: 1017 cm\(^{-1}\)) corresponds to the mixed \(\delta_{\text{sym}}(C-C-C) + \nu(Pyr.\ breathing) + \nu_{\text{asym}}(\text{Pyr.\ half-ring})\) mode with mostly phenyl character (\(\phi''\)). Both have \(E_u\) symmetry. The assignment of the strong band at 1070 cm\(^{-1}\) is not entirely clear. One possibility is a \(\delta_{\text{sym}}(C=C)\) core mode with \(E_u\) symmetry, which is calculated at 1117 cm\(^{-1}\). Alternatively, this feature could be identified as the \(\nu_{\text{asym}}(C-C)\) phenyl vibration (\(\psi_5\)) with \(A_2\) symmetry, calculated at 1106 cm\(^{-1}\). A \(d_8\) isotope substitution would be necessary to distinguish between these possibilities. Finally, the band at 1158 cm\(^{-1}\) is assigned to a phenyl vibration as shown in Table 3.

The following region between 1160 and 1350 cm\(^{-1}\) mostly consists of \(E_u\) symmetric in-plane porphyrin vibrations. The two bands at 1175 (calcd: 1236 cm\(^{-1}\)) and 1200 cm\(^{-1}\) (calcd: 1250 cm\(^{-1}\)) are both in-plane porphyrin stretching modes, which show deviations in energy of 4 to 5% between calculation and experiment (cf. Discussion) and are assigned as shown in Table 3. The band at 1340 cm\(^{-1}\) (calcd: 1369 cm\(^{-1}\)) is assigned to a mixed \(\delta_{\text{sym}}(C=C) + \nu(C=C-Ph) + \nu_{\text{sym}}(\text{Pyr.\ half-ring}) + \nu_{\text{asym}}(C_{\text{u}}-C_{\text{m}})\) vibration and is known to be spin-state-sensitive (band I \(^{18b}\)). It appears split into two components in \(I\), where a shoulder at 1334 cm\(^{-1}\) is present. Previously, this band was assigned to a \(\nu(C_{\text{u}}-C_{\text{m}}) + \nu(C_{\text{u}}-Ph)\) by Oshio et al.\(^{18b}\). The calculated \(d_8\) isotope shift for this band of 19 cm\(^{-1}\) shows some deviation from the experimental value (8 cm\(^{-1}\)) obtained for \([\text{Co(TPP)}]\).\(^{18b}\)

However, this is most probably due to the highly mixed nature of this mode, where, depending on the actual complex, changes in the contributions of individual local coordinates can be expected to occur.

The region at the highest energy between 1400 and 1600 cm\(^{-1}\) consists only of phenyl-type vibrations, which are assigned as shown in Table 3. For \(\phi''\), the frequency is obtained 52 cm\(^{-1}\) higher in energy compared to experiment. The reason for this is discussed in section B.2 for the corresponding modes \(\phi_2\) and \(\phi_3\), which are combinations of the same local coordinate but with different symmetries (cf. Table 3). The weak band at 1574 cm\(^{-1}\) (calcd: 1618 cm\(^{-1}\)) corresponds to the \(\nu(C-C)\) phenyl vibration of \(A_{2u}\) symmetry, which is mixed with the IR forbidden \(\nu_{\text{asym}}(C_{\text{u}}-C_{\text{m}})\) porphyrin vibration with \(B_1\) symmetry. Hence, this is another indication of the symmetry lowering in \(I\). The band at 1486 cm\(^{-1}\) (calcd: 1521 cm\(^{-1}\)) is assigned to a strongly mixed in-plane vibration (\(\phi''\)) of the \(\delta(C=C-H) + \nu_{\text{asym}}(C-C)\) phenyl and \(\nu(C_{\text{p}}-C_{\text{p}}) + \nu_{\text{asym}}(C_{\text{u}}-C_{\text{m}}) + \nu_{\text{sym}}(C_{\text{u}}-C_{\text{m}})\) porphyrin type. From the calculations, we have classified this band as a phenyl type mode, but the individual contributions might vary experimentally depending on the actual complex investigated.

### B.4. Resonance Raman Spectra of \(I\) and Assignment

The electronic spectra of metalloporphyrins have been explained on the basis of the four-orbital model of Gouterman.\(^{38}\) They are dominated by the two \(\pi \rightarrow \pi^*\) transitions from the \(a_{1u}\) and \(a_{2u}\) HOMOs to the \(e_g\) LUMO of the porphyrin dianion. Both resulting excited states have \(E_u\) symmetry and show a strong configuration interaction (CI). This leads to two well-separated bands in the absorption spectra, the intense Soret band (where the individual transition moments are additive), and the weak Q band (where they nearly cancel). In addition, a third band is observed on the higher energy side of Q. This band, Q, is a result of vibronic mixing between the Soret and the Q band. Because both excited states are of \(E_u\) symmetry, vibronic mixing is enabled by the vibrations of \(A_{2g}\), \(B_{1g}\), and \(B_{2g}\) symmetries.\(^{39}\)

For the resonance Raman spectra of metalloporphyrins, A-, B-, and C-term enhancement mechanisms are important.\(^{40}\) A-term enhancement is caused by a displacement of the excited state relative to the ground state and is in general only relevant for totally symmetric modes. Because A-term intensity is proportional to the square of the electric dipole transition moment of the excited electronic state, this mechanism is dominant in the region of the Soret transition. B-term enhancement is caused by the vibronic coupling between the excited state \((e)\) and another excited state \((s)\), which leads to the resonance enhancement of the vibrations that are effective in coupling these states. Hence, this mechanism applies to the Q band, where vibrations of \(A_{2g}\), \(B_{1g}\), and \(B_{2g}\) symmetries are enhanced. Additional A-term enhancement of \(A_{1g}\) modes in the Q region is also expected.

Thus, resonance enhancement of nontotally symmetric modes is therefore indicative of the presence of vibronic bands in the absorption spectra. However, \(B_{1g}\) and \(B_{2g}\) enhancements could theoretically also be induced by a Jahn–Teller distortion of the excited states with \(E_u\) symmetry.\(^{41}\) Hence, the enhancement of \(A_{2g}\) modes is the most diagnostic for the presence of vibronic coupling. \(A_{2g}\) modes are easily identified in the Raman spectra because of their anomalous polarization (ap: \(p > 3/4\)), which relates to the scattering tensor being antisymmetric.\(^{32–34}\) Finally, C-term enhancement is observed upon the excitation to a vibronic sideband of a forbidden or weakly allowed 0–0 electronic transition\(^{46}\) that leads to the enhancement of overtones and combination modes. This applies to the Q, region of the absorption spectra. These different types of resonance enhancement are indeed observed for complex I, as shown in Figure S2. Figures 8–10 present the RR spectra of \(I\) including the polarized data in Q (\(\lambda_{\text{exc}} = 568.2\,\text{nm}\), Q, \(\lambda_{\text{exc}} = 514.5\,\text{nm}\), and Soret (\(\lambda_{\text{exc}} = 454.5\,\text{nm}\) resonance. Figure 7 shows the absorption spectrum of \(I\) indicating the different excitation wavelengths. The RR data in the Soret region are dominated by polarized (\(A_{1g}\)) bands, which can therefore easily be identified from the Soret spectrum. The Q and Q, spectra of \(I\) contain depolarized, polarized, and anomalous polarized bands. The presence of \(A_{2g}\) vibrations in the Q and Q, spectra confirms well the presence of vibronic coupling as already discussed. The Q, RR spectra also show overtones and

---

combination bands above 1600 cm⁻¹ corresponding to C-term enhancement, which confirms that Q₁ is the vibronic sideband of Qₗ.

A number of new bands are observed in the RR spectra compared to the NR Raman spectra. The assignments of the RR data included in Table 3 are on the basis of the energies of the bands in correlation to the DFT results as well as the symmetries determined from the polarized experiments. In some cases, calculated δ₁₄(C–C–C) is in agreement with results for [Ni(TPP)]⁺. As is surprising because this band has A₁₄g symmetry; therefore, one would anticipate its maximum enhancement in the Soret region (Figure S3). The band at 639 cm⁻¹ (calcld: 652 cm⁻¹) in Soret resonance is assigned to an in-plane δ₁₄(C–C–C) phenyl vibration (φ₁₄) with A₁₄g symmetry. This feature shows no δ₁₄ isotope shift in the calculations and is in agreement with results for [Ni(TPP)]⁺. The depolarized band at 744 cm⁻¹ (calcld: 781 cm⁻¹) observed in Q resonance corresponds to an out-of-plane γ₁(γ₁(H) phenyl vibration (π₁)) with B₁₄g symmetry. The calculated δ₁₄ isotope shift of 10 cm⁻¹ for this mode is in good agreement with the value of 7 cm⁻¹ observed for [Ni(TPP)]⁺. Two new depolarized bands are observed at 851 and 1017 cm⁻¹ in Q and Qₗ resonances, respectively. In both cases, two possible features with B₁₆g and B₂₄g symmetries are present in the calculations as well as in the RR spectra of [Ni(TPP)]. Hence, no assignments of these bands are possible. The depolarized band at 1080 cm⁻¹ observed in Q and Qₗ resonances is assigned as shown in Table 3. The depolarized band observed at 1182 cm⁻¹ in Qₗ and Q resonances corresponds to either the calculated vibration at 1226 cm⁻¹ (a δ₁₄(C–C–H) core mode) or the feature predicted at 1222 cm⁻¹ (a phenyl vibration); both have B₂₄g symmetry. In [Ni(TPP)]⁺, a band at 1190 cm⁻¹ with a small phenyl δ₁₄ shift is observed and assigned to the δ₁₄(C–C–H) vibration calculated at 1226 cm⁻¹. Because a larger δ₁₄ isotope shift is expected for the phenyl vibration, the band at 1182 cm⁻¹ is tentatively assigned to this feature. The modes at 744 cm⁻¹ (phenyl vibration), ν₁₇, and ν₃₄ (both C–H in-plane porphyrin vibrations) show larger deviations in energy between calculation and experiment compared to those of the other porphyrin modes, which are due to the neglect of anharmonicity (Discussion). The weak, anomalous polarized bands at 1225 and 1335 cm⁻¹ in Q and Qₗ resonances are assigned as shown in Table 3. The depolarized band at 1266 cm⁻¹ (calcld: 1286 cm⁻¹) is observed in all RR spectra. It is assigned to a mixed ν(Pyr. quarter-ring) + ν(Cₘ–Ph) porphyrin core vibration with phenyl contribution (ν₁(C–C)) with B₂₄g symmetry (ν₂₇). The calculated δ₁₄ isotope shift of 2 cm⁻¹ is in very good agreement with experiment (1 cm⁻¹ for [Ni(TPP)]⁺). The band at 1452 cm⁻¹ in Soret and Qₗ resonances is assigned to the mixed in-plane ν₁₄(Cₘ–Cₘ) + ν(Cₗ–Cₗ) porphyrin vibration (ν₁₂) with A₁₄g symmetry. The split, anomalous polarized band ₄₆ at 1522/1516 cm⁻¹ (calcld: 1560 cm⁻¹) is assigned to the mixed ν₁₄(Cₘ–Cₘ) ν₁₄(Cₗ–Cₗ) δ₁₄(Cₗ–H) in-plane porphyrin core vibration and is known to be spin-state sensitive (band C(ap)⁴⁷,¹⁸b). It was originally assigned to only ν(Cₗ–Cₗ). The predicted δ₁₄ isotope shift of this feature is 6 cm⁻¹. All of these assignments are listed in Table 3.

B.5. Effects of Symmetry Lowering. There are three major effects resulting from the symmetry lowering from idealized D₄₄h to the actual symmetry of [Fe(TPP)(Cl)]. Because of the fact that the phenyl rings are no longer perpendicular to the porphyrin core, the coupling between the core and the phenyl vibrations becomes stronger. The second effect is that modes with different symmetries in D₄₄h appear mixed in 1. Several examples are observed in the NR Raman and IR spectra as discussed above, where even (g) and odd (u) vibrations are combined. This applies, for example, to the NR Raman bands at 247 and 257 cm⁻¹ and the IR bands at 390, 727, and 1574 cm⁻¹. Of importance though is the fact that all of these symmetry-breaking modes obtain only very small intensities because of this intensity-stealing mechanism. This together with the observation of polarized, depolarized, and anomalous polarized bands clearly shows that the [Fe(TPP)]⁺ core of 1 still behaves as if it has D₄₄h symmetry. The third effect of symmetry lowering beyond C₄ᵥ in 1 is that degenerate Eₗv vibrations appear to be split in the IR spectra. However, the observed splittings are very small (about 5 cm⁻¹). Hence, this again indicates that an effective D₄₄h symmetry is present in 1.

C. Vibrational Spectra and Assignments of Compounds 2 and 3 in Comparison with Those of 1. The crystal as well as the DFT optimized structures of complexes 1–3 are very similar overall, as discussed in section A. Correspondingly, the averaged metal–nitrogen distances are similar and increase in the order of Co (1.985 Å) < Mn (2.019 Å) < Fe (2.049 Å). The most pronounced difference among 1, 2, and 3 occurs for the metal–chloride bond distances, which increase in the order of Co (2.145 Å) < Fe (2.192 Å) < Mn (2.389 Å). Another important difference is observed for the out-of-plane displacement of the metal atom from the N₄ plane of the porphyrin, which increases in the order of Co (0.05 Å) < Mn (0.258 Å) < Fe (0.383 Å). On the basis of the large structural similarities of complexes 1–3, it can be expected that the overall vibrational properties of the corresponding [M(TPP)]⁺ units are quite similar. The only exception is the metal–chloride stretching vibration, where larger differences should be observed.

Figure 6 shows the NR Raman data of 2 together with the calculated spectrum. In this case, exceptional agreement is obtained between theory and experiment. The corresponding spectra of 3 are presented in Figure S1. The agreement between the calculated and experimental data is also very good in this case. As already discussed for 1, small shifts of certain bands to higher energy (average deviation in energy of about 2 to 3%) are also observed in the calculations for

(45) The excitation profile is a plot of the Raman intensity versus the Raman excitation energy.

(46) The origin of the splitting is not known. It might relate to the fact that the spectrum was recorded in a KBr disk.
Five-Coordinated Metalloporphyrins [M(TPP)Cl]

Figure 6. IR spectrum of 2 (top) and the NR Raman spectrum of 2 (bottom). The corresponding calculated spectra are included in the two panels as indicated. The low energy part (560–180 cm\(^{-1}\)) of the calculated spectra is enlarged.

Table 4. Comparison of Metal–Chloride Stretching Frequencies (cm\(^{-1}\)) and QCC-NCA as well as Calculated (DFT) Force Constants \(f(M–Cl)\) (mdyn/Å) for [M(TPP)Cl] (1, 2, and 3) and Model Systems [M(P*)Cl] (1a, 2a, and 3a)

<table>
<thead>
<tr>
<th>Compound</th>
<th>(\nu(M–Cl))</th>
<th>(\nu(M–Cl))</th>
<th>(f(M–Cl))</th>
<th>PED</th>
<th>QCC-NCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>calc(^{b/f})</td>
<td>expt(^{c})</td>
<td>lit. (^{d})</td>
<td>PED (^{e})</td>
<td>calcd (^{f})</td>
</tr>
<tr>
<td>1</td>
<td>263/336</td>
<td>378</td>
<td>360(^{7}) 364(^{7})</td>
<td>1.419</td>
<td>1.796</td>
</tr>
<tr>
<td>2</td>
<td>263/379</td>
<td>296</td>
<td>299(^{7}) 398</td>
<td>1.160</td>
<td>0.932</td>
</tr>
<tr>
<td>3</td>
<td>286/398</td>
<td>397</td>
<td></td>
<td>1.704</td>
<td>1.717</td>
</tr>
</tbody>
</table>

\(^{a}\) PED = potential energy distribution; the numbers in parentheses correspond to the % contribution of the M–Cl coordinate to this mode. \(^{b}\) Calculated with B3LYP/LanL2DZ; see Experimental section. \(^{c}\) Experimental infrared frequencies. \(^{d}\) Determined from Raman data of [Fe(OEP)(Cl)]. \(^{e}\) Determined from Raman data. \(^{f}\) The \(\nu(M–Cl)\) vibration is mixed with a porphyrin mode, and hence there are two vibrations that carry \(\nu(M–Cl)\) contributions. As shown in the PED, the mode at higher energy has more M–Cl stretching character.

2 and 3 (Discussion). Because of the structural similarities of 1–3, it is not surprising that the NR Raman spectra of these compounds show large similarities as evidenced by a comparison of Figures 4, 6, and S1. Hence, the assignments of the NR Raman spectra of 2 and 3 listed in Tables S1 and S2, respectively, largely parallel the assignments for 1. Only a few differences are observed. The band at 1574 cm\(^{-1}\) in the experimental NR Raman spectrum of 1 is not observed in the spectra of compounds 2 and 3. This band corresponds to the phenyl in-plane vibration \(\nu_{\text{sym}}(C–C) (\phi_1)\) with B\(_{3g}\) symmetry. However, complex 3 shows an additional small band at 1540 cm\(^{-1}\) that could not be unambiguously assigned. The metal–chloride stretching vibration only appears in the NR Raman spectrum of 1. Otherwise, the same vibrations are observed in the NR Raman spectra of 1–3. Some of them show small characteristic shifts, which are discussed in section E.

Figure 6 shows the IR data of 2 together with the calculated spectrum. Again, in this case, the most exceptional agreement is obtained between theory and experiment. The corresponding spectra of 3 are presented in Figure S1. A good agreement between theory and experiment is also achieved in this case. The IR spectra of all three compounds 1–3 basically show the same normal modes. Correspondingly, the appearances of the MIR spectra are very similar. However, the far-IR spectra look clearly different because of the structural differences and the metal sensitivity (cf. section E).

D. Metal–Chloride Bonding. For compounds 1 and 3, the experimental frequency of the metal–chloride stretching vibration is similar with \(\nu(Fe–Cl) = 378\) cm\(^{-1}\) and \(\nu(Co–Cl) = 397\) cm\(^{-1}\) (cf. Table 4). In contrast, the Mn–Cl stretching vibration of 296 cm\(^{-1}\) is located at a significantly lower energy. This trend is in agreement with the metal–chloride distances with 3 (2.145 Å) < 1 (2.192 Å) < 2 (2.389 Å). As mentioned in section A, the metal–chloride bond lengths are overestimated in the calculations, especially for compound 1. Correspondingly, the calculated frequency obtained for 1 of 336 cm\(^{-1}\) is significantly lower than the
experimental value, whereas for 2 (319 cm\(^{-1}\)) and 3 (398 cm\(^{-1}\)) a very good agreement is observed. To compare the M–Cl bond strengths in these compounds rigorously, accurate M–Cl force constants are necessary and require a normal coordinate analysis (NCA). For this purpose, simple model systems [Fe(P)(Cl)] (1), [Mn(P)(Cl)] (2), and [Co(P)(Cl)] (3; P = porphine) were fully optimized, and the force constants were calculated as listed in Table 4. In the next step, a mass of 77 was used for the meso hydrogens of these models corresponding to the phenyl groups. This leads to models 1a, 2a, and 3a, which accurately reproduce the M–Cl frequencies of full model systems 1–3 applying TPP (cf. Table 4). This is an important result because it shows that the simple porphine ligand is a good approximation for TPP when only the properties of the central M–Cl unit are considered. Finally, using the QCC-NCA procedure,\(^{21}\) the M–Cl force constants were fitted to reproduce the experimental M–Cl stretching frequencies. In this way, experimental force constants for compounds 1, 2, and 3 of 1.796, 0.932, and 1.717 mdyn/Å, respectively, were obtained. The NCA force constants show that the Fe–Cl and Co–Cl bonds are twice as strong as the Mn–Cl bond. The reason for this rather surprising result is evidenced by an analysis of the MO diagrams of these complexes. For this purpose, models 1–3 were used because porphine has proven to be a good model for TPP, considering the presence of the M–Cl bond. The coordinate system is chosen such that the z axis is aligned with the M–Cl bond, whereas the x and y axes are oriented along the M–N bonds of the porphyrin ligand. Hence, the d\(_{2z}\) orbital of the metal undergoes a strong σ bond with the pyrrole nitrogens of the porphyrin, whereas d\(_{xy}\) is partially nonbonding. However, the metal–chloride σ bond is mediated by the orbital d\(_{xz}\), whereas d\(_{yz}\) and d\(_{yz}\) are potentially involved in π bonds with the chloride ligand. Note that the principal bonding scheme of [Fe(TPP)(Cl)] has been analyzed before; however, the main focus was the metal–porphyrin interaction.\(^{48}\)

\[\text{[Co(TPP)(Cl)] (3) has the simplest electronic structure due to the low-spin d}^6 \text{ configuration of Co(II) (S = 0), which corresponds to a [d}^8\text{] configuration of the metal. Hence, the unoccupied d}_{2z} \text{ orbital undergoes a strong } \sigma \text{ bond with the filled p}_{xy} \text{ orbital of the chloro ligand, where the corresponding bonding combination has 29\% d}_{2z} \text{ and 58\% chloro p}_{xy} \text{ character. Because the d}_{xz} \text{ and d}_{yz} \text{ orbitals of the metal are fully occupied, no } \pi \text{ bond with the p}_{xy} \text{ and p}_{xy} \text{ orbitals of chloride is possible. In summary, the metal–Cl bond in 3 can be described as a strong (pure) } \sigma \text{ bond. In comparison, compound 1 is a high-spin d}^3 \text{ complex with } S = \frac{3}{2} \text{ ground state. In the spin-unrestricted scheme, this means that all } \alpha \text{ orbitals are fully occupied and hence, do not contribute to the bonding with } \sigma \text{ or } \pi \text{-donor ligands. Therefore, all metal–ligand bonding comprises unoccupied } \beta \text{-d orbitals. The Fe–Cl } \sigma \text{ bond is mediated by the interaction of d}_{2z} \text{ and p}_{xy} \text{ of the chloro ligand. The corresponding bonding combination has 26\% iron d}_{2z} \text{ and 60\% chloro p}_{xy} \text{ orbital contributions, which corresponds to a strong } \sigma \text{ bond. Additional } \pi \text{ bonds between the d}_{xz} \text{ and d}_{yz} \text{ orbitals of iron and the p}_{xy} \text{ and p}_{xy} \text{ orbitals of the chloro ligand, respectively, are also present. The corresponding bonding combinations have about 10\% metal and about 45\% chloride character indicative of a medium-strength interaction. Therefore, complex 1 formally has one-half of a } \sigma \text{ bond and one } \pi \text{ bond. Compared to 3, the } \sigma \text{ bond is reduced by 50\%, whereas an additional } \pi \text{ bond is present. These effects seem to cancel, giving almost identical M–Cl force constants in these complexes.}

Compound 2 is a high-spin d\(^4\) complex with S = 2 ground state and a [d\(_{xy}\),d\(_{xy}\),d\(_{yz}\),d\(_{yz}\)] electronic configuration. Compared to complex 1, the α–d\(_{xy}\),d\(_{yz}\) orbital is unoccupied and therefore, similar M–Cl interactions would be expected in 1 and 2. However, the force constants show that this is not the case. The Mn–Cl σ bond between d\(_{2z}\) and the p\(_{xy}\) orbital of chloride is somewhat weaker compared to that in 1 as evidenced by the 16\% metal d\(_{2z}\) and 57\% chloro p\(_{xy}\) character of the corresponding bonding combination. The largest difference occurs for the M–Cl π bond. The corresponding bonding combinations between d\(_{xz}\) and d\(_{yz}\) of Mn(III) and p\(_{xy}\) and p\(_{xy}\) of chloride only have about 2\% metal and 75\% chloro character, respectively, which corresponds to a very weak interaction. Therefore, the M–Cl bond in complex 2 corresponds only to half a σ bond. This is the reason for the much smaller M–Cl force constant of only 0.932 mdyn/Å in 2 compared to 1.796 mdyn/Å for 1.

\[\text{E. Metal-Sensitive Bands in the Raman and IR Spectra of 1–3, Boucher and Katz}^{49}\text{ measured the IR spectra of several divalent metal complexes of protoporphyrin IX and hematoporphyrin IX dimethyl ester and identified three metal-sensitive bands at 920–980, 500–525, and 350–365 cm}^{-1}, \text{ but no definitive assignments could be made. The skeletal stretching and breathing modes were found to only have small shifts within the experimental uncertainty. Nakamoto and co-workers assigned the metal–nitrogen stretching bands of a series of OEP and TPP complexes on an empirical basis.}^{50,\text{1aa}}\text{ The observed shifts were attributed to the variable occupation of the } \sigma \text{-antibonding d}_{2z}\text{–p}_{xy} \text{ orbital in these complexes. Hence, vibrations that contain a direct contribution of the M–N stretching coordinate should be the most affected. However, the oxidation- and spin-state sensitive IR bands I–III and Raman bands A, C, D, and E (band B is characteristic for penta coordination) as described in the Introduction should also be sensitive to the metal ion.}^{18}\text{ The frequency shifts of bands I and III were correlated to the metal–porphyrin nitrogen distances in agreement with Nakamoto’s analysis.}

In the IR and NR Raman spectra of 1, 50 and 36\% of the observed modes, respectively, are of the phenyl type, which show no shifts or show only small frequency shifts.\(^{51}\) In contrast, frequency shifts are observed for most porphyrin

---


(51) Very small shifts of some of these bands that were observed can be traced back to small admixtures of porphyrin core vibrations.
core vibrations in the [M(TPP)(Cl)] complexes, but only a few of them are of considerable size as already correctly stated by Boucher and Katz. The bands with large shifts are mostly vibrations with a large M–N stretching contribution as proposed before.\(^\text{18,50}\) Hence, frequency shifts are mostly expected for bands below 500 cm\(^{-1}\). Table 5 lists the experimental and calculated frequencies of the eight spin- and oxidation-state-sensitive bands known from the literature for complexes 1–3. In the IR spectra, the three porphyrin vibrations 1–III show metal sensitivity. In the NR Raman spectra, three modes show significant shifts for complexes 1–3 (band A, D, and E). Hence, only six of the eight structurally sensitive bands from the literature are metal-sensitive in the [M(TPP)(Cl)] series studied here. Three additional metal sensitive bands are identified here. These are \(\nu_{\text{ls}}\) (from NR Raman), \(\nu_{50}\) (IR), and the M–Cl stretching vibration as discussed in section D (cf. Table 4). Corresponding to the relatively small frequency shifts observed for 1–3 as shown in Table 5, the underlying differences in complex geometries must be small. Therefore, to analyze the reasons for the appearance of the shifts, detailed assignments of the corresponding vibrations as obtained in this study are necessary. For the stretching vibrations, the differences in the vibrational frequencies can be correlated with the differences in bond lengths. However, the interpretation of the metal sensitivity of the deformation modes is not straightforward.

Vibrations with a considerable M–N contribution are observed in the low-energy region of the spectra. The metal–nitrogen distances decrease in the order of Fe (2.049 Å) > Mn (2.019 Å) > Co (1.985 Å), and hence the frequencies of vibrations with \(\nu(M-N)\) character are expected to increase in the order of Fe < Mn < Co. There are three vibrations with a pure or mostly M–N stretching contribution observed in complexes 1–3. The most intense band corresponds to the totally symmetric \(\nu_{\text{breathing}}(M-N)\) vibration (band E, \(\nu_{5}\), which increases in the order of 390 cm\(^{-1}\) (Fe) < 393 cm\(^{-1}\) (Mn) < 403 cm\(^{-1}\) (Co) in agreement with this trend. The \(\nu(M-N)\) vibrations with \(B_{1g}\) symmetry (\(\nu_{18}\)) observed in the NR Raman spectra of 1–3 also strongly follows this trend as shown in Table 5. Finally, the \(\nu(M-N)\) vibrations with \(E_{\text{a}}\) symmetry (\(\nu_{50}\)) observed in the IR spectra of 1 and 2 are mixed with the \(\delta\) (Pyr. translation) porphyrin deformation mode. Nevertheless, the correlation also applies here where this feature appears at 402 cm\(^{-1}\) in 1 and at 410/405 cm\(^{-1}\) in 2. The fact that this band is split in 2 reflects a small degree of symmetry lowering from ideal \(D_{4h}\) symmetry (cf. section B.5).

Bands A, C, and D in the Raman and band I in the IR spectra of 1–3 correspond to in-plane porphyrin stretching vibrations (cf. Table 3); therefore, their frequencies can be correlated with \(C-C\), \(C-N\), and \(M-N\) distances as observed in the crystal structures of 1–3 (cf. Table 6). Band A corresponds to the in-plane \(\nu_{\text{sym}}(\text{Pyr. half-ring})\) porphyrin vibration. Hence, the frequency of this mode relates to changes in the metal–nitrogen, the \(C_{\text{m}}-C_{\text{p}}\) and the \(C_{\text{m}}-N\) distances. However, because the observed frequency shifts are very small, a quantitative interpretation of the observed behavior of this mode is not possible. For band C, the observed frequency is larger for the Mn than for the Fe complex. This mode has considerable \(\nu_{\text{sym}}(C_{\text{m}}-C_{\text{a}})\) character; however, the \(C_{\text{m}}-C_{\text{a}}\) distance is comparable in the two complexes, as shown in Table 6. However, this mode also has some \(C_{\text{a}}-C_{\text{p}}\) contribution, and the corresponding \(C_{\text{a}}-C_{\text{p}}\) distance is slightly larger for 1 compared to that for 2, which is consistent with the observed trend in frequencies (cf. Table 5). The totally symmetric metal-sensitive band D, which is assigned to a \(\nu(C_{\text{p}}-C_{\text{p}}) + \nu_{\text{sym}}(C_{\text{m}}-C_{\text{a}})\) porphyrin vibration with a small amount of \(\delta_{\text{asym}}(C_{\text{p}}-\text{H})\) contribution, is observed in both the NR Raman and RR spectra of 1–3.

### Table 5. Metal-Sensitive Bands (Also Oxidation- and Spin-State-Sensitive) in the Infrared, NR Raman, and RR Spectra of 1–3

<table>
<thead>
<tr>
<th>Band</th>
<th>IR (cm(^{-1}))</th>
<th>R (cm(^{-1}))</th>
<th>FeTPPCl (1)</th>
<th>MnTPPCl (2)</th>
<th>CoTPPCl (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\nu_{50})</td>
<td>296</td>
<td>319</td>
<td>397</td>
<td>399</td>
<td>378</td>
</tr>
<tr>
<td>(\nu_{18})</td>
<td>397</td>
<td>397</td>
<td>397</td>
<td>397</td>
<td>397</td>
</tr>
</tbody>
</table>

### Table 6. Selected Crystallographic Distances (Å) for Compound 1 (cf. Ref 28), 2 (This Article), and 3 (cf. Ref 33) that are Important for the Structure-Sensitive Bands

<table>
<thead>
<tr>
<th>Compound</th>
<th>(d(M-N))</th>
<th>(d(C_{\text{m}}-\text{Ph}))</th>
<th>(d(C_{\text{p}}-C_{\text{a}}))</th>
<th>(d(C_{\text{a}}-C_{\text{p}}))</th>
<th>(d(C_{\text{a}}-N))</th>
<th>(d(M-Ct))</th>
<th>(d(C_{\text{a}}-C_{\text{m}}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Fe(TPP)(Cl)] (1)</td>
<td>2.04(9)</td>
<td>1.50(8)</td>
<td>1.38(0)</td>
<td>1.44(6)</td>
<td>1.38(4)</td>
<td>0.383</td>
<td>1.39(9)</td>
</tr>
<tr>
<td>[Mn(TPP)(Cl)] (2)</td>
<td>2.019</td>
<td>1.496</td>
<td>1.357</td>
<td>1.440</td>
<td>1.385</td>
<td>0.258</td>
<td>1.399</td>
</tr>
<tr>
<td>[Co(TPP)(Cl)] (3)</td>
<td>1.985</td>
<td>1.518</td>
<td>1.360</td>
<td>1.446</td>
<td>1.372</td>
<td>0.05</td>
<td>1.391</td>
</tr>
</tbody>
</table>

*Distances are averaged over chemically equivalent bonds.*
The frequency of this mode increases in the order of $1 < 2 < 3$, as shown in Table 5. This can be traced back to differences in the C–C bond lengths of the porphyrin core. First, the $C_{β}−C_{β}$ distances are almost identical for 2 and 3, whereas they are elongated in 1. However, complexes 1 and 2 have almost identical $C_{α}−C_{α}$ distances, whereas this bond is shorter in complex 3. These trends are consistent, leading to the observed frequency shifts of this band. Finally, band 1 corresponds to the mixed $v_{\text{asym}}(C_{β}−H) + v(C_{α}−Ph) + \nu_{\text{sym}}(\text{Pyr. half-ring})$ in-plane porphyrin vibration. The frequency shift of this band cannot be analyzed because of a large number of different contributions. For example, the $C_{α}−Ph$ distances behave inversely to the $M−N$ distances. Besides these stretching vibrations, two deformation modes (bands II and III; cf. Table 5) are also found to be metal-sensitive. Band II corresponds to the out-of-plane $\gamma(H_{β}) + \gamma_{\text{sym}}(\text{Pyr. folding})$ porphyrin deformation mode and hence, the frequency shift of this vibration is difficult to interpret. The energy increases in the order of $Co < Mn < Fe$. The frequency shift of band III, which is an in-plane $\delta(\text{Pyr. rotation})$ porphyrin deformation mode, seems to be correlated to the out-of-plane displacement of the metal, which increases in the order of $Co < Mn < Fe$. Correspondingly, the observed trend in the vibrational energies is $Co > Mn > Fe$.

**Discussion**

In this study, the vibrational properties of the five-coordinate porphyrin complexes $[M(TPP)](Cl)$ ($M = Fe, Mn,$ and $Co$) are analyzed in detail. For complex $[Fe(TPP)](Cl)$ (1), nonresonance Raman (NR Raman) spectra including polarized data are presented for the first time. Resonance Raman (RR) spectra of this compound are also reported, including Soret, Q, and Q$_{v}$ resonance data together with polarized measurements. In addition, MIR and FIR spectra of 1 are presented. Hence, a complete vibrational data set for complex 1 is obtained in this study. These data are then assigned in detail using calculated vibrational energies as well as calculated NR Raman and IR intensities, which show very good agreement with experiment overall (vide infra). Additional information that assists in assigning the spectra is available from (a) the polarized measurements that allow for the determination of the symmetries of the different vibrations and (b) $d_{8}$ isotope data reported in the literature for a number of complexes. The assignments are based on an idealized model system $[M(TPP)]$ with $D_{4h}$ symmetry. For the phenyl mode assignment, local internal coordinates derived from bromobenzene are used. On the basis of all this information, a complete and consistent assignment of all of the spectroscopic data obtained for 1 has been achieved. So far, no detailed vibrational assignments for five-coordinate porphyrin complexes such as $[Fe(TPP)](Cl)$ are available from the literature, where most of the research has been focused on four-coordinate complexes. For compound 1, only a small number of totally symmetric modes from the Soret RR spectrum ($\lambda_{\text{exc}} = 457.9 \text{ nm}$) have been assigned before, on the basis of a simple comparison of the obtained spectra with those of $[Ni(TPP)]$. Additional bands in the Raman and IR spectra of 1 were identified and classified, but no further analysis was performed. The assignments obtained in this study are in general consistent with recent work by Rush III et al., who assigned the RR and IR spectra of $[Ni(TPP)]$ based on a DFT-SQM analysis. In some cases, large deviations in vibrational frequencies (for example, $\nu_{2}$ is located at 1554 cm$^{-1}$ in 1 and at 1572 cm$^{-1}$ in $[Ni(TPP)]$) are observed. In addition, because of very good agreement between the calculated and experimental NR Raman and IR spectra obtained here, more sophisticated assignments of the observed vibrations were possible in this study, as indicated in Table 3. The complete analysis of the vibrational spectra of 1 performed here also leads to the reassignment of a number of bands. These include features at 1233, 1006, and 886 cm$^{-1}$ in the Raman spectra of 1 (cf. Table 3). The prominent band at 390 cm$^{-1}$, which is one of the structure-sensitive bands identified by Burke et al., is reassigned to the totally symmetric $\nu_{\text{core}}(Fe−N)$ vibration on the basis of the calculated NR Raman spectra and the excellent agreement between its calculated and experimental pyrrole-$d_{8}$ isotope shift. This is in agreement with the assignments for $[Ni(TPP)]$. The IR spectra of complex 1 are assigned here for the first time with the exception of structure-sensitive bands I–III. However, band II at 806 cm$^{-1}$ is reassigned in this work to the out-of-plane $\gamma(H_{β}) + \gamma_{\text{sym}}(\text{Pyr. folding})$ porphyrin core vibration on the basis of the calculated IR spectra and the excellent agreement between its calculated and experimental pyrrole-$d_{8}$ isotope shift. In addition, a number of new bands are assigned in this study. These include the important bands at 402 cm$^{-1}$ in the IR ($\nu_{9}$) and 199 cm$^{-1}$ in the Raman spectrum ($\nu_{18}$) of 1, which correspond to the $Fe−N$ stretching vibrations with $E_{g}$ and $B_{1g}$ symmetries. These modes have not been assigned yet. Similar to the corresponding $A_{1g}$ mode at 390 cm$^{-1}$, these are also strongly metal-sensitive and probably oxidation- and spin-state-sensitive.

A general shift of the vibrational frequencies of 1–3 to somewhat higher energy (average deviation: about 2% to 3%) is observed in the calculations compared to experiment. However, in some cases, larger deviations (up to 5%) are observed. These can be traced back to different effects depending on the nature of the respective modes. First, large shifts (about 5%) are observed for the three combinations of the $\nu_{\text{sym}}(C–C)$ stretching mode of the phenyl rings ($\phi_{a}^{1}$, $\phi_{a}^{2}$, $\phi_{a}^{3}$ in Table 3), which occur just below 1600 cm$^{-1}$. In this case, the deviations are partly due to an intrinsic inaccuracy of the B3LYP/LanL2DZ method. This is evident from frequency calculations on benzene. As shown in Table S7, $\nu_{\text{sym}}(C–C)$ is calculated at 1641 and observed at 1594 cm$^{-1}$ (average), which corresponds to a deviation of 2.9%. Interestingly, using the much more time consuming B3LYP/TZVP method does not lead to an improvement for this mode. The second class of vibrations in which larger deviations of the frequencies are observed correspond to in-plane and out-of-plane C–H deformation modes. This especially includes the $\delta(C–C–H)$ and $\gamma(H_{2})$ core vibrations and the $\delta(C–C–H)$ bends of the phenyl rings. (See, for example, $\delta(C–C–H)$ at about 1100 cm$^{-1}$, $\gamma(H_{β})$ at about 800
cm$^{-1}$, and $\delta$(C–C–H) at about 1100 cm$^{-1}$, as listed in Table 3.) These deviations are due to the neglect of anharmonicity effects in the theoretical treatment. Calculations on benzene show that C–H vibrations usually show significant degrees of anharmonicity (cf. Table S7). These calculations indicate that $\nu_{\text{sym}}$(C–C) is also affected by deviations due to anharmonicity. Finally, differences are observed for the amount of mixing between phenyl and porphyrin core vibrations, which applies to a small number of modes (Results and Analysis). This is evident from a comparison of calculated and experimental $\nu_{\text{sym}}$(C–C) vibrations, which applies to a small number of modes.

The overall vibrational properties of the [M(TPP)]$^+$ units in complexes 1–3 are quite similar, which relates to the large structural similarities of the metalloporphyrin cores of these systems. The largest differences are observed in the low-energy region of the spectra, where the M–Cl and the M–N stretching vibrations are observed. On the basis of our analysis, it is possible to give more precise assignments of the metal-sensitive modes than before, as inferred by Oshio et al.\textsuperscript{18b} in 1984: “In order to understand the structure-sensitivity of these bands on a quantitative basis, it is necessary to carry out theoretical calculations [...]” Not surprisingly, it is found that modes with mostly phenyl character do not show noticeable shifts. In the case of porphyrin core vibrations, frequency shifts are in general with absorption coefficients taken from the literature.\textsuperscript{58,59,33}

### Table 7. Absorption Bands Observed in the UV–Vis Absorption Spectra of Complexes 1–3 (in nm)

<table>
<thead>
<tr>
<th>Complex</th>
<th>Assignment</th>
<th>Position (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Fe(TPP)Cl]</td>
<td>Cl $\rightarrow$ M CT</td>
<td>379</td>
</tr>
<tr>
<td>417</td>
<td>Soret</td>
<td>476</td>
</tr>
<tr>
<td>510</td>
<td>$\nu_{\text{Cl}}$</td>
<td>530</td>
</tr>
<tr>
<td>578</td>
<td>$\delta_{\text{Cl}}$</td>
<td>583</td>
</tr>
<tr>
<td>654</td>
<td>P $\rightarrow$ M CT</td>
<td>620</td>
</tr>
<tr>
<td>690</td>
<td>P $\rightarrow$ M CT</td>
<td>654</td>
</tr>
</tbody>
</table>

### Scheme 2

![Scheme 2](image)

**Figure 7.** Solution absorption spectra of compound 1 (brown) measured in chloroform, of compound 2 (green) in a 1/1 mixture of butyronitrile and propionitrile, and of compound 3 (red) in methanol. The spectra are scaled with absorption coefficients taken from the literature.\textsuperscript{58,59,33}
are reflected by the M–Cl bond distances of 2.192 Å in 1, 2.389 Å in 2 and 2.145 Å in 3. For 2, this value is obtained from a new crystal structure presented here. An analysis of the MO diagrams of 1–3 allows for a determination of the electronic structural reasons for these differences. In the case of compound 1, the Fe–Cl bond can roughly be classified as one-half of a σ bond and one π bond. In comparison, the Co–Cl bond in 3 corresponds to one σ bond. The similar M–Cl force constants obtained for 1 and 3 indicate that the enhanced σ and the reduced π interaction in 3 compared to those in 1 seem to compensate and lead to comparable bond strengths. The strongly reduced M–Cl bond strength in 2 compared to that in 1 (and 3) is mostly due to a lack of the M–Cl π bond in this complex. Correspondingly, the Mn–Cl bond only corresponds to half a σ bond in agreement with the observed reduction of the force constant by half in 2 (0.932 mdyn/Å) compared to that in 1 (1.796 mdyn/Å).

Besides its use for the determination of vibrational energies, RR spectroscopy offers detailed insight into the nature of electronically excited states. This relates to the mechanism of resonance enhancement and the actual nature of enhanced vibrations. For metalloporphyrins, A-, B- and C-term enhancements are important, as described in section B.4. The A-term mechanism is dominant in the region of the intense Soret transition and leads to the enhancement of totally symmetric modes. B-term enhancement is found in the region of Q and Qv bands and relates to vibronic coupling, which is manifested in the enhancement of anomalous polarized A2g modes. Complex 3 shows the simplest absorption spectrum of compounds 1–3, investigated here. The RR spectra were measured with potassium sulfate as the internal standard (top). The polarized measurement is shown on the bottom.

Figure 8. Resonance Raman spectra of 1, excited at 568.2 nm (Q resonance). The RR spectra were measured with potassium sulfate as the internal standard (top). The polarized measurement is shown on the bottom.

As described in section B.4. The A-term mechanism is dominant in the region of the intense Soret transition and leads to the enhancement of totally symmetric modes. B-term enhancement is found in the region of Q and Qv bands and relates to vibronic coupling, which is manifested in the enhancement of anomalous polarized A2g modes. Complex 3 shows the simplest absorption spectrum of compounds 1–3, investigated here. The RR spectra were measured with potassium sulfate as the internal standard (top). The polarized measurement is shown on the bottom.
about 379 and 417 nm (cf. Figure 7). Further insight into these band assignments can be gained from RR measurements. The RR spectrum of 1, excited at 454.5 nm shows mostly totally symmetric vibrations (cf. Figure 10); therefore, the absorption band at 417 nm is assigned to the Soret band. From the literature, the 379 nm band has been assigned to a chloride → FeIII charge-transfer transition. However, the large intensity of this band indicates that the corresponding excited state might steal some intensity from the Soret band. The remaining four absorption bands are located in the Q region of 1. The RR spectrum of 1, excited at 568.2 nm (cf. Figure 8) shows a weak band, and the data obtained at 514.5 nm (cf. Figure 9) show medium-intensity anomalous polarized bands, indicating vibronic coupling (anomalous polarized bands that are typically observed are located at about 1520 and 1335 cm\(^{-1}\)). In addition, overtones are enhanced with excitation into the absorption band at 510 nm (cf. Figure S2), which indicates that this band is actually the Qv band (see Section B.4). Hence, a possible assignment might be that Q and Qv correspond to the bands at about 578 and 510 nm, respectively. However, the separation of these absorption bands of about 2350 cm\(^{-1}\) is too large. It should only be about 1250 cm\(^{-1}\), as determined by Gouterman. Hence, the Q band is probably weak in 1 and masked by the feature at 578 nm, the nature of which is not known. The RR spectrum, excited at 647.1 nm (cf. Figure S5), shows not only the usually observed porphyrin A2g modes at 1335 and 1522 cm\(^{-1}\) but also the low-energy anomalous polarized bands (Figure S5) that are not observed at any other excitation wavelength. These low-energy bands correspond to in-plane porphyrin deformation modes with some phenyl out-of-plane mode contribution. Hence, the band at 654 nm shows a completely different excitation behavior than the usual Q and Qv band enhancements. This indicates that the band at 654 nm might correspond to the P → Fe CT transition in agreement with the prediction from the literature. Because this transition leads to two excited states with E\(_u\) symmetry (cf. Scheme 2), the second component could correspond to the band at 690 nm, but this is only speculative.

In the case of 2, the absorption spectrum shows two strong bands in the Soret region at 476 (band V) and 390 nm (band VI) (cf. Table 7). This has been attributed to a CI mixing of the Soret excited state with the porphyrin to metal a1u(\(\tau\)) and a2u(\(\tau\)) → e\(_g\)(d\(_z^2\)) charge-transfer states with E\(_u\) symmetry (cf. Scheme 2). Note that this requires a shift of the P → M CT states from the visible to the UV region compared to that in 1. Because of the stronger RR enhancement of low-energy vibrations observed, including Mn–X (X = halide) and Mn–N stretching modes in the region of band V in [Mn(ETP)(Cl)] (ETP = etioporphyrin I), this feature


Figure 9. Resonance Raman spectra of 1, excited at 514.5 nm (Qv resonance). The RR spectra were measured with potassium sulfate as the internal standard (top). The polarized measurement is shown on the bottom. In the perpendicular measurement, the 390 cm\(^{-1}\) band is cut off because of its large intensity.
has been assigned to the predominant CT transition. Note that Soret excitation in general leads to the enhancement of higher-energy porphyrin core vibrations. A stronger enhancement of the low-energy bands in the RR spectrum upon excitation at 488 nm is also found for compound 2 compared to that in the Soret RR spectra of 1 and 3, indicating that this analysis is correct. It is important to note that the most intense band in this spectrum for 2 is the feature at 393 cm$^{-1}$, which corresponds to the totally symmetric $\nu_{\text{breathing}}$(Mn–N) vibration. The RR excitation profiles of this mode differ significantly for compounds 2 and 1, as shown in Figures S3 and S4. For complex 1, the maximum enhancement appears in $Q_\nu$ resonance, whereas complex 2 shows the maximum upon excitation into band V. More importantly, the RR spectrum of 2, excited at 454.5 nm shows anomalous polarized bands indicating the vibronic character of band VI, which is centered around 390 nm. This has also been observed by Parthasarathi et al. who obtained two anomalous polarized bands at 1339 and 1529 cm$^{-1}$ upon excitation at 406.7 nm in 2. This indicates that the simple hyperporphyrin model by Gouterman might not be sufficient to explain the occurrence of bands V and VI in [Mn(TPP)(Cl)]. In the lower-energy region, the RR spectrum obtained at an excitation wavelength of 568 nm again shows anomalous polarized bands that indicate vibronic coupling. Therefore, the band at about 583 nm is assigned to the vibronic band, $Q_\nu$, and the band at 620 nm to Q (cf. Table 7). The separation of these bands of about 1020 cm$^{-1}$ is in agreement with this assignment. In addition, corresponding bands at 560 and 592 nm in [Mn(ETP)(Cl)] have also been attributed to these features. Finally, the nature of the band at about 530 nm is not clear. Anomalous polarized bands are present in the RR spectra but only with low intensity upon excitation at 514.5 nm.
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Figure 10. Resonance Raman spectra of 1, excited at 454.5 nm (Soret resonance). The RR spectra were measured with potassium sulfate as the internal standard (top). The polarized measurement is shown on the bottom.
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Abstract:
Five-coordinate high-spin (hs) ferric heme centers occur in the catalytic or redox cycles of many metalloproteins, and therefore, play an important role in enzymology. However, hs ferric hemes exhibit very complicated MCD and UV-Vis absorption spectra and therefore, detailed assignments of the MCD spectra of these species are missing. In this study, the electronic spectra (MCD and UV-Vis) of the five-coordinate hs ferric model complex [Fe(TPP)(Cl)] are analyzed in detail. A correlated fit of the absorption and low-temperature MCD spectra of [Fe(TPP)(Cl)] lead to the identification of at least 20 different electronic transitions. The detailed assignments of these spectra are based on: (a) VTVH saturation data, which allow for the determination of the polarizations of the MCD bands, (b) TD-DFT calculations, to identify the important transitions and their relative energies and intensities with good accuracy, (c) MCD pseudo A-terms, to locate E_u excited states, split in the lower symmetry of [Fe(TPP)(Cl)], and (d) correlation to rRaman data to validate the assignments. From the assignments, a number of puzzling questions about the electronic spectra of [Fe(TPP)(Cl)] are addressed. The Soret band in [Fe(TPP)(Cl)] is split into three components, which is due to the fact that one component of the Soret band is mixed with the porphyrin A_2u<72> \rightarrow E_g<82/83> (\pi \rightarrow \pi^*(1)) transition. The broad, intense feature at higher energy from the Soret band is due to the band at 25577 cm\(^{-1}\) in MCD, which shows z-polarization and is therefore, assigned to the mixed \(\sigma\) and \(\pi\) chloro to iron CT transition (CT(Cl,\(\pi\),\(\sigma\))). The high-temperature MCD data allow for the identification of Q, at 20202 cm\(^{-1}\), which corresponds to the C-term feature at 20150 cm\(^{-1}\). Q is not observed, but can be localized by correlation to rRaman data published before. The low energy band around 650 nm is due to two P \rightarrow Fe CT transitions, one being the long thought A_1u \rightarrow d_z transition (CT(1)).
Introduction

Magnetic Circular Dichroism (MCD) is an extremely powerful technique to investigate the electronic structures and spectra of paramagnetic transition metal complexes.\textsuperscript{1,2} This technique has clear advantages compared to UV-Vis absorption spectroscopy, because of the much better resolution of electronic transitions, or EPR, because MCD is not restricted to non-integer spin systems. In addition, the polarizations of the electronic bands are accessible by MCD in samples of randomly oriented molecules. Correspondingly, MCD spectroscopy has frequently been applied to heme proteins.\textsuperscript{1f,3} Heme active sites occur in many different proteins and are extremely important for numerous biological processes.\textsuperscript{4} Detailed information about the spin state, geometry, oxidation state (ferrous, ferric and ferryl) and axial ligand (identity, number and type) of the heme(s) in many different proteins has been obtained by comparison of their MCD data with those of standards, including porphyrin model complexes and heme proteins with known spectra. Hence, MCD has been widely used as a powerful “fingerprinting” technique to classify newly discovered heme proteins.\textsuperscript{1f,5} For example, Dawson and Sono have used MCD spectroscopy to provide evidence for axial cysteine ligation to the hs ferric state in Cytochrome P-450 and Chloroperoxidase (CPO) by comparing the MCD spectra of these enzymes to those of synthetic model compounds.\textsuperscript{5} In addition, the MCD spectra of newly discovered heme proteins are often compared to those of horseradish peroxidase (HRP) and myoglobin (Mb) to determine the nature of the prosthetic group and its ligation state, because these systems have been studied extensively by MCD spectroscopy.\textsuperscript{1f} \textit{Importantly, however, in almost all of these cases, detailed assignments of the MCD spectra are missing, and the nature of the different transitions of the different transitions observed is thus unknown.} In particular, high-spin (hs) ferric hemes exhibit very complicated MCD and UV-Vis absorption spectra.\textsuperscript{5} Five-coordinate hs ferric heme centers occur in the catalytic or redox cycles of many proteins, and therefore, play an important role in enzymology. Important axial ligands to hs ferric hemes are cysteinate in P450 type enzymes, and histidine in HRP, hemoglobin (Hb), Mb, and in nitrophorins from Rhodinus prolixus\textsuperscript{6}. In addition, catalase enzymes contain a five-coordinate hs ferric heme b with tyrosinate ligation, which is also evident from MCD spectroscopy.\textsuperscript{7} It is therefore of critical importance to explore the electronic structures of five-coordinate hs ferric heme active sites in order to understand their functions in these different proteins. One important step toward this goal is the actual assignment of their UV-Vis and MCD spectra. Besides the investigation of metalloporphyrins in biological
systems, synthetic porphyrin model complexes have widely been studied to gain insight into the catalytic reactions or functions performed by heme proteins.\(^8\) In many cases, tetraphenylporphyrin (TPP\(^2^-\)) and octaethylporphyrin (OEP\(^2^-\)) ligands have been used for such model systems.

The theoretical background of MCD spectroscopy was developed by P. J. Stephens in the 1970’s and has been summarized in a number of reviews and articles.\(^{1a,b,d,e,2,9}\) Recently, a review by Mack et al. has been published that summarizes the background of MCD spectroscopy and its applications to porphyrinoids.\(^{10}\) MCD spectroscopy measures the difference in intensity of left (lcp) and right (rcp) circular polarized light in an applied, longitudinal field. MCD intensity is proportional to three different contributions, designated as MCD A-, B- and C-terms (cf. equation 1).

\[
I = A(I)\left(\frac{-\partial f(E)}{\partial E}\right) + \left(B_0 + \frac{C_0}{kT}\right)f(E) \cdot B \quad (1)
\]

Here, \(I\) is the MCD intensity, \(T\) the temperature, \(B\) the magnetic field and the function \(f(E)\) represents the band shape of an absorption band. Importantly, the A- and B-terms are temperature independent, whereas MCD C-term intensity is temperature dependent. Therefore, the most important mechanism at low temperature is the C-term. From eqn. 1, MCD intensity increases linearly with the strength of the magnetic field (\(B\)). This strictly applies to the A- and B-terms. C-term intensity arises from a degenerate ground state, which is split in the magnetic field due to the Zeeman effect as shown in Scheme 1. In general, degenerate ground states are due to spin degeneracy and hence, only paramagnetic compounds exhibit C-term signals. At low temperatures, \(kT\) is in the order of the Zeeman splitting in the presence of a strong magnetic field, which leads to a larger population of the lower energy compared to the higher energy Zeeman sublevels of the ground state corresponding to the Boltzmann distribution. Hence, the intensities of the rcp and lcp transitions do not cancel anymore leading to an absorption band shape for the C-term. A further decrease of the temperature or an increase of the magnetic field results in an increase in the population of the lowest-energy sublevel and therefore, the C-term MCD intensity also increases. If the higher energy sublevels are completely depopulated, the C-term intensity reaches its maximum value, it saturates. Importantly, the temperature and magnetic field dependent C-term intensity contains the complete information of the ground state properties including g values and zero-field splitting (zfs) parameters as well as the polarizations of the
electronic transitions. All this information can be extracted by fitting these C-term saturation magnetization curves.

In order to establish detailed assignments for the electronic spectra of a hs ferric heme for the first time in the literature, we have studied the five-coordinate model complex [Fe(TPP)(Cl)], which exhibits very complex MCD and UV-Vis absorption spectra similar to those of the hs ferric heme centers in the above mentioned enzymes. Therefore, this complex is an excellent model for the five-coordinate high-spin ferric state. So far, no assignments of the MCD spectra of [Fe(TPP)(Cl)] have been made. Browett et al., who determined the zfs parameter D for [Fe(TPP)(Cl)] by analysing MCD saturation curves, stated in 1983:11 “The analysis of the MCD [data] of FeCl(TPP) is therefore a substantial challenge. […] It remains to be demonstrated that this analysis successfully predicts the temperature dependence of the MCD to liquid helium temperatures, which is a sine qua non of a viable theory.” This explicit theoretical description of MCD intensity is now available via a general method developed by Neese and Solomon,2,12 which we have applied in this study. Up to this day, the only effort to assign parts of the MCD spectra of [Fe(TPP)(Cl)] was performed by Kobayashi and coworker, who evaluated the MCD data of this compound in benzene solution, and at liquid nitrogen temperatures (77 K) in a polymethyl methacrylate matrix.13 Simple calculations were then performed to investigate the effect of Cl mixing the charge transfer states that are due to the excitation of an electron from the porphyrin HOMOs (a1u and a2u) to the singly occupied dπ (d_{xz,yz}) orbitals of iron with the π → π* Soret/Q excited states (singlet and triplet) of the porphyrin. However, as we will show in this work, this interpretation is highly questionable, and in particular cannot account for the experimentally observed polarizations of many electronic transitions.

In summary, despite the large significance of five-coordinate hs ferric heme in biology, detailed assignments of MCD and UV-Vis data of corresponding species are not available to this date. To this end, we have performed low-temperature MCD measurements on the five-coordinate model complex [Fe(TPP)(Cl)], which has very complex electronic spectra, and hence, is a very good system to develop an MCD methodology to analyze the spectra of high-spin ferric heme complexes in models and proteins. Variable temperature and variable field (VTVH) measurements have been used to determine the polarizations of most of the electronic bands observed in the MCD spectra of this compound. In correlation to resonance Raman (rRaman)
results and TD-DFT calculations, this allows for a detailed assignment of the optical spectra of [Fe(TPP)(Cl)] for the first time and this way, provides detailed insight into the electronic structure of five-coordinate ferric hemes. In future studies, the methodology developed here will be applied to ferric P450 and corresponding model complexes [Fe(TPP)(SR)].

Experimental and Computational Procedures

Syntheses. The complex [Fe(TPP)(Cl)] was synthesized using published procedures and isolated as microcrystalline solid. The identity of the compound was established using \(^1\)H-NMR, UV-Vis absorption, IR, and MCD spectroscopy. 
\(^1\)H-NMR(400 MHz, CDCl\(_3\)): 81.6 (s, Pyrrole-H), 13.6 and 12.4 (s, meso-H), 6.45 (s, para-H) and \(\sim\)5.3 (broad, ortho-H).

UV-Vis Spectroscopy. Absorption spectra were recorded in chloroform at room temperature using an Analytik Jena Specord S600 spectrophotometer. The absorption data were scaled using literature extinction coefficients (\(\lambda_{\text{max}} (\varepsilon \text{ in cm}^{-1} \text{ M}^{-1}) = 372 \text{ nm (4.71 x 10}^4), 418 (1.08 x 10^5), 507 (1.18 x 10^4), 572 (5.0 \times 10^3) \text{ and } 685 (3.1 \times 10^3))\).

MCD Spectroscopy. MCD spectra have been obtained on thin polystyrene films. The films were prepared by dissolving [Fe(TPP)(Cl)] and polystyrene in benzene, followed by slow evaporation of the solvent. The polystyrene films were placed between two quartz plates (Suprasil 1), which were mounted on a copper sample holder. MCD spectra were recorded using a setup that consists of an OXFORD spectromag 4000 cryostat and a JASCO J810 CD spectropolarimeter. The SM 4000 consists of a split pair superconducting magnet providing horizontal magnetic fields of 0-7 T in a low boil-off helium cryostat. The light source of the J810 is an air cooled xenon lamp. The detector system corresponds to two interchangeable head-on photomultiplier tubes. Samples are loaded into a 1.5 – 300K variable temperature insert (VTI), which offers access to the sample by four optical windows made from Spectrosil B quartz. The obtained MCD spectra were measured in [\(\theta\) = mdeg and converted to \(\Delta \varepsilon \text{ [M}^{-1} \text{ T}^{-1} \text{ cm}^{-1}]\) using the conversion factor \(\Delta \varepsilon = \theta / (32980 \times c \times d)\), where \(c\) is the concentration and \(d\) the thickness of the sample (path length). Importantly, the product \(c \times d\) can be substituted by \(A_{\text{MCD/UV-Vis}}\), where \(A\) is the absorbance of the sample measured by the CD spectrometer. This is of particular importance, since it is difficult to
determine d for the polymer films used here. The extinction coefficient ε_{UV-Vis} has been determined by Browett et al.\textsuperscript{11} We have used ε_{UV-Vis} and A determined from the Soret band for the calculation of the molar MCD intensity. For each temperature and field, the complete spectrum was recorded to obtain the VTVH data for every MCD band, and also to examine the quality of the spectra (baseline shifts, etc.).

**Density Functional Calculations.** DFT calculations using Becke’s three parameter hybrid functional with the correlation functional of Lee, Yang and Parr (B3LYP)\textsuperscript{16} were performed using the program package Gaussian 03.\textsuperscript{17} The structure of [Fe(TPP)(Cl)] (S = 5/2) was fully optimized without simplifications using the LanL2DZ* basis set. The LanL2DZ* basis set consists of LanL2DZ plus polarization functions (from TZVP) on all heavy atoms.\textsuperscript{18} TD-DFT calculations for [Fe(TPP)(Cl)], [Zn(P)] and [Zn(TPP)] applying B3LYP/LanL2DZ* were performed using G03. Calculations for [Fe(TPP)(Cl)] were performed both on the fully optimized structure, and on a corresponding structure where the Fe-Cl distance has been set to the crystallographically obtained value of 2.192 Å, determined by Hoard et al.\textsuperscript{19} In all calculations, convergence was reached when the relative change in the density matrix between subsequent iterations was less than $1 \times 10^{-8}$. The absorption spectra of [Zn(P)] and [Zn(TPP)] were also calculated using the semi-empirical INDO/S-CI method as implemented in ORCA\textsuperscript{20}. In the case of [Fe(TPP)(Cl)], however, this method could not be applied, since the wrong ground state is predicted by INDO/S for this compound. Note that the number of states for the TD-DFT calculations on [Fe(TPP)(Cl)] was limited to 70, because of the complexity of the problem, which makes these calculations very time consuming (keeping in mind the size of the molecule). Hence, the calculations cover the range up to 27964 cm\textsuperscript{-1} (358 nm) and accordingly, higher energy states are not included in the calculations.

**Fitting of the VTVH data.** The VTVH data were fitted using the general method developed by Neese and Solomon.\textsuperscript{2} The analysis is based on the following equation (2):

\[
\frac{\Delta \varepsilon}{E} = -\frac{\gamma}{4 \cdot \pi} \int_0^{\pi} \int_0^{2\pi} \sin \theta \left( \frac{g \beta_B B}{2kT} \right) \sin \theta \left( l_x^2 g_x M_{yz}^{\text{eff}} + l_y^2 g_y M_{xz}^{\text{eff}} + l_z^2 g_z M_{xy}^{\text{eff}} \right) d\theta d\phi \quad (2)
\]

where $\Delta \varepsilon/E$ is the MCD intensity, $M^{\text{eff}}$ are the effective transition dipole moment products, $l$ is the angular momentum, $\beta_B$ is the Bohr magneton, $B$ is the magnetic field, $T$ is the temperature, $k$ is the Boltzmann constant, and $g$ are the ground-state g-values. The individual polarizations of
MCD bands can then be calculated using the $M_{\text{eff}}$ values obtained from the fit of the VTVH saturation curves, using the equation (3):

$$\% \lambda = 100 \cdot \left( \frac{\left( M_{xy}^{\text{eff}} \cdot M_{xz}^{\text{eff}} \right)^2}{\left( M_{xy}^{\text{eff}} \cdot M_{xz}^{\text{eff}} \right)^2 + \left( M_{xy}^{\text{eff}} \cdot M_{yz}^{\text{eff}} \right)^2 + \left( M_{xz}^{\text{eff}} \cdot M_{yz}^{\text{eff}} \right)^2} \right)$$

(3)

The calculation of the y- and z-polarizations is performed correspondingly.

Results and Analysis

A. TD-DFT calculations and classification of the electronic transitions.

A.1 Method calibration for quantum-chemical excited state calculations using four-coordinate zinc porphyrins: [Zn(P)] and [Zn(TPP)].

In order to assign the UV-Vis absorption and MCD spectra of [Fe(TPP)(Cl)], quantum-chemical excited state calculations were performed. To explore the performance of TD-DFT and semiempirical INDO/S-CI calculations on metalloporphyrins, we have calculated the absorption spectra of the simple [Zn(P)] (P$^2-$ = porphine) and [Zn(TPP)] (TPP$^2-$ = tetraphenylporphyrin) complexes first, and compared the results to the experimental spectra of [Zn(TPP)]$^{21}$, which shows a very simple absorption spectrum. The results are summarized in Table S1 in the Supporting Information. Zinc$^{2+}$ is a good choice for these method calibration studies, because it has a d$^{10}$ electron configuration and therefore, no charge transfer (CT) transitions from the porphyrin to the metal are possible, and no d-d transitions are present. Correspondingly, [Zn(TPP)] shows a very simple absorption spectrum, which allows for the straight-forward identification of the Soret and Q bands at 23880 and 17080 cm$^{-1}$, respectively. The Soret and Q transitions are also easy to identify in the calculations. As shown in Table S1, the calculations clearly indicate that the simple porphine ligand is not a good model for TPP in both the TD-DFT and INDO/S-CI calculations producing significant errors in comparison with the experimental data for [Zn(TPP)]. This is not surprising, because the phenyl substituents have a critical influence on the geometric and electronic structure of the porphyrin core. These effects cannot be neglected if the calculation of porphyrin $\pi \rightarrow \pi^*$ transitions is desired. Hence, the complete TPP ligand has to be used in the theoretical treatment. The TD-DFT calculations on simple [Zn(P)] also show that more accurate results are obtained by adding polarization functions (from TZVP) to the LanL2DZ basis set on all heavy atoms (LanL2DZ* basis set)$^{18}$. A further extension of the
basis set to TZVP does not lead to a noticeable improvement, which indicates that LanL2DZ* is sufficient for the TD-DFT calculations (cf. Table S1). However, there are still considerable deviations to experiment, and therefore, the TD-DFT results by themselves are not sufficient for a quantitative interpretation of the complicated electronic spectra of high-spin (hs) ferric hemes. This requires further experimental input. Nevertheless, the calculations can be used to define the “active space” of electronic transitions, which need to be considered for the analysis, and their relative energies. This is very useful for the assignment of the spectra.

A.2 Classification of the electronic transitions of [Fe(TPP)(Cl)].

A good theoretical description of the [Fe(TPP)]\(^+\) core of [Fe(TPP)(Cl)] has been obtained using B3LYP with both LanL2DZ (cf. ref. \(^{22}\)) and LanL2DZ* (this work). However, both methods show large deviations from experiment with respect to the Fe-Cl bond length. From X-ray crystallography, \(d(\text{Fe-Cl}) = 2.192\) Å \(^{19}\) has been determined. In comparison, using B3LYP/LanL2DZ, \(d(\text{Fe-Cl}) = 2.32\) Å is calculated. A better description of the Fe-Cl bond is obtained by adding polarization functions on all heavy atoms, which leads to \(d(\text{Fe-Cl}) = 2.26\) Å. Therefore, we used the B3LYP/LanL2DZ* fully optimized structure for the TD-DFT calculations, but adjusted the Fe-Cl distance to the experimental value. For the evaluation of the TD-DFT results, it is first necessary to consider the MO diagram of [Fe(TPP)(Cl)]. Since this complex is high-spin \((S = 5/2)\), all \(\alpha\)-d orbitals are fully occupied, whereas the \(\beta\)-d orbitals are empty, leading to a \(^6\text{A}_1\) ground state. Correspondingly, no CT transitions of porphyrin \(\rightarrow\) Fe-d type are possible for \(\alpha\)-electrons, and hence, only the \(\beta\)-orbitals are considered in the following analysis. Figure 1 shows the molecular orbital scheme for [Fe(TPP)(Cl)]. The corresponding charge contributions of the \(\beta\) spin molecular orbitals are given in Table 1. Contour plots of important orbitals are shown in Figure 2. Note that the labels of the porphyrin \(\pi\) and \(\pi^*\) orbitals refer to the MO diagram of free porphine\(^{2^-}\), which is shown in Figure S1. In the applied coordinate system, the \(z\) axis is aligned with the Fe-Cl bond, whereas the \(x\) and \(y\) axes are located along the Fe-N bonds of the porphyrin ligand (cf. Figure 1, top). Correspondingly, the \(d_{x^2-y^2}\) orbital of the metal forms a strong \(\sigma\)-bond with the pyrrole nitrogens of the porphyrin, whereas \(d_{xy}\) is practically non-bonding (LUMO: \(\beta<170>\)). The \(E_g<82/83>\) LUMOs of the free porphyrin ligand are mixed with \(d_{xz}\) and \(d_{yz}\) (labeled \(d_z\)) in [Fe(TPP)(Cl)], and have about 18 % \(d_z\) contribution \((\beta<174/175>\); cf. Table 1). The metal-chloride \(\sigma\)-bond is mediated by the \(d_{z^2}\) orbital of iron and the \(p_z\) orbital of the chloro ligand. The corresponding bonding combination,
p_z _ d_z^2 (β<148>), has 24 % iron d_z^2 and 60 % chloro p_z character, which corresponds to a strong σ bond.\(^{22}\) Additional π-bonds between the d_xz and d_yz orbitals of iron and the p_x and p_y orbitals of the chloro ligand, respectively, are also present. The corresponding bonding combinations, p_y _ d_yz and p_x _ d_xz (β<152/153>), have about 8 % metal and 46 % chloride character (cf. Table 1), indicative of a medium strong interaction. The HOMOs of [Fe(TPP)(Cl)] are the A_{1u}<79> and A_{2u}<81> orbitals of the porphyrin core. Note that the A_{1u} orbital is mixed with the empty d_z^2 _ p_z orbital (the antibonding combination of d_z^2 and p_z of chloride). Other important molecular orbitals for the interpretation of the electronic spectra of [Fe(TPP)(Cl)] are low lying porphyrin π orbitals, i.e. B_{2u}<74> (β<167>) and A_{2u}<72> (β<156>). Note that the principal bonding scheme of [Fe(TPP)(Cl)], focusing on the metal-porphyrin interaction, has been analyzed before by Cheng et al.\(^{23}\) A more detailed description of the Fe-Cl bond has recently been published by our group.\(^{22}\) By using polarized rRaman spectroscopy, we have shown in this publication that the [Fe(TPP)]\(^{+}\) core of [Fe(TPP)(Cl)] still behaves as if it has D_{4h} symmetry. Therefore, an effective D_{4h} symmetry is applied in the following analysis of the TD-DFT results.

The absorption and MCD spectra of [Fe(TPP)(Cl)] presented in Figure 3 are significantly more complex than those of [Zn(TPP)]\(^{21}\). This is due to the high-spin d^5 configuration of iron(III), which leads to a [d_{xz}, d_{yz}, d_{xy}, d_z^2, d_{x^2-y^2}]^5 electron configuration as described above. Hence, all five d orbitals are singly occupied, which allows for a magnitude of CT transitions of porphyrin → Fe(III) and Cl → Fe(III) type. These are not present in Zn(II) with a d^{10} electron configuration. Scheme 2 shows all important electric dipole allowed transitions identified from TD-DFT. In the following, transitions are classified as inner porphyrin, porphyrin to iron CT (P → Fe CT), and chloro to iron CT transitions (Cl → Fe CT) for their further evaluation. Considering d-d transitions, these are all spin forbidden due to the \(^6\)A_1 ground state of hs iron(III) and hence, are not further considered. The following one-electron transitions are important:

1) Inner porphyrin transitions (cf. Scheme 2 and Figure S1 for porphyrin orbital labels):
   a) \(\pi \rightarrow \pi^* (0)\): A_{1u}, A_{2u} <79,81> → E_g <82,83> (Soret and Q band)
   b) \(\pi \rightarrow \pi^* (1)\): A_{2u} <72> → E_g <82,83>
   c) \(\pi \rightarrow \pi^* (2)\): B_{2u} <74> → E_g <82,83>

2) Porphyrin to iron charge-transfer transitions (P → Fe CT; cf. Scheme 2):
   a) CT\(^{(1)}\): A_{1u} <79> → d_{xz},d_{yz} = d_{\pi}
b) CT(2): A_2u <81> \rightarrow d_{xz}, d_{yz} = d_\pi \\
c) CT(3): B_2u <74> \rightarrow d_{xz}, d_{yz} = d_\pi \\
d) CT(4): A_2u <72> \rightarrow d_{xz}, d_{yz} = d_\pi \\
e) CT(5): A_2u <81> \_ \_ d_{x^2 - y^2} \rightarrow d_{x^2 - y^2} \_ A_2u <81> \_ \_ \_ (z-polarized) \\
f) CT(6): B_2u <74> \rightarrow d_{x^2 - y^2} \_ A_2u <81> \_ \_ \_ (z-polarized)

Note that the overlap of the porphyrin orbital A_{1u} <79> with the d_\pi orbitals of iron(III) is poor, since the nitrogen p orbitals of the porphyrin do not contribute to A_{1u} <79>. Therefore, one would expect that CT(1) has no or little intensity. However, the d_\pi orbitals show mixing with the E_g <82/83> LUMO of the porphyrin dianion (~18%, cf. Table 1), and therefore, CT(1) steals intensity from the intense \pi \rightarrow \pi^* transition through this mixing.

3) Chloro to iron CT transitions (Cl \rightarrow Fe CT; cf. Scheme 2):
   a) CT(Cl,\pi): p_x, p_y \rightarrow d_\pi \_ (z-polarized) \\
   b) CT(Cl,\sigma): p_z \rightarrow d_{x^2 - y^2} \_ (z-polarized)

Importantly, all of the listed \pi \rightarrow \pi^* inner porphyrin and P \rightarrow Fe CT excited states with the exception of CT(5,6) have E_u symmetry, are x,y-polarized, and are potentially subject to strong configuration interaction. In addition, note that the iron d_\pi orbitals and the LUMO orbitals of the porphyrin are of the same symmetry, and are therefore mixed (cf. Table 1). Correspondingly, the electronic transitions observed in [Fe(TPP)(Cl)] are also highly mixed as evident from the TD-DFT results, which renders the quantitative analysis of these spectra highly challenging. Table S2 lists all important excited states obtained from the TD-DFT calculations and their individual contributions. Scheme 2 summarizes the most important transitions.

A.3 Principal trends in the electronic spectra of [Fe(TPP)(Cl)].

The TD-DFT calculations show out-of-plane (z-polarized) transitions at 11945, 12325, 20740, 22455, 22605 and 25008 cm^{-1} originating from the z-polarized excited states CT^{(Cl,\pi)} and CT^{(5,6)} (cf. Table S2), respectively. Note that both CT^{(5,6)} are z-polarized, because of the out-of-plane displacement of the iron center towards the axial chloro ligand in [Fe(TPP)(Cl)]. Importantly, the z-polarized bands are all calculated to lower energy of the Soret band. Eaton and Hochstrasser observed a weak z-polarized band (\epsilon = 800 M^{-1} cm^{-1}) at 14388 cm^{-1} (695 nm) in the polarized single crystal UV-Vis absorption spectrum of ferricytochrome c, which contains low-spin Fe(III) and has an S = \frac{1}{2} ground state. They assigned this band to CT^{(5)}. The TD-DFT calculations predict CT^{(5)} in [Fe(TPP)(Cl)] at 11945 cm^{-1} (837 nm), which is an almost pure excited state
The transition at 12325 cm\(^{-1}\) (811 nm) corresponds to \(A_{1u} < 79 > \rightarrow d_{xy}\) (90 % contribution), and has about 10 % CT\(^{(5)}\) character. Correspondingly, this feature has almost no absorption intensity due to poor orbital overlap of \(A_{1u} < 79 > \) and \(d_{xy}\). The next z-polarized bands to higher energy are found at 20740 cm\(^{-1}\) and 22455 cm\(^{-1}\). Both correspond to Laporte forbidden \(E_g \rightarrow d_\pi\) transitions (about 90 % contribution; cf. Table S2). Their weak intensity and z-polarization is due to admixture of 7 % chloro to iron \(\pi\) charge transfer (CT\(^{(Cl,\pi)}\)), 4 % chloro to iron \(\sigma\) charge transfer CT\(^{(Cl,\sigma)}\) (4 %) and 6 % CT\(^{(6)}\), respectively. The corresponding, almost pure CT\(^{(6)}\) transition (90 %) is predicted very close in energy at 22605 cm\(^{-1}\). Finally, the z-polarized transition calculated at highest energy is located at 25008 cm\(^{-1}\). This feature corresponds to a mixed chloro to iron and porphyrin to iron CT transition with about 39 % CT\(^{(Cl,\pi)}\), 13 % CT\(^{(Cl,\sigma)}\) and 28 % CT\(^{(5)}\) contribution.

Importantly, all other excited states below 20000 cm\(^{-1}\) (500 nm) derive from mixing of \(\pi \rightarrow \pi^{*}(0)\) (Q/Soret band) with either CT\(^{(1)}\) or CT\(^{(2)}\). Mixing of \(\pi \rightarrow \pi^{*}(0)\) with CT\(^{(2)}\) leads to two low energy transitions at 8342 cm\(^{-1}\) (1199 nm) and 8800 cm\(^{-1}\) (1136 nm, cf. Table S2), which have mostly CT\(^{(2)}\) (87 %) character with 5 % \(\pi \rightarrow \pi^{*}(0)\) contribution (cf. Table S2). Accordingly, the two corresponding transitions at 18988 cm\(^{-1}\) (527 nm) and 18990 cm\(^{-1}\) (527 nm) have 97 % \(\pi \rightarrow \pi^{*}(0)\) character. Interestingly, CT\(^{(2)}\) is almost exclusively mixed with the \(A_{2u} \rightarrow E_g\) component of \(\pi \rightarrow \pi^{*}(0)\), whereas CT\(^{(1)}\) mixes with both the \(A_{1u}\) and \(A_{2u} \rightarrow E_g\) transitions of \(\pi \rightarrow \pi^{*}(0)\). The latter interaction gives rise to bands at 12329 cm\(^{-1}\), 12910 cm\(^{-1}\), 13893 cm\(^{-1}\), 14185 cm\(^{-1}\), 16783 cm\(^{-1}\) and 16921 cm\(^{-1}\) as listed in Table S2. Note that the features at 13893 and 14185 cm\(^{-1}\) are predicted to have zero electric dipole transition strength.

The region above 20000 cm\(^{-1}\) contains a number of new electronic transitions. CT\(^{(3)}\) is observed at 21631 cm\(^{-1}\) (462 nm) and 22341 cm\(^{-1}\) (448 nm), where both states have about 89 % CT\(^{(3)}\) character. Both features are mixed with \(\pi \rightarrow \pi^{*}(0)\) (~5 %) and \(\pi \rightarrow \pi^{*}(2)\) (2 %). CT\(^{(4)}\), which originates from the low lying \(A_{2u}<72>\) porphyrin orbital, is predicted at 25202 cm\(^{-1}\) (397 nm). Further excited states with CT\(^{(4)}\) contribution are calculated at 24410 cm\(^{-1}\) (410 nm) and 24446 cm\(^{-1}\) (409 nm). These two excited states have mainly \(p_{x,y}(Cl) \rightarrow d_{z2}\) character (53 %; cf. Table S2), which, however, are overlap forbidden transitions that do not contribute to the oscillator strengths of these features. The calculated relatively large intensities of these transitions.
are actually due to substantial admixture of the allowed $\pi \rightarrow \pi^*(0)$ (21 %) and $\pi \rightarrow \pi^*(2)$ (6 %) transitions. Four excited states with significant $\pi \rightarrow \pi^*(2)$ character are located at 25475, 25718, 27164 and 27250 cm$^{-1}$ (cf. Table S2). The two transitions around 25000 cm$^{-1}$ show mixing with CT$^{(2,3)}$.

The prediction of TD-DFT for the Soret band region in [Fe(TPP)(Cl)] is very interesting, and explains unusual observations in the MCD and UV-Vis spectra as discussed below. In the Soret region, four intense transitions are calculated within 300 cm$^{-1}$ (transitions 24-27 in Table S2). State 24 at 25843 cm$^{-1}$ corresponds to a $\pi \rightarrow \pi^*(1)$ transition (31 %) with about 6 % $\pi \rightarrow \pi^*(0)$ (Soret) contribution. Transitions 25 and 26 (at 26071 and 26109 cm$^{-1}$), corresponding to the Soret components 1 and 2 with 14 and 11 % $\pi \rightarrow \pi^*(0)$ character, respectively, show significant admixtures of $\pi \rightarrow \pi^*(2)$ (about 20 %) and CT$^{(4)}$ (11 and 34 %, respectively). Finally, the third Soret component at 26143 cm$^{-1}$ is again mixed with $\pi \rightarrow \pi^*(2)$, but does not show any CT$^{(4)}$ contribution (cf. Table S2).

Figure 5 shows a comparison of the observed and calculated absorption spectrum of [Fe(TPP)(Cl)]. As evident from this Figure, the TD-DFT calculations show surprisingly good agreement with experiment, but the alignment of the observed features is not close enough for a quantitatively assignment of the electronic spectra. However, as exercised above, the calculations help to classify the possible excited states, define their relative energies and intensities, and this way, provide very important input for the spectral assignments. In addition, the calculations afford a theoretical description of the z-polarized bands, which can experimentally be determined from fitting the VTVH data (vide infra). Hence, the TD-DFT results presented above serve as a basis for the interpretation of the experimental UV-Vis and MCD data of [Fe(TPP)(Cl)].

B. Analysis of the MCD and UV-Vis spectra.

B.1 Absolute A- and C-Term MCD Intensities.

Figure 3 presents the UV-Vis (top) and MCD C-term (bottom) spectra of [Fe(TPP)(Cl)] in molar units ($\varepsilon / \text{M}^{-1} \text{cm}^{-1}$ and $\Delta\varepsilon / \text{M}^{-1} \text{cm}^{-1} \text{T}^{-1}$, respectively). Both spectra are complicated, showing at least six bands in the UV-Vis and 20 bands in the MCD spectrum, which again emphasizes the impact of MCD compared to absorption spectroscopy for the resolution of electronic spectra. In a
classic study, Browett et al. determined the axial zfs parameter for [Fe(TPP)(Cl)] \((D = 6.9 \text{ cm}^{-1})\) by analysing MCD saturation curves using low-temperature MCD spectroscopy (at liquid helium temperature).\(^{11}\) The obtained value for \(D\) is in good agreement with \(D = 6 \text{ cm}^{-1}\) as determined from single crystal magnetic susceptibility measurements,\(^{25}\) and \(D\) values from far IR (6.5 cm\(^{-1}\))\(^{26a}\) and Mössbauer (7.0 cm\(^{-1}\))\(^{26b}\) experiments. The fit of the temperature-dependent MCD data also demonstrates that the ground state is \(S = 5/2,^{11}\) because contributions of the six ground-state sublevels are required to simulate the data of [Fe(TPP)(Cl)]. This is further in agreement with EPR results, which show an axial spectrum with g values of \(g_\perp \approx 6.06\) and \(g_\parallel \approx 2.01.^{11}\) Hence, \(E/D\) is zero. The low-temperature MCD data of [Fe(TPP)(Cl)] presented in Figure 3 are in agreement with the data obtained by Browett et al.\(^{11}\) The MCD spectrum shows one temperature independent B-term feature at 19084 cm\(^{-1}\), and five sign changes at about 15340, 23530, 26630, 29500 and 31740 cm\(^{-1}\), respectively (cf. Figure 3). The latter two sign changes were not observed by Browett et al.\(^{11}\) indicating that the data set presented here has a better resolution in the higher energy region. The saturation intensity (peak-to-trough intensity of the Soret band) obtained from the MCD spectrum measured at 1.8 K and +7 T is \(3.4 \times 10^3 \text{ M}^{-1} \text{ cm}^{-1}\), which is significantly lower than saturation limits observed for low-spin ferric heme proteins with \(S = 1/2\) ground states. As shown in Table 3, the saturation intensity observed for the low-spin compounds is in the range of \(25 \times 10^3\) to \(61 \times 10^3 \text{ M}^{-1} \text{ cm}^{-1}\). For example, horse heart cytochrome c shows a value of \(40.5 \times 10^3 \text{ M}^{-1} \text{ cm}^{-1}\).\(^{27}\)

Figure 4 presents high-temperature MCD spectra of [Fe(TPP)(Cl)] measured at 290 K, which have been determined in order to quantify temperature-independent A- and B-term contributions to the total MCD intensity. The two Soret components are observed as a derivative shaped band at 24272 and 23121 cm\(^{-1}\). Due to the nearly degenerate \(E_g <82/83>\) (LUMO) orbitals of the TPP\(^2-\) ligand, the Soret band shows intense A-term features with 15 and -11 M\(^{-1}\) cm\(^{-1}\) T\(^{-1}\), respectively. \(Q_v\) is observed as a derivative shaped band at 20202 cm\(^{-1}\), whereas \(Q\) is not observed in the spectrum. The molar intensity at 290 K for \(Q_v\) is about 0.4 M\(^{-1}\) cm\(^{-1}\) T\(^{-1}\). Subtraction of the molar 290 K spectrum from the low temperature data yields the corresponding pure C-term spectrum shown in Figure 4 and Figure 3, bottom. Based on these data, the molar C-term intensity of the two major Soret components of [Fe(TPP)(Cl)] is 477 and -182 M\(^{-1}\) cm\(^{-1}\) T\(^{-1}\), respectively. In order to perform a reliable analysis of the VTVH C-term data, it is of critical importance to subtract the temperature independent A- and B-term contributions. This especially applies to the Soret band,
because significant A-term contributions are present in this case as discussed above. Nevertheless, the paramagnetic C-term contributions are dominant at low temperature, especially for the other features as evident from the high-temperature MCD spectrum shown in Figure 4.

B.2 Assignments

Figures 6, 7 and 8 show the VTVH saturation curves for the Soret component located at 23266 cm\(^{-1}\) (band 12), band 4 at 15015 cm\(^{-1}\) (CT\(^{(1)}\)), and band 6 at 16444 cm\(^{-1}\) (CT\(^{(Cl,\pi)}\)), respectively. For the fitting of these data, the zero field splitting parameter D determined by Browett et al. (D = 6.9 cm\(^{-1}\))\(^{11}\) from MCD data was used and E/D was set to zero in agreement with EPR (vide supra). Since the MCD C-term spectrum of [Fe(TPP)(Cl)] is very crowded with many overlapping bands, the individual band positions were determined first from a correlated fit of the absorption and C-term spectra as shown in Figure 3. In the next step, the VTVH curves were determined for every band at an energy that minimizes overlap with the neighboring bands (for example: cf. Figures 6-8). Because of this, the specified positions used to obtain the VTVH curves do not necessarily correspond to the particular band maxima. Importantly, the obtained VTVH curves show two different types of saturation behavior indicating different polarizations. In-plane (x,y) polarizations induce a nesting behavior of the corresponding saturation isotherms (“N” behavior: bands 4, 10, 12, 13 and 15; cf. Figures 6 and 7), whereas out-of-plane (z) polarization generates overlaying saturation isotherms (“O” behavior: bands 3, 6, 7, 8, 11 and 14; cf. Figure 8). This means that the saturation curves allow to clearly distinguish between in-plane and out-of-plane polarized transitions, which is a corner stone for the assignments of all the observed bands that we identified from the fit shown in Figure 3. For bands 5 and 16, VTVH curves were difficult to obtain due to the low MCD intensities of these transitions. Hence, their magnetization behavior could not be clearly determined.

Based on the experimentally determined polarizations of the electronic transitions, and the TD-DFT results, the electronic spectra of [Fe(TPP)(Cl)] can now be assigned for the first time. The UV-Vis spectrum in Figure 3 shows the Soret band at about 23980 cm\(^{-1}\), and an unusual, broad band to higher energy at 26385 cm\(^{-1}\), which could correspond to a second Soret component. A much better resolution of this spectral region is available from the MCD spectrum, which shows three Soret components at 23266, 24270 and 27017 cm\(^{-1}\) (bands 12, 13 and 15), which all exhibit in-plane polarizations. This observation is in agreement with the TD-DFT results, which also
show three Soret components (bands 25-27 in Table S2). The appearance of three Soret components instead of the expected two in form of a pseudo-\( A \) (cf. Discussion) is due to admixture of the CT\(^{(4)} \) excited state, which corresponds to the transition from the low-lying \( A_{2u}<72> \) porphyrin orbital (\( \beta<156> \); cf. Figures 1 and 2) to the \( d_\pi \) orbitals (\( d_{xz}, d_{yz} \) of iron. In the case of [Fe(TPP)(Cl)], CT\(^{(4)} \) is close in energy to the Soret excited state, which induces a CI mixing of these states (both excited states have \( E_u \) symmetry in \( D_{4h} \)). Hence, the Soret band splits into three components. In the calculation, the band in the middle (band 26 at 27017 cm\(^{-1} \)) has most CT\(^{(4)} \) character. Experimentally, the assignment is different. As further elaborated in the Discussion, the Soret band usually gives rise to a pseudo-\( A \) in the MCD, where each MCD band corresponds to one component of the low-symmetry split Soret \( E_u \) excited state. Importantly, since CT\(^{(4)} \) does only have the \( A_{2u} \rightarrow E_g \) component, it only mixes with one component of the Soret band, either the positive or negative \( C \)-term feature. A quick inspection of Figure 3, bottom shows that in this case, the negative feature is split into two bands (bands 12 and 15), which are therefore assigned to the mixed Soret/CT\(^{(4)} \) transitions. Correspondingly, the combined integral intensity of bands 12 and 15 should be roughly equivalent to the other Soret component, band 13. In this respect, please note that the UV-Vis and \( C \)-term intensity ratios of bands 14 and 15 are not well defined from the spectra. In any case, the fact that band 14 does not correspond to another Soret component is evident from its out-of-plane (z-) polarization, experimentally determined from the VTVH data of this band. The fit shown in Figure 3 places band 14 at 26181 cm\(^{-1} \). This feature is assigned to the CT\(^{(Cl,\pi,\sigma)} \) transition mixed with CT\(^{(5)} \). This is in agreement with photoreduction experiments of Hendrickson et al. (see Discussion).\(^{28} \)

To higher energy of the Soret transition, bands 16 and 17 are assigned to two components of the \( \pi \rightarrow \pi^*(2) \) transition, which correspond to the excitation of an electron from \( B_{2u}<74> \) into the \( E_g \) \( <82/83> \) orbitals of the porphyrin. The corresponding excited state has \( E_u \) symmetry (in \( D_{4h} \)) and hence, generates a pseudo \( A \)-term in the lower symmetry environment of [Fe(TPP)(Cl)] (see Discussion). Correspondingly, bands 16 and 17 have opposite signs in MCD (cf. Figure 3), in agreement with this assignment. To lower energy of the Soret transition, a number of z-polarized bands are observed. Band 11 corresponds to the \( A_{2u}<81> \rightarrow B_{1u}<84> \) transition, which is Laporte forbidden and hence, does not offer oscillator strength. The intensity of this band is actually due to 7 % CT\(^{(Cl,\pi)} \) character (z-polarized) and 6 % \( \pi \rightarrow \pi^*(1) \) admixture (x,y-polarized; cf. Table S2), which combined give rise to the mixed magnetization saturation behaviour (\( O_N \) observed
experimentally for this feature. Three additional out-of-plane polarized bands are observed at 18336, 17700 and 16444 cm\(^{-1}\) (bands 6-8; cf. Table 2), respectively. Band 8 corresponds to the z-polarized \(B_{2u} \rightarrow d_{z^2}\) transition (90 % CT\(^{(6)}\); cf. Table S2). Note that this feature is z-polarized, because the iron is located above the porphyrin plane towards the axial chloro ligand.\(^{22}\) Band 6 is assigned to the mixed CT\(^{(\text{Cl},\pi)}\) transition, and band 7 to an excitation with mixed CT\(^{(6)}\) and CT\(^{(\text{Cl},\sigma)}\) character, based on the energy sequence of these transitions in the TD-DFT calculations. Note that for both bands 6 and 7, the main contribution to the excited states comes from the forbidden \(E_g \rightarrow d_{\pi}\) transition (cf. Table S2). CT\(^{(5)}\), which shows z-polarization due to the out-of-plane displacement of the iron, is assigned to band 3 at 14512 cm\(^{-1}\) in agreement with the TD-DFT result. The nature of bands 1 and 2 at 11584 and 13542 cm\(^{-1}\) in MCD and in UV-Vis, respectively, is not entirely clear. Both bands are very weak, so no polarizations could have been determined experimentally. We believe that these two features correspond to the spin-forbidden \(^6A_1 \rightarrow ^4T_1 + ^4T_2\) ligand field transitions of hs Fe(III), which are usually observed in the 10000-15000 cm\(^{-1}\) region.

Finally, Q\(_v\) is observed at 19950 cm\(^{-1}\) (band 10) showing in-plane polarization in the MCD spectrum, and at 20150 cm\(^{-1}\) in UV-Vis. This feature should give rise to a pseudo-A in MCD, but no derivative band shape is observed in this case. This is most likely due to the fact that Q\(_v\) is really weak in the MCD spectrum of [Fe(TPP)(Cl)], and hence, the other component is likely hidden by excitations with larger \(\text{C}\)-term intensity at low-temperature. On the other hand, Q\(_v\) can be identified from the high-temperature data, where a corresponding A-term signal is observed at 20202 cm\(^{-1}\) (vide supra), indicating that this assignment is correct. This assignment is further supported by resonance Raman (rRaman) spectroscopy (cf. Discussion). The Q band is neither observed in MCD nor UV-Vis, and therefore, must be of very low intensity in [Fe(TPP)(Cl)]. Importantly, this is also observed for a number of other metalloporphyrins.\(^{21}\) For example, four-coordinate low-spin [Co(TPP)] does not show the Q band either in MCD or in UV-Vis.\(^{29}\) [Fe(TPP)(NO)] is another example for very weak Q and Q\(_v\) bands.\(^{18}\) Transitions 4 and 5 at 15000 and 15600 cm\(^{-1}\), respectively, are in-plane polarized and therefore, assigned to CT\(^{(1)}\). Since this excited state has \(E_u\) symmetry in \(D_{4h}\), corresponding to the \(A_{1u} \rightarrow d_{\pi}\) excitation, it shows a pseudo A-term in the lower symmetry environment of [Fe(TPP)(Cl)] (see Discussion). Note that from the TD-DFT calculations, this band has also \(\pi \rightarrow \pi^*\)\(^{(0)}\) character (cf. Figure S2). This assignment is further supported by rRaman spectroscopy (see Discussion). The related transition
CT$^{(2)}$, corresponding to the $A_{2u} \rightarrow d_{x}$ excitation, is predicted below 9000 cm$^{-1}$. We were not able to observe this transition within the energy range of our equipment (cut off: 9090 cm$^{-1}$).

**Discussion.**

In this study, the electronic spectra (MCD and UV-Vis) of five-coordinate [Fe(TPP)(Cl)] are analyzed in detail. As evident from Figure 3, and explicitly noticed in the preceding literature before, the electronic spectra of high-spin ferric hemes, especially [Fe(TPP)(Cl)], are very complicated, and hence, could not have been assigned before to analyse the electronic spectra a correlated fit of the absorption and low-temperature MCD data of [Fe(TPP)(Cl)] was performed first, which allows for the identification of at least 20 electronic transitions. Therefore, it is not surprising that an assignment of these data was not possible so far. Since iron has a high-spin d$^5$ configuration in [Fe(TPP)(Cl)], d-d transitions are in general spin forbidden. Hence, three different types of electronic transitions are in general expected for hs ferric porphyrins: porphyrin to metal charge-transfer ($P \rightarrow M$ CT) transitions, axial ligand to iron charge transfer transitions (here: Cl $\rightarrow M$ CT), and porphyrin $\pi \rightarrow \pi^*$ transitions (cf. Scheme 2). In order to obtain further insight into the nature of the different transitions, we measured VTVH C-term saturation curves, which allow for the determination of the polarizations of the MCD bands. In order to obtain reliable VTVH data for all bands, and to deal with overlapping features, the complete MCD spectrum has been measured at each temperature and field, and was then deconvoluted into individual transitions using Gaussian fitting. The VTVH saturation curves obtained this way were then simulated.$^2$ [Fe(TPP)(Cl)] shows axial zero field splitting (zfs) as evident from EPR (E/D = 0). The axial zfs parameter has been determined to 6.9 cm$^{-1}$ from MCD spectroscopy.$^{11}$ Importantly, due to this strong axial zfs of the complex, a large magnetic anisotropy is obtained, and correspondingly, the magnetization saturation behavior of in-plane and out-of-plane polarized transitions is dramatically different. In fact, two different types of saturation behavior are found experimentally. The VTVH isotherms for in-plane polarized bands are nested as shown for the Soret band (band 12) in Figure 6. In contrast, for out-of-plane polarized bands, the isotherms are overlaying as shown for CT$^{(Cl,n)}$ (band 6) in Figure 7. With the polarizations of all the individual transitions thus known experimentally, TD-DFT calculations have been used to completely assign the spectra. An accurate theoretical description of [Fe(TPP)(Cl)] was obtained from TD-DFT calculations on the B3LYP/LanL2DZ* level. These calculations are not sufficient enough by themselves to assign the spectra, but they supply a number of important pieces to
solve the puzzle. The TD-DFT results provide a list of important transitions and their relative energies and intensities with good accuracy, and this way, define the “active space” of electronic transitions that are relevant. Finally, the occurrence of pseudo A-terms in the MCD C-term spectra is very useful to locate E_u excited states, split in the lower symmetry of [Fe(TPP)(Cl)] (vide infra).30

The complete assignments of the UV-Vis and MCD spectra of [Fe(TPP)(Cl)] are listed in Table 3. Based on these results, we are now able to explain a number of puzzling observations in the absorption spectra of [Fe(TPP)(Cl)], which have gained much interest and caused much confusion in the literature in the past.2,13,11,21,28,31,32 This includes (a) the nature of the intense, broad band to higher energy of the Soret band, (b) the broad appearance of the Soret band, (c) the position of Q and Q_v, (d) the assignment of the ~640 nm feature, (e) the position of Cl → Fe CT transitions, and (f) the energy of porphyrin → dπ CT transitions.

As described by Gouterman,21 the electronic absorption spectra of “normal” metalloporphyrins are quite simple and show the intense Soret, Q and Q_v bands. Note that Q_v is a vibronic band due to vibronic coupling of the Soret and Q states. As evident from Figure 3, top, a much more complicated situation is encountered for [Fe(TPP)(Cl)]. In the case of the Soret and Q transitions, we have derived theoretically that these features should give rise to a pseudo-A signal in the low-temperature MCD C-term spectrum.18,30 This is due to the fact that the corresponding excited Soret and Q states have E_u symmetry, but the degeneracy is slightly lifted due to the lower symmetry of the metalloporphyrins.33 Both resulting components of these E_u states then spin-orbit couple, leading to the appearance of the pseudo-A signal.30 As shown in Figure 3, bottom, the MCD C-term spectrum of [Fe(TPP)(Cl)] does not show the predicted pseudo-A term for the Soret band. In contrast, four different features (bands 12-15) are observed in the Soret region by MCD. What is the assignment of these features? First, analysis of the VTVH saturation behavior of these bands shows that band 14 is z polarized, and hence, cannot correspond to a Soret component (vide infra). From the saturation behavior and the TD-DFT results, the remaining bands 12, 13 and 15 are in fact Soret components. But why are there three instead of the expected two features? This is due to the fact that in [Fe(TPP)(Cl)], the Soret band is mixed with the porphyrin A2u<72> → E_g<82/83> (π → π*(1)) transition, which also gives rise to an E_u excited state. However, there is one important difference to the Soret state: whereas the Soret excited
state has both $A_{1u} \rightarrow E_g$ and $A_{2u} \rightarrow E_g$ contributions, there is no additional $A_{1u} \rightarrow E_g$ transition present in the porphyrin that corresponds to $\pi \rightarrow \pi^*(1)$. Hence, $\pi \rightarrow \pi^*(1)$ mixes selectively with one component of the Soret band, in this case the negative MCD feature, which is split into two negative components giving rise to bands 12 and 15. The positive Soret component is unaffected, giving rise to band 13. This is in agreement with the TD-DFT results. Additional information that confirms these assignments is available from resonance Raman spectroscopy. In a recent publication by our group, the resonance Raman (rRaman) spectra of [Fe(TPP)(Cl)] have been investigated. The rRaman spectrum of [Fe(TPP)(Cl)] excited at 454.5 nm shows mostly totally symmetric ($A_{1g}$) vibrations corresponding to Raman $A$-term enhancement, and therefore, the absorption band at 417 nm has been assigned to the Soret band. This is in agreement with the assignments from MCD presented here.

Researchers have been speculating for a long time about the nature of the band at 379 nm. Our results show that one component (band 15) corresponds to the split Soret band, whereas band 14 is assigned to a chloride to iron CT. This is in agreement with work by Hendrickson et al., who observed that irradiation into the near-ultraviolet band at ~379 nm in [Fe(TPP)(X)] (X = F, Cl, Br, I, and N3) leads to rapid photoreduction of the iron atom and dissociation of a halide radical and therefore, assigned this band as a halide ligand to Fe CT. As shown above, the MCD VTVH isotherms for band 14 at 25577 cm$^{-1}$ indeed show z-polarization. This band is therefore assigned here to the CT$^{(Cl, \pi, \sigma)}$ transition mixed with CT$^{(5)}$ (cf. Table 2), in agreement with Hendrickson et al. This finding leads to another interesting question: do the Cl to Fe CT transitions give rise to other distinct features besides band 14? This question is easy to address by MCD, because these transitions are z polarized. Analysis of the data shows that there are additional bands (bands 6, 7 and 11; cf. Table 2) observed with CT$^{(Cl, \pi, \sigma)}$ character, evident from MCD and TD-DFT. Correspondingly, the absorption band at 578 nm has distinct chloro to Fe CT character.

As mentioned above, the $Q$ and $Q_v$ excited states also have $E_a$ symmetry in $D_{4h}$, and correspondingly, these should also generate pseudo $A$-terms in the low-temperature MCD spectra. However, no such features are observed. Since $Q$ and $Q_v$ usually give rise to weak features in the MCD $C$-term spectra, this result is not surprising, considering the additional intense bands observed for [Fe(TPP)(Cl)] in this energy region. However, $Q_v$ is readily identified
in the high-temperature MCD spectrum of [Fe(TPP)(Cl)], where \( \text{Q}_v \) gives rise to an \( \text{A} \)-term at 20202 \( \text{cm}^{-1} \). A closer inspection of the \( \text{C} \)-term MCD spectrum then reveals one component of \( \text{Q}_v \) at 20150 \( \text{cm}^{-1} \) (band 10, cf. Table 2), showing the expected in-plane polarization. Due to the very low intensity of \( \text{Q} \) in [Fe(TPP)(Cl)], this band is neither observed in MCD nor UV-Vis. On the other hand, rRaman spectroscopy is a powerful tool to identify \( \text{Q} \) and \( \text{Q}_v \) in metalloporphyrins. Both \( \text{Q} \) and \( \text{Q}_v \) lead to Raman \( \text{B} \)-term enhancement related to vibronic coupling, which is manifested in the enhancement of anomalous polarized \( \text{A}_{2g} \) modes, as well as \( \text{B}_{1g} \) and \( \text{B}_{2g} \) vibrations.\(^{22,31,32}\) The rRaman spectrum of [Fe(TPP)(Cl)] excited at 568.2 nm shows weak, and the data obtained at 514.5 nm show medium intense anomalous polarized bands indicating vibronic coupling.\(^{22}\) In addition, overtones are enhanced upon excitation into the absorption band at 510 nm, which indicates that this band actually corresponds to \( \text{Q}_v \). This latter assignment is in very good agreement with the high-temperature MCD data, which reveal \( \text{Q}_v \) at 20202 \( \text{cm}^{-1} \). Based on these results, \( \text{Q} \) must be located in the 18000-19000 \( \text{cm}^{-1} \) range from the rRaman results. However, this would lead to an energy separation of \( \text{Q} \) and \( \text{Q}_v \) of about 2350 \( \text{cm}^{-1} \), which is too large. It should only be about 1250 \( \text{cm}^{-1} \) as determined by Gouterman.\(^{21}\) Hence, the \( \text{Q} \) band is very weak in [Fe(TPP)(Cl)] both in absorption and MCD, and not observed spectroscopically. This feature is likely masked by the intense band at 578 nm (band 7; cf. Figure 3), which, however, is \( z \) polarized and therefore, cannot correspond to \( \text{Q} \) (vide infra).

Another interesting feature in the electronic spectra of [Fe(TPP)(Cl)] is the low-energy band at 654 nm, which is quite intense in absorption. The nature of this band has led to much discussion in the literature in the past.\(^{13,21,31,32}\) In earlier work, we found that rRaman excitation at 647.1 nm not only shows the usually observed porphyrin \( \text{A}_{2g} \) modes at 1335 and 1522 \( \text{cm}^{-1} \) indicative of vibronic coupling, but also low-energy anomalous polarized bands that are not observed at any other excitation wavelength. \( \text{These low-energy bands correspond to in-plane and out-of-plane porphyrin deformation modes} \) with some phenyl out-of-plane mode contribution. Hence, the absorption band at 654 nm (15291 \( \text{cm}^{-1} \)) shows a completely different excitation behavior as usually observed for \( \text{Q} \) and \( \text{Q}_v \) band enhancements. Based on this, we concluded that this absorption band should correspond to a \( \text{P} \rightarrow \text{Fe CT} \) transition.\(^{22}\) This result is now confirmed by MCD spectroscopy, which allows to assign the corresponding bands 4 and 5 (cf. Figure 3) to the \( \text{A}_{1u} \langle 79 \rangle \rightarrow \text{d}_{\pi} \) transition (CT\(^{(1)} \)). Since this excitation leads to an excited state with \( \text{E}_{\text{u}} \) symmetry, a pseudo-\( \text{A} \) signal is observed for bands 4 and 5 in agreement with this assignment. We believe
that the enhancement of out-of-plane deformation modes of $A_{2g}$ symmetry relates to the fact that $\text{CT}^{(1)}$ corresponds to a one electron transition from the $A_{1u} <79>$ HOMO of the porphyrin into the $d_\pi$ orbitals of iron. This generates a porphyrin $\pi$-cation radical electronic structure in the excited state. In fact, crystallographic data for the $\pi$-cation radical complex $[\text{Zn}(\text{TPP})(\text{ClO}_4)]$ show a strongly ruffled porphyrin core with large out of plane distortions.\textsuperscript{35} Hence, the observed enhancement of porphyrin deformation modes is indicative of large structural changes of the porphyrin core following the $\text{CT}^{(1)}$ excitation (vibronic coupling to the geometry-relaxed state?). Taken together, these results therefore allow us to unambiguously assign the 654 nm absorption band of $[\text{Fe}(\text{TPP})(\text{Cl})]$ to porphyrin to iron CT transitions. One component, bands 4 and 5, correspond to the $A_{1u} \rightarrow d_\pi$ transition, the exact location of which has therefore finally been classified. A second component, band 3, is $z$-polarized and of $A_{2u} \rightarrow d_{z^2}$ type.

Based on the detailed analysis of the MCD data of $[\text{Fe}(\text{TPP})(\text{Cl})]$ presented here, we were therefore able to address all open questions about the electronic spectra of this complex. As mentioned in the Introduction, the only other effort to assign parts of the MCD spectra of $[\text{Fe}(\text{TPP})(\text{Cl})]$ was performed by Kobayashi and coworker.\textsuperscript{13} In this study, the lowest excited sextet state energies of $[\text{Fe}(\text{TPP})(\text{Cl})]$ were calculated from empirical molecular parameters. These molecular parameters were mostly derived from spectral data of related metalloporphyrins with simple spectra, for example $[\text{Co}(\text{TPP})(\text{Cl})]$ in pyridine. The electronic spectra of $[\text{Fe}(\text{TPP})(\text{Cl})]$ were then explained based on the configuration interactions of the porphyrin excited triplet and singlet states ($\pi \rightarrow \pi^*$) and $\text{CT}^{(1,2)}$. First, the strong contribution of triplet states in the chosen model, which means that they are a main contributor to the complicated electronic spectra of $[\text{Fe}(\text{TPP})(\text{Cl})]$, is very doubtful. No corresponding transitions are observed for $[\text{Co}(\text{TPP})]$ and other simple metalloporphyrins. Second, the transitions generated this way are all $xy$ polarized, whereas the experimental data show many $z$-polarized bands in the low energy region, which this model cannot account for. Finally, the number of transitions involved is much too small, in particular, no chloro to Fe CT has been considered. This interpretation is therefore very unsatisfactorily, whereas the assignments presented here are in agreement with all available experimental data.

Interestingly, the observed MCD saturation intensity for hs $[\text{Fe}(\text{TPP})(\text{Cl})]$ is one order of magnitude smaller compared to ls ferric heme. Table 3 summarizes the peak to trough saturation
limits for a number of ferric hemes in different spin-states. For example, horse heart cytochrome c shows $40.5 \times 10^3 \text{ M}^{-1} \text{ cm}^{-1}$ ($\text{ls} \rightarrow S = 1/2$),\textsuperscript{27} whereas $[\text{Fe(TPP})(\text{Cl})]$ shows only $3.4 \times 10^3 \text{ M}^{-1} \text{ cm}^{-1}$. This is due to dramatic differences in the SOC of the ground state with low-lying excited states. Scheme 3 shows the two different mechanisms for C-term intensity, based on SOC between two excited states, or the ground state and a low lying excited state. Whereas mechanism 1 is valid for all iron(III) porphyrins, the ls state also has contributions from mechanism 2 because of the low lying $t_2$ excited states that do not exist in the hs state. For ls ferric hemes with the normal ground state as indicated in Scheme 3, very strong SOC exists between the ground state and the first excited state corresponding to the SOC matrix element $\langle d_{xz}|z|d_{yz}\rangle$. This leads to a dramatic increase in MCD intensity compared to the hs state. The fact that mechanism 2 is in fact responsible for this increase in MCD intensity of xy polarized transitions is evident from MCD data of ls ferric heme with the alternative “$d_{xy}$” ground state ($[d_{xz},d_{yz}]^4 [d_{xy}]^1$). In this case, no SOC effective in z direction is present, and hence, mechanism 2 cannot contribute. Correspondingly, the MCD spectra obtained by Cheesman et al. for a complex with “$d_{xy}$” ground state show a dramatic decrease in total MCD intensity compared to “normal” ls ferric heme.\textsuperscript{36} The differences in SOC are also reflected by the fact that ls-Fe(III) shows large g shifts, whereas hs Fe(III) has practically no shifts at all.\textsuperscript{37}

**Conclusions.** Altogether, reliable assignments of the electronic spectra of $[\text{Fe(TPP})(\text{Cl})]$ have been obtained in this work, based on MCD data and their detailed analysis correlated to TD-DFT calculations. These assignments are confirmed by other methods, especially rRaman. Based on these data, an accurate theoretical description of the ground and excited states of $[\text{Fe(TPP})(\text{Cl})]$ has been obtained for the first time. This study nicely demonstrates the impact of low-temperature MCD spectroscopy for the analysis and assignment of electronic spectra of paramagnetic transition metal complexes. In future studies, we will apply this methodology to hs ferric hemes in proteins, especially P450 type enzymes.
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Scheme 3.

Mechanism 1

\[ I^{MC_D} \sim \Delta^{-1}_{KA} \left( \bar{D}^A_{u} \times \bar{D}^J_{v} \right) \bar{L}^{KA}_{w} \]

Mechanism 2

\[ I^{MC_D} \sim \Delta^{-1}_{KJ} \left( D^{KA}_{u} \times D^{AJ}_{v} \right) \bar{L}^{KJ}_{w} \]

"normal" ls ferric heme

[Diagram showing energy levels and transitions with labels and arrows indicating transitions and onsite interactions]
Table 1. Charge contributions to the β spin molecular orbitals of [Fe(TPP)(Cl)] calculated with B3LYP/LanL2DZ* (d(Fe-Cl) is taken from the crystal structure; ref[19]).

<table>
<thead>
<tr>
<th>No.</th>
<th>Label a</th>
<th>Energy [Hartree]</th>
<th>Fe d</th>
<th>Cl p</th>
<th>Porphyrin</th>
</tr>
</thead>
<tbody>
<tr>
<td>β&lt;177&gt;</td>
<td>B₁u&lt;84&gt;</td>
<td>-0.03459</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>β&lt;176&gt;</td>
<td>d₂ₓ₂₋ᵧ₂₋B₁g&lt;80&gt;</td>
<td>-0.06626</td>
<td>53</td>
<td>0</td>
<td>47</td>
</tr>
<tr>
<td>β&lt;175&gt;</td>
<td>E₉&lt;82/83&gt;₋dₓz₋pₓ</td>
<td>-0.08372</td>
<td>17</td>
<td>1</td>
<td>82</td>
</tr>
<tr>
<td>β&lt;174&gt;</td>
<td>E₉&lt;82/83&gt;₋dᵧz₋pᵧ</td>
<td>-0.08563</td>
<td>18</td>
<td>1</td>
<td>81</td>
</tr>
<tr>
<td>β&lt;173&gt;</td>
<td>d₂₋pₓ₋A₂u&lt;81&gt;</td>
<td>-0.10595</td>
<td>57</td>
<td>14</td>
<td>27</td>
</tr>
<tr>
<td>β&lt;172&gt;</td>
<td>dᵧz₋pᵧ₋E₉&lt;82/83&gt;</td>
<td>-0.11024</td>
<td>57</td>
<td>6</td>
<td>35</td>
</tr>
<tr>
<td>β&lt;171&gt;</td>
<td>dₓz₋pₓ₋E₉&lt;82/83&gt;</td>
<td>-0.11373</td>
<td>59</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>β&lt;170&gt;</td>
<td>LUMO dₓᵧ</td>
<td>-0.11496</td>
<td>93</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>β&lt;169&gt;</td>
<td>HOMO A₂u&lt;81&gt;₋d₂₋p₂</td>
<td>-0.19876</td>
<td>9</td>
<td>2</td>
<td>87</td>
</tr>
<tr>
<td>β&lt;168&gt;</td>
<td>A₁u&lt;79&gt;</td>
<td>-0.20181</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>β&lt;167&gt;</td>
<td>B₂u&lt;74&gt;</td>
<td>-0.24501</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>β&lt;166&gt;</td>
<td>E₉&lt;75/76&gt;₋pₓ</td>
<td>-0.24520</td>
<td>0</td>
<td>14</td>
<td>85</td>
</tr>
<tr>
<td>β&lt;165&gt;</td>
<td>E₉&lt;75/76&gt;₋pᵧ</td>
<td>-0.24535</td>
<td>0</td>
<td>12</td>
<td>86</td>
</tr>
<tr>
<td>β&lt;157-164&gt;</td>
<td>Ph(π)</td>
<td>-0.25168 to -0.26025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>β&lt;156&gt;</td>
<td>A₂u&lt;72&gt;₋d₂</td>
<td>-0.26481</td>
<td>4</td>
<td>0</td>
<td>94</td>
</tr>
<tr>
<td>β&lt;155&gt;</td>
<td>E₉&lt;75/76&gt;₋pᵧ₋dᵧz</td>
<td>-0.28322</td>
<td>2</td>
<td>10</td>
<td>84</td>
</tr>
<tr>
<td>β&lt;154&gt;</td>
<td>E₉&lt;75/76&gt;₋pₓ₋dₓz</td>
<td>-0.28349</td>
<td>3</td>
<td>14</td>
<td>82</td>
</tr>
<tr>
<td>β&lt;153&gt;</td>
<td>pᵧ₋dᵧz</td>
<td>-0.28512</td>
<td>8</td>
<td>48</td>
<td>40</td>
</tr>
<tr>
<td>β&lt;152&gt;</td>
<td>pₓ₋dₓz</td>
<td>-0.28606</td>
<td>8</td>
<td>43</td>
<td>46</td>
</tr>
<tr>
<td>β&lt;151&gt;</td>
<td>B₁u&lt;69&gt;</td>
<td>-0.31854</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>β&lt;150&gt;</td>
<td>Eᵤ₋dᵧz</td>
<td>-0.32385</td>
<td>3</td>
<td>0</td>
<td>97</td>
</tr>
<tr>
<td>β&lt;149&gt;</td>
<td>Eᵤ₋dₓz</td>
<td>-0.32412</td>
<td>2</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>β&lt;148&gt;</td>
<td>pₓ₋dₓz</td>
<td>-0.32644</td>
<td>24</td>
<td>60</td>
<td>12</td>
</tr>
</tbody>
</table>

a pₓ, pᵧ and p₂ are the chloride 3P orbitals. The labels of the porphyrin orbitals, for example A₂u<81>, refers to Figure S1.
Table 2. Correlated Fit of the UV-Vis absorption and MCD spectra of [Fe(TPP)(Cl)]

<table>
<thead>
<tr>
<th>No.</th>
<th>MCD position</th>
<th>( \Delta \varepsilon )^a</th>
<th>UV-Vis Position</th>
<th>( \varepsilon )^b</th>
<th>Calcd. c</th>
<th>Assignment from MCD d</th>
<th>Polarization from MCD d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11584</td>
<td>13</td>
<td>11584</td>
<td>680</td>
<td>12329 (5)</td>
<td>( ^6\text{A}_1 \rightarrow ^4\text{T}_1 )</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13542</td>
<td>7</td>
<td>13542</td>
<td>312</td>
<td>12910 (6)</td>
<td>( ^6\text{A}_1 \rightarrow ^4\text{T}_2 )</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>14512</td>
<td>49</td>
<td>14450</td>
<td>3156</td>
<td>11945 (3)</td>
<td>CT( ^{(5)} )</td>
<td>z</td>
</tr>
<tr>
<td>4</td>
<td>15000</td>
<td>24</td>
<td>15100</td>
<td>1696</td>
<td>12329 (5)</td>
<td>CT( ^{(1)} )</td>
<td>x,y</td>
</tr>
<tr>
<td>5</td>
<td>15600</td>
<td>-13</td>
<td>15570</td>
<td>1563</td>
<td>12910 (6)</td>
<td>( \pi \rightarrow \pi^*(0) )</td>
<td>x,y</td>
</tr>
<tr>
<td>6</td>
<td>16444</td>
<td>-28</td>
<td>16450</td>
<td>1859</td>
<td>20740 (11)</td>
<td>CT( ^{(1)} )</td>
<td>CT( ^{(1)} )</td>
</tr>
<tr>
<td>7</td>
<td>17700</td>
<td>-38</td>
<td>17500</td>
<td>3084</td>
<td>22455 (15)</td>
<td>CT( ^{(6)} )</td>
<td>z</td>
</tr>
<tr>
<td>8</td>
<td>18336</td>
<td>-18</td>
<td>18440</td>
<td>2253</td>
<td>22605 (16)</td>
<td>CT( ^{(6)} )</td>
<td>z</td>
</tr>
<tr>
<td>9</td>
<td>(19129)</td>
<td>-9</td>
<td>19250</td>
<td>9163</td>
<td>B-Term signal</td>
<td>Q_v</td>
<td>x,y</td>
</tr>
<tr>
<td>10</td>
<td>20150</td>
<td>-22</td>
<td>19950</td>
<td>8782</td>
<td>25203 (21)</td>
<td>( \pi \rightarrow \pi^*(1) )</td>
<td>x,y, and z</td>
</tr>
<tr>
<td>11</td>
<td>22232</td>
<td>-101</td>
<td>22400</td>
<td>16099</td>
<td>25203 (21)</td>
<td>CT( ^{(1)} )</td>
<td>CT( ^{(1)} )</td>
</tr>
<tr>
<td>12</td>
<td>23266</td>
<td>-226</td>
<td>23266</td>
<td>37833</td>
<td>26071 (25)</td>
<td>( \pi \rightarrow \pi^*(2) )</td>
<td>x,y</td>
</tr>
<tr>
<td>13</td>
<td>24269</td>
<td>479</td>
<td>24270</td>
<td>95604</td>
<td>26143 (27)</td>
<td>( \pi \rightarrow \pi^*(0) )</td>
<td>x,y</td>
</tr>
<tr>
<td>14</td>
<td>26181</td>
<td>214</td>
<td>26181</td>
<td>21665</td>
<td>25008 (19)</td>
<td>( \pi \rightarrow \pi^*(2) )</td>
<td>CT( ^{(1)} )</td>
</tr>
<tr>
<td>15</td>
<td>26472</td>
<td>-162</td>
<td>26472</td>
<td>35635</td>
<td>26109 (26)</td>
<td>( \pi \rightarrow \pi^*(0) )</td>
<td>x,y</td>
</tr>
<tr>
<td>16</td>
<td>28098</td>
<td>-48</td>
<td>28150</td>
<td>42029</td>
<td>27164 (28)</td>
<td>( \pi \rightarrow \pi^*(2) )</td>
<td>CT( ^{(1)} )</td>
</tr>
<tr>
<td>17</td>
<td>29819</td>
<td>5</td>
<td>29819</td>
<td>13963</td>
<td>27250 (29)</td>
<td>( \pi \rightarrow \pi^*(2) )</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>30704</td>
<td>18</td>
<td>30705</td>
<td>18511</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>32402</td>
<td>-3</td>
<td>32402</td>
<td>19582</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>33365</td>
<td>-22</td>
<td>33365</td>
<td>8148</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \Delta \varepsilon \) is given in [M\(^-1\) cm\(^-1\) T\(^-1\)], measured at 5.8 K for bands 11-20 and 5.6 K for bands 1-10. \( ^b \varepsilon \) is given in [M\(^-1\) cm\(^-1\)], measured at room temperature in CHCl\(_3\). \( ^c \) Calculated with B3LYP/LanL2DZ\(^*\) (vide supra) using the full TPP ligand without any simplifications (d(Fe-Cl) taken from the crystal structure; ref[19]). Numbers in parentheses correspond to the numbering of...
the excited states in Table S2 from TD-DFT. Polarizations were determined from fitting the experimental VTVH data (Examples are shown in Figures 6-8).

Table 3. Peak to trough saturation limits for [Fe(TPP)(Cl)] compared with limits observed in different enzymes

<table>
<thead>
<tr>
<th>Compound</th>
<th>Spin-State</th>
<th>Peak to trough saturation limit $^a$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Fe(TPP)(Cl)]</td>
<td>5/2</td>
<td>$3.4 \times 10^3$</td>
<td>This work</td>
</tr>
<tr>
<td>Horse heart cytochrome c</td>
<td>1/2</td>
<td>$40.5 \times 10^3$</td>
<td>Ref[27]</td>
</tr>
<tr>
<td>Metmyoglobin CN$^-$</td>
<td>1/2</td>
<td>$60.5 \times 10^3$</td>
<td>Ref[27]</td>
</tr>
<tr>
<td>Cytochrome c oxidase</td>
<td>1/2</td>
<td>$25 \times 10^3$</td>
<td>Ref[38]</td>
</tr>
<tr>
<td>Cytochrome c oxidase CN$^-$</td>
<td>1/2</td>
<td>$54 \times 10^3$</td>
<td>Ref[38]</td>
</tr>
<tr>
<td>Ferric horseradish peroxidase (HRP) compound I</td>
<td>3/2</td>
<td>$1.9 \times 10^3$</td>
<td>Ref[39]</td>
</tr>
</tbody>
</table>

$^a$ Peak to trough saturation limits are given in M$^{-1}$ cm$^{-1}$. 
Figure 1. Molecular orbital diagram of [Fe(TPP)(Cl)] calculated with B3LYP/LanL2DZ* (d(Fe-Cl) is taken from the crystal structure; ref[19]). Note that px, py and pz are chloride 3P orbitals. The labels of the porphyrin orbitals, i.e. A2u<81>, refer to Figure S1. Molecular orbital labels \( a - b \) indicate that orbital \( a \) interacts with \( b \), and that \( a \) has a larger contribution to the resulting MO.
Figure 2. Contour Plots of important molecular orbitals of [Fe(TPP)(Cl)] (B3LYP/LanL2DZ*, d(Fe-Cl) is taken from the crystal structure; ref[19]). For the labels see Figure 1.
Figure 3. Electronic Spectra of [Fe(TPP)(Cl)]. Top: UV-Vis absorption spectrum measured in CHCl₃ at room temperature. Bottom: MCD C-term spectrum measured in polystyrene at 5.8 K (lower concentration for 36000 – 21000 cm⁻¹ region) and 5.6 K (higher concentration for 21000 – 9000 cm⁻¹), respectively. The dashed red lines represent a correlated gaussian fit of these data (cf. Table 2).
**Figure 4.** MCD spectrum of [Fe(TPP)(Cl)]: The black line represents the MCD spectrum measured at 5.8 K, and the red line shows the spectrum measured at 290 K. The C-term spectrum in blue results from subtraction of the 290 K from the low-temperature data.
Figure 5. UV-Vis absorption spectrum of [Fe(TPP)(Cl)] measured in CHCl₃ at room temperature shown in black, and the calculated (B3LYP/LanL2DZ*) spectrum is shown in red. The calculated spectrum was obtained using the SWizard program. The bandwidths at half height were set to 2000 cm⁻¹ for the plot.
Figure 6. MCD saturation magnetization curves (VTVH) for band 12 (Soret) at 23266 cm$^{-1}$ (red lines: fit; black dots: experimental data points) showing x,y-polarization.
Figure 7. MCD saturation magnetization curves (VTVH) for band 4 (CT\textsuperscript{(1)}) at 15015 cm\textsuperscript{-1} (red lines: fit; black dots: experimental data points) showing x,y-polarization with about 2% z-polarization.
Figure 8. MCD saturation magnetization curves (VTVH) for band 6 ($\text{CT}^{(C1,1,2)}$) at 16444 cm$^{-1}$ (red lines: fit; black dots: experimental data points) showing 77% z-polarization with about 23 % x,y-polarization.
The splitting of the Soret $E_u$ state can only be determined from MCD, and is is usually in the range of 311 and 1404 cm$^{-1}$.


Figure S1. MO diagram of the free porphine(2-) ligand and contour plots. Energies are given in Hartree. Metal d orbitals that potentially interact with these MOs are indicated (labels are based on the coordinate system given in Figure 1).
Figure S1. Side-View of the optimized (B3LYP/LanL2DZ*) structure of [Fe(TPP)(Cl)] with \(d(\text{Fe-Cl}) = 2.192 \text{ Å}\) (taken from crystal structure; see: Hoard, J. L.; Cohen, G. H.; Glick, M. D. *J. Am. Chem. Soc.* **1967**, *89*, 1992-1996.).

Figure S2. Top-View of the optimized (B3LYP/LanL2DZ*) structure of [Fe(TPP)(Cl)] with \(d(\text{Fe-Cl}) = 2.192 \text{ Å}\) (taken from crystal structure; see: Hoard, J. L.; Cohen, G. H.; Glick, M. D. *J. Am. Chem. Soc.* **1967**, *89*, 1992-1996.).
Table S1. TD-DFT and INDO/S calculations on [Zn(P)] and [Zn(TPP)].

<table>
<thead>
<tr>
<th>Assignment</th>
<th>[Zn(P)]</th>
<th></th>
<th></th>
<th>[Zn(TPP)]</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B3LYP</td>
<td>B3LYP</td>
<td>B3LYP</td>
<td>INDO/S-</td>
<td>B3LYP</td>
<td>INDO/S-</td>
</tr>
<tr>
<td></td>
<td>LanL2DZ</td>
<td>LanL2DZ*</td>
<td>TZVP</td>
<td>CI</td>
<td>LanL2DZ</td>
<td>CI</td>
</tr>
<tr>
<td>Soret</td>
<td>28190</td>
<td>27700</td>
<td>27620</td>
<td>26952</td>
<td>26810</td>
<td>25008</td>
</tr>
<tr>
<td>Q</td>
<td>19281</td>
<td>18940</td>
<td>18980</td>
<td>14546</td>
<td>18660</td>
<td>14250</td>
</tr>
</tbody>
</table>


Table S2. TD-DFT (B3LYP/LanL2DZ*) results (Contributions are given in %).

<table>
<thead>
<tr>
<th>No.</th>
<th>Excitation energy, cm⁻¹ (nm, f)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>8342</td>
<td>8800</td>
<td>11945</td>
<td>12325</td>
<td>12329</td>
<td>12910</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1199,</td>
<td>(1136,</td>
<td>(837,</td>
<td>(811,</td>
<td>(811,</td>
<td>(811,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0010</td>
<td>0.0009</td>
<td>0.0023</td>
<td>0.0004</td>
<td>(811,</td>
<td>(775,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Inner Porphyrin Excitations:

\[ \pi \rightarrow \pi^*^{(0)} \]

\[ \pi \rightarrow \pi^*^{(1)} \]

\[ \pi \rightarrow \pi^*^{(2)} \]

Porphyrrin to Fe Excitations:

\[ \text{CT}^{(1)} \]

\[ \text{CT}^{(2)} \]

\[ \text{CT}^{(3)} \]

\[ \text{CT}^{(4)} \]

\[ \text{CT}^{(5)}, z \]

Chloro to Fe Excitations:

\[ \text{CT}^{(\text{Cl}_1)}, z \]

\[ \text{CT}^{(\text{Cl}_2)}, z \]

\[ \text{CT}^{(\text{Cl}_3)}, z \]

Other contributions:

\[ \Delta_{1u} <168> \rightarrow \]

\[ d_{3y^2}, 90 \]
Table S2. TD-DFT (B3LYP/LanL2DZ*) results (continued).

<table>
<thead>
<tr>
<th>No.</th>
<th>Excitation energy, cm⁻¹ (nm, f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>16783 (596, 0.0072)</td>
</tr>
<tr>
<td>8</td>
<td>16921 (591, 0.0053)</td>
</tr>
<tr>
<td>9</td>
<td>18988 (527, 0.0214)</td>
</tr>
<tr>
<td>10</td>
<td>18990 (527, 0.0146)</td>
</tr>
<tr>
<td>11</td>
<td>20740 (482, 0.0011)</td>
</tr>
<tr>
<td>12</td>
<td>21025/21115 (476/474, 0.0089/0.0071)</td>
</tr>
</tbody>
</table>

Qα Quasi Qαα Quasi Qββ Quasi

Inner Porphyrin Excitations:

| π → π*(0) | 96 | 97 | 97 | 98 | - | 8 |
| π → π*(1) | -  | -  | -  | -  | - | - |
| π → π*(2) | -  | -  | -  | -  | - | - |

Porphyrrin to Fe Excitations:

| CT(1) | 4  | 3  | -  | -  | - | - |
| CT(2) | -  | -  | 3  | 2  | - | - |
| CT(3) | -  | -  | -  | -  | - | - |
| CT(4) | -  | -  | -  | -  | - | - |
| CT(5), z | - | - | - | - | - | - |

Chloro to Fe Excitations:

| CT(Cl,1), z | - | - | - | - | 3 | - |
| CT(Cl,2), z | - | - | - | - | 4 | - |
| CT(Cl,3), z | - | - | - | - | - | - |

Other contributions

\( E_g \rightarrow d_{x^2-y^2}; 92 \)
\( E_g \rightarrow d_{z^2}; 82 \)

Two sets of Q bands are predicted (four bands) due to spin polarization. Bands 7 and 8 have more α-spin π → π*(0), whereas bands 9 and 10 have more β-spin π → π*(0) character.

Table S2. TD-DFT (B3LYP/LanL2DZ*) results (continued).

<table>
<thead>
<tr>
<th>No.</th>
<th>Excitation energy, cm⁻¹ (nm, f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>21631 (462, 0.0118)</td>
</tr>
<tr>
<td>14</td>
<td>22341 (448, 0.0219)</td>
</tr>
<tr>
<td>15</td>
<td>22455 (445, 0.0134)</td>
</tr>
<tr>
<td>16</td>
<td>22605 (442, 0.0007)</td>
</tr>
<tr>
<td>17</td>
<td>24410 (410, 0.1310)</td>
</tr>
<tr>
<td>18</td>
<td>24446 (409, 0.1364)</td>
</tr>
</tbody>
</table>

Inner Porphyrin Excitations:

| π → π*(0) | 5  | 6  | -  | -  | -  | 21 |
| π → π*(1) | -  | -  | -  | -  | -  | -  |
| π → π*(2) | -  | -  | -  | -  | -  | -  |

Porphyrrin to Fe Excitations:

| CT(1) | -  | -  | -  | -  | -  | -  |
| CT(2) | -  | -  | -  | -  | -  | -  |
| CT(3) | -  | -  | -  | -  | -  | -  |
| CT(4) | -  | -  | -  | -  | -  | -  |
| CT(5), z | - | - | - | - | - | - |
| CT(6), z | - | - | - | - | - | - |

Chloro to Fe Excitations:

| CT(Cl,1), z | - | - | - | - | - | - |
| CT(Cl,2), z | - | - | - | - | - | - |
| CT(Cl,3), z | - | - | - | - | - | - |

Other contributions

\( E_g \rightarrow d_{x^2-y^2}; 88 \)
\( p_{x,y} \rightarrow d_{z^2}; 52 \)
\( p_{x,y} \rightarrow d_{z^2}; 53 \)
<table>
<thead>
<tr>
<th>No.</th>
<th>Excitation energy, cm(^{-1}) (nm, f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>25008 (400, 0.0009)</td>
</tr>
<tr>
<td>20</td>
<td>25202 (397, 0.0323)</td>
</tr>
<tr>
<td>21</td>
<td>25203 (397, 0.0041)</td>
</tr>
<tr>
<td>22</td>
<td>25475 (393, 0.0024)</td>
</tr>
<tr>
<td>23</td>
<td>25718 (389, 0.0333)</td>
</tr>
<tr>
<td>24</td>
<td>25843 (387, 0.1016)</td>
</tr>
</tbody>
</table>

**Inner Porphyrin Excitations:**

\[ \pi \rightarrow \pi^{*}(0) \]

\[ \pi \rightarrow \pi^{*}(1) \]

\[ \pi \rightarrow \pi^{*}(2) \]

**Porphyrin to Fe Excitations:**

\[ CT^{(1)} \]

\[ CT^{(2)} \]

\[ CT^{(3)} \]

\[ CT^{(4)} \]

\[ CT^{(5), z} \]

\[ CT^{(CL1), z} \]

\[ CT^{(CL2), z} \]

\[ CT^{(CL3), z} \]

**Other contributions**

\[ A_{2u} \rightarrow B_{1u} : \]

\[ Ph \rightarrow d_{xy} : \]

\[ Ph \rightarrow d_{xy} : \]

<table>
<thead>
<tr>
<th>No.</th>
<th>Excitation energy, cm(^{-1}) (nm, f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>26071 (384, 0.3805)</td>
</tr>
<tr>
<td>26</td>
<td>26109 (383, 0.1539)</td>
</tr>
<tr>
<td>27</td>
<td>26143 (383, 0.5366)</td>
</tr>
<tr>
<td>28</td>
<td>27164 (368, 0.0967)</td>
</tr>
<tr>
<td>29</td>
<td>27250 (367, 0.0098)</td>
</tr>
</tbody>
</table>

**Inner Porphyrin Excitations:**

\[ \pi \rightarrow \pi^{*}(0) \]

\[ \pi \rightarrow \pi^{*}(1) \]

\[ \pi \rightarrow \pi^{*}(2) \]

**Porphyrin to Fe Excitations:**

\[ CT^{(1)} \]

\[ CT^{(2)} \]

\[ CT^{(3)} \]

\[ CT^{(4)} \]

\[ CT^{(5), z} \]

\[ CT^{(CL1), z} \]

\[ CT^{(CL2), z} \]

\[ CT^{(CL3), z} \]

**Other contributions**

\[ Ph \rightarrow d_{xy} : \]

\[ Ph \rightarrow d_{xy} : \]

\[ Ph \rightarrow d_{xy} : \]
Table S3. Optimized (B3LYP/LanL2DZ*) structure of [Fe(TPP)(Cl)] with d(Fe-Cl) set to 2.192 Å. Coordinates are given in Å

<table>
<thead>
<tr>
<th>Atom type</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>4.26625300</td>
<td>0.46927500</td>
<td>-0.34561900</td>
</tr>
<tr>
<td>C</td>
<td>4.19585000</td>
<td>-0.89774300</td>
<td>-0.36234900</td>
</tr>
<tr>
<td>C</td>
<td>2.91436200</td>
<td>0.95902400</td>
<td>-0.18383000</td>
</tr>
<tr>
<td>H</td>
<td>5.14690000</td>
<td>1.09118800</td>
<td>-0.45766400</td>
</tr>
<tr>
<td>C</td>
<td>2.80108400</td>
<td>-1.25003500</td>
<td>-0.20620900</td>
</tr>
<tr>
<td>N</td>
<td>2.03456500</td>
<td>-0.10400400</td>
<td>-0.11587200</td>
</tr>
<tr>
<td>C</td>
<td>2.57356400</td>
<td>2.32428100</td>
<td>-0.13266700</td>
</tr>
<tr>
<td>H</td>
<td>5.00838600</td>
<td>-1.60357700</td>
<td>-0.49019400</td>
</tr>
<tr>
<td>C</td>
<td>1.25124900</td>
<td>2.80423200</td>
<td>-0.09720600</td>
</tr>
<tr>
<td>C</td>
<td>2.32238200</td>
<td>-2.57346400</td>
<td>-0.17321500</td>
</tr>
<tr>
<td>C</td>
<td>0.89893500</td>
<td>4.20536800</td>
<td>-0.01869300</td>
</tr>
<tr>
<td>N</td>
<td>0.10473600</td>
<td>2.03205100</td>
<td>-0.13986700</td>
</tr>
<tr>
<td>C</td>
<td>0.95836500</td>
<td>-2.91623800</td>
<td>-0.11908300</td>
</tr>
<tr>
<td>C</td>
<td>3.32804300</td>
<td>-3.68532900</td>
<td>-0.20600900</td>
</tr>
<tr>
<td>C</td>
<td>3.91412600</td>
<td>4.17212300</td>
<td>-1.22583400</td>
</tr>
<tr>
<td>C</td>
<td>4.54224200</td>
<td>3.42931500</td>
<td>0.99451600</td>
</tr>
<tr>
<td>C</td>
<td>-0.46796200</td>
<td>4.27465800</td>
<td>-0.03424400</td>
</tr>
<tr>
<td>C</td>
<td>-0.95834900</td>
<td>2.91616400</td>
<td>-0.11965400</td>
</tr>
<tr>
<td>C</td>
<td>0.46788600</td>
<td>-4.27475400</td>
<td>-0.03425800</td>
</tr>
<tr>
<td>N</td>
<td>-0.10466900</td>
<td>-2.03208300</td>
<td>-0.13933400</td>
</tr>
<tr>
<td>H</td>
<td>1.60465100</td>
<td>5.02475200</td>
<td>0.05404600</td>
</tr>
<tr>
<td>C</td>
<td>3.43566500</td>
<td>-4.52572300</td>
<td>-1.33159600</td>
</tr>
<tr>
<td>C</td>
<td>4.18536600</td>
<td>-3.90635000</td>
<td>0.88950500</td>
</tr>
<tr>
<td>C</td>
<td>4.96629700</td>
<td>5.10036300</td>
<td>-1.21377900</td>
</tr>
<tr>
<td>C</td>
<td>5.58854600</td>
<td>4.36374900</td>
<td>1.01220200</td>
</tr>
<tr>
<td>H</td>
<td>3.26868300</td>
<td>4.09250600</td>
<td>-2.1011200</td>
</tr>
<tr>
<td>H</td>
<td>4.37289900</td>
<td>2.78395300</td>
<td>1.85689500</td>
</tr>
<tr>
<td>C</td>
<td>-2.32236400</td>
<td>2.57338700</td>
<td>-0.17380300</td>
</tr>
<tr>
<td>C</td>
<td>-1.25121400</td>
<td>-2.80422100</td>
<td>-0.09699700</td>
</tr>
<tr>
<td>C</td>
<td>-0.89897700</td>
<td>-4.20535200</td>
<td>-0.01807500</td>
</tr>
<tr>
<td>H</td>
<td>-1.08920000</td>
<td>5.16088800</td>
<td>0.02416200</td>
</tr>
<tr>
<td>H</td>
<td>1.08906900</td>
<td>-5.16103500</td>
<td>0.02389900</td>
</tr>
<tr>
<td>C</td>
<td>4.38082300</td>
<td>-5.56229400</td>
<td>-1.36401100</td>
</tr>
<tr>
<td>C</td>
<td>5.12408900</td>
<td>-4.95104000</td>
<td>0.86272800</td>
</tr>
<tr>
<td>H</td>
<td>2.78375400</td>
<td>-4.35667900</td>
<td>-2.18916300</td>
</tr>
<tr>
<td>H</td>
<td>4.10364500</td>
<td>-3.27097100</td>
<td>1.77022100</td>
</tr>
<tr>
<td>C</td>
<td>5.80641200</td>
<td>5.20143800</td>
<td>-0.09334900</td>
</tr>
<tr>
<td>H</td>
<td>5.12994400</td>
<td>5.74226000</td>
<td>-2.08005300</td>
</tr>
<tr>
<td>H</td>
<td>6.23166000</td>
<td>4.43708200</td>
<td>1.88975900</td>
</tr>
<tr>
<td>C</td>
<td>-2.80109900</td>
<td>1.24997800</td>
<td>-0.20660500</td>
</tr>
<tr>
<td>C</td>
<td>-2.57349800</td>
<td>-2.32477700</td>
<td>-0.1321700</td>
</tr>
<tr>
<td>C</td>
<td>-3.32798500</td>
<td>3.68530500</td>
<td>-0.20646100</td>
</tr>
<tr>
<td>H</td>
<td>-1.60480100</td>
<td>-5.02466900</td>
<td>0.05465200</td>
</tr>
<tr>
<td>C</td>
<td>5.22709100</td>
<td>-5.78071400</td>
<td>-0.26528100</td>
</tr>
<tr>
<td>H</td>
<td>4.45544200</td>
<td>-6.19742800</td>
<td>-2.24730900</td>
</tr>
<tr>
<td>H</td>
<td>5.77263000</td>
<td>-5.11512900</td>
<td>1.72385400</td>
</tr>
<tr>
<td>H</td>
<td>6.62215200</td>
<td>5.92501500</td>
<td>-0.08210200</td>
</tr>
<tr>
<td>C</td>
<td>-4.19596500</td>
<td>0.89766000</td>
<td>-0.36187300</td>
</tr>
<tr>
<td>C</td>
<td>-2.91434200</td>
<td>-0.95906600</td>
<td>-0.18400300</td>
</tr>
<tr>
<td>C</td>
<td>-3.69066000</td>
<td>-3.32441100</td>
<td>-0.12310200</td>
</tr>
<tr>
<td>N</td>
<td>-2.03451400</td>
<td>0.10396700</td>
<td>-0.11656000</td>
</tr>
<tr>
<td>C</td>
<td>-4.18429500</td>
<td>3.90940000</td>
<td>0.88963200</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>C</td>
<td>-3.43652400</td>
<td>4.52491400</td>
<td>-1.33254000</td>
</tr>
<tr>
<td>H</td>
<td>5.95881800</td>
<td>-6.58891800</td>
<td>-0.28772900</td>
</tr>
<tr>
<td>C</td>
<td>-4.26629400</td>
<td>-0.46936500</td>
<td>-0.34541300</td>
</tr>
<tr>
<td>H</td>
<td>-5.00859000</td>
<td>1.60349100</td>
<td>-0.48916100</td>
</tr>
<tr>
<td>C</td>
<td>-3.91660700</td>
<td>-4.16915200</td>
<td>-1.22767700</td>
</tr>
<tr>
<td>C</td>
<td>-4.53948900</td>
<td>-3.43240700</td>
<td>0.99617800</td>
</tr>
<tr>
<td>C</td>
<td>-5.12305100</td>
<td>4.95183400</td>
<td>0.86293600</td>
</tr>
<tr>
<td>C</td>
<td>-4.38145700</td>
<td>5.56151300</td>
<td>-1.36486300</td>
</tr>
<tr>
<td>H</td>
<td>-4.10192800</td>
<td>3.27232200</td>
<td>1.77070600</td>
</tr>
<tr>
<td>H</td>
<td>-2.78533700</td>
<td>4.35525100</td>
<td>-2.19053500</td>
</tr>
<tr>
<td>C</td>
<td>-5.14696600</td>
<td>-1.09133200</td>
<td>-0.45699900</td>
</tr>
<tr>
<td>C</td>
<td>-4.96873400</td>
<td>-5.09745300</td>
<td>-1.21567100</td>
</tr>
<tr>
<td>C</td>
<td>-5.58573900</td>
<td>-4.36691600</td>
<td>1.01378400</td>
</tr>
<tr>
<td>C</td>
<td>-5.22697300</td>
<td>5.78073400</td>
<td>-0.26559900</td>
</tr>
<tr>
<td>H</td>
<td>-3.27316200</td>
<td>-4.08717700</td>
<td>-2.10421000</td>
</tr>
<tr>
<td>H</td>
<td>-4.36818000</td>
<td>2.78930500</td>
<td>1.85985900</td>
</tr>
<tr>
<td>H</td>
<td>-5.77085700</td>
<td>5.11654700</td>
<td>1.72449700</td>
</tr>
<tr>
<td>H</td>
<td>-4.45699700</td>
<td>6.19604600</td>
<td>-2.24853000</td>
</tr>
<tr>
<td>C</td>
<td>-5.80618600</td>
<td>-5.20159800</td>
<td>-0.99352900</td>
</tr>
<tr>
<td>H</td>
<td>-5.13441200</td>
<td>-5.73697500</td>
<td>-2.08328800</td>
</tr>
<tr>
<td>H</td>
<td>-6.22681200</td>
<td>-4.44263300</td>
<td>1.89263000</td>
</tr>
<tr>
<td>H</td>
<td>-5.95868200</td>
<td>6.58895600</td>
<td>-0.28794200</td>
</tr>
<tr>
<td>H</td>
<td>-6.62188900</td>
<td>5.92521700</td>
<td>-0.08232800</td>
</tr>
<tr>
<td>Fe</td>
<td>-0.00006400</td>
<td>0.00007800</td>
<td>0.35440800</td>
</tr>
<tr>
<td>Cl</td>
<td>-0.00046340</td>
<td>0.00035138</td>
<td>2.54640795</td>
</tr>
</tbody>
</table>
5 Model Systems for NorBC (Cofacial Porphyrins)

5.1 Scope of this project

As already mentioned in the Introduction (cf. Chapter 1), no crystal structure for bacterial nitric oxide reductase (NorBC) is available to this date, but it is known from spectroscopic investigations that the active site of NorBC is closely related to the respiratory heme-copper oxidases, the so-called cytochrome c oxidases (CCO). Thus, it consists of a five-coordinate heme $a_3$ with axial histidine coordination and a non-heme Fe$_B$ center in close proximity with three histidine ligands coordinated. In order to model the active site of NorBCs, it is therefore necessary to synthesize binuclear complexes. Model systems that closely mimic the active site of the CCOs consist of a porphyrin, which is covalently attached to a multidentate N-donor ligand (based on pyridine, benzimidazole, amine, etc.). These ligands were developed in a number of different groups. Corresponding heme/non-heme model systems are also currently investigated in our laboratory. Alternatively, binuclear porphyrin systems are of interest for modeling NorBCs. Figure 5.1.1 shows binuclear porphyrin ligands, developed by different groups.

![Image of cofacial ligands using the semiempirical PM3 method (hydrogen atoms are excluded in this figure).](image)

In this case, two porphyrin units are fixed by a rigid spacer in a cofacial geometry. Two arrangements are possible: The anthracene ($H_4DPA$) and biphenylene ($H_4DPB$) linked porphyrins show a parallel orientation of the porphyrins cores, whereas the dibenzofuran ($H_4DPD$) linked cofacial porphyrin shows an angulate geometry. Importantly, the metal to metal distance can be adjusted this way, as shown in Figure 5.1.2.
Figure 5.1.2 shows the porphyrin to porphyrin and metal to metal distances of [Co₂DPB], [Co₂(DPA)], and [Co₂(DPD)(MeOH)₂], respectively, determined from reported crystal structures.⁴ By using different linker units, the Co-Co distance can be varied from 3.73 Å in [Co₂DPB] to 8.62 Å in [Co₂(DPD)(MeOH)₂]. The Fe₃ to Cu₄ distance (from a crystal structure) in oxidized bovine heart cytochrome c oxidase is 4.5 Å and therefore, similar to the metal-metal distance in [Co₂(DPA)] (4.53 Å). Hence, the anthracene linked cofacial geometry might be best for modeling NorBC, whereas the metal-metal distance in [Co₂DPB] is too short (3.73 Å), and in [Co₂(DPD)(MeOH)₂] is too long (8.62 Å). From this and simple calculations (HF/3-21G and molecular modeling) on cofacial ruthenium porphyrin complexes, I decided to use the anthracene linked cofacial (DPA) system for modeling the active site of NorBC.

Note that more cofacial porphyrins with additional spacer units have been synthesized.⁵ These systems were almost exclusively used for the investigation of the reduction of oxygen to water (cytochrome c oxidases). Hence, the scope of this project is to use these ligand systems for the investigation of the reaction mechanism of NorBCs. No nitrosyl coordinated anthracene linked metalloporphyrin is available from the literature to this date. It is known from the literature that ruthenium(III) porphyrin NO complexes are very stable compared to the corresponding iron complexes. In a first attempt, ruthenium complexes of TPP (tetraphenylporphyrin) and TMP (tetramesitylporphyrin) were synthesized. These investigations showed that the ruthenium insertion into porphyrins is difficult leading to low yields.⁶ In contrast, my earlier investigations on corresponding [Co(P)(NO)] (P = TPP and TMP) complexes showed that these compounds are stable.
and importantly, lead to high yields. In addition, since a complete set of spectroscopic data for the \([\text{Co}(\text{P})(\text{NO})]\) (\(\text{P} = \text{TPP and TMP}\)) complexes has been obtained, these spectroscopic data can be compared to the spectra of the corresponding cofacial systems. Therefore, the \([\text{Co}_2(\text{DPA})(\text{NO})_2]\) complex was synthesized first and spectroscopically characterized. In order to investigate the mechanism of the reduction of NO to \(\text{N}_2\text{O}\) using cofacial porphyrins, quantum-chemical calculations on the anthracene and biphenylene systems have been performed. These DFT results are summarized in Section 5.3.

5.2 Syntheses of Cofacial Porphyrins
5.2.1 Preface
The cofacial porphyrins can either be synthesized in a single-step synthesis based on the bisaldehyde of the rigid spacer (‘direct synthesis’), which is schematically shown in Figure 5.2.2, or in a multi-step synthesis (‘rational synthesis’) following Lindsey’s approach, which is shown in Figure 5.2.3 (see below).

Chang et al. synthesized the \(\text{H}_4\text{DPA}\) and \(\text{H}_4\text{DPB}\) ligands in 1983 for the first time in a multi-step synthesis with low yield. Then Collman and coworker developed a new synthetic strategy in 1995, which includes four steps based on the bisaldehyde. One of the two aldehyde groups in 1,8-diformylanthracene is protected using 1,3-propanethiol and the unprotected aldehyde group is then reacted with pyrrole and the corresponding aromatic aldehyde in a mixed condensation to form the corresponding porphyrin (under Lindsey conditions). Next, the other aldehyde group is deprotected using DDQ and \(\text{BF}_3(\text{OEt})_2\), and another porphyrin condensation yields the cofacial porphyrin. This way, different porphyrin rings (cofacial heteroporphyrin) and metals can be introduced into the system. Note that heme/non-heme model systems could potentially also be synthesized this way. Collman and coworker mentioned in their article that the cofacial homoporphyrin can also be synthesized in one step by allowing the bisaldehyde to react with pyrrole and the corresponding aldehyde, but leads to more difficulties in the separation. This synthetic route will be denoted as ‘direct synthesis’ in the following. The direct synthetic route has several disadvantages: (a) very low yields (\(<3\%\); vide infra), (b) a limitation to small scale reactions due to the highly diluted conditions necessary,
and (c) the difficult separation (purification) procedure, which includes several column chromatographic separation steps. Hence, the direct synthesis leads to only small quantities of the cofacial porphyrin (80-100 mg from each synthesis; vide infra). Due to these disadvantages, we decided to use another synthetic route with better yields for the final step (porphyrin condensation), which can be performed on a reasonable scale with less separation steps. Lindsey and coworker described a rational synthetic route for meso-substituted porphyrins, which allows large scale reactions with minimal chromatography. This way, they were able to synthesize a number of monoporphyrins with different meso-substituents in large scales (~1 g). The final step in this synthesis is the acid-catalyzed condensation of a dipyrrromethane-dicarbinol and a dipyrrromethane. We have applied this method to the synthesis of cofacial porphyrins and the synthetic route for synthesizing H4DPA is shown in Figure 5.2.3. Advantages of the rational synthetic route are: (a) better yields, (b) large scales (up to approximately 1 g) and (c) minimal column chromatography. In addition, the rational synthesis is more flexible. For example, different meso-substituents can easily be introduced into the system.

Metallation and nitrosylation of the cofacial porphyrins have been achieved by common literature methods (cf. Figure 5.2.4). The metallation of porphyrins in boiling DMF using MCl₂ (M = metal) was developed by Adler et al. Correspondingly, H4DPA was reacted with CoCl₂ and FeCl₂ to form [Co₂(DPA)] and [Fe₂(DPA)(Cl)₂], respectively. The reaction of the cofacial metalloporphyrins with NO yielded the corresponding nitrosylated [Co₂(DPA)(NO)₂] and [Fe₂(DPA)(NO)₂] species. For [Fe₂(DPA)(NO)₂], methanol was added to the reaction mixture in order to obtain the corresponding Fe(II)-NO complex (vide infra) via autoreduction (cf. Figure 5.2.4).

The starting point for both synthetic routes is the synthesis of the bisaldehyde of the rigid linker. Therefore, the first part of this chapter (Section 5.2.2) deals with the synthesis of 1,8-diformylnaphthalene, which can be synthesized in three steps from 1,8-dichloroanthraquinone.
5.2.2 Synthesis of 1,8-Diformylanthracene (Rigid Linker)

1,8-Diformylanthracene was synthesized in a three-step synthesis (Steps A, B and C shown in Figure 5.2.2) starting from the commercially available 1,8-dichloroanthraquinone (Aldrich: D56403). In Step A, 1,8-dichloroanthraquinone is reduced to 1,8-dichloroanthracene using zinc powder. The chloro substituents were then substituted by nitrile using copper(I) cyanide in a Kolbe nitrile type reaction (Step B). Finally, the nitrile was reduced using diisobutylaluminum hydride (DIBAL-H), and then hydrolyzed yielding 1,8-diformylanthracene.

5.2.2.1 Synthesis of 1,8-Dichloroanthracene.\textsuperscript{12}

1,8-Dichloroanthracene was synthesized using the literature methods by Guilard et al.\textsuperscript{12} and House et al.\textsuperscript{13} Note that both reactions lead to a further reduction of the product to anthracene. Fine tuning of the reaction conditions lead to 4 % anthracene impurity.

Method by Guilard et al.\textsuperscript{12} 40.0 g zinc dust (612 mmol) were added in small portions to a stirred suspension of 10.0 g (36.1 mmol) 1,8-dichloroanthraquinone in aqueous ammonia (20 %, 400 mL), and then 0.17 g (1.07 mmol) cupric sulfate were added over a few minutes. The suspension turned red-brown and gas evolution was observed. The mixture was gently heated until the gas evolution diminished. Note that, because of the fine zinc dust, big bubbles occur. Therefore, it is necessary to heat gently. Also, the use of a mechanical stirrer is recommended for a large scale reaction. The mixture was heated carefully to 80 °C for 4.5 h. The hot mixture was then filtered yielding a grey solid containing the product and unreacted zinc. The solid was washed several times with water and then dried by suction. The crude product was extracted three times with 80 mL acetone, respectively. The combined, yellow organic extracts were evaporated in vacuum to dryness to give a lightly yellow solid. The crude solid was dissolved in hot 1-propanol and then precipitated by adding a few drops of concentrated hydrochloric acid. Yellow needles rapidly formed and the mixture was allowed to slowly cool to room temperature. Then the product was filtered, washed with cold methanol and dried in vacuum over phosphorus pentoxide. UV-Vis and \textsuperscript{1}H-NMR spectroscopies showed about 30 % anthracene impurity.
**Method by House et al.**\(^\text{13}\) This synthesis is very similar to the synthesis described by Guilard et al. The only difference is that House et al. did not add CuSO\(_4\). Following the exact procedure from the literature, again approximately 30% anthracene impurity has been obtained. In order to prevent the reduction to anthracene, the reaction temperature was lowered, which lead to 4% anthracene impurity.

10.0 g zinc dust (153 mmol) were added in small portions to an ice cold suspension of 2.00 g (7.22 mmol) 1,8-dichloroantraquinone in 42 mL aqueous ammonia (16%). The suspension turned red-brown and the mixture was allowed to warm up to room temperature, then heated for 3 h to 60 °C and finally another 15 min. to 65 °C. The grey solid was filtered, washed three times with water, dried by suction, and then extracted with hot dichloromethane (three times). The dichloromethane was evaporated in vacuum to yield a yellow solid. The crude product was refluxed in a mixture of 88 mL 2-propanol and 8 mL concentrated HCl and then allowed to slowly cool down to room temperature. In order to achieve a complete precipitation of the product, the mixture was stored over night in the refrigerator. The yellow, crystalline product was filtered off and dried in vacuum over phosphorus pentoxide. 0.99 g (4.01 mmol; 56% yield) 1,8-dichloanthracene was obtained, which contained about 4% anthacene (\(^1\)H-NMR).

Yield: 0.99 g (4.01 mmol, 56%; Lit.\(^\text{12}\): 88%)

Analysis: UV-Vis (CH\(_2\)Cl\(_2\); 275-450 nm region): 319, 335, 352, 370 and 391 nm. 1,8-Dichloroanthracene shows a red shift of the bands in UV-Vis compared to anthracene. The corresponding spectra are shown in Figure 5.2.1. \(^1\)H-NMR (400 MHz, CDCl\(_3\)): 9.25 (s, 1 H, 9-anth), 8.45 (s, 1 H, 10-anth), 7.92 (d, 2 H, J = 8.55 Hz, 2,7-anth), 7.61 (dd, 2 H, J = 7.18 Hz, J = 0.99 Hz, 4,5-anth), 7.39 ppm (dd, 2 H, J = 8.53 Hz, J = 7.20 Hz, 3,6-anth).
5.2.2.2 Synthesis of 1,8-Dicyanoanthracene.\textsuperscript{12}

5.64 g (22.8 mmol) 1,8-Dichloroanthracene and 9 g (100 mmol) copper(I) cyanide were dissolved in 61 mL N-methyl-2-pyrrolidinone and refluxed (about 220 °C) for 37 h. Then 1 g (11 mmol) CuCN were added and refluxed for another 52 h. The reaction mixture was cooled in an ice bath and then poured into 122 mL of stirred water. 122 mL aqueous NH\textsubscript{3} solution (20 %) were then added and the mixture stirred for 7 d. After filtration a brown-grey solid was obtained and a blue eluate indicating that the [Cu(NH\textsubscript{3})\textsubscript{4}]\textsuperscript{2+} complex had formed. The solid was washed three times with water and then suspended in 25 mL aqueous NH\textsubscript{3} solution (20 %). The solid was filtered off and washed once with water. In order to dissolve the rest of the CuCN, the solid was washed twice with about 12.5 mL 0.6 M (aq.) potassium cyanide solution to form the water soluble tetracyanocuprat(I) complex ([Cu(CN)\textsubscript{4}]\textsuperscript{3-}). Since not all of the CuCN was dissolved at this point, the solid was stirred for 1 h in 75 mL 0.6 M KCN aqueous solution, filtered off, and washed three times with water. The raw product was then dried in vacuum over phosphorus pentoxide and recrystallized from N,N-dimethylformamide yielding 1,8-dicyanoanthracene as brown, crystalline needles.

Yield: 3.52 g (13.8 mmol, 60 %; Lit.\textsuperscript{12}: 68.4 %)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{spectrum.png}
\caption{UV-Vis absorption spectra of 1,8-dichloroanthracene (black), anthracene (red) and a mixture (blue) obtained by different reaction procedures (vide supra).}
\end{figure}
Analysis: IR (KBr disk): ν(CN) = 2224 cm\(^{-1}\). \(^1\)H-NMR (400 MHz, DMF-d\(_7\)): 9.25 (s, 1 H, 9-anth), 9.16 (s, 1 H, 10-anth), 8.77 (d, 2 H, J = 8.73 Hz, 2,7-anth), 8.55 (dd, 2H, J = 6.96 Hz, J = 0.97 Hz, 4,5-anth), 7.97 ppm (dd, 2H, J = 8.61 Hz, J = 6.98 Hz, 3,6-anth).

5.2.2.3 Synthesis of 1,8-Diformylanthracene\(^{12}\)

5.0 g (21.9 mmol) 1,8-dicyanoanthracene were placed in a Schlenk flask and purged with argon gas (three times). Then 210 mL freshly distilled dichloromethane (over CaH\(_2\) in argon atmosphere) were added. Most of the solid was dissolved using an ultrasonic bath (for 10 min). The reaction mixture was cooled in an ice bath and 44 mL diisobutylaluminum hydride (1 M CH\(_2\)Cl\(_2\) solution) were added, stirred for 15 min at 0 °C and then additional 20 mL DIBAL-H solution were added. The solution was stirred for 15 min at 0 °C, warmed up to room temperature and stirred for another 35 min. The colour of the reaction mixture changed from brown to yellow during the reaction. The mixture was then poured into 175 mL ice cooled aqueous sulphuric acid (50 %). The formation of large quantities of aluminum salts was observed. Therefore, 2 L water were added and the aqueous phase was extracted four times with technical dichloromethane. The combined organic extracts were washed twice with water, dried over sodium sulphate and filtered. The solvent was completely removed in vacuum. The raw product was purified using column chromatography (silica gel with CH\(_2\)Cl\(_2\) : CH\(_3\)OH = 30:1). The first fraction yielded the 1,8-diformylanthracene, and after removal of the solvent, pure 1,8-diformylanthracene was obtained as yellow crystals.

Yield: 2.97 g (12.7 mmol, 58 %; Lit.\(^{12}\): 81 %)

Analysis: \(^1\)H-NMR (400 MHz, CDCl\(_3\)): 11.11 (s, 1 H, 9-anth), 10.57 (s, 2 H, CHO), 8.54 (s, 1 H, 10-anth), 8.25 (d, 2 H, J = 8.61 Hz, 2,7-anth), 8.08 (dd, 2 H, J = 6.83, J = 1.23 Hz, 4,5-anth), 7.65 ppm (dd, 2 H, J = 8.47 Hz, J = 6.81 Hz, 3,6-anth).

5.2.3 Direct Synthesis of H\(_4\)DPA.

Figure 5.2.2 shows the reaction scheme for the direct synthesis of H\(_4\)DPA, which can be synthesized in one-step starting from 1,8-diformylanthracene.
The direct synthesis of H₄DPA is a mixed condensation reaction, which leads to multiple porphyrin products. The main product is tetramesitylporphyrin (H₂TMP), whereas the yield in H₄DPA is only 3 % based on the bisaldehyde (vide infra). The yield in H₄DPA can be increased by increasing the bisaldehyde : pyrrole : mesaldehyde ratio, but this also leads to a disproportional increase in H₂TMP. Collman and coworker stated that: ⁸ “[…] Larger scale reactions tend to give lower yields - again, we believe this to result from the difficulty in purification. […]”. The main problem is the poor solubility of H₂TMP. In large quantities H₂TMP tends to partially precipitate on top of the column. Due to the higher Rₚ value of H₂TMP compared to H₄DPA, H₂TMP leaches continuously into the column during the column separation. Hence, pure H₄DPA could only be obtained after additional column chromatographic separations. The yield is therefore somehow limited. Using a 1 : 26 : 24 ratio, 80-90 mg H₄DPA could be isolated from one reaction (vide infra).

**Solvent dependency of porphyrin condensations.**¹⁴ Note that porphyrin condensations are highly solvent dependent. This was intensively investigated by Lindsey and coworker.¹⁴ Interestingly, the synthesis of H₂TMP fails in absolute CHCl₃, whereas the synthesis in commercial CHCl₃, which is stabilized by 0.75 % (v/v) ethanol, yields 30 % H₂TMP. Correspondingly, the reaction also fails in absolute CH₂Cl₂. The addition of 0.75 % (v/v) ethanol to the dichloromethane increased the yield of the reaction to 25 %. The best yield
(30 %) was obtained using CHCl₃ with 0.75 % ethanol. The reason for this observation is still not fully understood.

5.2.3.1 Synthesis of 1,8-Bis(5-tris(10,15,20-mesitylporphyrinyl))anthracene (H₄DPA).

440 mg (1.95 mmol) 1,8-Diformylanthracene were dissolved in 3 L CHCl₃, and then argon was bubbled through the solution for about 1 h, and continued to be bubbled throughout the reaction. Then, 6.6 mL (45 mmol) mesitaldehyde and 3.4 mL (49 mmol) pyrrole were added via a syringe. Approximately 4 mL (Lindsey conditions: \(3.3 \cdot 10^{-3} \text{ M}\) \(\text{BF}_3\cdot\text{OEt}_2\) were added and the reaction mixture was stirred at room temperature for 90 min (in the dark). In order to oxidize the formed porphyrinogens to the corresponding porphyrins, 11.09 g chloranil were added and the mixture was stirred for another 60 min. The acid catalyst was neutralized using 1.51 mL (10.9 mmol) triethylamine and the solvent was then completely removed in vacuum. The residue was dissolved in CH₂Cl₂ and loaded on a neutral alumina column. The mixed porphyrins were eluted using CH₂Cl₂, and the CH₂Cl₂ was then evaporated in vacuum. The raw product obtained this way was purified using silica gel column chromatography. The column was packed with a 4:1 mixture of \(n\)-Hexan/CH₂Cl₂. H₄DPA was eluted as fourth fraction. The first fraction was yellow-brown, the second and third fractions purple. After the elution of the first few drops of the first fraction, the polarity was increased using a 2:1 mixture of \(n\)-Hexan/CH₂Cl₂. Importantly, only after the third fraction was completely eluted, the polarity was again increased to a 1:2 mixture of \(n\)-Hexan/CH₂Cl₂. The color of H₄DPA in solution is brown. Additional column chromatographic separations were needed to yield pure H₄DPA, which has been analyzed using mass spectrometry, UV-Vis and \(^1\text{H}-\text{NMR}\) spectroscopy.

Yield: 84 mg (0.0559 mmol; 2.9 % based on the bisaldehyde; Lit.\(^8\): 3.2 %)

Analysis: ESI-MS (MeOH/DCM): \(m/z = 1504.77 \text{ (M}^+)\); UV-Vis (CH₂Cl₂), \(\lambda_{\text{max}}\) (nm): 416 (Soret), 516, 550, 592, 647 (In comparison: H₂TMP (CH₂Cl₂): 418 (Soret), 515, 547, 591, 647 nm and 1-(5-Tris(10,15,20-mesitylporphyrinyl))-8-formylanthracene (CH₂Cl₂).\(^8\)
422 (Soret), 516, 550, 590, 646); \textsuperscript{1}H-NMR (400 MHz, C\textsubscript{6}D\textsubscript{6}); \textsuperscript{9} 9.33 (s, 1H), 8.92 (s, 1H), 8.63 (d, 4H, J = 4.65 Hz), 8.49 (d, 4H, J= 4.65 Hz), 8.34 (d, 2H, J = 4.72 Hz), 8.27 (d, 4H, J = 4.74 Hz), 8.03 (d, 4H, J = 4.73 Hz), 7.43-7.54 (m, 4H), 7.17 (s, 2H), 7.08 (s, 2H), 7.01 (s, 4H), 6.72 (s, 4H), 2.46 (s, 6H), 2.44 (s, 12H), 1.99 (s, 6H), 1.71 (s, 12H), 1.68 (s, 6H), 0.26 (s, 12H), -2.63 ppm (broad s, 4H, NH).

5.2.4 Rational Synthesis of H\textsubscript{4}DPA.

The rational synthetic route is schematically shown in Figure 5.2.3. In this case, the porphyrin is synthesized step by step starting from pyrrole and the corresponding aldehydes. The crucial step is the condensation of the dipyrromethane-dicarbinol and the bis-dipyrromethane of the anthracene bridge. The dipyrromethane-dicarbinol can be synthesized from 5-mesityldipyrromethane and 3,5-dimethylbenzoyl chloride. The 5-mesityldipyrromethane can be synthesized from pyrrole and mesitaldehyde, and 3,5-dimethylbenzoyl chloride is obtained from 3,5-dimethylbenzoic acid and thionylchloride. The bis-dipyrromethane of the anthracene bridge can be synthesized using two different approaches. It can either be synthesized directly from 1,8-diformylanthracene and pyrrole, or through hydrogenolysis of the corresponding benzyloxy carbonyl protected bis-dipyrromethane, which in turn can be synthesized from 1,8-diformylanthracene and benzyl 2-pyrrolecarboxylate. Benzyl 2-pyrrolecarboxylate is obtained from 2-pyrrolecarboxylate and benzyl bromide (phase transfer catalysis, PTC). As already shown above, the 1,8-diformylanthracene can be synthesized in a three-step synthesis starting from 1,8-dichloroanthraquinone (cf. Figure 5.2.2, top).

5.2.4.1 Synthesis of 5-Mesityldipyrromethane.\textsuperscript{15}

5.4 mL (5.52 g; 37.2 mmol) mesitaldehyde were mixed with 260 mL freshly distilled (dried over CaH\textsubscript{2}) pyrrole and degassed with a stream of argon for 15-20 min. Note that argon was bubbled through the solution throughout the whole reaction. 3.42 g (18.6 mmol) MgBr\textsubscript{2} were added, and the solution was stirred for 1.5 h at room temperature. Then, 7.44 g (0.19 mol) NaOH were added to the mixture, which was stirred for another hour at room temperature and then filtered. The color of the reaction mixture changed from yellow to red-brown. The excess pyrrole was removed from the filtrate by
vacuum distillation (65 °C) and recovered. The obtained solid was extracted five times using 20 % ethyl acetate in hexanes. The combined organic extracts were filtered through a pad of silica (about 85 g), and the solvent was then removed in vacuum. The crude product was recrystallized from a 4:1 mixture of ethanol/water. 5.83 g (22.1 mmol) 5-mesityldipyrromethane were obtained as yellow crystals.

Yield: 5.83 g (22.1 mmol; 59 %; Lit.\textsuperscript{15}: 53 %)

Analysis: Elemental analysis, Anal. Calcd. for C\textsubscript{18}H\textsubscript{20}N\textsubscript{2}: C, 81.78; H, 7.62; N, 10.60; Found: C, 80.79; H, 7.57; N, 10.12. \textsuperscript{1}H-NMR (400 MHz, CDCl\textsubscript{3}): 7.93 (s, 2 H, N-H), 6.87 (s, 2 H, Ph-H), 6.66 (m, 2H, C\textsubscript{α}-H), 6.18 (q, 2H, J = 2.99 Hz, J = 2.85 Hz, C\textsubscript{β}-H), 6.01 (m, 2H, C\textsubscript{p}-H close to Methyl-H), 5.92 (s, 1H, Methyl-H), 2.28 (s, 3H, p-Mesityl-H), 2.06 ppm (s, 6 H, o-Mesityl-H).

\textbf{5.2.4.2 Synthesis of 3,5-Dimethylbenzoyl chloride.}

25 g (166 mmol) 3,5-dimethylbenzoic acid were placed in a 250 mL schlenk flask and then 250 mL thionyl chloride were added. The reaction mixture was refluxed for 3 h and the excess thionyl chloride was distilled off. The product was then distilled and analyzed by \textsuperscript{1}H-NMR spectroscopy.

Analysis: \textsuperscript{1}H-NMR (300 MHz, CDCl\textsubscript{3}): 7.69 (s, 2 H, o-Ph), 7.27 (s, 1 H, p-Ph), 2.35 ppm (s, 6 H, Methyl-H)
Figure 5.2.3. Reaction scheme for the rational synthesis of \( \text{H}_4\text{DPA} \) starting from pyrrole and the corresponding aldehydes.
5.2.4.3 Synthesis of 1,9-Bis(3,5-dimethylbenzoyl)-5-mesityldipyrromethane\textsuperscript{10}

Note that 1,9-bis(3,5-dimethylbenzoyl)-5-mesityldipyrromethane was not prepared by Lindsey and coworkers, but the general procedure for diacylation, exemplified for 1,9-Bis(4-methylbenzoyl)-5-phenyldipyrromethane in ref. 10, was applied here. 5.29 g (20.0 mmol) 5-mesityldipyrromethane were dissolved in 400 mL toluene, stirred, and tap-water cooled. Then, 100 mL ethyl magnesium bromide were slowly added to the solution under an argon atmosphere, and gas evolution was observed. The reaction mixture was stirred for 30 min at room temperature, and then a solution of 8.43 g (50.0 mmol) 3,5-dibenzoylchloride in 50 mL toluene was added slowly over 10 min. The mixture was stirred for another 10 min, and the reaction was then quenched by adding 300 mL saturated NH\textsubscript{4}Cl solution. Afterwards, 400 mL ethyl acetate were added, the organic phase was then washed with water, and then dried over sodium sulfate. The solvent was removed in vacuum. The product was separated using silica gel column chromatography. The initial TLC showed a lot of spots, but the column separation works actually pretty good using a 99:1 CH\textsubscript{2}Cl\textsubscript{2}/ethyl acetate mixture as eluant. The first fraction was yellow, the second orange, and the third brown. Note that these fractions were of small quantity and not the desired product. Then, the polarity was increased to 95:5 CH\textsubscript{2}Cl\textsubscript{2}/ethyl acetate, and the product was eluted as brown solution. The solvent was removed in vacuum and the remaining solid was analyzed by \textsuperscript{1}H-NMR spectroscopy. 5.26 g (9.97 mmol) 1,9-Bis(3,5-dimethylbenzoyl)-5-mesityldipyrromethane were obtained this way.

Yield: 5.26 g (9.97 mmol; 50 %)

Analysis:  ESI-MS: m/z = 528.4 (M\textsuperscript{+}), 395.3 ([M-C\textsubscript{9}H\textsubscript{9}O]\textsuperscript{+}), 328.3 ([M-C\textsubscript{13}H\textsubscript{14}ON]\textsuperscript{+}), 196.2 ([M-C\textsubscript{22}H\textsubscript{22}O\textsubscript{2}N]\textsuperscript{+}), 133.1 (C\textsubscript{9}H\textsubscript{9}O\textsuperscript{2+}); \textsuperscript{1}H-NMR (400 MHz, CDCl\textsubscript{3}): 9.79 (s, 2 H, N-H), 7.16 (s, 2 H, p-Ph), 6.92 (s, 2 H, m-Ph), 6.79 (m, 2 H, C\textsubscript{\beta}-H close to Methyl-H), 6.12 (m, 2H, C\textsubscript{\beta}-H), 6.06 (s, 1 H, Methyl-H), 2.36 (s, 12 H, m-Methyl), 2.31 (s, 3 H, p-Methyl), 2.17 ppm (s, 6 H, o-Methyl).
5.2.4.4 Synthesis of Benzyl 2-pyrrolecarboxylate.

0.94 g KOH (15mmol) were dissolved 10 mL H₂O and added to 1.67 g pyrrole-2-carboxylic acid (15mmol) in a round bottom flask. Then, 250 mL of H₂O were added, and the mixture was heated to 40 °C until all of the pyrrole-2-carboxylic acid was dissolved, forming pyrrole-2-carboxylate. The water was then removed in vacuum. The pyrrole-2-carboxylate was placed in a 25 mL round bottom flask, and 1.7 mL of benzyl bromide (15 mmol) and 0.46 mL Aliquat® 366 (trioctylmethylammonium chloride, 1 mmol) were added, and the mixture was shaken for 15 min. After shaking, the flask was heated to 45 °C for 12 h. Then, 20 mL of diethyl ether were added and the solution was filtered through a pad of Florisil® (activated magnesium silicate). The ether was removed in vacuum, and the obtained raw product was purified by column chromatography (silica gel) using a 4:1 mixture of hexane/ethyl acetate as eluant. 2.96 g pure, white benzyl 2-pyrrolecarboxylate were obtained this way.

Yield: 2.96 g (14.7 mmol, 98 %; Lit.: 16 87 %)

Analysis: ¹H-NMR (300 MHz,CDCl₃): 9.13ppm (br s, 1H, NH), 7.33ppm (m, 5H, Benzyl-H’s), 6.96 (m, 2H, H₃pyrrole-3,5), 6.25 (m, 1H, H₅pyrrole-5), 5.29 ppm (s, 2H, CH₂-Benzyl).

5.2.4.5 Synthesis of 1,8-Bis[5,5’-bis(benzyloxycarbonyl)]-2,2’-dipyrrolemethyl]anthracene.

10 mL absolute ethanol and 0.094 mL concentrated HCl were degassed with argon for 30 min. To this solution, 100 mg 1,8-diformylanthracene (0.45mmol) and 344 mg benzyl-2-pyrrolecarboxylate (1.8mmol) were added, and heated to reflux under argon for 5 h. The solution was allowed to cool down and placed in the freezer overnight, then filtered, and washed with cold methanol. After drying in vacuum, 324 mg 1,8-bis[5,5’-bis(benzyloxycarbonyl)]-2,2’-dipyrrolemethyl]anthracene were obtained. The product was confirmed by mass spectrometry (m/z of [M+Na]⁺ at 1025.5 with the correct isotope pattern). However, the ¹H-NMR spectrum showed impurities and in addition, the mass
spectrum showed species with a higher mass than the product (for example at m/z = 1442.6).

Yield: 324 mg

Analysis: ESI-MS (with Na⁺ added): m/z = 1025.5 [M+Na]⁺.

5.2.4.6 Synthesis of 1,8-Bis(-2,2’-dipyrrolemethyl)anthracene (Hydrogenation)

The hydrogenolysis of 600 mg 1,8-bis[5,5’-bis(benzyloxy carbonyl)-2,2’-dipyrrolemethyl]anthracene (0.59 mmol) was carried out in an Erlenmeyer flask containing 25 mL methanol, 0.24 mL triethylamine, and 119 mg 10% Pd/C under H₂ at normal pressure. The reaction mixture was slightly heated to approximately 40 °C, and stirred for 6 h in an H₂ atmosphere. The mixture was then filtered through Celite to remove the catalyst. The solvent was removed in vacuum to yield 346 mg product (92 %). The product was confirmed by mass spectrometry to be 1,8-bis(5,5’-dicarboxy-2,2’-dipyrrolemethyl)anthracene (the tetracarboxylate). However, the ¹H-NMR spectrum of the crude product showed impurities and was not conclusive. The tetracarboxylate was then refluxed in ethanolamine for 5 h. The hot solution was poured into ice water, but no 1,8-bis(-2,2’-dipyrrolemethyl)anthracene was obtained this way. The product obtained after the hydrogenation seemed to be the tetracarboxylate, based on the mass spectrum and the low solubility in organic solvents. Therefore, it seems that the problem with the synthesis was actually the decarboxylation. In order to further clarify this point, we decided to synthesize the desired 1,8-bis(-2,2’-dipyrrolemethyl)anthracene product in a different way (direct synthesis; cf. Section 5.2.4.7) and then to use the analytic results for the product to improve the synthetic procedure for the hydrogenolysis/decarboxylation, which is supposed to give approximately 99 % yield.

5.2.4.7 Synthesis of 1,8-Bis(-2,2’-dipyrrolemethyl)anthracene (direct synthesis).

In a Schlenk flask, 350 mL chloroform and 2.6 mL absolute ethanol were degassed for 40 min. Then, 0.89 mL pyrrole (12.9 mmol) and 40 mg MgBr₂ (215 mmol) were added. Finally, 100 mg 1,8-diformylanthracene (0.43 mmol) in 20 mL degassed chloroform were
added over 1 h to the pyrrole solution using an addition funnel. After complete addition of the 1,8-diformylanthracene, the reaction mixture was stirred for 1.5 h. The reaction was then quenched by adding 9 mg NaOH (0.22 mmol) to the solution, then stirred for 1 h, filtered, and finally dried in vacuum. The obtained raw product was purified by column chromatography (silica gel) using a 12:1 mixture of chloroform/ethyl acetate as eluant. 81.3 mg pure 1,8-bis(-2,2’-dipyrrolemethyl)anthracene were obtained this way.

Yield: 81.3 mg (0.174 mmol, 40 %)

5.2.5 Metallation of H₄DPA and Nitrosylation of the corresponding Metalloporphyrin.

Metallation was achieved by adding the corresponding MCl₂ (M = Co, Fe) salt to a boiling solution of H₄DPA in DMF. The metalloporphyrin was purified using column chromatography. [Co₂(DPA)(NO)₂] was synthesized by dissolving [Co₂(DPA)] in CHCl₃, followed by stirring the solution in an NO atmosphere. In order to obtain the Fe(II)-NO complex, autoreduction was achieved by adding methanol to the reaction mixture.

\[ \text{Fe: CHCl₃/Methanol} \quad \text{autoreduction} \quad \text{Co: CHCl₃} \]

\[ \text{nitric oxide} \]

\[ \text{[Co₂(DPA)] is four-coordinate Co(II) without axial chloro ligand} \]

Figure 5.2.4. Metallation and Nitrosylation of cofacial porphyrins.
5.2.5.1 Synthesis of (1,8-Bis(5-tris(10,15,20-mesitylporphyrinyl))anthracene)bis-cobalt(II) [Co₂(DPA)]

About 200 mg (0.133 mmol) H₄DPA were dissolved in 150 mL freshly distilled DMF (dried over CaH₂) and refluxed under an argon atmosphere. Then, about 520 mg (30 equivalent, 3.99 mmol) CoCl₂ were added to the boiling solution. After 45 min, another 210 mg (12 equivalents, 1.62 mmol) CoCl₂ were added, and refluxed for an additional 45 min. The reaction mixture was then cooled in an ice bath. Then, 150 mL H₂O were added, and the solution became cloudy orange-red. The reaction mixture was placed for 2 d in the refrigerator and filtered, but no precipitate could be obtained. Extraction with dichloromethane (4x) yielded a red-brown solution, which was washed once with water, dried over sodium sulfate, and filtered. The solvent was evaporated in vacuum. The raw product was then purified using column chromatography (silica gel, CH₂Cl₂), which lead to 158 mg (0.098 mmol) pure [Co(DPA)]. The product was then characterized using UV-Vis absorption spectroscopy and ESI-MS spectrometry.

Yield: 158 mg (0.098 mmol; 73 %)

Analysis: ESI-MS: m/z = 1617.6 (M⁺); UV-Vis (CH₂Cl₂), λ_max (nm): 409 (Soret), 531 (Q₁), about 565 (Shoulder, Q).
Figure 5.2.5. UV-Vis absorption spectrum of [Co₂(DPA)] measured in dichloromethane at room temperature.

5.2.5.2 Synthesis of Bis-chloro-(1,8-Bis(5-tris(10,15,20-mesitylporphyrinyl))-anthracene)bis-iron(III) [Fe₂(DPA)(Cl)₂].

43.8 mg (0.029 mmol) H₄DPA were dissolved in 30 mL freshly distilled DMF (dried over CaH₂), and heated to reflux in an argon atmosphere. 115 mg (31 equivalent, 0.91 mmol) FeCl₂ (anhydrous) were added to the boiling solution, refluxed for 90 min, and then cooled in an ice bath. The reaction mixture changed its color from brown to yellow-brown. Then, 30 mL 0.1 M HCl were added and the mixture was placed in the refrigerator. After 1.5 d, a brown precipitate formed, which was filtered off. The raw product was purified using column chromatography (silica gel, CH₂Cl₂). Note that [Fe₂(DPA)(Cl)₂] reacts slowly with moisture during column chromatography to form the very stable, green μ-oxo dimer [{Fe₂(DPA)}₂O]. The combined [Fe₂(DPA)(Cl)₂] and [{Fe₂(DPA)}₂O] reactions were then shaken with 1 M HCl in a separation funnel in order
to convert the µ-oxo dimer back to [Fe₂(DPA)(Cl)₂]. The product was characterized using UV-Vis absorption spectroscopy and ESI-MS spectrometry.

Analysis: ESI-MS (in methanol); The ESI-MS was recorded in methanol, which coordinates to iron and replaces the two chloro ligands in [Fe₂(DPA)(Cl)₂] to form [Fe₂(DPA)(OMe)₂] (M = 1673.72 g mol⁻¹): m/z = 1674.6 (MH⁺), 1659.6 (MH⁺-Me) 1642.6 (M⁺-OMe), 1628.5 (MH⁺-OMe₂), 1612.5 (MH⁺-(OMe)₂); UV-Vis (CH₂Cl₂), λ_max (nm): 371, 417(Soret), 510 (Q₁), 579, 603 and 691.

![Figure 5.2.6. UV-Vis absorption spectrum of [Fe₂(DPA)(Cl)₂] measured in dichloromethane at room temperature.](image)

5.2.5.3 Synthesis of [Co₂(DPA)(NO)₂].
155 mg (0.096 mmol) [Co₂(DPA)] were dissolved in 20 mL dichloromethane in a schlenk flask. Nitric oxide was bubbled through the solution for 40 min, and the solution was then stirred for another 3 h 40 min in an NO atmosphere. In order to precipitate the corresponding nitrosyl complex, approximately 20 mL n-hexane were added via a
syringe, and the solution was then placed in the freezer at \(-30^\circ\text{C}\) for 3 d, but no precipitate was observed. Therefore, more \(n\)-hexane was added and the mixture was again placed in the freezer. Finally, a small amount of solid was formed and filtered off. The filtrate was collected and gently evaporated to dryness. The product was characterized using UV-Vis absorption, IR, and resonance Raman spectroscopy.

Analysis: IR (KBr disk): \(\nu(\text{N-O}) = 1685 \text{ cm}^{-1}\); Raman (\(\lambda_{\text{exc.}} = 457.9 \text{ nm}\)); \(\nu(\text{N-O}) = 1686 \text{ cm}^{-1}\); UV-Vis (CH\(_2\)Cl\(_2\)), \(\lambda_{\text{max}}\) (nm): 414 (Soret, broad), 545 (Q\(_v\)) and 594 (Q, shoulder).

Other cobalt porphyrins in comparison: (a) [Co(TMP)(NO)]: IR (KBr disk): \(\nu(\text{N-O}) = 1682 \text{ cm}^{-1}\). (b) Co(TPP)(NO): IR (KBr disk): \(\nu(\text{N-O}) = 1698/1683 \text{ cm}^{-1}\); Raman (pure solid, \(\lambda_{\text{exc.}} = 1064 \text{ nm}\)): \(\nu(\text{N-O}) = 1698 \text{ cm}^{-1}\); Raman (KBr disk, \(\lambda_{\text{exc.}} = 488 \text{ nm}\)): \(\nu(\text{N-O}) = 1696 \text{ cm}^{-1}\); UV-Vis: 414 (Soret, broad) and 540 (Q\(_v\)).

![Figure 5.2.7. UV-Vis absorption spectrum of [Co\(_2\)(DPA)(NO)\(_2\)] measured in CH\(_2\)Cl\(_2\) at room temperature.](image)
Figure 5.2.8. MIR spectrum of [Co$_2$(DPA)(NO)$_2$] measured in KBr at room temperature.

Figure 5.2.9. Resonance Raman spectrum of [Co$_2$(DPA)(NO)$_2$] in frozen CH$_2$Cl$_2$ solution recorded at an excitation wavelength of 457.9 nm (pre-Soret resonance). Solvent peaks are marked as ‘*’. 
5.2.5.4 Synthesis of [Fe₂(DPA)(NO)₂] 

[Fe₂(DPA)(Cl)₂] was dissolved in 1.5 mL chloroform and 0.15 mL methanol under an argon atmosphere using a schlenk flask. Then, gaseous nitric oxide was bubbled through the solution for 45 min, and the mixture was stirred for additional 3 h in an NO atmosphere. The color of the solution changed immediately from yellow-brown to red-brown. In order to precipitate the corresponding nitric oxide complex, about 3 mL n-hexane were added via a syringe, and the solution was placed in the freezer at -30 °C for 5 d. No precipitation occurred. The solvent was then gently evaporated yielding a dark oil. The IR spectrum obtained from the oil was not conclusive. Therefore, the oil was again dissolved in CHCl₃/methanol and stirred in nitric oxide for 3-4 h. Then, n-hexane was added and the reaction mixture was placed again in the freezer for three weeks. Unfortunately, again no precipitate could be obtained.

5.3 DFT Calculations

Besides the synthetic and spectroscopic work presented above, quantum chemical calculations were also performed in order to theoretically investigate the cofacial porphyrins in more detail. Importantly, these calculations provide information about the possibility of NO reduction by cofacial porphyrins, and also help to identify the most suitable linker for this purpose. This is very helpful for the design and synthesis of the optimal model system. These calculations have been performed on the B3LYP/LanL2DZ theoretical level (unless indicated otherwise). Note that geometry optimizations on metalloporphyrins using B3LYP/LanL2DZ lead to structures which are in good agreement with experiment (cf. Chapter 4: [M(TPP)(Cl)] with M = Fe, Co and Mn). This has been shown for five-coordinate [Fe(TPP)(NO)].

5.3.1 Isomers of [M₂(DPA)(NO)₂].

The N-N coupling step, which is necessary for the reduction of nitric oxide to nitrous oxide, requires that the two NO molecules have to be close at some point of the mechanistic cycle. Of course, this would require that the NO molecules bind inside the pocket formed by the two cofacial porphyrins. However, three different isomers for [M₂(DPA)(NO)₂] exist theoretically as shown in Figure 3.1. In [M₂(DPA)(NO)₂]₀/₀ both
NO molecules are bound outside (o/o) the pocket, whereas in [M₂(DPA)(NO)₂]_{i/o} one NO is bound outside (o) and the other one inside (i) the pocket. The third isomer [M₂(DPA)(NO)₂]_{i/i} corresponds to the complex where both NO molecules are located inside the pocket. In order to explore the relative energies of the individual isomers, the three different structures of the [Co₂(DPA)(NO)₂] isomers have been fully optimized. In this case, Co(II) has the advantage over Fe(III) that the corresponding NO complexes are diamagnetic and therefore, spin restricted calculations can be applied. This makes the calculations much faster. The geometries were optimized using B3LYP/LanL2DZ, and then single point calculations (SP) on the optimized geometries were performed using the more “expensive” TZVP basis set, which leads to more accurate energies. These results are summarized in Table 3.1 and Figure 3.1.

From Figure 3.1, the o/o isomer is lowest in energy. Note that the energy of this isomer was set to zero, and all the other energies are therefore given relative to the o/o isomer. The i/o isomer is only 0.32 kcal/mol higher in energy (cf. Table 3.1), whereas the i/i isomer is 1.8 kcal/mol higher in energy. In general, these calculations show that the o/o isomer is favored, which is not surprising. This leads to the conclusion that the reaction of [M₂(DPA)] with nitric oxide most likely generates the o/o isomer with NO bound outside the pocket. On the other hand, the calculations clearly show that the other isomers are relatively close in energy. This is important, because it implies that not much driving force is needed to make the NO molecules bind inside the porphyrin pocket.

For [Fe₂(DPA)(NO)₂] two isomers have been optimized using B3LYP/LanL2DZ. In this case, iron is in the ferrous state and ls, and correspondingly, every Fe(II)-NO unit carries one unpaired electron. For simplicity, I have assumed ferromagnetical coupling for the calculations leading to an S = 1 total spin of the system. Since in this case the unrestricted approach has to be used for the calculations, the time consumption of these calculations dramatically increases. Therefore, only the i/i and the o/o isomers have been optimized. The calculated energy difference between these isomers is 1.56 kcal mol⁻¹, which is close to the value obtained for the [Co₂(DPA)(NO)₂] isomers (vide supra). Important geometric parameters of [Fe₂(DPA)(NO)₂] are given in Table 3.1.
Table 3.1. Comparison of Calculated Geometric Parameters (B3LYP/LanL2DZ) and Energies (SP with B3LYP/TZVP) for the isomers of [M₂(DPA)(NO)₂] (M = Co, Fe).

<table>
<thead>
<tr>
<th>Compound</th>
<th>E [kcal mol⁻¹]</th>
<th>d(0-Co) [Å]</th>
<th>∠(M₁-Canth₁₀⁻M₂) [°]</th>
<th>Dihed(Canth₄⁻Canth₁⁻M-Cmeso,90°) [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Co₂(DPA)(NO)₂]₀₀</td>
<td>0</td>
<td>5.9</td>
<td>61</td>
<td>93</td>
</tr>
<tr>
<td>[Co₂(DPA)(NO)₂]₁₀</td>
<td>0.32</td>
<td>6.2</td>
<td>64</td>
<td>94</td>
</tr>
<tr>
<td>[Co₂(DPA)(NO)₂]₁₁</td>
<td>1.79</td>
<td>6.5</td>
<td>67</td>
<td>126</td>
</tr>
<tr>
<td>[Fe₂(DPA)(NO)₂]₀₀</td>
<td>0</td>
<td>6.1</td>
<td>63</td>
<td>102</td>
</tr>
<tr>
<td>[Fe₂(DPA)(NO)₂]₁₁</td>
<td>1.56</td>
<td>6.2</td>
<td>64</td>
<td>123</td>
</tr>
</tbody>
</table>

a Energies are given relative to the o/o isomer. b ∠(M₁-Canth₁₀⁻M₂) gives the degree of parallel orientation of the porphyrin units. c Dihed(Canth₄⁻Canth₁⁻M-Cmeso,90°) is the dihedral angle between the anthracene and individual porphyrin planes, which measures the degree of twisting of the porphyrin planes with respect to the anthracene plane.
Figure 3.1. Energy diagram for the three isomers of [Co₂(DPA)(NO)₂] obtained from SP calculations with B3LYP/TZVP on the B3LYP/LanL2DZ optimized structures.
5.3.2 Comparison of Intermediates in the Catalytic Cycle of NorBC using Different Spacer Units (i.e. DPA and DPB).

As described in the Introduction (Chapter 1), the mechanism of NO reduction by NorBC can be divided into four steps: a) initial coordination of NO, b) the formation of the N-N bond, c) cleavage of the N-O bond and d) release of nitrous oxide forming the µ-oxo dimer complex. Due to the high affinity of Fe(II) to NO, as described in Chapter 1, I assume that in the first step two molecules of NO are coordinated to each metal center in the cofacial porphyrin systems. Therefore, the *trans* mechanism proposed by de Vries and coworkers\(^\text{17}\) (cf. Chapter 1) applies most likely to cofacial porphyrins, assuming that these systems are able to mediate the reduction of NO. The most important intermediate in the *trans* mechanism is the N-N coupled Fe-N\(_2\)O\(_2\)-Fe species, which corresponds to a bridged hyponitrite complex. In this study, calculations are used to investigate corresponding intermediates of the catalytic cycle applied to cofacial porphyrin model systems. From the initial calculations presented in Section 5.1 of this Chapter, the conclusion has been reached that the anthracene linked system (DPA) models the active site of NorBC best, based on the M-M distance. As shown above (Section 5.3.1), however, the cofacial porphyrins are quite flexible in their relative orientation by changing the bite angle \(\angle(M-C\_{anth,10}-M)\); cf. Table 3.1) and by twisting their planes with respect to the anthracene plane (Dihed\(C\_{anth,4}C\_{anth,1}-M-C\_{meso,90°}\); cf. Table 3.1). Hence, the biphenylene bridged DPB cofacial system is also a reasonable platform and therefore, investigated here. The results obtained from the calculations for the different species involved in the coupling of two coordinated NO molecules are summarized in Table 3.2.
Table 3.2. Comparison of Calculated Geometries for different Co and Fe Complexes that are potentially relevant for the Mechanism of NorBC (B3LYP/LanL2DZ).

<table>
<thead>
<tr>
<th>Compound</th>
<th>(d(\text{M-M}))</th>
<th>(d(\text{N}_{\text{NO}}))</th>
<th>(d(\text{M-N}_{\text{NO}}))</th>
<th>(d(\text{N}_{\text{NO}}-\text{O}))</th>
<th>(\angle(\text{M}-\text{M}))</th>
<th>(\angle(\text{M}-\text{N}))</th>
<th>(\text{Dihed}(\text{M}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{Co}_2(\text{DPA})(\text{NO})<em>2]</em>{i/i})</td>
<td>6.47</td>
<td>3.37</td>
<td>1.85</td>
<td>1.21</td>
<td>-</td>
<td>67</td>
<td>126</td>
</tr>
<tr>
<td>([\text{Co}_2(\text{DPA})(\text{N}_2\text{O}_2)])</td>
<td>4.72</td>
<td>1.27</td>
<td>1.95</td>
<td>1.31</td>
<td>-</td>
<td>51</td>
<td>100</td>
</tr>
<tr>
<td>([\text{Co}_2(\text{DPA})(\text{IM})_2(\text{N}_2\text{O}_2)])</td>
<td>4.91</td>
<td>1.33</td>
<td>2.01</td>
<td>1.31</td>
<td>2.03</td>
<td>52</td>
<td>109</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPA})(\text{NO})<em>2]</em>{i/i})</td>
<td>6.17</td>
<td>3.43</td>
<td>1.74</td>
<td>1.21</td>
<td>-</td>
<td>64</td>
<td>123</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPA})(\text{N}_2\text{O}_2)])</td>
<td>4.77</td>
<td>1.79</td>
<td>1.79</td>
<td>1.23</td>
<td>-</td>
<td>51</td>
<td>112</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPA})(\text{IM})_2(\text{N}_2\text{O}_2)])</td>
<td>5.03</td>
<td>1.74</td>
<td>1.90</td>
<td>1.23</td>
<td>2.03</td>
<td>53</td>
<td>130</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPA})(\text{N}_2\text{O}_2H])^+)</td>
<td>4.66</td>
<td>1.42</td>
<td>1.79/1.88</td>
<td>1.37/1.27</td>
<td>-</td>
<td>50</td>
<td>n.a.</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPB})(\text{IM})_2(\text{N}_2\text{O}_2)])</td>
<td>4.97</td>
<td>1.71</td>
<td>1.90</td>
<td>1.23</td>
<td>2.03</td>
<td>50</td>
<td>104</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPB})(\text{N}_2\text{O}_2H]))</td>
<td>4.71</td>
<td>1.36</td>
<td>1.85/1.90</td>
<td>1.41/1.28</td>
<td>-</td>
<td>44</td>
<td>100</td>
</tr>
<tr>
<td>([\text{Fe}_2(\text{DPB})(\text{IM})_2(\text{µ-oxo})])</td>
<td>3.57</td>
<td>2.05</td>
<td>35</td>
<td>109</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\) In DPB this angle corresponds to \(\angle(\text{M-C}_1\text{-M})\). \(b\) The first distance given corresponds to the one obtained for the protonated M-N-O-H unit. \(c\) In this case the porphyrin core is strongly deformed (doming).

Important conclusions resulting from the calculations shown in Table 3.2 are as follows:

1. As evident from the N-N distance (\(d(\text{N}_{\text{NO}}-\text{N}_{\text{NO}})\); cf. Table 3.2) obtained for \([\text{Co}_2(\text{DPA})(\text{NO})_2]_{i/i}\) and \([\text{Fe}_2(\text{DPA})(\text{NO})_2]_{i/i}\), no interaction between the nitrogen atoms of the NO molecules exist. Instead, the nitrosyl molecules are repelling
each other, as evident from the distortion of the DPA ligand in the i/i isomers (d(M-M), d(NNO-NNO), ∠(M1-Canth,10-M2) and Dihed(Canth,4-Canth,1-M-Cmeso,90°; cf. Table 3.2). Therefore, no spontaneous formation of the N-N bond takes place in the five-coordinate cases.

2. For the calculations on the hyponitrite intermediates, the input structures were obtained by placing N_2O_2^{2-} (hyponitrite) between the metal centers in the [M_2(DPA)]^{3+} fragment (M^{3+}-N_2O_2^{2-}-M^{3+}). The species obtained this way were fully optimized. Note that the hyponitrite intermediate [M_2(DPA)(N_2O_2)] is 8.8 kcal/mol higher in energy compared to the corresponding i/i nitrosyl isomer [M_2(DPA)(NO)_2]_{i/i} for cobalt and 15.7 kcal/mol for iron, respectively. In this case, the formation of an N-N bond is observed. This indicates a kinetic barrier for the N-N bond formation starting from two coordinated nitrosyls. Interestingly, binding of imidazole does not induce a decrease of the d(NNO-NNO) distance in [M_2(DPA)(IM)_2(N_2O_2)] for both Co and Fe (cf. Table 3.2). Importantly, cobalt stabilizes the hyponitrite intermediate better than iron as reflected by the shorter NNO-NNO distances of 1.27 and 1.33 Å obtained for [Co_2(DPA)(N_2O_2)] and [Co_2(DPA)(IM)_2(N_2O_2)], respectively. This distance is in fact close to an N-N double bond (double bond: d(N=N) ≈ 1.25 Å and single bond: d(N-N) = 1.46 Å; from ref[18]). In contrast, d(NNO-NNO) in [Fe_2(DPA)(N_2O_2)] (cf. Table 3.2) is 1.79 Å, which is due to the lower reduction potential of cobalt compared to iron. Therefore, in order to stabilize and study the N_2O_2^{2-} intermediate, cobalt seems to be the better choice.

3. The formation of the N-N bond in the iron case can be enforced by protonation of [Fe_2(DPA)(N_2O_2)], which leads to an NNO-NNO distance of 1.42 Å in [Fe_2(DPA)(N_2O_2H)]^+. This is close to the value of an N-N single bond (vide supra).

4. In the case of DPA as ligand the structure of the ferric µ-oxo dimer could not be optimized due to the large Fe-Fe distance in DPA. In contrast, using the biphenylene DPB ligand, the corresponding structure of the µ-oxo dimer could be obtained, and these results are shown in Table 3.2.
Outlook. The results obtained from the calculations suggest that the biphenylene system is actually the better platform to reduce NO to N₂O. In order to investigate the M-N₂O₂-M intermediate, however, the DPA system might be better. This intermediate can potentially be synthesized by reaction of [M₂(DPA)]X (M = Co, Fe; X can, for example, be ClO₄⁻, etc.) with HNO.
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6 Ferric Heme Nitrosyls

6.1 Scope of this Project
Ferric heme nitrosyl adducts occur as intermediates or as enzyme-product complexes in a number of proteins, such as nitrophorins (Np), cytochrome cd1 nitrite reductase, nitric oxide synthase (NOS), and fungal nitric oxide reductase (P450nor). The observed biological Fe(III)-porphyrin NO adducts can be divided into two classes depending on the nature of the axial ligand coordinated in trans position to NO, which is either histidine or cysteine. The Np’s (Np1-4 from Rhodinus prolixus) and the cytochrome cd1 nitrite reductase have histidine bound trans to NO, whereas NOS, cNp (from Cimex lectularius) and P450nor have cysteine coordinated trans to NO. The occurrence of ferric instead of ferrous hemes is closely related to the individual functions of the proteins due to the much smaller affinity of NO to ferric compared to ferrous hemes. Note that the rates of NO loss are approximately 4-8 orders of magnitude smaller in ferrous hemes.¹ This is also the reason why ferrous heme NO adducts have been referred to as a ‘dead end’ of protein activity. However, the synthesis and spectroscopic characterization of ferric heme nitrosyls is challenging due to the low affinity of Fe(III) towards NO, and the high instability of the corresponding Fe(III)-NO adducts. Especially the trans thiolate coordinated ferric heme nitrosyls are extremely unstable. Hence, besides the model studies of Suzuki et al.² and Xu et al.³, no other investigation on ferric heme nitrosyl model complexes with axial thiolate coordination are available in the literature. Suzuki et al. have synthesized a ferric NO picket fence porphyrin with axial benzthiolate ligation, which binds NO as evident by in-situ IR spectroscopy showing ν(N-O) at 1828 cm⁻¹. However, this complex could not be isolated and decomposes readily as evidenced by kinetic investigations.⁴ Recently, Richter-Addo and coworkers were able to determine the first crystal structure of a model complex for the above mentioned trans thiolate coordinated ferric heme proteins.³ They synthesized and structurally characterized the complex [Fe(OEP)(NO){S-2,6-(CF₃CONH)₂C₆H₃}] (2H-NO, OEP = octaethylporphyrin and S-2,6-(CF₃CONH)₂C₆H₃ = SR’; cf. Figure 6.1.1, left).
Importantly, ferric heme nitrosyls with *trans* imidazole or pyridine coordination have linear Fe-N-O units, whereas thiolate coordination leads to a bent structure. Prior to the publication of the crystal structure of the model complex mentioned above, it was not clear whether this bending is due to electronic or steric effects induced by the protein. The crystal structure of 2H-NO shows a bent Fe-N-O unit with an angle of 160°, which demonstrates an intrinsic bending of the Fe-N-O moiety due to electronic effects. The *trans* thiolate bound ferric heme nitrosyls in proteins and model complexes show low ν(N-O) stretching frequencies of 1800-1850 cm⁻¹, whereas *trans* imidazole or pyridine coordination leads to N-O stretching frequencies above 1900 cm⁻¹. Note that 2H-NO could not be isolated from solution. The single crystals of [Fe(OEP)(SR')] (2H) were grown form CH₂Cl₂/hexane at room temperature and then reacted in a heterogeneous reaction with NO gas to give single crystals of 2H-NO. Further investigations of 2H-NO and related complexes are necessary to explore (a) the electronic effect of the thiolate on the Fe-NO unit, (b) the effect of the NH---S hydrogen bond strength on the coordinated nitric oxide, (c) the instability of 2H-NO and 1H-NO in solution, (d) to determine the missing vibrational data, importantly, the Fe-N(O) stretching vibration, and (e) to determine the N-O and Fe-N(O) force constants of the Fe-N-O unit.
These interesting points are addressed in this chapter. This work was partially conducted in collaboration with Prof. George B. Richter-Addo, Department of Chemistry and Biochemistry, University of Oklahoma, USA. Section 6.2 comprises the results from quantum chemical calculations on the effect of trans thiolate ligation on the coordinated nitric oxide in ferric heme nitrosyl complexes as a function of the thiolate donor strength, induced by variation of NH---S(thiolate) hydrogen bonds. Note that these results have been published recently in Inorganic Chemistry (2007). The results elaborated in collaboration with Prof. Richter-Addo are presented in Section 6.3. Here, the syntheses of the precursor compounds have been performed in the laboratory of Prof. Richter-Addo. The two precursor complexes, [Fe(OEP)(SR’)] with two NH---S hydrogen bonds (2H; cf. left panel of Figure 6.1.1), and [Fe(OEP)(SR”)] with one NH---S hydrogen bond (1H; cf. right panel of Figure 6.1.1), were provided by the Richter-Addo group. I have synthesized the NO complexes 2H-NO and 1H-NO and in the case of 2H-NO, the corresponding $^{15}$N$^{18}$O isotope labeled complex (2H-$^{15}$N$^{18}$O). I have further spectroscopically characterized these complexes using in-situ UV-Vis absorption and resonance Raman (rRaman) spectroscopy. In order to substantiate the vibrational assignments, I have also performed a Normal Coordinate Analysis (QCC-NCA) on the 2H-NO complex (cf. Section 6.3).

In addition to the studies on thiolate-bound ferric heme nitrosyls described above, I have also investigated the binding of NO to ferric hemes using potential energy surface (PES) calculations. These results are comprised in Section 6.4. For this investigation, ferric heme model systems with axial 1-methylimidazole (MI) coordination were used, because more experimental data are available from the literature in this case (vide supra), which can be compared to the quantum chemical results. Insight into the electronic structure of [Fe(P)(MI)(NO)]$^+$ is necessary to understand the PES results. Therefore, this electronic structure is included as Appendix (Section 6.4.5). The results presented in the Appendix were not elaborated by myself, and they are reproduced in this thesis with permission from Praneeth V. K. K. and my supervisor Prof. Dr. Nicolai Lehnert.$^{11}$
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The effect of trans thiolate ligation on the coordinated nitric oxide in ferric heme nitrosyl complexes as a function of the thiolate donor strength, induced by variation of NH–S(thiolate) hydrogen bonds, is explored. Density functional theory (DFT) calculations (BP86/TZVP) are used to define the electronic structures of corresponding six-coordinate ferric [Fe(P)(SR)(NO)] complexes. In contrast to N-donor-coordinated ferric heme nitrosyls, an additional Fe–N(O) σ interaction that is mediated by the d2dz2 orbital of Fe and a σ*-type orbital of NO is observed in the corresponding complexes with S-donor ligands. Experimentally, this is reflected by lower ν(N=O) and ν(Fe=N) stretching frequencies and a bent Fe–N=O moiety in the thiolate-bound case.

It is of great biological importance to explore the effect of trans thiolate coordination to heme nitrosyls in proteins and their corresponding model complexes. Nitric oxide (NO)-bound heme centers with axial cysteinate ligands are present in NO synthase (NOS),1,2 the Cinem lectularius (bedbug) nitrophorin,3 and the fungal nitric oxide reductase (P450nor).4 Comparison of nitrosylation (on/off) rates shows that the thiolate ligand has a profound effect on the FeIII–NO unit, but the electronic structural reasons for this finding are not clear.5 In terms of other properties, it is known for a long time that ferric heme nitrosyls with trans imidazole or pyridine donors have linear Fe–N=O units and ν(N=O) of ~1900 cm⁻¹. This has been observed in proteins and model complexes.6 In contrast, thiolate coordination leads to a bent structure [∠(Fe–N=O) = 161–165°], but it was not clear whether this is due to electronic or steric effects.2,4 Recently, Xu et al. published the first X-ray structural characterization of the ferric nitrosyl heme thiolate model complex [Fe(OEP)-\{S-2,6-(CF₃CONH)₂C₆H₃\}] (I; OEP = octaethylporphyrin).3 Importantly, the Fe–N=O unit is again bent with an angle of 160°, which demonstrates an intrinsic bending of the Fe–N=O moiety due to electronic effects. Another interesting feature of thiolate-coordinated ferric heme nitrosyls is the low ν(N=O) stretching frequency of 1800–1850 cm⁻¹. In order to determine the role of thiolate for the functions of the above-mentioned proteins, it is therefore of critical importance to explore the electronic effect of the thiolate on the Fe–NO unit.8

In this study, the effect of trans thiolate coordination on the coordinated NO as a function of the thiolate donor strength [induced by variation of NH–S(thiolate) hydrogen bonds] is explored for the first time. For this purpose, density functional theory (DFT) calculations (BP86/TZVP) have been performed on six-coordinate ferric [Fe(P)(SR)(NO)] (P = porphine2⁻) complexes using benzene[2,6-bis(trifluoroacetamido)thiolate(S-2,6-(CF₃CONH)₂C₆H₅)=S1] with two hydrogen bonds (2), benzene[2-trifluoroacetamido]thiolate (S2) with one hydrogen bond (3), thiophenolate (S3) with no hydrogen bonds (4), and, additionally, the strong donor methylthiolate (5) (cf. Chart 1).

The optimized geometric parameters for model 2 (cf. Figure 1) shown in Table 1 are in very good agreement with the crystal structure of compound 1. Most notably, in all optimized structures, the Fe–N=O geometry is bent. In contrast, semiempirical SAM1 calculations by Scherlis et al. on the nitrosylated active site of ferric cytochrome P450 show a linear Fe–N=O group for the singlet ground state,11 indicating that this method does not correctly describe the Fe–N=O geometry.

Supporting Information: Table S1 (three-dimensional Cartesian coordinates, bond lengths and angles).

1 To whom correspondence should be addressed. E-mail: lehnertn@umich.edu.


Ligands S1 and S2 show two and one hydrogen bond(s) between the thioenolate S atom and the amido H atom(s), respectively [calcld Δ(S−H) ≈ 2.37 Å]. Corresponding hydrogen-bonding interactions in P450 enzymes are mediated by the cysteinate S atom and the protein backbone NH groups. Using sulfur K-edge X-ray absorption spectroscopy (XAS) and DFT calculations, Dey et al. showed that hydrogen bonding reduces the Fe–S bond covalency and the electron-donating power of the S atom.12 This is in agreement with the shortening of the Fe–S bond and the increase of the f(Fe−S) force constant upon stepwise removal of the hydrogen bonds in the series 2 → 3 → 4 (cf. Table 1). Interestingly, this stepwise strengthening of the Fe−S bond goes along with a simultaneous weakening of the Fe−N(O) bond, giving the first evidence for a σ-trans effect of the coordinated thiolate on the Fe−N(O) moiety.

To understand the σ-trans effect of the thiolate ligand in detail, the electronic structure of model complex 4 is analyzed. Figure S1 in the Supporting Information shows the obtained molecular orbital (MO) diagram for complex 4, and charge contributions are given in Table S1 in the Supporting Information. In general, iron(III) heme nitrosyl complexes are known to have an FeII(NO) electronic structure description comparable to iron(III) heme nitrosyl complexes with trans N donors.15 But, then why does the Fe−N(O) bond in the presence of an axial thiolate? This structure corresponds to an oxidation of NO upon binding to FeIII. This is also observed for ruthenium(III) nitrosyls and has been extensively studied for these systems.14 Therefore, in the case of 4, Fe has a [dπ, dπ, dπ−ρ] in the coordination using the coordinate system shown in Chart 2. Both π* orbitals of NO are empty and undergo π-back-bonding interactions with dπ and dπ of Fe. The strength of this interaction is evident from the corresponding antibonding combinations 〈π* − ρπ, ππ〉 and 〈π* − ππ, dπ〉 of Fe−N(O) bond, giving the first evidence for a σ-trans effect of the coordinated thiolate on the Fe−N(O) moiety.

Figure 1. DFT (BP86/TZVP)-optimized structure of [Fe(P)(NO)(S-2,6-(CF₃CONH)₂C₆H₅)] (2) showing two NH–S hydrogen bonds.

Table 1. Comparison of Calculated Geometries and Force Constants for Ferric [Fe(P)(SR)(NO)] Using BP86/TZVP

<table>
<thead>
<tr>
<th>molecule</th>
<th>Δ(Fe−N) (Å)</th>
<th>Δ(Fe−S) (Å)</th>
<th>Δ(Fe−N−O) (Å)</th>
<th>force constants* (mdyn/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 exp.⁷</td>
<td>1.672</td>
<td>2.356</td>
<td>159.7</td>
<td>4.31, 0.94, 14.43</td>
</tr>
<tr>
<td>2 (2 HB)⁸</td>
<td>1.668</td>
<td>2.434</td>
<td>167</td>
<td>4.10, 1.03, 14.21</td>
</tr>
<tr>
<td>3 (1 HB)⁸</td>
<td>1.679</td>
<td>2.377</td>
<td>164</td>
<td>3.99, 1.16, 14.03</td>
</tr>
<tr>
<td>4 (0 HB)⁸</td>
<td>1.685</td>
<td>2.343</td>
<td>164</td>
<td>3.87, 1.40, 13.96</td>
</tr>
<tr>
<td>5⁹</td>
<td>1.691</td>
<td>2.300</td>
<td>164</td>
<td>3.87, 1.40, 13.96</td>
</tr>
</tbody>
</table>

* Force constants (mdyn/Å) in internal coordinates were extracted from the Gaussian output using a modified version of the program Redong⁹,¹⁰ (QCPE 628). ⁹ HB = hydrogen bond(s); calculated.

Figure 2. Contour plot of A₂S₄ + p(S)₄/d₈/α⁺ (124) of compound 4 (A). Illustration of the contributions from the Fe–N–O moiety (B).

Table 2. Charge Contributions of the A₂S₄ + p(S)₄/d₈/α⁺ MOs ((124) and (127)) Calculated with BP86/TZVP (in %)

<table>
<thead>
<tr>
<th>molecule</th>
<th>Fe</th>
<th>N</th>
<th>O</th>
<th>S</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>4⁺ (optimized)</td>
<td>14.1</td>
<td>1.5</td>
<td>1.3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4a⁺ (linearized 4)</td>
<td>16.1</td>
<td>1.5</td>
<td>0.9</td>
<td>0</td>
<td>0.8</td>
</tr>
<tr>
<td>[Fe(P)(MI)(NO)]⁺ (6a)⁹</td>
<td>1</td>
<td>0.2</td>
<td>0.1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

* The values for compounds 4 and 4a are the sums over the contributions from orbitals (124) and (127). Reference 15 (MI = 1-methylimidazole); model complex 6a, vide infra.

mediated by the d₈/d₈ orbital of Fe and a σ⁺-type orbital of NO (MOs (124) and (127); cf. Figure S1 in the Supporting Information). The contour plot of MO (124) is shown in Figure 2A. Importantly, this orbital is antibonding with respect to both the Fe–N(O) and N–O bonds!

Charge contributions are 15% d and 4% σ⁺ (cf. Table 2), which corresponds to a weak antibonding interaction. This orbital is Fe–S σ bonding and also has porphyrin A₂S₄ character.

Figure 2B illustrates schematically the orbital interactions for the Fe–N–O unit. In the case of complex 4a, which is obtained by linearization of the Fe–N–O unit in 4, no change to the composition of this orbital is observed. However, because of the increased overlap of d₈ and σ⁺ in this case, it is effectively stronger Fe–N(O) antibonding than in the bent case. Hence, the bonding of the Fe–N–O moiety slightly decreases the unfavorable Fe–N antibonding interaction and, hence, the bent structure 4 is about 1.6 kcal/mol lower in energy than the corresponding linear structure 4a. Further evidence that this unfavorable orbital interaction is, in fact, responsible for the bending comes from a comparison with [Fe(P)(MI)(NO)]⁺ (6a; MI = 1-methylimidazole; f(Fe–N) = 4.82 mdyn/Å)¹⁵ which is the corresponding complex with trans-MI coordination. In this case, no such antibonding Fe–N(O) interaction is found, as shown in Table 2, and the complex is, in fact, linear (both experimentally and theoretically).

Table 3. Experimental and Calculated Vibrational Properties of Ferric Heme Nitrosyl Adducts in Proteins and Model Complexes

<table>
<thead>
<tr>
<th>molecule</th>
<th>ν(N–O), cm⁻¹</th>
<th>ν(Fe–N), cm⁻¹</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1850, 1839</td>
<td>n.o.</td>
<td>7</td>
</tr>
<tr>
<td>2 (calcd)</td>
<td>1859</td>
<td>604</td>
<td>16a</td>
</tr>
<tr>
<td>SR(III)⁹</td>
<td>1828</td>
<td>510</td>
<td>16a</td>
</tr>
<tr>
<td>P450nor(III)–NO</td>
<td>1853</td>
<td>530</td>
<td>16b</td>
</tr>
</tbody>
</table>

N-donor trans ligand:

<table>
<thead>
<tr>
<th>complex</th>
<th>ν(N–O), cm⁻¹</th>
<th>ν(Fe–N), cm⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mb(III)–NO⁹</td>
<td>1927</td>
<td>595</td>
</tr>
<tr>
<td>[Fe(TPP)(MI)(NO)]BF₄ (6)</td>
<td>1911</td>
<td>15</td>
</tr>
<tr>
<td>[Fe(OEP)(MI)(NO)]ClO₄ (7)</td>
<td>1921</td>
<td>17</td>
</tr>
</tbody>
</table>

* Complete table: Table S2 in the Supporting Information. * SR = picket fence porphyrin model complex with an axial thiolate ligand; Mb = myoglobin.

Another consequence of the σ-trans effect of the thiolate ligand is the low ν(N–O) stretching frequency, as was already mentioned above (cf. Table 3). The ν(N–O) mode of complex 1 is ~1850 cm⁻¹ in solution (CH₂Cl₂) and 1839 cm⁻¹ in solid state (reaction of [Fe(OEP)(S₃)] powder with NO).² The calculated frequency for compound 2 is 1859 cm⁻¹, which is in excellent agreement with the experiment (calculated frequencies and force constants for N–O in models 2–5 are listed in Tables 1 and S2 in the Supporting Information). For P450nor, ν(N–O) is observed at 1853 cm⁻¹ and ν(Fe–N) at 530 cm⁻¹. In comparison, ferric heme nitrosyls with trans N-donor coordination show ν(N–O) and ν(Fe–N) at 1927 cm⁻¹ and 595 cm⁻¹ (Mb(III)NO), respectively. Model complex data are in agreement with this (cf. Table 3). Importantly, this shows that upon exchange of the trans N donor in ferric heme nitrosyls against a thiolate both the Fe–N(O) and N–O vibrations decrease, implying that both bonds become weaker. This direct correlation of Fe–N(O) and N–O bond strengths again shows that this must be related to a weakening of a σ bond⁰ (a change in π back-bonding would lead to an inverse correlation). This is another direct experimental proof that thiolate mediates a σ-trans effect on the coordinated NO. The reason for the lower ν(N–O) and ν(Fe–N) frequencies again relates to the interaction of d₈ with σ⁺ of NO shown in Figure 2, which weakens both the Fe–N and N–O bonds relative to the ferric heme nitrosyls with trans N-donor coordination.

The difference between axial N- and S-donor-coordinated ferric heme nitrosyls is due to a σ-trans effect of the coordinated S on the bond NO mediated by an NO σ⁺ orbital. In this way, the Fe–N and N–O bonds are weakened, and Fe–N–O is bent in the S-coordinated case. This is reflected by lower ν(N–O) and ν(Fe–N) stretching frequencies in the presence of thiolate coordination.
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6.3 UV-Vis Absorption and Resonance Raman Spectroscopic Investigation of Thiolate Coordinated Ferric Heme Nitrosyls.
(Collaboration with Prof. George B. Richter-Addo)

In this project the nitrosyl complexes of [Fe(OEP)(SR')] (two NH---S hydrogen bonds: 2H-NO) and [Fe(OEP)(SR'')] (one NH---S hydrogen bond: 1H-NO) were synthesized (cf. Figure 6.1.1). The reactions were monitored in-situ using UV-Vis absorption spectroscopy. In addition, resonance Raman (rRaman) spectra for 2H-NO and the corresponding isotopically labeled complex 2H-15N18O were recorded. Since the reaction of [Fe(OEP)(SR'')] (1H) with one equivalent of NO did not lead to a sufficient amount of nitrosyl complex for rRaman spectroscopy, no rRaman data are presented for 1H-NO. Only mixtures of mostly 1H with a small amount of 1H-NO could be obtained. Note that this reaction was performed several times and hence, the results shown in Figure 6.4.4 represent the best data set obtained for this compound.

6.3.1 Syntheses of [Fe(OEP)(SR')(NO)] (2H-NO) and [Fe(OEP)(SR'')(NO)] (1H-NO) Followed by in-situ UV-Vis Spectroscopy.

The formation of [Fe(OEP)(SR')(NO)] (2H-NO) was monitored in CH2Cl2 solution at -40 °C using in-situ UV-Vis absorption spectroscopy. A solution of approximately 1.2 x 10^-5 M 2H in CH2Cl2 was placed in a 100 mL Schlenk tube and cooled to -40 °C using a acetone/dry ice bath. Then, approximately 1 equivalent of NO gas was injected via a microliter syringe. Figure 6.3.1 shows the spectral changes observed after NO addition. The absorption spectra were recorded every 2 min. The Soret band of the starting material at 380 nm decreases in intensity, and at the same time, a new Soret band appears at 430 nm. In addition, bands at 506, 534 and 636 nm of 2H decrease in intensity, whereas new bands are observed at 536 nm and 567 nm. This corresponds to the formation of 2H-NO. Moreover, isosbestic points at 407, 488, 513, 611 and 657 nm suggest a clean conversion of the starting material to the nitrosyl complex without further intermediates. After completion of the reaction, the mixture was stirred for an additional 40 min at -40 °C and importantly, no decomposition of 2H-NO was observed. Then, a second equivalent of NO was added. The observed spectral changes are shown in Figure
6.3.2 (spectra were recorded every 2 min). Interestingly, in the presence of an additional equivalent of NO, a decomposition of the nitrosyl complex is observed. The Soret band of \( \text{2H-NO} \) at 430 nm decreases in intensity and at the same time, a new Soret band appears at 413 nm. In addition, bands at 536 nm and 667 nm of \( \text{2H-NO} \) decrease in intensity, whereas new bands are observed at 526 and 558 nm. The absorption spectrum of the new species is identical with that of \([\text{Fe(OEP)(NO}_2\text{(NO)}])\), which has been characterized by Scheidt and coworker \((\lambda_{\text{max}} = 415, 528 \text{ and } 560 \text{ nm})\). Figure 6.3.3 summarizes the spectroscopic results obtained by the addition of one and two (or more) equivalents of NO to the starting material with two NH--S hydrogen bonds.

\[\text{Start: } [\text{Fe(OEP)(SR')}] \]

\[\text{End: } [\text{Fe(OEP)(SR')(NO)}] \]

Figure 6.3.1. UV-Vis spectral changes for the reaction of \( \text{2H} \) (two H bonds, blue line) with approximately one equivalent of nitric oxide at -40 °C in CH\(_2\)Cl\(_2\), forming the corresponding six-coordinate NO complex (430, 536 and 567 nm).
Figure 6.3.2: UV-Vis spectral changes for the reaction of 2H (two H bonds) with ~2 equivalents and excess (15 equivalent) of nitric oxide at ~40 °C in CH₂Cl₂, forming the six-coordinate complex [Fe(OEP)(NO₂)(NO)] (red line; 413, 526 and 558 nm).

Figure 6.3.3. UV-Vis spectra (overview) of 2H (SR’ = two H bonds, XN-2-271, blue), [Fe(OEP)(SR’)(NO)] (black), and [Fe(OEP)(NO)(NO₂)] (red).
In order to investigate how the stability of the NO complex changes upon the removal of one hydrogen bond, the complex \([\text{Fe(OEP}(\text{SR}'))]\) (1H), which only has one hydrogen bond (cf. Figure 6.1.1, right panel), was reacted with one equivalent of NO at -40 °C. Figure 6.3.4 shows the absorption spectrum of the starting material in black, which is similar to the spectrum obtained for complex 2H with two hydrogen bonds, and the spectrum obtained after reacting 1H with one equivalent of NO (shown in red). The Soret band of the starting material at 380 nm decreases after addition of NO and at the same time, a new band appears as a shoulder at 430 nm. In addition, new bands appear at 553 and 567 nm. The new species corresponds to the six-coordinate nitrosyl complex 1H-NO in accordance to the experiments with 2H. Importantly, in the case of 1H, only weak spectral changes are observed and hence, the nitrosylation is not complete due to a lower stability of 1H-NO as compared to 2H-NO. Upon addition of a second equivalent of NO, the formation of \([\text{Fe(OEP)}(\text{NO}_2)(\text{NO})]\) (3) has been observed. Unfortunately, only a few percent of 1H were actually nitrosylated in these experiments, which is insufficient for Raman measurements and therefore, \(\nu(\text{Fe-NO})\) could not be obtained for complex 1H-NO.

![Figure 6.3.4.](image)

**Figure 6.3.4.** UV-Vis spectral changes for the reaction of 1H (black line) with approximately one equivalent of NO at -40 °C in CH$_2$Cl$_2$, forming a mixture of 1H and the corresponding six-coordinate NO complex (430, 533 and 567 nm, red line).
Mechanism of the Formation of $[\text{Fe(OEP})(\text{SR}')(\text{NO})]$. The formation of the nitrosyl complexes $2\text{H-NO}$ and $1\text{H-NO}$ corresponds to a simple binding of NO to $2\text{H}$ and $1\text{H}$, respectively (cf. Scheme 6.3.1). The corresponding UV-Vis absorption spectra show a shift of the Soret band from 380 to 430 nm and importantly, several isosbestic points are observed indicating a clean conversion.

Scheme 6.3.1

The binding of NO is reversible, which has been analyzed by the following procedure. First, $2\text{H}$ was nitrosylated using approximately one equivalent of NO at -40 °C. The formation of $2\text{H-NO}$ was monitored using in-situ UV-Vis spectroscopy. The solution was then warmed to room temperature causing the UV-Vis spectrum to change immediately back to the $2\text{H}$ spectrum with the Soret band at 380 nm. The NO gas was removed from the reaction mixture by passing a stream of argon over the solution until the chloroform was completely evaporated. Then, a vacuum was applied for 15 min. The obtained residue was re-dissolved in CHCl$_3$ and then reacted with one equivalent of nitric oxide at -40 °C. The formation of $2\text{H-NO}$ was again observed as evident from the characteristic shift of the Soret band.

Mechanism of the Decomposition of $[\text{Fe(OEP})(\text{SR}')(\text{NO})]$. In the presence of either a second equivalent or excess NO, the nitrosyl complexes of $2\text{H}$ and $1\text{H}$ decompose readily yielding $[\text{Fe(OEP})(\text{NO})(\text{NO}_2)]$ (3; vide supra).

Mechanism A. A possible mechanistic scenario for this observation has been discussed recently. Based on this, it is likely that the second molecule NO attacks the sulfur atom of benzene[2,6-bis(trifluoroacetamido)]thiolate (S1) and benzene(2-trifluoroacetamido)-
thiolate (S2), respectively. This leads to homolytic cleavage of the Fe-S bond yielding [FeII(OEP)(NO)] (4) and the corresponding S-nitrosothiol RS-NO. Complex 4 then reacts with N₂O₃ (or NO₂), which is always present in nitric oxide gas even after rigorous purification procedures,⁶,⁷ to form the corresponding nitro-nitrosyl complex 3.

**Scheme 6.3.2**

Mechanism B. In this case, homolytic cleavage of the Fe-S bond is independent of nitric oxide, forming a thyl radical and the one-electron reduced ferrous complex [Fe(OEP)(NO)] (4; cf. Scheme 6.3.3). Subsequent radical coupling of the thyl radical with excess NO leads to the formation of 3 and the S-nitrosothiol.

**Scheme 6.3.3**

Mechanism B implies that the ferric NO adducts with *trans* thiolate coordination are unstable even in the absence of excess NO. Complex 2H-NO was stable for at least 40 min after the addition of the first equivalent NO and therefore, no spontaneous decomposition was observed. This indicates that mechanism B is not applicable in this case. Since mechanism B was ruled out and considering the experimental evidence, the decomposition of 2H and 1H most likely follows mechanism A.
6.3.2 Resonance Raman Spectroscopy on 2H-NO. Ferric heme nitrosyls with \textit{trans} thiolate coordination are extremely unstable. 2H-NO and 1H-NO react with traces of dioxygen under formation of complex 3. Upon warming up, these complexes immediately lose NO (reversible binding of NO: \textit{vide supra}). Therefore, the preparation of samples suitable for rRaman spectroscopy is challenging.

Sample preparations:

\textit{Procedure for the preparation of the 2H-NO rRaman sample}: 2.9 mg (3.15 x 10^{-3} \text{ mmol}) of 2H were dissolved in 4 mL CH$_2$Cl$_2$ and reacted with one equivalent of carefully purified NO gas, which was added using a microliter syringe. The complete conversion of the reaction was insured by stirring the reaction mixture for 1 h and 5 min. The solution was then transferred into an EPR tube using a syringe. Importantly, both the EPR tube and the syringe were cooled using dry ice before transferring the solution. After transferring the solution, the EPR tube was immediately frozen in liquid nitrogen. The concentration of 2H-NO was 788 $\mu$M.

\textit{Procedure for the preparation of the isotopically labeled 2H-15N18O rRaman sample}: For the preparation of the isotopically labeled 2H-15N18O complex, the same procedure as described above was used. In this case, 15N18O isotopically labeled nitric oxide was used. The concentration of the 2H-15N18O sample was approximately 815 $\mu$M (3.0 mg 2H in 4 mL CH$_2$Cl$_2$).
Figure 6.3.5. Resonance Raman spectra ($\lambda_{\text{exc.}} = 457.9$ nm) of 2H-NO (two NH---S hydrogen bonds) (top), and of the corresponding $^{15}$N$^{18}$O isotopically labeled complex (bottom).

Figure 6.3.5 shows the rRaman spectra of 2H-NO (top), and of the corresponding isotopically labeled complex 2H-$^{15}$N$^{18}$O (bottom). The spectra were measured at liquid nitrogen temperature as frozen CH$_2$Cl$_2$ solutions. The excitation wavelength was 457.9 nm, which is in pre-resonance with the intense Soret band. The metal-ligand region of the spectra is shown in Figure 6.3.6. A strong band at 550 cm$^{-1}$ is observed for 2H-NO (black line), which shifts to 535 cm$^{-1}$ in 2H-$^{15}$N$^{18}$O (red line). This band is therefore assigned to the Fe-N(O) stretching vibration $\nu$(Fe-NO). The observed isotopic shift of $\Delta = 15$ cm$^{-1}$ is in excellent agreement with the calculated shift of $\Delta = 17$ cm$^{-1}$, which has been calculated using G03 and a modified version of the program redong$^{8,9}$ for the analysis of the Gaussian output (cf. Table 6.3.1). Note that for $\nu$(N-O), an isotopic shift of 80 cm$^{-1}$ is predicted (cf. Table 6.3.1). However, no infrared spectroscopic (IR) data of the isotopically labeled complex are available to date, and the determination of $\nu$(N-O)
using resonance Raman spectroscopy is difficult due to the very low intensity of this mode in the Raman spectrum. This also applies to $\delta$(Fe-N-O).

![Resonance Raman spectra](image)

**Figure 6.3.6.** Resonance Raman ($\nu$(Fe-N(NO)) region) spectra ($\lambda_{\text{exc.}} = 457.9$ nm) of $2\text{H}$-NO (two NH---S hydrogen bonds) (black), and of the corresponding isotopically labeled complex $2\text{H}^{-15}\text{N}^{18}\text{O}$ (red).

### 6.3.3 Quantum-Chemistry Centered Normal Coordinate Analysis (QCC-NCA)

The vibrational assignments presented above are further investigated using Normal Coordinate Analysis (NCA). Due to the size of the molecule, the initial force field was generated from the quantum chemical calculations. The OEP porphyrin ligand of the complex was substituted by porphine ($\text{P}^2-$) for the calculations. This simplification leads to a reasonable description of the Fe-NO subunit as has been shown for the TPP ligand in [Fe(TPP)(NO)].$^{6,10}$ The calculated force field of model [Fe(P)(SR’’)(NO)] was therefore used for the NCA without further simplifications following the QCC-NCA approach. The results of the QCC-NCA are summarized in Table 6.3.2, which show excellent agreement with experiment.
Table 6.3.1. Comparison of Experimental and Calculated Vibrational Energies (in cm$^{-1}$) and Calculated Force Constants (in mdyn/Å) for Ferric [Fe(P)(SR)(NO)] (n.d. = not determined; n.a. = not available)

<table>
<thead>
<tr>
<th>Compound</th>
<th>Vibrational energies</th>
<th>Calcd. force constants$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO $^{15}$N$^{18}$O $\Delta$ Fe-N Fe-$^{15}$N$^{18}$O $\Delta$</td>
<td>Fe-N  Fe-S  N-N</td>
</tr>
<tr>
<td>2H-NO</td>
<td>1850, n.d. n.a. 550 535 15</td>
<td>- - -</td>
</tr>
<tr>
<td>Exp.</td>
<td>1839$^b$</td>
<td></td>
</tr>
<tr>
<td>2H-NO</td>
<td>1859 1779$^c$ 80 604 587$^c$ 17</td>
<td>4.31 0.94 14.43</td>
</tr>
<tr>
<td>1H-NO</td>
<td>1840 n.d. n.d. 591 n.d. n.d</td>
<td>4.10 1.03 14.21</td>
</tr>
</tbody>
</table>

$^a$ Force constants in internal coordinates were extracted from the Gaussian output using a modified version of the program Redong$^{8,9}$. $^b$ $\nu$(N-O) = 1850 cm$^{-1}$ in CH$_2$Cl$_2$ solution and 1839 cm$^{-1}$ in the solid state (reaction of 2H powder with NO). Values for $\nu$(N-O) are taken from ref[3]. $^c$ The vibrational energies for the isotopically labeled complex 2H-NO were calculated using a modified version of the program Redong$^{8,9}$.

The mode at 550 cm$^{-1}$ is a pure Fe-N(O) stretching vibration with 80 % $\nu$(Fe-NO), 3 % $\nu$(N-O) and 2 % $\delta_{ip}$(Fe-N-O) character. The in-plane ($\delta_{ip}$) and out-of-plane ($\delta_{oop}$) Fe-N-O bending modes have not been identified experimentally to this date (vide supra). From the QCC-NCA approach, the $\delta_{ip}$(Fe-N-O) mode is predicted to be at 584 cm$^{-1}$, and the out-of-plane mode is calculated at 596 cm$^{-1}$. Note that in the IR spectrum of [Fe(TPP)(1-MI) (NO)](BF$_4$) (1-MI = 1-methylimidazole), the band at 588 cm$^{-1}$ has been assigned to $\delta$(Fe-N-O) by our group due to an isotopic shift of this band to 572 cm$^{-1}$ in the complex labeled with $^{15}$N$^{18}$O.$^{11}$ Since iron in [Fe(TPP)(1-MI) (NO)](BF$_4$) is also in the ferric oxidation state, the result for 2H-NO obtained from the QCC-NCA treatment seems reasonable.

The N-O and Fe-NO force constants in [Fe(OEP)(SR')(NO)] obtained from QCC-NCA are 14.51 and 3.56 mdyn/Å, respectively (cf. Table 6.3.2). The calculated N-O force constant from DFT is in very good agreement with the NCA result, whereas the Fe-NO force constant is calculated too large (cf. Table 6.3.2). Correspondingly, the Fe-NO stretching frequency is obtained at too high energy from DFT. Importantly, this has also been observed for five-coordinate and six-coordinate ferrous heme nitrosyls$^9$ and
Copper(I) nitrosyls (cf. Section 7.4) indicating that DFT calculations using BP86/TZVP tend to overestimate the metal-NO bond strengths. In general, iron(III) heme nitrosyl complexes are known to have an FeII\textsuperscript{+}NO electronic structure.\textsuperscript{12} Two strong π backbonds between the two occupied d\textsubscript{π} orbitals of iron and the unoccupied π* orbital of NO\textsuperscript{+} explain the large Fe-NO force constant obtained for 2H-NO. In an earlier study, similar values of 15.4 mdyn/Å for the N-O bond and 5.0 mdyn/Å for the Ru-NO bond in [Ru(NH\textsubscript{3})\textsubscript{5}(NO)]Br\textsubscript{3} were obtained, which exhibits a similar bonding situation.\textsuperscript{13}

### Table 6.3.2. Comparison of Experimental and QCC-NCA Vibrational Frequencies (in cm\textsuperscript{-1}) and of QCC-NCA and Calculated (DFT) Force Constants (in mdyn/Å)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Exp. frequencies</th>
<th>QCC-NCA frequencies</th>
<th>Force Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n.a.\textsuperscript{a}</td>
<td>15\textsuperscript{N18}O n.a.</td>
<td>15\textsuperscript{N18}O</td>
</tr>
<tr>
<td>ν(N-O)</td>
<td>1850</td>
<td>1850</td>
<td>1769</td>
</tr>
<tr>
<td>ν(Fe-NO)</td>
<td>550</td>
<td>535</td>
<td>535</td>
</tr>
</tbody>
</table>

\textsuperscript{a} n.a.i. = natural abundance isotopes. \textsuperscript{b} Calculated with BP86/TZVP and extracted from the Gaussian output file using a modified version of the program Redong\textsuperscript{8,9} (cf. Section 6.2).

Interestingly, ferric heme nitrosyls have larger Fe-NO force constants than the corresponding ferrous hemes nitrosyl complexes. For example, [Fe(TPP)(NO)] has an Fe-NO force constant of 2.975 mdyn/Å obtained from QCC-NCA.\textsuperscript{9} In contrast, the binding constant for NO in ferric heme systems (K\textsubscript{eq} = 10\textsuperscript{3} to 10\textsuperscript{5} M\textsuperscript{-1}) is much smaller than in ferrous hemes (K\textsubscript{eq} = 10\textsuperscript{11} to 10\textsuperscript{12} M\textsuperscript{-1}).\textsuperscript{14} Hence, the Fe-NO bond is thermodynamically stronger in ferrous than in ferric heme nitrosyls. But why is the Fe-NO force constant significantly larger in ferric heme compounds, and how does this relates to the stability of these complexes? This very important question is further investigated using potential energy surface (PES) calculations on six-coordinate ferric heme NO model systems. The surprising results of the PES calculations are presented in Section 6.4.
6.4 Binding of NO to Ferric Hemes: Potential Energy Surface (PES) Calculations.

In the so-called Enemark-Feltham scheme, the Fe(III)-porphyrin NO adducts are classified as \{FeNO\}_6 complexes where the exponent “6” refers to the number of d electrons plus the unpaired electron of NO.\(^{15}\) The electronic structure of the \{FeNO\}_6 heme complexes with axial N-donor coordination has in general been described as Fe(II)-NO\(^+\) (cf., for example, ref.[12]) in agreement with \{RuNO\}_6 systems where this electronic structure was observed before and has extensively been studied.\(^{13,16}\) Hence, the Fe-NO interaction in these complexes is dominated by π backbonding from two \(t_2\) type d orbitals (‘d\(\pi\)’) of low-spin iron(II) into the unoccupied π* orbitals of NO\(^+\). This bonding description is analogous to the isoelectronic Fe(II)-CO complexes. A few crystal structures of Fe(III)-porphyrin NO model complexes have been determined including five-coordinate (5C) [Fe(OEP)(NO)](ClO\(_4\)) (OEP = octaethylporphyrin),\(^{17}\) six-coordinate (6C) [Fe(OEP)(L)(NO)](ClO\(_4\)) (L = neutral N-donor ligands), and related systems.\(^{18}\) These complexes show linear Fe-N-O units and extremely short Fe-NO bond lengths of 1.63 - 1.65 Å in agreement with the Fe(II)-NO\(^+\) description. In addition, the N-O stretching vibrations in these complexes are usually found in the 1900 cm\(^{-1}\) region as shown in Table 6.4.1, which also reflects the coordinated NO\(^+\). Hence, it was believed for a long time that the bonding description of \{FeNO\}_6 is fully analogous to Fe(II)-CO.

However, in recent DFT studies it was found that the N-O and Fe-N(O) stretching vibrations in different Fe(III)-porphyrin NO adducts do not show an inverse correlation upon porphyrin substitution as the Fe(II)-porphyrin CO complexes,\(^{19}\) but a direct correlation where an increase in \(\nu\)(N-O) goes along with an increase in \(\nu\)(Fe-NO) and vice versa. Therefore, additional contributions to the Fe-NO bond must exist in these complexes besides the strong π backbond.\(^{20}\) Related to this, axial thiolate (cys) coordination to \{FeNO\}_6 in heme proteins and model complexes is known to induce bent Fe-N-O units (\(\angle\)(Fe-N-O) = 161-165\(^{\circ}\)),\(^{21,22,23}\) and lower N-O stretching frequencies of 1800 - 1850 cm\(^{-1}\). In the study presented in Section 6.2, these differences have been attributed to a trans effect of the thiolate on the bound NO, leading to the occupation of an Fe-N-O σ antibonding orbital, which is responsible for the bending of the Fe-N-O unit.
and the weakening of the Fe-NO and N-O bonds (cf. Section 6.2 and ref[24]). Interestingly, the same Fe-N-O σ antibonding orbital had also been identified in one of the above mentioned DFT studies (ref. 20a) as the reason for Fe-N-O bending upon porphyrin ring substitution in five-coordinate [Fe(porphyrin)(NO)]⁺ complexes. In addition to these slight variations in the ‘classic’ π backbonding electronic structure model for heme {FeNO}⁶ systems, it has been pointed out by Walker in a recent review ²⁵ that the {FeNO}⁶ formalism leaves room for an even wider variation in electronic structure: the Fe(III)-porphyrin NO adducts could also exhibit an Fe(III)-NO(radical) electronic structure, where the unpaired electrons of low-spin iron(III) and NO are antiferromagnetically coupled leading to the experimentally observed diamagnetic ground state. This would be advantageous for the nitrophorins, because it would prevent the autoxidation reaction of Fe(II)-NO⁺ complexes,²⁶ which ultimately leads to ferrous NO adducts and hence, deactivation of the proteins as NO carriers. In order to understand the functioning of the nitrophorins and the nature of ferric heme NO interactions in general, it is necessary to elucidate the electronic structures of the formed Fe(III)-porphyrin NO adducts in detail. The established Fe(II)-NO⁺ and the elusive Fe(III)-NO(radical) electronic structures, for example, will lead to very different reactivities. In addition, the formation of an Fe(II)-NO⁺ complex from ferric heme and NO requires an NO to Fe(III) electron transfer. However, not much is known about the energetics and the mechanism of complex formation in these systems.

In this study, the mechanism and energy landscape of NO binding to ferric hemes and the possible variation in electronic structure of the formed complexes is investigated in detail. The binding of NO to ferric hemes is investigated using potential energy surface (PES) calculations. These results provide insight into (a) the relative stabilities of Fe(II)-NO⁺ vs. Fe(III)-NO(radical) electronic structures, (b) the NO to Fe(III) electron transfer upon coordination of NO, and (c) the surprisingly large Fe-NO force constant in ferric hemes. In particular, it is demonstrated that the elusive Fe(III)-NO(radical) complex appears as a minimum on the PES. The biological implications of these results are discussed.
### Table 6.4.1. Vibrational properties of ferric heme NO adducts in proteins and model complexes

<table>
<thead>
<tr>
<th>Complex</th>
<th>ν(N-O) [cm⁻¹]</th>
<th>ν(Fe-NO) [cm⁻¹]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>P450cam-NO</td>
<td>1806</td>
<td>528</td>
<td>27</td>
</tr>
<tr>
<td>P450cam-NO + adamantone</td>
<td>1818</td>
<td>520</td>
<td>27</td>
</tr>
<tr>
<td>SR-NO (^a)</td>
<td>1828</td>
<td>510</td>
<td>28</td>
</tr>
<tr>
<td>P450nor-NO</td>
<td>1851</td>
<td>530</td>
<td>27(^a)</td>
</tr>
<tr>
<td>CPO-NO (^a)</td>
<td>1868</td>
<td>538</td>
<td>27(^a)/29</td>
</tr>
<tr>
<td>iNOS-NO</td>
<td></td>
<td>537</td>
<td>30</td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Fe(OEP)(NO)</a>(^b)</td>
<td>1868/1838</td>
<td>611/600</td>
<td>17/20(^a)</td>
</tr>
<tr>
<td>HRP-NO (^a)</td>
<td>1903</td>
<td>604</td>
<td>31</td>
</tr>
<tr>
<td>NorBC-NO (^a)</td>
<td>1904</td>
<td>594</td>
<td>32</td>
</tr>
<tr>
<td>rNp1-NO</td>
<td>1917</td>
<td>591</td>
<td>33/34</td>
</tr>
<tr>
<td>hHO-1-NO (^a)</td>
<td>1918</td>
<td>596</td>
<td>35</td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Fe(OEP)(MI)(NO)</a></td>
<td>1921</td>
<td>-</td>
<td>18(^a)</td>
</tr>
<tr>
<td>Hb-NO (^a)</td>
<td>1925</td>
<td>594</td>
<td>36/31(^b)</td>
</tr>
<tr>
<td>Mb-NO (^a)</td>
<td>1927</td>
<td>595</td>
<td>37/31(^b)</td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Fe(TPP)(HO-(i)-C₅H₁₁)(NO)</a></td>
<td>1935</td>
<td>-</td>
<td>18(^d)</td>
</tr>
</tbody>
</table>

\(^a\) SR = picket fence porphyrin model complex with axial thiolate ligand; CPO = chloroperoxidase; HRP = horseradish peroxidase; NorBC = bacterial NOR; hHO-1 = human heme oxygenase-1; Hb = hemoglobin; Mb = myoglobin

\(^b\) Data for the chloroform solvate and the corresponding solvent free complex, respectively

### Scheme 6.4.1

![Scheme 6.4.1](image)
6.4.1 Density Functional Calculations. The structures of the models [Fe(P)(MI)(NO)]\(^+\) (\(\bar{\mathbf{1}}\), \(S = 0\)), [Fe(P)(MI)]\(^+\) (\(S = 1/2, 5/2\)) and [Fe(P)(MI)] (\(S = 0, 2\)) were fully optimized using BP86/TZVP. For these calculations, a simplified TPP ligand has been used where the four phenyl groups in \textit{meso} position of the porphyrin ring have been replaced by hydrogen. The resulting porphine (P) ligand is shown in Scheme 6.4.1 along with the applied coordinate system. For the potential energy surface (PES) calculations, B3LYP/LanL2DZ geometry optimizations were applied using fixed Fe-NO distances. The Fe-N-O angle was fixed at 170° below 2.64 Å for the Fe(III)-NO(radical) (\(S = 0\)) PES. B3LYP/TZVP single points were also performed on the structures obtained from B3LYP/LanL2DZ. All these methods were used as implemented in Gaussian 03.\(^{38}\) Orbitals were plotted using GaussView.

**Electronic Structure of [Fe(P)(MI)(NO)]\(^+\) (\(\bar{\mathbf{1}}\)).** In order to understand the PES results it is necessary to investigate the electronic structure of \(\bar{\mathbf{1}}\) and of the corresponding one electron reduced complex [Fe(TPP)(MI)(NO)] (Fe(II)-NO(radical)) first. As already mentioned above, this work is attributed to my colleague Praneeth V. K. K. and my supervisor Prof. Nicolai Lehnert. It is therefore included here as Appendix (vide infra), because these results are necessary for the understanding of the PES calculations.

6.4.2 Nitric oxide binding to ferrous and ferric porphyrin complexes. Calculations on the stability of the ferrous and the ferric NO complexes show that the formation of nitrosyl complexes is energetically more favorable for ferrous compared to ferric hemes by ~7.5 kcal/mol.\(^{11}\) This number is equivalent to a difference in binding constant by a factor of \(3 \times 10^5\). This is in excellent agreement with the experimentally determined trend in dissociation rate constants: for ferric heme systems, dissociation rate constants range from 0.65 to 40 s\(^{-1}\), leading to a relatively small binding constant for NO (\(K_{eq} = 10^3\) to \(10^5\) M\(^{-1}\)). In contrast, for Fe(II) systems, the dissociation rate constants are in the order of \(10^{-4}\) s\(^{-1}\), leading to very large binding constants for NO (\(K_{eq} = 10^{11}\) to \(10^{12}\) M\(^{-1}\)).\(^{14}\) The calculated complex formation energies therefore show that the Fe-NO bond is thermodynamically stronger in ferrous compared to ferric heme NO adducts. This again
poses the question of why the Fe-NO force constant is so much larger in the ferric case, and how this relates to the complex stability.

6.4.3 Potential Energy Surface Calculations for the Interaction of NO with Ferric Heme. In order to obtain detailed insight into the mechanism of NO binding to five-coordinate ferric heme, we then performed potential energy surface (PES) calculations using model system \( \tilde{1} \) on (a) the closed-shell Fe(II)-NO\(^+\) electronic state, and (b) the Fe(III)-NO(radical) electronic state, where the unpaired electrons of Fe(III) and NO are antiferromagnetically coupled (AFC). Since the five-coordinate reactant [Fe(P)(MI)]\(^+\) can either be high-spin or low-spin, we have considered both of these spin states for the calculations: case (b) therefore corresponds to either a total spin of \( S = 0 \) (low-spin iron(III)) or \( S = 2 \) (high-spin iron(III)). Geometry optimizations have been performed on these three different electronic structures varying the Fe-NO distance in a systematic way between 1.5 and 5 Å. Since this endeavor requires a very large number of calculations, we employed the B3LYP/LanL2DZ method for these partial optimizations, since this method generates a fully-optimized structure for model system \( \tilde{1} \) that compares well with experiment and the BP86/TZVP structure (cf. Table 6.4.2). Figure 6.4.1 shows the PES obtained from these calculations. Importantly, B3LYP/LanL2DZ predicts that the Fe(III)-NO(radical) (\( S = 0 \)) state is actually the ground state of the complex. Since this is not in agreement with experiment, we have then performed B3LYP/TZVP single-point calculations on the B3LYP/LanL2DZ structures for the two \( S = 0 \) states, because this method has shown to give better energies. The \( S = 2 \) surface has not been recalculated, but shifted in energy to reproduce the calculated NO dissociation energy of \(~4\) kcal/mol from the B3LYP/TZVP treatment (cf. Table 7 in ref[11]). Figure 6.4.2 shows the three potential energy surfaces obtained this way.
Figure 6.4.2. Potential energy surfaces for (a) closed shell Fe(II)-NO$^+$ (blue); (b) low-spin (ls) Fe(III) antiferromagnetically coupled (AFC) to NO (open shell S = 0; red); and (c) high-spin (hs) Fe(III) antiferromagnetically coupled (AFC) to NO (S = 2; black). Surfaces (a) and (b) were obtained using B3LYP/TZVP single point calculations on the B3LYP/LanL2DZ structures (cf. Figure 6.4.1). Surface (c) corresponds to the B3LYP/LanL2DZ result, but shifted to lower energy to resemble the calculated NO dissociation energy of 3.9 kcal/mol obtained with B3LYP/TZVP (cf. Table 7 in ref.[11]). All calculations were performed applying model [Fe(P)(M)(NO)]$^+$ (I).
### Table 6.4.2. Geometric and vibrational properties of [Fe(P*)(L)(NO)] complexes (L = MI, Py, etc., or missing; P* = tetraphenylporphyrin or octaethylporphyrin type ligand)

<table>
<thead>
<tr>
<th>Molecule *</th>
<th>Geometric Parameters [Å]</th>
<th>Vibrational Frequencies [cm⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔFe-N(NO)</td>
<td>ΔN-O</td>
</tr>
<tr>
<td><strong>FeIII Complexes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Fe(OEP)(NO)</a> b,c</td>
<td>1.644</td>
<td>1.112</td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Fe(OEP)(MI)(NO)</a> b</td>
<td>1.646</td>
<td>1.135</td>
</tr>
<tr>
<td>[Fe(OEP)(Py)(NO)]Cl d</td>
<td>602</td>
<td></td>
</tr>
<tr>
<td>[Fe(SP-14)(Py)(NO)]Cl d</td>
<td>603</td>
<td></td>
</tr>
<tr>
<td><a href="BF%E2%82%84">Fe(TPP)(NO)</a></td>
<td>1853</td>
<td></td>
</tr>
<tr>
<td><a href="BF%E2%82%84">Fe(TPP)(MI)(NO)</a></td>
<td>1896</td>
<td>588</td>
</tr>
<tr>
<td><a href="BF%E2%82%84">Fe(TPP)(MI)(15N18O)</a></td>
<td>1816</td>
<td>572</td>
</tr>
<tr>
<td>[Fe(P)(1-MI)(NO)] + – calc. BP86/TZVP {FeII-NO+}</td>
<td>1.644</td>
<td>1.147</td>
</tr>
<tr>
<td>[Fe(P)(1-MI)(NO)] + – calc. B3LYP/LanL2DZ {FeII-NO+}</td>
<td>1.639</td>
<td>1.169</td>
</tr>
<tr>
<td>[Fe(P)(1-MI)(NO)] + – calc. B3LYP/LanL2DZ {FeII-NO(rad.)}</td>
<td>1.689</td>
<td>1.178</td>
</tr>
<tr>
<td><strong>FeII Complexes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[FeII(TPP)(MI)(NO)]</td>
<td>1.750</td>
<td>1.182</td>
</tr>
<tr>
<td>[FeII(P)(MI)(NO)] – calc. ^ e BP86/TZVP</td>
<td>1.734</td>
<td>1.186</td>
</tr>
</tbody>
</table>

* MI = 1-methylimidazole; P = Porphine ligand used for calculations; values for ΔFe-Np are averaged. b Taken from refs.[18a,b]. c Chloroform solvate. d Taken from ref[39]. e Taken from ref.[9].

As shown in Figure 6.4.2, the B3LYP/TZVP calculations predict the Fe(II)-NO⁺ state at lowest energy in agreement with experiment (vide infra). The corresponding energy surface of this state shown in blue is unusually steep for a metal-ligand bond, which is due to the fact that a dissociation of the complex into Fe(II) and NO⁺ is energetically very unfavorable. The equilibrium Fe-NO distance for this state is predicted to be <1.65 Å (cf. Table 6.4.2), which is in excellent agreement with experiment (vide supra). The Fe-N-O unit in this state is linear. The PES for the S = 0 state where low-spin (ls) Fe(III) is antiferromagnetically coupled (AFC) to NO, termed ls-Fe(III)-NO(radical), is shown in red in Figure 6.4.2. To our great surprise, this state is energetically very close to the Fe(II)-NO⁺ ground state, predicted about 1.0 kcal/mol higher in energy. In this case, a stable minimum is obtained, with a longer Fe-NO distance of 1.69 Å. Calculated spin densities for the fully optimized structure are +0.84 on Fe and -0.73 on NO, which resembles the antiferromagnetic coupling between the low-spin Fe(III) and NO. The two unpaired electrons are located in the dyz and π*₂ orbitals in a rough approximation (see
Therefore, due to the small energetic separation between the two \( S = 0 \) states, the Fe(II)-NO\(^+\) energy surface crosses the ls-Fe(III)-NO(radical) surface at an elongation of the Fe-NO bond of only \( \sim 0.05 \text{ Å} \) from the equilibrium distance. In addition, \textit{the crossing from the Fe(II)-NO\(^+\) to the ls-Fe(III)-NO(radical) state does not go along with a bending of the Fe-N-O unit}: full geometry optimization of the ls-Fe(III)-NO(radical) state leads to an Fe-NO bond length of 1.69 Å, and a linear Fe-N-O unit. The electronic structure of this state is illustrated in Scheme 6.4.2. In this case, a strong polarization of the Fe-NO backbond is observed, where the \( \alpha \)-spin interaction almost disappears. MO coefficients for the corresponding antibonding combinations show only 8% d orbital contribution, compared to 27% for the Fe(II)-NO\(^+\) state. As mentioned above, the unpaired electrons in the ls-Fe(III)-NO(radical) case are primarily located in \( \alpha \)-\( d_{yz} \) and \( \beta \)-\( \pi^* \). The latter orbital is strongly mixed with \( \beta \)-\( d_{yz} \), leading to a corresponding antibonding combination that consists of 47% \( \pi^* \_y \) and 44% \( \beta \)-\( d_{yz} \). This strong covalency quenches part of the spin density, leading to a distribution of roughly +0.5 on Fe and -0.5 on NO. The remaining backbond between \( \beta \)-\( d_{xz} \) and \( \beta \)-\( \pi^* \_x \) is comparable to the Fe(II)-NO\(^+\) state (cf. Scheme 6.4.2), and hence, shows a strong contribution to the total spin density, resulting in the calculated values listed above. In summary, although one of the \( \beta \)-backbonds is strengthened, this is not sufficient to compensate the loss of backbonding for \( \alpha \) spin. This explains the distinguishably weaker Fe-NO bond in the ls-Fe(III)-NO(radical) case, where \( \nu \) (Fe-NO) is predicted at only 430 cm\(^{-1}\) as shown in Table 6.4.2 (Fe-NO force constant: 2.26 mdyn/Å). For \( \nu \) (N-O), a shift of \( \sim 70 \text{ cm}^{-1} \) to lower energy is predicted. The observation that the Fe-N-O unit is not bent in the ls-Fe(III)-NO(radical) state is due to the fact that the coupling of the \( ^2E \) state from \( [d_{xz},d_{yz}]^3 \) on iron with the \( ^2E \) state from \( [\pi_x,\pi_y]^3 \) on NO does only lead to non-degenerate states, even in an effective \( C_{4v} \) symmetry. This electronic state is therefore not Jahn-Teller active. In conclusion, a crossing from the Fe(II)-NO\(^+\) ground to the ls-Fe(III)-NO(radical) state is induced by an elongation of the Fe-NO bond, and correspondingly, leads to a distinct weakening of the Fe-NO and N-O bonds. The closeness in energy of these states implies that there might be some ls-Fe(III)-NO(radical) admixture into the Fe(II)-NO\(^+\) ground state. This mixing could even be dynamically mediated by the Fe-NO stretch, which means that the Fe(II)-
NO$^+$ ground and the ls-Fe(III)-NO(radical) state would become vibronically coupled. In $C_{4v}$ symmetry, coupling between the $^1A_1$ ground state of Fe(II)-NO$^+$ with the $^1A_1$ component of ls-Fe(III)-NO(radical) could indeed be induced by $\nu$(Fe-NO).$^{40}$

Based on these findings, the dissociation of NO from the iron center could be envisioned as follows: upon a small elongation of the Fe-NO bond to about 1.70 Å (cf. Figure 6.4.2), the critical electron transfer that leads from the Fe(II)-NO$^+$ to the ls-Fe(III)-NO(radical) electronic structure takes place, which is a symmetry-allowed process. If NO moves further away from the iron, the ls-Fe(III)-NO(radical) surface crosses the hs-Fe(III)-NO(radical) energy surface (shown in black in Figure 6.4.2), which corresponds to the electronic state where high-spin Fe(III) is antiferromagnetically coupled to the unpaired electron of NO. Hence, this process is identical with a spin crossover of the iron(III) center from low-spin to high-spin. The hs-Fe(III)-NO(radical) state corresponds to the product state that is obtained after complete dissociation of NO, because five-coordinate ferric heme is known to be high-spin. The crossing of these surfaces is roughly predicted
to occur around 1.9 Å, and hence, still at an Fe-NO distance below 2 Å. These two states cannot directly interact by spin-orbit coupling, so the intersystem crossing must be mediated by intermediate states of S = 1 total spin, but we have not further investigated this point. In summary, the amazing finding of these PES calculations on six-coordinate ferric-heme NO adducts is that upon an elongation of the Fe-NO bond of only about 0.25 Å, the complex passes through at least four different electronic structures (including at least one intermediate S = 1 state). The observed complexity of this energy landscape is unprecedented, even for transition metal nitrosyls, and rather unexpected.

There are a number of additional, important conclusions that derive from these findings. First, the large Fe-NO force constant actually resembles the Fe(II)-NO$^+$ state, and hence, the energetically very unfavorable dissociation of the complex into Fe(II) and NO$^+$. This explains the very steep energy surface for this state, leading to the large force constant and $\nu$(Fe-NO) frequency of about 600 cm$^{-1}$. In contrary, the dissociation of NO from the iron center actually leads to Fe(III) and free NO, and therefore, corresponds to a completely different process. For this reason, the experimentally derived Fe-NO force constant is not a measure for the stability of the Fe-NO bond in this case. These quantities are actually completely unrelated, because they depend on the properties of different electronic states. Because of this, complex 1 has a large Fe-NO force constant but actually a quite weak Fe-NO bond in agreement with the small NO binding constant, and the observed rapid loss of NO from the iron center in solution. Therefore, it can be concluded that the ls-Fe(III)-NO(radical) state is characterized by both weaker Fe-NO and N-O bonds relative to the Fe(II)-NO$^+$ state. Experimentally, this would be manifested by a longer Fe-NO bond and a lower Fe-NO vibrational frequency as predicted by the calculations. The N-O frequency is also predicted to be lower in the ls-Fe(III)-NO(radical) case, because of the electron transfer from iron to the antibonding $\pi^*$ orbitals of NO that occurs upon changing the ground state from Fe(II)-NO$^+$ to ls-Fe(III)-NO(radical). Vice versa, the experimental data available for ferric heme NO adducts with axial N-donor coordination in proteins and model complexes clearly show that these complexes have the assumed Fe(II)-NO$^+$ ground state (from Fe-NO bond distances and the Fe-NO and N-O stretching frequencies). Finally, the hs-Fe(III)-NO(radical) surface is
dissociative, and the transition from ls-Fe(III)-NO(radical) to hs-Fe(III)-NO(radical) corresponds to a spin crossover. This means that once the system has entered the hs-Fe(III)-NO(radical) electronic state, the dissociative nature of this energy surface will actually drive the NO away from the metal center, which allows the NO to diffuse off and this way, inhibits its retention. This explains the surprisingly large rate constants for NO dissociation measured experimentally for ferric hemes.

6.4.4 Discussion. In order to obtain detailed insight into the iron-NO interaction in six-coordinate ferric heme nitrosyls, we have calculated the potential energy surfaces for three key electronic states as shown in Figure 6.4.2: (a) Fe(II)-NO+ (S = 0, blue), which is the established ground state as described above; (b) the open shell singlet state ls-Fe(III)-NO(radical), where low-spin (ls) Fe(III) is antiferromagnetically coupled to NO (S = 0, red); and (c) the corresponding high-spin (hs) state hs-Fe(III)-NO(radical) (S = 2, black), which corresponds to the product state upon dissociation of NO. These results show that the elusive ls-Fe(III)-NO(radical) state does in fact exist as an energy minimum, and that this state is surprisingly close in energy to the Fe(II)-NO+ ground state (DFT energy separation: only ~1 kcal/mol). The calculated energy difference between these states is likely underestimated by a few kcal/mol, at least for the case of axial N-donor coordination. This is evident from the vibrational properties, which do not show any indication for the presence of the ls-Fe(III)-NO(radical) state. From the calculated complex formation energies, a realistic error of 1 - 2 kcal/mol is estimated for the B3LYP/TZVP method. This would shift the crossing point of the two S = 0 surfaces to about 1.70 - 1.76 Å. In addition, the two states could be mixed, so the shape of the ground state energy surface around the crossing point is clearly not well defined from the DFT treatment. Scheme 6.4.3 shows the ground state PES with corrected energies as an illustration, including key energy parameters. Taking into account the small error in relative energies from DFT, it is estimated that an elongation of the Fe-NO bond of only 0.05 - 0.1 Å from the equilibrium position leads to a change of the ground state of the complex, i.e. the critical iron(II) to NO+ electron transfer occurs at an Fe-NO distance of only 1.70 - 1.75 Å. Importantly, the properties of the two states, Fe(II)-NO+ and ls-Fe(III)-NO(radical), are very different. From the calculations, the ls-Fe(III)-NO(radical)
state has a weaker (longer) Fe-NO bond, and hence, a lower Fe-NO stretching frequency. Due to the electron transfer from iron(II) into a $\pi^*$ orbital of NO, the N-O bond is also weaker giving rise to $\nu$(N-O) at lower frequency. Hence, both the Fe-NO and the N-O bond become weaker in going from Fe(II)-NO$^+$ to ls-Fe(III)-NO(radical), which corresponds to a direct correlation of these bond strengths.

These results are very important, because *this implies that a small perturbation of the Fe-N-O unit, for example, due to interaction of the bound NO with a protein side chain, might be able to induce a change of the ground state from Fe(II)-NO$^+$ to ls-Fe(III)-NO(radical)*. This should be evident from the spectroscopic properties of the complex. However, no clear experimental proof for the existence of a ferric heme nitrosyl with the ls-Fe(III)-NO(radical) ground state is available so far. However, this finding offers an attractive explanation for the observed weaker Fe-NO and N-O bond strengths in ferric heme nitrosyls with axial thiolate coordination, which could be attributed to a change in ground state to ls-Fe(III)-NO(radical). However, this would not explain the observed bending of the Fe-N-O unit; our results clearly demonstrate that a bent Fe-N-O unit is not an intrinsic property of the ls-Fe(III)-NO(radical) state. On the other hand, our DFT results, shown in Section 6.2, show that these properties can also be explained within the Fe(II)-NO$^+$ ground state model (cf. Section 6.2 and ref.[24]). This point needs further investigation.
Upon a further elongation of the Fe-NO bond, the ls-Fe(III)-NO(radical) crosses the hs-
Fe(III)-NO(radical) energy surface at a distance of ~1.9 Å (cf. Scheme 6.4.3). This
transition corresponds to a spin crossover of the iron(III), and is related to the fact that
the five-coordinate ferric heme product is actually high-spin. Importantly, the hs-Fe(III)-
NO(radical) PES is dissociative for the Fe-NO bond. This generates a small kinetic
barrier for the dissociation of NO, which, however, is <1 kcal/mol, and hence, negligible.
More importantly, this dramatically lowers the thermodynamic stability of the Fe-NO
bond, from about -10 kcal/mol on the ls surfaces to only about -4 kcal/mol (cf. Scheme
6.4.2). Therefore, the properties of the hs-Fe(III)-NO(radical) energy surface determine
the thermodynamic weakness of the Fe-NO bond in ferric heme nitrosyls, and the large
dissociation rate constant of NO. On the other hand, the large Fe-NO force constant and
short Fe-NO distance in the ground state relate to the properties of the Fe(II)-NO+
surface, which is very steep due to the fact that the dissociation of the complex into
iron(II) and NO⁺ is energetically very unfavorable. Altogether, a dissociation of NO from
the iron center requires the system to pass through at least four different electronic states
(including an S = 1 intermediate state, vide supra). The observed complexity of this
energ

energy landscape is unprecedented, even for transition metal nitrosyls, and completely unexpected. The ‘simple’ Fe(II)-NO$^+$ electronic structure description of these complexes, and the analogies normally drawn to Fe(II)-heme CO complexes, do not in any way implicate such complexity as determined here.

Based on these properties of ferric-heme nitrosyls, the occurrence of ferric instead of ferrous hemes in the NO delivery proteins (nitrophorins) and enzyme-product complexes of cytochrome cd$_1$ NIR and NOS is not arbitrary. This is actually related to the weakness of the Fe-NO bond in these systems, which enables loss of NO. The corresponding rate constants $k_{off}$ are approximately 4 to 8 orders of magnitude larger in ferric compared to ferrous hemes as discussed above.$^{41}$ Hence, formation of ferrous heme NO adducts has often been referred to as a ‘dead-end’ of protein activity, and would certainly impose a rather dramatic limit on the dissociation of NO from the NIR or NOS enzyme-product complexes or the nitrophorins.

Finally, it is interesting to compare the properties of ferric heme nitrosyls to those of the corresponding ruthenium(III) NO adducts. In the latter case, the electronic structure does also correspond to Ru(II)-NO$^+$, but no lability of the bound NO is observed. In contrary, these compounds are some of the most stable transition metal nitrosyls known. What is the reason for this substantial difference? Since ruthenium is a second-row transition metal, the tendency to form high-spin complexes is greatly reduced. Hence, five-coordinate Ru(III) products obtained upon dissociation of NO from the corresponding nitrosyl complexes have in general low-spin ground states, and therefore, no spin-crossover is observed upon loss of NO. Considering Figure 6.4.2, this would mean that the hs-metal(III)-NO(radical) energy surface (black) disappears (i.e. shifts to much higher energy) for Ru(III). Independently of how the energies of the $S = 0$ states play out, the removal of the hs-metal(III)-NO(radical) surface from the picture will automatically lead to a much more stable complex. This is another demonstration of how significant these results are for the detailed understanding of the electronic structures, thermodynamic stabilities, spectroscopic properties, and reactivities of group 8 metal(III) nitrosyls.
In this study, we have characterized the Fe(II)-NO$^+$ ground state of six-coordinate ferric heme nitrosyls in detail using the model complex [Fe(TPP)(MI)(NO)](BF$_4$) as example. Applying DFT calculations, the elusive low-spin Fe(III)-NO(radical) (S = 0) state has then been investigated. Surprisingly, this state is located just a few kcal/mol above the ground state. It is characterized by very different properties compared to Fe(II)-NO$^+$; in particular, the Fe-NO and N-O bond strengths are greatly reduced, which is related to a reduction of $\pi$ backbonding. Upon a small elongation of the Fe-NO bond by 0.05 - 0.1 Å from the equilibrium position, the Fe(II)-NO$^+$ ground state energy surface crosses the low-spin Fe(III)-NO(radical) (S = 0) energy surface. Importantly, this shows that low-spin Fe(III)-NO(radical) (S = 0) could become the ground state of ferric heme nitrosyls upon small steric or electronic perturbations as they occur, for example, in protein active sites. This is especially true for axial thiolate (cysteinate) coordination, because thiolates tend to stabilize iron(III). On the other hand, the observed thermodynamic weakness of the Fe-NO bond in ferric heme nitrosyls is due to the properties of the high-spin Fe(III)-NO(radical) (S = 2) state, which is dissociative with respect to the Fe-NO bond, and which appears at very low energy. These potential energy surface calculations reveal an unexpectedly complex energy landscape for binding of NO to ferric heme.
6.4.5 Appendix: Electronic structure of $[\text{Fe}(\text{P})(\text{MI})(\text{NO})]^+$ ($\tilde{1}$). As already mentioned above, this work is attributed to my colleague Praneeth V. K. K. and my supervisor Prof. Nicolai Lehnert. It is included here, because these results are necessary for the detailed understanding of the PES calculations presented above. The electronic structure of the ferric six-coordinate complex $[\text{Fe}(\text{TPP})(\text{MI})(\text{NO})]^+$ (1) is analyzed using the model $[\text{Fe}(\text{P})(\text{MI})(\text{NO})]^+$ ($\tilde{P}$ = porphine ligand). Geometry optimization has been performed on this system using BP86/TZVP and B3LYP/LanL2DZ. As shown in Table 6.4.2, both methods give a very good agreement with the crystal structure of the six-coordinate complex $[\text{Fe}(\text{OEP})(\text{MI})(\text{NO})](\text{ClO}_4)_2$. In particular, the very short Fe-NO bond < 1.65 Å and the linear Fe-N-O unit are reproduced by the DFT treatment. For the further analysis of the electronic structure of 1, the BP86/TZVP optimized model $[\text{Fe}(\text{P})(\text{MI})(\text{NO})]^+$ ($\tilde{1}$) is used for consistency with earlier work on ferrous heme NO adducts.\textsuperscript{42} The obtained structure of $\tilde{1}$ is shown in Figure A.1. For the following evaluation of the MO diagram of $\tilde{1}$, the applied coordinate system in Scheme 6.4.1 is used.

![Figure A.1. Fully optimized structure of $[\text{Fe}(\text{P})(\text{MI})(\text{NO})]^+$ ($\tilde{1}$; $\tilde{P}$ = porphine; MI = 1-methylimidazole) obtained with BP86/TZVP. Important structural parameters are given in Table 6.4.2.](image-url)
Figure A.2 shows the obtained MO diagram of complex $\tilde{1}$. Contour plots of important molecular orbitals are presented in Figure A.3. As evidenced by the N-O stretching frequency of ~1900 cm$^{-1}$ (vide supra), the linear Fe-N-O unit, and in agreement with the literature$^{15,12a}$ and recent DFT results$^{20}$, the electronic structure of complex 1 can in general be classified as Fe(II)-NO$^+$. Since iron is in the +II oxidation state and low-spin in these compounds (as evident from magnetic Mössbauer measurements), it has a $[d_{xz},d_{yz},d_{x^2-y^2}]^6 \approx [t_2]^6$ electron configuration. Both $\pi^*$ orbitals of the NO$^+$ ligand (isoelectronic to N$_2$) are empty and hence, undergo $\pi$ backbonding interactions with the $d_{xz}$ and $d_{yz}$ orbitals of the metal in the applied coordinate system. The corresponding bonding combinations, $d_{xz}\pi_x^*$ and $d_{yz}\pi_y^*$, are delocalized over several molecular orbitals. Major contributions are found in MO $<111>$, which has 55% $d_{xz}$ and 19% $\pi_x^*$ character, and $<110>$, which corresponds to a mixture of 36% $d_{yz}$ and 18% $\pi_y^*$ (cf. Table A.1). Hence, the strength of this backbond is better estimated from the corresponding antibonding combinations, $\pi_x^*d_{xz} <123>$ and $\pi_y^*d_{yz} <124>$, which are the LUMOs of complex $\tilde{1}$. Both have about 68% $\pi^*$ and 27% d orbital character, which corresponds to a very strong $\pi$ backbonding interaction. Contour plots of these orbitals are shown in Figure A.3. The third $t_2$ type d orbital of iron, $d_{x^2-y^2} <118>$, is practically non-bonding (cf. Table A.1). In summary, the calculated orbital coefficients are also in agreement with the Fe(II)-NO$^+$ description. Two very strong Fe-NO $\pi$ backbonds lead to a transfer of a significant amount of electron density from the $d_{xz}$ and $d_{yz}$ orbitals of Fe to the $\pi^*$ orbitals of NO. The total donation corresponds to about one electron. In addition, there is a very weak $\sigma$ interaction between $\sigma_{nb}$ of NO$^+$ and $d_{z^2}$ of Fe. The corresponding bonding combination, $\sigma_{nb}d_{z^2} <66>$, has 51% $\sigma_{nb}$ and 4% d contribution. Finally, the HOMO of complex $\tilde{1}$ (MO $<122>$), which corresponds to the porphyrin $A_{2u} <81>$ orbital (cf. Chapter 4 for porphyrin MO labels), shows a very small admixture of an Fe-N-O $\sigma$ antibonding orbital (cf contour plot in Figure A.3). The charge contributions obtained here are 1% $d_{z^2}$ and 0.3% $\sigma^*$, which is negligible for the total Fe-NO bond strength (cf. Table A.1).
Having elaborated a detailed electronic structure description of complex 1, it is now interesting to make a comparison with the corresponding, one-electron reduced complex [Fe(P)(MI)(NO)] (~ 3). This compound has been described as Fe(II)-NO(radical), and correspondingly, the reduction in going from 1 to 3 is mostly ligand (NO) based. A closer comparison of the electronic structures of these complexes reveals further differences. In the case of 3, the Fe-N-O unit is bent, which leads to a strong Fe-NO σ bond between d_{z2} of iron and the singly occupied in-plane π* orbital of NO. This explains the large stability of the Fe-NO bond in this case and the observed trans effect of the NO ligand on axially coordinated N-donor ligands, which induces long Fe(II)-N_L bond lengths compared to the corresponding bis(imidazole) ligated Fe(II)-porphyrins. In contrast, the Fe-NO σ bond in 1 is very weak, because it is mediated by the σ_{nb} orbital of NO, which is located at very low energy and exhibits poor donor abilities. The negligible σ bond in 1 leads to the observed very short Fe-NO bond and the lack of a trans-effect of NO on the bound MI ligand. In fact, all Fe(II)-NO^+ complexes with trans N-donor ligands exhibit Fe-N_L bond lengths comparable to the corresponding [Fe^{III}(porphyrin)(imidazole)_2]^+ complexes. On the other hand, the Fe-NO π backbond is distinctively stronger for 1 compared to 3. However, this does actually not relate to the observed π^* _d mixing, but only to the fact that the number of backbonds is reduced from two in 1 to 1.5 in 3. This is evident from the d orbital contributions to the corresponding π^* _d antibonding orbitals, which are 27% for 1, and 25% (average) for 3 for the π^* _dyz (α/β<126> in ref.[42b]) orbital. Surprisingly, this indicates that the linear Fe-N-O unit and the shorter Fe-NO bond by itself do not facilitate the π backbond in a noticeable fashion in 1 compared to 3.
Table A.1. Charge contributions of important molecular orbitals of [Fe(P)(MI)(NO)]$^+$ (I) calculated with BP86/TZVP

<table>
<thead>
<tr>
<th>Nr.</th>
<th>label</th>
<th>Energy [Hartree]</th>
<th>Fe</th>
<th>N</th>
<th>O</th>
<th>NMI</th>
<th>Sigma MI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>s</td>
<td>P</td>
<td>s</td>
<td>p</td>
</tr>
<tr>
<td>&lt;125&gt;</td>
<td>$d_{yz} \sigma_{nb} + \text{Im}(\sigma)$</td>
<td>-0.23526</td>
<td>56</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>&lt;124&gt;</td>
<td>$\pi_y^* d_{yz}$</td>
<td>-0.25401</td>
<td>27</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>&lt;123&gt;</td>
<td>$\pi_x^* d_{xz}$ (LUMO)</td>
<td>-0.25465</td>
<td>27</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>&lt;122&gt;</td>
<td>$A_{2u} &lt;81&gt; + d_{z^2} \sigma^*$ (HOMO)</td>
<td>-0.29701</td>
<td>1</td>
<td>0.2</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;121&gt;</td>
<td>$A_{1u} &lt;79&gt;$</td>
<td>-0.30203</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;120&gt;</td>
<td>$E_g &lt;75/76&gt; + d_{yz} \pi_y^*$</td>
<td>-0.32744</td>
<td>10</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>&lt;119&gt;</td>
<td>$E_g &lt;75/76&gt; + d_{xz} \pi_x^*$</td>
<td>-0.32773</td>
<td>10</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>&lt;118&gt;</td>
<td>$d_{x^2-y^2}$</td>
<td>-0.33166</td>
<td>86</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;117&gt;</td>
<td>$B_{2u} &lt;74&gt; + \text{Im}(\pi)$</td>
<td>-0.33288</td>
<td>0</td>
<td>0.3</td>
<td>0.2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>&lt;116&gt;</td>
<td>$A_{2u} &lt;72&gt; + d_{x^2-y^2}$</td>
<td>-0.34318</td>
<td>6</td>
<td>0.3</td>
<td>0.2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>&lt;115&gt;</td>
<td>$\text{Im}(\pi) + d_{yz} \pi_y^*$</td>
<td>-0.36820</td>
<td>14</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>&lt;114&gt;</td>
<td>$E_g &lt;70/71&gt;$</td>
<td>-0.37193</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;113&gt;</td>
<td>$d_{xy} \pi_x^*$</td>
<td>-0.39427</td>
<td>55</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>&lt;112&gt;</td>
<td>$\pi_y^* + \text{Im}(\pi)$</td>
<td>-0.40249</td>
<td>36</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>&lt;111&gt;</td>
<td>$E_g &lt;77/78&gt; + \pi_x^*$</td>
<td>-0.40746</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>&lt;110&gt;</td>
<td>$E_g &lt;77/78&gt; + \text{Im}(\pi) d_{yz}$</td>
<td>-0.41102</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;109&gt;</td>
<td>$B_{1g} &lt;80&gt; d_{xy}$</td>
<td>-0.43033</td>
<td>19</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>&lt;108&gt;</td>
<td>$\text{Im}(\sigma) d_{z^2} + \sigma_{nb}$</td>
<td>-0.44589</td>
<td>13</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>&lt;73&gt;</td>
<td>$\pi_x^b$</td>
<td>-0.61229</td>
<td>2</td>
<td>0</td>
<td>41</td>
<td>0</td>
<td>47</td>
</tr>
<tr>
<td>&lt;72&gt;</td>
<td>$\pi_y^b$</td>
<td>-0.61271</td>
<td>3</td>
<td>0</td>
<td>43</td>
<td>0</td>
<td>48</td>
</tr>
<tr>
<td>&lt;66&gt;</td>
<td>$\sigma_{nb} d_{z^2} + \text{Im}(\sigma)$</td>
<td>-0.63694</td>
<td>4</td>
<td>2</td>
<td>14</td>
<td>9</td>
<td>26</td>
</tr>
</tbody>
</table>
Figure A.2. MO diagram of [Fe(P)(MI)(NO)]⁺ (I) calculated with BP86/TZVP. The applied coordinate system is shown in Scheme 6.4.1. A₁u, A₂u and E₉, etc. correspond to porphine orbitals. The nomenclature ‘a_b’ indicates that orbital a interacts with b and that a has a larger contribution to the resulting MO.
Figure A.3. Contour plots of important molecular orbitals of \([\text{Fe(P)(MI)(NO)}]^{+}\) (\(\bar{I}\)) calculated with BP86/TZVP. For labels see Figure A.2 and Table A.1.
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40 Note that the symmetry of six-coordinate ferric heme nitrosyls is lower than C4v, which further diminishes symmetry-related restrictions. C4v is the maximum possible symmetry of a corresponding five-coordinate [Fe(II)(porphyrin)(NO)] complex.
7 Collaborative Investigations

7.1 Scope of this project

The collaborative investigations performed during my graduation (Promotion) focus on computational studies on the catalytic cycle of P450nor (Section 7.2), on copper-diazene type complexes (Section 7.3), on model studies for copper nitrite reductase (Section 7.4), on the complex [Fe^{III}(tmdta)]^+ (Section 7.5) and on studies on the N-N cleavage in Mo/W hydrazidium complexes with diphosphine coligands (Section 7.6). These studies resulted in several publications, which are included in this chapter. Since it is not obvious what my contribution to the individual publications is, I would like to clarify this in the following. In most cases, I have performed spectroscopic (Raman and MCD) or computational studies that were included in these papers.

Section 7.2 comprises the investigations on key intermediates of the catalytic cycle of P450nor using density functional theory calculations. This work has been mostly carried out by my supervisor Prof. Dr. Nicolai Lehnert, and is therefore included in this thesis in the collaborative chapter. As already mentioned in the Introduction (cf. Chapter 1), Fe(III) is part of the catalytic cycle of P450nor. In this case, the ferric form is catalytically active and binds NO forming the corresponding ferric nitrosyl adduct with \textit{trans} cysteine coordination. This is followed by two-electron reduction leading to a formal Fe(I)-NO complex that reacts with a second molecule of NO forming nitrous oxide. I have optimized the structures of the intermediates of the catalytic cycle of P450nor using BP86/TZVP in the given spin states.

Sections 7.3 and 7.4 comprise studies on copper-diazene complexes and on CuNIR model systems, which have been performed in collaboration with Prof. Dr. Kiyoshi Fujisawa, University of Tsukuba, Japan. Note that not much is known about the coordination chemistry of copper(I) with dinitrogen, diazene, and hydrazine. To this end, we have investigated mononuclear and binuclear copper(I)-hydrazine and -diazene complexes using anionic hydrotris(pyrazolyl)borate (L−) and neutral tris(pyrazolyl)methane (L’◦) coligands, as presented in Section 7.3. I have performed the resonance Raman
measurements on these compounds. The copper(I)-nitrosyl \{CuNO\}^{11} adduct is a very important intermediate in the general reactions of copper proteins with biologically available nitric oxide. In particular, copper nitrite reductase (CuNIR) is involved in the generation (and presumably degradation) of NO in denitrifying bacteria. In the paper presented in Section 7.4, two new crystal structures of mononuclear end-on Cu(I)-NO complexes are presented, and the first detailed spectroscopic analyses (vibrational and electronic) of this type of complexes are provided. As already mentioned in Chapter 3, my contribution to this publication is the MCD spectroscopic investigation of [Cu\{HB(3,5-i-Pr_{2}pz)_{3}\}NO], also referred as [Cu(L1)(NO)]. Samples for MCD were recorded in silicone oil (DC 200) mulls.

Section 7.5 comprises studies on the equilibrium between the twist-boat (tb) and half-chair (hc) conformers of the central diamine chelate ring of [Fe^{III}(tmdta)] in solids and aqueous solution. I have performed the resonance Raman measurements on these compounds.

Finally, Section 7.6 comprises experimental and theoretical studies on the N-N cleavage of the dialkylhydrazido complex [W(dppe)_{2}(NNC_{5}H_{10})] upon treatment with acid, leading to the nitrido/imido complex and piperidine. I have performed the potential energy surface (PES) calculations shown in Figure 4 of this publication.
7.2. Electronic Structure of Iron(II)-Porphyrin Nitroxy1 Complexes: Molecular Mechanism of fungal Nitric Oxide Reductase (P450nor)
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Abstract: Density functional calculations are employed to investigate key intermediates of the catalytic cycle of fungal nitric oxide reductase (P450nor). The formal Fe(II)–nitroxyl species Fe(II)–NO(−) can principally exist in the two spin-states S = 0 and S = 1. In the S = 0 case, a very covalent Fe–NO σ bond is present, which leads to an electronic structure description that is actually intermediate between Fe(I)–NO and Fe(II)–NO(−). In contrast, the S = 1 case shows a ferrous Fe(II)–NO complex with the extra electron being stored in the π system of the porphyrin ligand. Importantly, the Fe(II)–NO(−) species are very basic. The electronic structures and spectroscopic properties of the corresponding N- and O-protonated forms are very different, and unequivocally show that the Mb–HNO adduct (Mb-Myoglobin) prepared by farmer and coworkers is in fact N-protonated. The presence of an axial thiolate ligand enables a second protonation leading to the corresponding Fe(IV)–NHOH(−) species, which is identified with the catalytically active intermediate I of P450nor. This species reacts with a second molecule of NO by initial electron transfer from NO to Fe(IV) followed by addition of NO(+) forming an N–N bond. This is accompanied by an energetically very favorable intramolecular proton transfer leading to the generation of a quite stable Fe(III)–O(NH)(NOH) complex. This way, the enzyme is able to produce dimerized HNO under very controlled conditions and to prevent loss of this ligand from Fe(III). The energetically disfavoured tautomer Fe(III)–O(NH2)(NO) is the catalytically productive species that spontaneously cleaves the N–O(OH) bond forming N2O and H2O in a highly exergonic reaction.


Key words: electronic structure; iron(II)–porphyrin nitroxyl complex; P450nor

Introduction

Due to their tremendous significance in biology, much research has been focused on the geometric and electronic structures, spectroscopic properties, and reactivities of iron–porphyrin NO complexes.¹ Nitric oxide plays a central role in many important biological processes including nerve signal transmission, blood pressure control, and immune response with new functions of this molecule still being discovered.² Most of these tasks involve heme proteins. In addition, nitric oxide is an intermediate in assimilatory and dissimilatory denitrification.³ Assimilatory nitrite reductases are usually found in plants, and reduce nitrite to ammonia. These enzymes contain an active site that consists of a siroheme with an axially bound 4Fe–4S iron–sulfur cluster.⁴ The addition of nitrite to reduced, active enzyme leads to the immediate formation of a stable ferrous siroheme–nitrosyl complex, which is also the major species present upon enzyme turnover.⁴c,d This species then undergoes further reduction leading to a one-electron reduced Fe(II)–NO intermediate, labeled Fe(II)–NO(−) in the following, which is readily protonated and ultimately becomes ammonia in the further course of the reaction. In contrast, the nitrite reductases in dissimilatory denitrification produce nitric oxide, which is then further reduced to nitrous oxide by a different class of enzymes, the nitric oxide reductases (NOR).⁵ In the case of fungal NOR (P450nor), the active site consists of a heme center with axially coordinated cysteinate.⁶ The proposed mechanism of this
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enzyrne is shown in Scheme 1.⁷ Initially, nitric oxide is bound to the ferric form of the enzyme, which is then reduced by two electrons from NADH to yield intermediate I, which therefore corresponds to a Fe(II)–NO(−) species. This intermediate is characterized by a Soret band position of 444 nm compared to 434 nm for the ferrous NO complex.⁷ Resonance Raman spectroscopy led to the identification of the Fe—NO stretch in I at 596 cm⁻¹. Importantly, this intermediate does not seem to undergo deuterium exchange, which indicates that I is not protonated.⁸ The further course of the reaction is less clear, but leads to reaction with another molecule of NO to create nitrous oxide. In later work, another detailed mechanism for this enzyme was proposed by Daiber et al.⁹ based on kinetic studies, where intermediate I is again described as Fe(II)–NO(−) species, but either singly or doubly protonated. The electronic structure of this intermediate has been proposed as either Fe(III) with a bound N(H)–OH radical (doubly protonated) or Fe(IV) with bound HNO and a cysteinyl radical (singly protonated), which is both counterintuitive. Hence, although Fe(II)–NO(−) intermediates and/or corresponding protonated species are of great biological importance, not much is known about their detailed electronic structures and reactivities.

To gain more information about the properties of one-electron reduced ferrous nitrosyls, Fe(II)–NO(−), a number of researchers have investigated corresponding model systems.¹⁰ In a series of classic studies, Ryan and coworkers¹¹ used spectroelectrochemistry to investigate synthetic model complexes of type [Fe(P)(NO)] (P = tetraphenylporphyrin, octaethylporphyrin, and related porphyrins). One-electron reduction of these five-coordinate species led to only small changes of the Soret band position and intensity, which shows that the reducing equivalent is not stored in the π-system of the macrocyclic ligand.¹¹b Hence, the electronic structure of the nonprotonated Fe(II)–NO(−) species could either be of the Fe(II)–NO− or of Fe(I)–NO type; that is, the one-electron reduction could either be ligand (NO) or metal centered. Based on the observed strong shift of the N–O stretching frequency down to 1496 cm⁻¹, it was claimed that the complex has to be described as low-spin Fe(II)–NO− (S = 0), which is a ferrous “nitroxyl” species.¹¹b Binding studies with N-donor ligands showed that upon reduction of the Fe(II)–NO complex, the axial pyridine, or amine ligand is lost.¹¹s This indicates that nitroxyl has an even stronger trans-effect on coordinated axial ligands than NO.¹²,¹³ It was also found that the Fe(II)–NO− species reacts with weak acids, presumably forming corresponding Fe(II)–HNO and [Fe(II)–H₂NO]⁺ species as reactive intermediates. However, such solutions are not stable and immediately led to the formation of hydroxylamine, ammonia and ferrous bisammonium complexes.¹⁴ Information on corresponding protonated Fe(II)–nitroxyl complexes is available from the work of Farmer and coworkers¹⁵ using myoglobin. Reduction of ferrous Mb–NO with Cr(II) salts led to the formation of a surprisingly stable Fe(II)–HNO complex as evidenced by ²H-NMR spectroscopy. Only a small shift of the Soret band from 421 to 423 nm is observed in this reaction. The resulting species is diastereomeric and shows resonance Raman signals at 1385 cm⁻¹ for υ(N–O) and 651 cm⁻¹ for the Fe–NO stretch. Bond lengths from EXAFS measurements are 1.82 Å for Fe–NO and 2.09 Å for Fe–N(imidazole) as shown in Table I.⁸ Hence, this species corresponds to a six-coordinate complex with axial histidine coordination. An interesting question is then how an axial cysteinate as in P450nor would influence the reactivity of this intermediate. This question was addressed by Farmer and coworkers¹⁶ investigating electrocatalytic nitrite reduction by myoglobin and P450 CYP119 in surfactant films. The results show a markedly reduced current and a higher product specificity for the P450 enzyme in this reaction.¹⁶b The reduced activity of P450 CYP119 compared to myoglobin is somewhat surprising at the first glance, but can be explained by the known lower NO affinity of heme active sites with axial cysteinate coordination.²⁶ In addition, the P450 enzyme also seems to exhibit a reduced rate of N–N coupling.⁸

At this point it should also be underlined that there is growing evidence for an independent biological significance of free nitroxyl itself.¹⁷ This species might be created in vivo by nitric oxide synthase in the absence of its reduced pterin cofactor.¹⁸ Results by Bartberger et al.¹⁷b show that free nitroxyl is protonated under physiological conditions, and that the redox potential of the HNO/NO couple is about –0.5 V, which means that free NO should not be largely reduced to HNO in cells. The pKₐ of the free ²HNO/²NO− pair has been estimated to 11.4.¹⁹ Therefore, NO and HNO do not seem to interconvert in vivo to a significant extend, which allows them to mediate different biological functions.¹⁷ Free nitroxyl is easily trapped by ferric porphyrins (e.g., metmyoglobin and methemoglobin)²⁰ or thiols in vivo.²⁰ In addition, free HNO converts rapidly to N₂O through dimerization followed by dehydration (k ≈ 2 × 10⁶ M⁻¹ s⁻¹).²⁰

In this study, density functional (DFT) calculations are used to define the electronic structures of the Fe(II)–nitroxyl complexes. For the calculations, six-coordinate species are chosen because the enzymatic species can be expected to be six-coordinate with either histidine or cysteinate present. These are modeled using porphine (P₃⁺; cf. Scheme 2) for the porphyrin ligand and 1-methylimidazole (MI) and methylthiolate (CH₃S⁻) as axial ligands, respectively. Spectroscopic parameters are calculated and correlated with the known experimental
data described above. This allows for an identification of the key intermediate $I$ in the catalytic cycle of P450nor. Comparison with the electronic structures of corresponding ferrous nitrosyls is also provided. Based on these results, the reaction mechanism of P450nor is investigated by optimization of key species and then application of frequency and solvent field calculations to obtain the corresponding free energies. From these results, pKA values for the protonation of the initially formed Fe(II)$\cdot NO/\cdot H_{\text{11002}}$ intermediate are also obtained. Finally, the biological implications of these results are discussed. Note that the mechanism of P450nor has been investigated before using DFT calculations. Structures of the model system [Fe(P)(CH$_3$S)(NO)]$^{2-}$ and of corresponding protonated and nitrosylated systems have been calculated before by Silaghi-Dumitrescu, but no correlation with experimental data is given and the mechanism of P450nor is not quantitatively evaluated in this work. In a recent publication, Vincent et al. investigated key steps in the mechanism of P450nor using DFT. However, comparison of the calculated properties with experimental data is again limited in this article, the energies of the different protonation steps are not considered, and the entire scenario of the possible protonation equilibria of the different species involved is missing. Hence, the work presented here reaches far beyond the scope of these earlier studies.

Table 1. Calculated Geometric Properties and Relative Energies of [Fe(P)(L)(NO)]$^{-2-}$ Complexes and Corresponding Intermediates (L = MI or CH$_3$S$^-$) Compared to Experiment.

<table>
<thead>
<tr>
<th>Molecule$^a$</th>
<th>Geometric parameters [Å]</th>
<th>Relative energies (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta$Fe$-$N</td>
<td>$\Delta$N$-$O</td>
</tr>
<tr>
<td>[Mb-NHO] (ref. 8)</td>
<td>1.82</td>
<td>1.24</td>
</tr>
<tr>
<td>[Fe(P)(MI)(NO)]$^-$ (1, S = 0)</td>
<td>1.795</td>
<td>1.211</td>
</tr>
<tr>
<td>[Fe(P)(MI)(NO)]$^-$ (S = 1)</td>
<td>1.715</td>
<td>1.193</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NO)]$^{2-}$ (2, S = 0)</td>
<td>1.776</td>
<td>1.215</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NO)]$^{2-}$ (S = 1)</td>
<td>1.764</td>
<td>1.205</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NOH)]$^{3-}$</td>
<td>1.824</td>
<td>1.252</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NOH)]$^{3-}$ (S = 0)</td>
<td>1.746</td>
<td>1.401</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NHO)]$^{3a-}$</td>
<td>1.810</td>
<td>1.397</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NHOH)]$^{3b-}$</td>
<td>2.080</td>
<td>1.269</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(N$_2$O$_2$H)]$^{7a-}$ (S = 1/2)</td>
<td>2.128</td>
<td>1.406</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(N$_2$O$_2$H)]$^{7b-}$</td>
<td>1.988$^c$</td>
<td>1.398</td>
</tr>
<tr>
<td>[Fe(P)(NO)]$^{-}$-calc$^{13}$</td>
<td>1.705</td>
<td>1.179</td>
</tr>
<tr>
<td>[Fe(P)(MI)(NO)]$^{-}$-calc$^{13}$</td>
<td>1.734</td>
<td>1.186</td>
</tr>
<tr>
<td>[Fe(P)(CH$_3$S)(NO)]$^{-}$-calc$^{26}$</td>
<td>1.788</td>
<td>1.198</td>
</tr>
<tr>
<td>[Fe(P)(TPP)(NO)]$^{-}$ (ref. 29)$^b$</td>
<td>1.72</td>
<td>1.12</td>
</tr>
<tr>
<td>[Fe(P)(TPP)(MI)(NO)]$^{-}$ (ref. 12)</td>
<td>1.750</td>
<td>1.182</td>
</tr>
</tbody>
</table>

$^a$MI = 1-methylimidazole; P = Porphine (2$^-$).

$^b$Highly disordered structure.

$^c$Fixed at the optimized distance obtained for 6a. Otherwise, N$_2$O$_2$H$_2$ is lost from iron during the geometry optimization.
Table 2. Calculated Vibrational Properties and Force Constants of [Fe(P)(L)(NO)]−2− Complexes and Corresponding Intermediates (L = MI or CH₃S⁻) Compared to Experiment.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Vibrational frequencies (cm⁻¹)</th>
<th>Force constants (mdyn/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ω(N—O)</td>
<td>ω(Fe—NO)</td>
</tr>
<tr>
<td>[Fe(TPP)(NO)]⁻</td>
<td>1496</td>
<td>651</td>
</tr>
<tr>
<td>[Mb-HNO] (ref. 8)</td>
<td>1385</td>
<td>502</td>
</tr>
<tr>
<td>P450nor: intermediate f⁰b</td>
<td>1567</td>
<td>596</td>
</tr>
<tr>
<td>[Fe(P)(MI)(NO)]⁻ (1, S = 0)</td>
<td>1511</td>
<td>544/(435)</td>
</tr>
<tr>
<td>[Fe(P)(CI)(NO)]⁻ (S = 1)</td>
<td>1630</td>
<td>616</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NO)]²⁻ (2, S = 0)</td>
<td>1650</td>
<td>502</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NO)]²⁻ (S = 1)</td>
<td>1567</td>
<td>573/453</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(HNO)]⁻ (3a, S = 0)</td>
<td>1386</td>
<td>601/430</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NOH)]⁻ (3b, S = 0)</td>
<td>833</td>
<td>649</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NOH)] (4, S = 0)</td>
<td>952</td>
<td>609/544b</td>
</tr>
<tr>
<td>[Fe³⁺(TPP)(NO)]⁻-calc²⁹</td>
<td>1673</td>
<td>595</td>
</tr>
<tr>
<td>[Fe³⁺(P)(MI)(NO)]⁻-calc²⁹</td>
<td>1509</td>
<td>609</td>
</tr>
<tr>
<td>[Fe³⁺(TPP)(MI)(NO)] (ref. 13)</td>
<td>1607</td>
<td>532</td>
</tr>
<tr>
<td>[Fe³⁺(TPP)(MI)(NO)] (ref. 13)</td>
<td>1630</td>
<td>440/530</td>
</tr>
</tbody>
</table>

*MI = 1-methylimidazole; P = Porphine²⁺.

Both modes at 609 and 544 cm⁻¹ are strongly mixed with in-plane and out-of-plane Fe—N—H bends.

Computational Procedures

Density Functional Calculations

The structures of the models 1–8 listed in Tables 1–3 have been fully optimized using BP86/TZVP in the given spin states. For all these calculations, the simple porphine P²⁻ ligand as shown in Scheme 2 has been used. Axial histidine and cysteinate ligands have been modeled using 1-methylimidazole (MI) and methylthiolate (CH₃S⁻), respectively. Vibrational frequencies have been calculated for all structures. Low-lying imaginary frequencies (<25i cm⁻¹) have been obtained for 1 (S = 0; MI rotation), and 3a and 3b (rotation of the axial ligands along the z axis). The structure of [Fe(P)(CH₃S)(NO)]²⁻ (S = 1) shows one imaginary frequency at ~110/ cm⁻¹ that, however, corresponds to a rotation of the CH₃ group around the S—CH₃ axis of the thiolate ligand, and hence, is irrelevant. In addition, B3LYP/LanL2DZ* calculations have been performed on all these model systems to obtain accurate total energies for the determination of reaction energies. The LanL2DZ* basis set consists of LanL2DZ plus polarization functions (from TZVP) on all heavy atoms. Solvation effects were included in the calculations using the PCM model and water as the solvent. From these results, pKₐ values can be calculated using the equation:

\[ pK_a = \frac{\Delta G}{2.3026 \cdot R \cdot T}. \]

Surprisingly, the calculated value for the ¹HNO/²NO pair of 23.5 shows significant deviation from the experimental value of ~11.4. Using B3LYP/TZVP instead of B3LYP/LanL2DZ* single-point calculations only leads to a small improvement of the theoretical result (calc.: 19.1). Hence, the much more cost-efficient B3LYP/LanL2DZ* method is used for the calculations on the model complexes. All these methods were used as implemented in the Gaussian 98 package. The force constants in internal coordinates were calculated using a modified version of the program Redong²³ (QCPE 628). Molecular orbitals were visualized using GaussView. S²-expansion techniques have been applied on the ferrous nitrosyls using a program provided by Zilberberg and coworkers.²⁴

Results and Analysis

Electronic Structure of [Fe(P)(MI)(NO)]⁻ (1)

Figure 1(top) shows the optimized structure of [Fe(P)(MI)(NO)]⁻ (1) for S = 0, and Table 1 lists important structural parameters for this model complex obtained from BP86/TZVP calculations. Bond lengths of 1.795 Å for Fe—NO and 1.211 Å for N—O are obtained. Corresponding force constants are 2.5 mdyn/Å for Fe—NO and 10.3 mdyn/Å for N—O as listed in Table 2. The Fe—N(imidazole) bond is very long at 2.439 Å, which is basically nonbonding. This is also reflected by the Fe—N(imidazole) force constant, which is only 0.2 mdyn/Å. The calculated value of 1511
Electronic structure of the corresponding six-coordinate species [Fe(P)(MI)(NO)]^− (1) in the relevant S = 0 state will be analyzed in the following. Note that from the calculations, the S = 0 and S = 1 states of [Fe(P)(MI)(NO)]^− are very close in energy (within 5 kcal/mol), that is, the ground state is S = 0 with BP86 and S = 1 for B3LYP as listed in Table 1. The MO diagram of 1 (S = 0) is given in Figure S1, and contour plots of important orbitals are shown in Figure S2. The coordinate system used for the following discussion is shown in Scheme 2 where the Fe—N(O) bond is roughly oriented along the z axis. The HOMO of complex 1, labeled π^2dxz/dy^dz (123), corresponds to an equal mixture of d^2z^2, d^xz, and d^y^dz of iron and π^π^π of NO (h = horizontal; the π^π^π orbital within the Fe—NO plane). This MO is Fe—NO bonding and hence, constitutes a very strong Fe—NO σ bond. On the other hand, this orbital is σ antibonding with respect to MI, which explains the very weak Fe—N(imidazole) interaction in this complex, which has also been observed experimentally. To lower energy, the three t^2g orbitals of iron, d^x^z, d^y^yz, and d^2—v^∗ (in the given coordinate system) are found, which are fully occupied. An additional contribution to the Fe—NO bond corresponds to a backbonding interaction between d^x^z and the π^π^π orbital of NO (v = vertical; the π^π^π orbital perpendicular to the Fe—NO plane). The strength of this interaction is estimated best from the corresponding antibonding combination, π^π^πdxz (127), which has 22% d and 67% π^π^π character as listed in Table S1. Based on this MO description, the Fe(II)—NO (ferrous-nitroxy) classification of [Fe(TPP)(NO)]^− as proposed by Ryan and coworkers is not entirely correct, because the two σ electrons occupying the π^π^π orbital of the bound 1NO ligand are fully delocalized over the Fe—N—O unit by strong mixing with d^2 of iron. Because of this, the NO bond is stronger and τ(NO) around 1500 cm^−1 is higher in energy in 1 than in free NO (1290 cm^−1; cf. ref. 17a). On the other hand, a one-electron reduced Fe(II)—NO/− species has also been characterized for a nonheme iron complex using a tethered cyclam ligand. In this case, τ(NO—O) is observed at 1271 cm^−1, which shows that the NO ligand experiences a much stronger degree of reduction in this complex. This marks an important difference between heme vs. nonheme iron chemistry.

The electronic structure of [Fe(P)(MI)(NO)]^− completely changes in the S = 1 state. As listed in Table 1, this complex has shorter Fe—N(O), N—O, and Fe—N(imidazole) bond lengths than 1 (S = 0). In fact, these bond distances are actually close to the values observed for the ferrous-nitrosyl complex [Fe(P)(MI)(NO)]. Correspondingly, the calculated N—O stretching frequency of 1630 cm^−1 for the S = 1 complex matches the value of 1662 cm^−1 calculated for [Fe(P)(MI)(NO)]. This shows that [Fe(P)(MI)(NO)]^− with S = 1 has a ferrous–nitrosyl electronic structure, where the extra electron must then be stored in the porphyrin ligand by forming a P^3− radical anion. This description is confirmed by the calculated spin density of the S = 1 complex. As a consequence, the nature of the porphyrinoid macrocycle might play an important role in determining the ground state of [Fe(phenylporphyrin)(L)(NO)]^− type complexes. Because the spectroscopic properties of the S = 0 and S = 1 states are very different, it is obvious from the experimental data on [Fe(TPP)(NO)]^− that this complex has an S = 0 ground state as discussed above.11

Figure 1. Figures of the fully optimized structures of [Fe(P)(MI)(NO)]^− (1, S = 0; P = Porphine (2−); MI = 1-methylimidazole) and [Fe(P)(CH3S)(NO)]^2− (2, S = 0) obtained with BP86/TZVP. Structural parameters are given in Table 1.
Electronic Structure of $[\text{Fe(P)}(\text{CH}_3\text{S})(\text{NO})]^2^-$ (2)

Based on the electronic structure description of $[\text{Fe(P)}(\text{MI})(\text{NO})]^-$ (I, $S = 0$) elaborated above, it is interesting to explore how an axial thiolate ligand as observed in P450nor would alter the properties of the Fe—NO subunit. From previous work on ferrous nitrosyls it is known that this effect can be substantial (vide infra). To this end, we have optimized the model system $[\text{Fe(TPP)(CH}_3\text{S})(\text{NO})]^2^-$ (2, $S = 0$) using BP86/TZVP. As shown in Table 1, the obtained Fe—NO and N—O bond distances of 1.776 and 1.215 Å are very close to those of I. Correspondingly, the N—O stretching frequency of 2 calculated at 1500 cm$^{-1}$ almost matches the value of 1511 cm$^{-1}$ for I. The fact that I and 2 have overall similar properties is not surprising, because due to the strong trans-effect of the coordinated nitroxylligand, the axial imidazole in I and thiolate in 2 are only very weakly bound (force constants are 0.21 mdyn/Å for Fe—N and 0.42 mdyn/Å for Fe—S, respectively). Small differences in electronic structures are evident from the calculated force constants shown in Table 2, which can be explained based on the MO diagram of 2 shown in Figure S3 (contour plots are given in Fig. S4). Analysis of the MO scheme shows that the principal bonding interactions between iron(II) and NO$^-$ are very similar in I and 2, that is, a σ bond is formed between $\pi^*_n$ of 1NO$^-$ and a mixed $d_{z^2}$/$d_{xz}$ orbital of iron and a π backbond is present due to interaction of $\pi_n^*$ and $d_{xz}$. Compared to I, the mixing between $\pi_n^*$ and $d_z$ is somewhat reduced, which leads to a slight weakening of the Fe—NO σ bond and a slight increase in the occupation of $\pi_n^*$ in 2. This corresponds to a slight trans-effect of the thiolate ligand on the coordinated NO (cf. ref. 26). In the case of the π backbond, analysis of the antibonding orbital $\pi^*_{n}d_{xz}$ shows a slight increase in metal contribution in the case of 2, which corresponds to a slight strengthening of this interaction. Taken together, both effects lead to a slight increase of the occupation of the $\pi^*$ orbitals of NO in 2, which explains the observed reduction of the N—O force constant by 0.3 mdyn/Å from 10.29 mdyn/Å in 1 to 9.97 mdyn/Å in 2. For the Fe—NO bond, these effects cancel, leaving the corresponding force constant almost unchanged, as shown in Table 2. In the S = 1 state of $[\text{Fe(TPP)(CH}_3\text{S})(\text{NO})]^2^-$, a similar situation is encountered as in the case of $[\text{Fe(P)}(\text{MI})(\text{NO})]^-$, where the porphyrin ring is reduced leading to a P$^3^-$ radical anion. However, in the case of 2, the stabilization of the S = 1 state relative to the S = 0 state is enhanced. Calculated energies are $-0.4$ kcal/mol with BP86 and $-9.6$ kcal/mol with B3LYP in favor of S = 1 as shown in Table 1.

From these results, the main effect of thiolate coordination in the Fe(II)—nitroxylligand complexes seems to be a stabilization of the S = 1 state, whereas the electronic structure of the Fe—NO subunit is hardly altered. It is, of course, tempting to conclude that the Fe—NO unit in P450nor would alter the properties of the Fe—NO subunit. From previous work on ferrous nitrosyls it is known that this effect can be substantial (vide infra). An S = 1 ground state for intermediate I would be advantageous for the following reaction with the radical NO, which would otherwise be spin forbidden. However, as we will show below, we believe that intermediate I in P450nor is actually protonated, and therefore, the question of whether the Fe(II)—nitroxylligand complex with thiolate coordination has an $S = 0$ or $S = 1$ ground state is not relevant for the mechanism of P450nor. At this point it should also be mentioned that electrocatalytic investigations of Farmer and coworkers on the nitrite and NO reduction by myoglobin and P450 CYP119 did not show any enhancement of NO reductase activity for the P450 enzyme in agreement with this conclusion.16

Comparison of the Electronic Structures of Fe(II)—Nitroxylligand Complexes and Ferrous NO Adducts

The electronic structure of the ferrous six-coordinate complex $[\text{Fe(P)}(\text{MI})(\text{NO})]$ has been described as Fe(II)—NO(radical) adduct. Analysis of the unrestricted single-determinantal wave function from the B3LYP calculation by expansion in the basis of Löwdin—Amos—Hall paired orbitals using the approach of Zilberberg and coworkers again validates this description. From this analysis, the ground state of this complex has 88% Fe(II)—NO(radical) character with a 12% admixture of a ligand field excited state. The SOMO of this complex, which corresponds to a bonding combination of a mixed $d_{z^2}$/$d_{xy}$ orbital of iron(II) and $\pi_n^*$ of NO, reflects this electronic structure. Charge contributions to the SOMO of 42% Fe and 43% NO13b are basically identical with the HOMO of one-electron reduced $[\text{Fe(P)}(\text{MI})(\text{NO})]^-$ (I) in the S = 0 state as described above. This means that one-electron reduction of the ferrous nitrosyl simply leads to a double occupation of its SOMO, which strengthens the Fe—NO σ bond, whereas at the same time the Fe—N(imidazole) bond is further weakened in agreement with the experimental results.11 Based on this large difference in σ bonding, one would expect that I exhibits a stronger Fe—NO bond than the ferrous nitrosyl complex. However, this is not the case, as is evident from the calculated Fe—NO force constants listed in Table 2. This is due to a reduction of π-backbonding, but also an increase of Coulomb repulsion, between $d_{xz}$ and $\pi_n^*$ in I compared to the ferrous nitrosyl complex. This is a very important result, because it indicates that the corresponding Fe—NO stretching vibration should be shifted to lower energy in I compared to $[\text{Fe(P)}(\text{MI})(\text{NO})]$.

In the case of the corresponding complexes with axial thiolate coordination, a more complicated situation is encountered. This is due to the fact that the ferrous nitrosyls, $[\text{Fe(P)}(\text{CH}_3\text{S})(\text{NO})]^-$ and $[\text{Fe(P)}(\text{MI})(\text{NO})]$, have different electronic structures, where axial thiolate coordination leads to a distinct weakening of the Fe—NO σ bond.25 In addition, spin polarization effects are observed for the π-backbond in $[\text{Fe(P)}(\text{CH}_3\text{S})(\text{NO})]^-$, which leads to a large amount of positive spin density on the NO ligand (>1.0) and the occurrence of negative spin density on iron. We have now reevaluated this electronic structure using Löwdin—Amos—Hall paired orbitals, and we found that the observed spin-polarization effects are actually due to the admixture of a distinct amount of Fe(III)—NO$^-$ character into the ground state of $[\text{Fe(P)}(\text{CH}_3\text{S})(\text{NO})]^-$, which has 74% Fe(II)—NO(radical) character with 18% admixture of Fe(III)—NO$^-$ and 6% contribution from a ligand field excited state. This is due to a stabilization of Fe(III) by the thiolate ligand. These special features of the electronic structure of the ferrous nitrosyl are lost upon one electron reduction. Because the axial thiolate has a strong effect on the Fe—NO unit in the ferrous nitrosyl, but only a weak effect in $[\text{Fe(P)}(\text{CH}_3\text{S})(\text{NO})]^-$ (2) in the S = 0 state (vide supra), the change of force constants and vibrational frequencies is distinctly smaller in this case compared to the complexes with axial
imidazole ligation. The Fe—NO force constant actually slightly increases from 2.38 mdyn/Å in ferrous [Fe(P)(CH3S)(NO)]− to 2.61 mdyn/Å in 2. The Fe—NO stretching frequency does not follow this trend and slightly drops to 502 cm−1 in 2. This is due to a change in mode mixing of (hFe—N—O) with porphyrin vibrations, and hence, might be overestimated in the calculations. On the other hand, the N—O stretch follows the general trend and decreases by ~100 cm−1 upon one-electron reduction, reflecting the increase in the occupation of the πσ orbital of NO in 2. Importantly, the experimentally determined Fe—NO stretches in the ferrous P450cam and chloroperoxidase NO adducts are observed at 554 and 542 cm−1, respectively,[28] which means that the one-electron reduced species must have a frequency at identical or lower energy. In contrast, the Fe—NO stretch in intermediate I has been reported at 596 cm−1 (cf. Table 2). Based on these results, we believe that the proposal of Daiber et al., following kinetic evidence, is correct, and that intermediate I is actually protonated. This aspect is further analyzed in the next section.

Protonation of [Fe(P)(CH3S)(NO)]2− (2) and Nature of the [Mb–HNO] Adduct and Intermediate I

Based on the finding that intermediate I is most probably protonated, it is then important to investigate the resulting singly and doubly protonated ferrous-nitrosyl species. Note that the free 1HNO/NO− pair has a pKa of approximately 11.4, which means that 1NO− is fully protonated in water yielding 1HNO. Starting with the singly protonated case, the bound nitrosoyl could either be protonated at the coordinating nitrogen or the terminal oxygen atom. The structures of both resulting complexes, [Fe(P)(CH3S)(NHO)]− (3a, S = 0, N-protonated) and [Fe(P)(CH3S)(NOH)]− (3b, S = 0, O-protonated), have been fully optimized using BP86/TZVP and are shown in Figure 2 [open-shell spin states (S = 1, 2) have not been considered in these cases, because the work of Silaghi-Dumitrescu has shown that these are at distinctively higher energies (> +15 kcal/(mol))]. Importantly, the electronic structures of these intermediates are very different. This is already indicated by the obtained bond distances as shown in Table 2. In the case of 3a, protonation leads to an increase of both the Fe−N and N−O distances to 1.824 and 1.252 Å, respectively, compared to 2. An inspection of the MO diagram of this complex shows that the added proton binds to the πσ orbital of the NO ligand leading to a planar Fe−N(H)O unit. This strongly decreases πσ in energy, and hence, decreases its interaction with dxy of iron compared to 2. Because the resulting bonding orbital, πσ, is distributed over several MOs (cf. 106 in Fig. 2), it is useful to analyze the corresponding antibonding (unoccupied) combinations, dxy A, πσ B. In the case of 3a, this orbital has 56% dxy A and only 15% πσ B character (cf. Fig. 2), whereas the corresponding orbital of 2 has 43% dxy A and 33% πσ B contribution (cf. Table S2). Hence, upon protonation of the coordinated NO in 2, the two electrons occupying the σ bonding orbital πσ A, dxy B are shifted toward the generated HNO ligand and the metal−ligand covalency decreases. This weakens both the Fe−N σ bond and the N−O bond in 3a compared to 2. The backbond between πσ A of NO and dxy A of iron is somewhat stronger in the case of 3a, where the corresponding antibonding combination, πσ A, dxy B (117) (cf. Fig. 2), has 60% πσ A and 30% dxy A character. This somewhat compensates the loss in Fe−N σ bonding in 3a compared to 2. In addition, this further weakens the N−O bond, which explains the strongly reduced N−O force constant and stretching frequency in 3a compared to 2 (cf. Table 2). In summary, the electronic structure of the intermediate 3a can be described as a simple Fe(II)−HNO adduct with a quite strong π backbond.

Importantly, the electronic structure of the O-protonated tautomer 3b is very different. In this case, the Fe−N distance is decreased to 1.746 Å, whereas the N−O bond length is strongly increased to 1.401 Å compared to 2. As in the case of 3a, the resulting Fe−NOH unit is planar, as shown in Figure 2, which indicates that the proton interacts with the πσ orbital of NO. This is confirmed by inspection of key MOs of 3b shown in Figure 2. In the case of 3a, the addition of a proton to πσ lowers this orbital in energy, which leads to a distinct increase of its occupation and a decrease of its mixing with dxy of iron compared to 2. The corresponding antibonding combination, dxy A, πσ B (120), has charge contributions of 52% dxy A and 20% πσ B, which is quite similar to 3a. Hence, as in the case of 3a, the two electrons occupying the πσ A, dxy B (117) HOMO in 2 are transferred to the NO ligand upon protonation. The π backbond between πσ A and dxy A is further enhanced compared to 2 and 3a. This is evident from the corresponding antibonding combination, πσ A, dxy B (117) (cf. Fig. 2), which has 50% πσ A and 37% dxy A character in the case of 3b. Hence, this bonding description should give rise to a somewhat stronger Fe−N bond and a somewhat weaker N−O bond in 3b compared to 3a. However, this is not in agreement with the observed large difference in N−O bond lengths in these complexes. The strong elongation of the N−O distance to 1.401 Å in 3b is actually due to a polarization of the out-of-plane πσ A and dxy A orbitals of NO leaving two p orbitals behind, N(p) and O(p), that only weakly interact. Hence, the out-of-plane π bond has almost disappeared in 3b, leading to an N−O single bond. Because O(p) is occupied and N(p) is empty, the latter forms a very strong π backbond with dxy A, which explains the distinct shortening (strengthening) of the Fe−N bond in 3b. In summary, the electronic structure of this complex has to be described as Fe(II)−NOH with a very weak N−O bond. The remarkably different electronic structures of the N- and O-protonated tautomers of 2 are also reflected by their vibrational properties. In the case of 3a, the N−O force constant of 8.67 mdyn/Å corresponds to a weak N−O double bond with a predicted N−O stretch of 1386 cm−1. In contrast, the N−O force constant of 3.44 mdyn/Å in 3b confirms the single bond character with a predicted ν(N−O) of only 833 cm−1. Compared to the N−O stretch of 2 calculated at 1500 cm−1, the position of ν(N−O) therefore allows to easily distinguish between the complexes 2, 3a, and 3b experimentally. Whereas the Fe−N force constant of 3a (2.52 mdyn/Å) is almost identical to that of 2, the Fe−NO stretch in this complex is predicted to be ~600 cm−1, and hence, about 100 cm−1 higher in energy than in 2. This surprising result is due to an intrinsic admixture of the Fe−N−H bend into ν(Fe−NO), which increases the energy of this mode in the case of 3a. Complex 3b has the strongest Fe−N bond with a force constant of 3.32 mdyn/Å and a predicted Fe−NO stretch of 649 cm−1.

Farmer and coworkers reported the synthesis of an HNO adduct of Mb, which turned out to be surprisingly stable.[6] Based on 1H-NMR results it was proposed that this species is N-protonated.
Figure 2. Optimized geometries (top) and contour plots of important molecular orbitals of \([\text{Fe}(\text{P})(\text{CH}_3\text{S})(\text{NHO})]^-\) (3a, \(S = 0\), left) and \([\text{Fe}(\text{P})(\text{CH}_3\text{S})(\text{NOH})]^-\) (3b, \(S = 0\), right) calculated with BP86/TZVP. Orbital decompositions are also included.
Vibrational energies of 1385 cm⁻¹ for the N—O and 651 cm⁻¹ for the Fe—NO stretch were reported for this complex. This N—O vibrational frequency is in very good agreement with the value of 1386 cm⁻¹ calculated for 3a, which nicely confirms that [Mb—HNO] is, in fact, N-protonated. The Fe—NO stretch of this species is at higher energy than the value of 601 cm⁻¹ calculated for 3a. This shift in energy could be due to the axial N- vs. S-donor ligands in [Mb—HNO] and 3a, respectively. As shown in Table 2, bottom, the Fe—NO stretch in iron(II)—nitrosyls also shows a distinct shift to lower energy in the presence of an axial thiolate donor compared to the complex with axial imidazole ligation.\(^\text{26}\)

The N- and O-protonated tautomers 3a and 3b also strongly differ with respect to their relative energies. As shown in Table 3, N-protonation of 2 leads to a gain of 47 kcal/mol in terms of free energy (including solvation effects), which corresponds to a calculated pK\(_A\) of 34. On the other hand, O-protonation only leads to a gain of free energy of 20 kcal/mol (pK\(_A\) ∼15). Hence, N-protonation is strongly favoured over O-protonation in agreement with the experimental observation that [Mb—HNO] is also N-protonated. This result is further confirmed by calculated energies from an earlier DFT study.\(^\text{21a}\) At this point it should be mentioned that the absolute values of the obtained free energies are probably overestimated. This can be seen from the pK\(_A\) of free HNO, which is calculated to be 23.5 compared to an experimental value of only 11.4. Nevertheless, as observed in many cases of pK\(_A\) calculations, trends are usually reproduced very well. Hence, the calculated pK\(_A\) values of 3a and 3b relative to that of HNO show that (a) coordination of HNO to Fe(II) increases the pK\(_A\) value of this species, and (b) that O-protonation is clearly less favourable.

Besides the two singly protonated tautomers 3a and 3b, intermediate 1 could also correspond to the doubly protonated intermediate [Fe(P)(CH₃S)(NOH)]\(^2^-\) as proposed by Daiber et al.\(^\text{9}\) Total free energy calculations show that 4 is, in fact, 8.6 kcal/mol lower in energy than 3a in agreement with this idea. The predicted

<table>
<thead>
<tr>
<th>Complex</th>
<th>ε</th>
<th>G(_{\text{core}})</th>
<th>G(_{\text{SOLV}})</th>
<th>G(_{\text{SUM}})</th>
<th>ΔG (kcal/mol)</th>
<th>pK(_A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Fe(P)(CH₃S)(NO)](^2^-) (2, S = 0)</td>
<td>−1291.92578</td>
<td>0.24907</td>
<td>−0.25048</td>
<td>−1291.92719</td>
<td>+46.64</td>
<td>—</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NOH)](^-) (3a, S = 0)</td>
<td>−1292.61334</td>
<td>0.26788</td>
<td>−0.07394</td>
<td>−1292.41940</td>
<td>0.0</td>
<td>34.2</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NOH)](^-) (3b, S = 0)</td>
<td>−1292.56709</td>
<td>0.26667</td>
<td>−0.07726</td>
<td>−1292.37768</td>
<td>+26.2</td>
<td>15.0</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NO)] (4, S = 0)</td>
<td>−1293.10301</td>
<td>0.28044</td>
<td>−0.02837</td>
<td>−1292.85094</td>
<td>−8.6</td>
<td>6.3(^b)</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(NO)](^2^-) (5, S = 1/2)</td>
<td>−1421.89651</td>
<td>0.25431</td>
<td>−0.25295</td>
<td>−1421.89515</td>
<td>+21.2</td>
<td>—</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(N₂O₂)] (6a, S = 1/2)</td>
<td>−1422.58098</td>
<td>0.27005</td>
<td>−0.06977</td>
<td>−1422.38070</td>
<td>−21.3</td>
<td>31.1</td>
</tr>
<tr>
<td>i-[Fe(P)(CH₃S)(N₂O₂)](^-) (6b, S = 1/2)</td>
<td>−1422.52818</td>
<td>0.26885</td>
<td>−0.08156</td>
<td>−1422.34089</td>
<td>+3.7</td>
<td>12.8</td>
</tr>
<tr>
<td>i-[Fe(P)(CH₃S)(N₂O₂)](^2^-) (7a, S = 1/2)</td>
<td>−1423.04991</td>
<td>0.28490(^c)</td>
<td>−0.00746</td>
<td>−1422.79717</td>
<td>−20.4</td>
<td>—</td>
</tr>
<tr>
<td>[Fe(P)(CH₃S)(N₂O₂)] (7b, S = 1/2)</td>
<td>−1423.10339</td>
<td>0.28505</td>
<td>−0.00486</td>
<td>−1422.82320</td>
<td>−36.9</td>
<td>—</td>
</tr>
<tr>
<td>Transition State (7c, S = 1/2); estim.(^d)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>hs-[Fe(P)(CH₃S)] (8)</td>
<td>−1162.00805</td>
<td>0.24826</td>
<td>−0.00437</td>
<td>−1161.76416</td>
<td>−89.6(^e)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)G\(_{\text{SUM}}\) = ε + G\(_{\text{core}}\) + G\(_{\text{SOLV}}\); ε = electronic energy, G\(_{\text{core}}\) = thermal and entropy correction to ε, G\(_{\text{SOLV}}\) = free energy of solvation. G\(_{\text{core}}\) is taken from the BP86/TZVP frequency calculation, the other energies are calculated with B3LYP/LanL2DZ\(^\text{a}\) (see Experimental Section).

\(^b\)Relative to 3a.

\(^c\)The structure of 7a has not been fully optimized (cf. Table 1). Hence, the calculated G\(_{\text{core}}\) is only an estimate.

\(^d\)We were not able to obtain the structure of the transition state from true transition state optimizations. The energy given here (using G\(_{\text{core}}\) from 7b) refers to a structure where the N—OH and both O—H distances have been fixed and the geometry was then optimized. This is only a crude approximation.

\(^e\)Energy includes the formation of N₂O and H₂O.

\(^f\)Experimental pK\(_A\) value for 1HNO → 3NO⁻ + H⁺: −11.4 (ref. 19a).
vibrational properties of 4 show a weak N—O bond with \(\tilde{\nu}(\text{N—O})\) at 952 cm\(^{-1}\) similar to 3b and, importantly, a predicted Fe—N stretch (mixed with Fe—N—H bends, cf. Table 2) at 609 cm\(^{-1}\) similar to 3a. Therefore, considering the experimental Fe—N stretch in I observed at 596 cm\(^{-1}\), these results are not conclusive whether this species is singly N- or doubly N,O-protonated. This could easily be decided from the N—O stretch, which, however, has not been observed experimentally. The optimized structure of 4 is shown in Figure 3. In this case, the NHOH ligand is planar, which means that both protons are bound to the former \(\pi_h^*\) orbital. This leads to a further decrease of this orbital in energy and, hence, a decrease of the strength of the Fe—N \(\sigma\) bond in 4. The corresponding bonding combination, \(\pi_h^*-d_2^*(95)\), has 49% \(\pi_h^*\) and only 10% \(d_2^*\) character in agreement with this analysis (cf. Fig. 3). On the other hand, the binding of the second proton also has a profound effect on the \(\pi_v^*\) orbital, which decreases in energy and now becomes occupied. This is evident from the corresponding antibonding combination, \(d_{xy}-\pi_v^*(115)\) (cf. Fig. 3), which has 34% \(\pi_v^*\) and 40% \(d_{xy}\) character. In summary, the electronic structure of 4 is somewhat similar to 3b, but the Fe—N \(\sigma\) bond is distinctively weakened in the doubly protonated species in agreement with the lower Fe—N force constant in this case (cf. Table 2). In addition, the \(\pi_v^*\) orbital now becomes occupied, which formally leads to a Fe(IV)—NHOH\(^-\) electronic structure for complex 4, although one has to keep in mind that the Fe—N bond is very covalent. Therefore, based on the spectroscopic and mechanistic significance, we propose that intermediate I is a doubly protonated Fe(IV)—NHOH\(^-\) species.

In conclusion, the above analysis shows that the Fe(II)—NO/\((-\)) species in myoglobin corresponds to a singly N-protonated complex, whereas the corresponding intermediate I in P450nor is doubly N,O-protonated. Therefore, we propose that the actual role of the axial thiolate ligand in P450nor is the stabilization of the formed Fe(IV)—NHOH\(^-\) intermediate by strong donation of the thiolate to the iron center thus stabilizing the formal Fe(IV) oxidation state. In other words, the thiolate enables the double protonation of the Fe(II)—NO/\((-\)) intermediate by lowering its \(pK_B\) values. As demonstrated in the next section, this intermediate leads to a clean formation of \(\text{N}_2\text{O}\) when reacted with one molecule of NO, thus avoiding the formation of potentially toxic NOx species.

Molecular Mechanism of P450nor

From the work of Shoun and coworkers\(^6,7\) it is known that P450nor is catalytically active in its ferric oxidation state, which binds one molecule of NO. The next step is the reaction with NADH leading to the formation of intermediate I as presented in Scheme 1. As shown by our analysis presented above and kinetic studies by Daiber et al.,\(^9\) this step corresponds to a direct hydride transfer initially generating an Fe(II)—HNO species as shown in Scheme 3. This species is N-protonated, which is energetically strongly favoured over the O-protonated form. Hence, in the following mechanistic discussion all free energies will be related to this species 3a, which is set to 0.0 kcal/mol in Scheme 3. This species is subsequently protonated leading to the fast formation of the corresponding Fe—NHOH species 4, which therefore can be identified with intermediate I as observed spectroscopically in agreement with the proposal of Daiber et al.\(^9\) It is stabilized by approx-
approximately 9 kcal/mol relative to 3a. The electronic structure of this intermediate is very interesting as described above and formally corresponds to an Fe(IV)—NHOOH complex. Intermediate 4 could be envisioned to react with NO by an outer sphere electron transfer to the iron center creating Fe(III) and NO$, where the NO$ then subsequently or concertedly attacks the lone pair on the nitrogen of the coordinated NHOH ligand. This process corresponds to a spin-allowed reaction. Importantly, the calculations show that the N-protonated Fe(III)$—N$_2$O$_2$H$_2$ species formed this way is unstable and easily loses the generated N$_2$O$_2$H$_2$ ligand. However, proton transfer from the nitrogen atom of the former NHOH ligand to the oxygen of the incoming NO molecule leads to the generation of the stable O,O$-protonated Fe(III)$—N$_2$O$_2$H$_2$ complex 7b as shown in Scheme 3. The formation of 7b from 4 and NO is highly exergonic by about 28 kcal/mol. This is a very important result, because it shows that the attack of NO on intermediate 4 is a three step process including (a) electron transfer to the formal iron(IV), (b) attachment of the resulting NO$ forming an N—N bond, and (c) simultaneous proton transfer from the N atom of the former NHOH ligand to the O atom of the incoming NO. This mechanism explains why the anticipated radical reaction of NO with the coordinated HNO species is efficiently catalyzed by the heme center. Based on this reaction sequence, the N-protonated Fe(III)$—N$_2$O$_2$H$_2$ species is an intermediate on the reaction coordinate leading to 7b. To estimate the energy of this species, we have optimized its structure using a fixed Fe—N distance. This leads to intermediate 7a, where NO is loosely attached to the NHOH ligand. The energy of this species is $-12$ kcal/mol relative to 4 and NO. Therefore, the subsequent proton transfer generating the tautomer 7b is highly exergonic by $-16$ kcal/mol, and hence, should occur extremely fast in the actual enzymatic reaction. This ensures that the formed N$_2$O$_2$H$_2$ ligand stays bound to the iron(III) center. In addition, the structure of 7b as shown in Scheme 3 is perfectly set up for proton transfer leading to the tautomeric 7c, where the oxygen of the former NHOH ligand is doubly protonated. Upon geometry optimization, this species...
relaxes back to 7b, which therefore corresponds to the most stable tautomer of the Fe(III)–N2O2H2 complex. However, fixing the two O–H bonds in 7e at 0.97 Å and geometry optimization leads to the spontaneous cleavage of the N–OH2 bond and the formation of a five-coordinate Fe(III) complex, nitrous oxide and water. This reaction is highly exergonic, which shows that 7c must correspond to a transition state, because this species is higher in energy than both the reactant 7b that it is formed from, and the products obtained after its decomposition. We therefore tried to optimize the structure of this transition state, but these calculations were not successful. To estimate the energy for proton transfer leading from 7b to 7c, a geometry optimization was performed were both O—H and the N—O bond distances were fixed at 0.97 and 1.41 Å, respectively. As shown in Table 3, this structure is 35 kcal/mol higher in energy than 7b. This indicates that the transition state must have a significantly elongated N—O bond, which would lead to a substantial lowering of the barrier as evident from the strong thermodynamic driving force of the reaction. Because it is known from experiments that the five-coordinate ferric heme in P450nor is high spin, we therefore used the corresponding high-spin complex 8 to calculate the free energy for the reaction leading from 7b to 8, nitrous oxide and water. This process is exergonic by about 53 kcal/mol, and therefore, thermodynamically highly favorable. Note that the decay of 7c initially generates an Fe(III)–N2O complex, which loses the N2O ligand in the calculations regardless whether the high-spin or low-spin state of the ferric heme is considered. This dissociation of nitrous oxide closes the catalytic cycle.

In model complex studies using organic solvents, Fe(II)–NO/(−) species could also potentially be generated in a proton-free environment. To investigate whether these intermediates would react with NO, we have also calculated the corresponding reaction energy. As shown in Scheme 3, this process leading from 2 to the Fe–N2O intermediate 5 is strongly exergonic by about 25 kcal/mol, and hence, this reaction should proceed smoothly. In addition, 5 is almost as basic as 2, which indicates that this species could be doubly protonated upon addition of acid leading to 7b, which then follows the reaction mechanism of P450nor as described above. This sequence certainly requires a protected binding site for the intermediate as present in the protein to exclude cross-reactions of different species in solution or disproportionation reactions, etc.

In two very recent studies, alternative reaction mechanisms for P450nor have been also published based on DFT calculations.23–26 Importantly, Vincent et al.23–26 also concluded that intermediate I of P450nor corresponds to the doubly protonated species 4 as presented here, although this work does not explicitly consider the energies of the different protonation steps, which is of key importance as we have shown above. The further mechanism published in this article then differs from our results. This is due to the fact that upon reaction of 4 with NO, the initially formed, N-protonated species 7a does lead to loss of N2O2H2 from iron as discussed above. Because Vincent et al. did not consider the energetically favourable tautomer 7b, which contains a stable Fe–N2O2H2 bond, their further mechanism invokes decomposition of free N2O2H2. However, we think that the tautomer 7b is formed instantaneously from 7a due to the strong thermodynamic driving force, and that a mechanism considering free N2O2H2 is therefore not valid. As presented above, the iron center is actually assisting in the decomposition of the coordinated N2O2H2 in 7b by fixing the structure in a conformation that is ideally set up for proton transfer leading to the transition state 7c. In a recent DFT study by Tsukamoto et al.,27 a completely different reaction mechanism is promoted where the ferric–heme NO adduct is only reduced by one electron by NADH, and the NO then dissociates from the generated ferrous heme. In the next step, a second electron transfer occurs from the NADH radical to free NO generating free NO−, which then reacts with NAD+. Considering the known properties of ferric and ferrous heme nitrosyls,28 this scenario is very unlikely. First, NO is bound very strongly to ferrous heme nitrosyls, and hence, a fast dissociation of NO from the heme is unlikely. Vice versa, it can be envisioned that the two-electron reduction by NADH is actually performed to avoid the ferrous nitrosyl complex. Second, this mechanism cannot explain the experimentally observed properties of intermediate I, which contains a bound NO ligand but is clearly further reduced compared to a corresponding ferrous complex (cf. Introduction). This latter mechanism is therefore highly unrealistic.

Conclusions

The main conclusions that are drawn from the calculations presented in this work are:

1. the one-electron reduced ferrous nitrosyl species Fe(II)−NO/(−) can principally exist in the two spin states S = 0 and S = 1, which are isoenergetic in the calculations for N-donor trans ligands, whereas thiolate leads to a slight preference for the S = 1 state. So far, experimental evidence is only available for the S = 0 case;
2. the S = 0 ground state of Fe(II)−NO/(−) has an electronic structure that is intermediate between Fe(II)−NO− and Fe(I)−NO. The effect of an axial thiolate ligand on the electronic structure is marginal. Importantly, this species is not part of the catalytic cycle of P450nor;
3. this is in contrast to the ferrous Fe(II)−NO complexes, where the axial thiolate has a profound effect on the electronic structure leading to an admixture of ~20% Fe(III)−NO− character into the ground state wavefunction;
4. the Mb–HNO adduct prepared by Farmer and coworkers corresponds to the N-protonated Fe(II)−NHOH tautomer, which is energetically strongly preferred over the O-protonated form;
5. in contrast, intermediate I of P450nor is doubly protonated and formally corresponds to an Fe(IV)−NHOH− complex. This species is perfectly set up for reaction with a second molecule of NO;
6. the role of the thiolate is then to stabilize the Fe(IV)−NHOH− species and to enable the double protonation of the reduced NO ligand in P450nor;
7. the Fe(IV)−NHOH− intermediate reacts with nitric oxide by initial electron transfer from NO to Fe(IV) followed by addition of NO− to the NHOH ligand forming an N−–N bond. This process is accompanied by an intramolecular proton transfer. This reaction sequence ensures that nitrous oxide is the product of catalysis, and that no other NOx species is formed;
8. the obtained Fe$_2$O$_3$H$_2$ intermediate is quite stable and corresponds to an Fe(III)$\rightarrow$N(OH)NO(ONOH) species. The doubly O-protonated tautomer Fe(III)$\rightarrow$N(OH)$_2$(NO) is energetically unfavorable, but corresponds to the catalytically productive species that spontaneously decomposes to N$_2$O and water in a highly exergonic process;

9. this way, the enzyme produces dimerized HNO under controlled conditions; which, in its free form, also decomposes to N$_2$O and H$_2$O (see Introduction);

10. electrocatalytic work by Farmer et al.\textsuperscript{16} shows that Mb forms MO diagrams and contour plots of 1350 Lehnert, Praneeth, and Paulat • Vol. 27, No. 12 • Journal of Computational Chemistry 10. electrocatalytic work by Farmer et al.\textsuperscript{16} shows that Mb forms hydroxylamine and ammonia from nitrite reduction, whereas P450 CYP119 is less reactive, but more selectively produces N$_2$O. One possible explanation for this difference is that in Mb, the N-protonated intermediate Fe(II)$\rightarrow$NHO is catalytically active, and that this is the route leading to NH$_2$OH by additional proton and electron transfer, whereas in P450nor, the corresponding doubly-protonated species is the reactive intermediate leading to N$_2$O formation.

Supporting Information

MO diagrams and contour plots of 1 and 2 and tables with charge decompositions of important molecular orbitals of these species; tables with cartesian coordinates of the optimized structures of 1–7 are available from the Supporting Information.
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Abstract

Starting from copper(II) hydrotris(pyrazolyl)borate precursors and substituted hydrazines, we were able to synthesize mononuclear and binuclear copper(I)–diazene complexes for the first time. The mechanism of these reactions corresponds to a simple hydrazine oxidation by the copper(II) centers. Binuclear diazene complexes contain the central Cu(I)–NR=NR–Cu(I) unit, which we have structurally and spectroscopically characterized. Interestingly, usage of a sterically demanding hydrotris(pyrazolyl)borate ligand that prevents the dimer formation, leads to decomposition of the diazene complex and the isolation of a copper(I)–hydrazine complex. The same is observed when a tris(pyrazolyl)methane ligand is applied. Finally, using 1,1-diphenylhydrazine or the corresponding monophenyl derivative, we were able to obtain mononuclear Cu(I)–diazene complexes. In this case, the phenyl substituent(s) prevent the dimerization, but also stabilize the diazene ligand. Mononuclear and binuclear Cu(I)–diazene complexes are characterized by their intense reddish to purple color, which is caused by an intense Cu-d to diazene-p* transition in the visible region. Resonance Raman spectra of the diazene complexes show the Cu–N and N–N stretching vibrations in the 500 cm⁻¹ and 1350–1400 cm⁻¹ energy regions, respectively, in agreement with the diazene description of the complexes. The copper(I)–diazene bond in these complexes is dominated by π backbonding.

© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Small nitrogen-containing molecules in different oxidation states are not only important in biological systems in the global nitrogen cycle, and as the source of nitrogen in amino acids and nucleic acids, but also play an important role in chemical industry as the key substrates of fertilizers, drugs, and industrial products. In this respect, the conversion of atmospheric N₂ into NH₃ is one of the most important chemical processes. The large-scale transformation of N₂ and H₂ into NH₃ is performed in industry by the Haber–Bosch process at high temperature and pressure, employing transition metal-based catalysts to accelerate the thermodynamically feasible production of NH₃ [1,2]. In comparison, biological N₂-fixing systems (nitrogenases) can reduce N₂ to NH₃ under much milder conditions, but still require a significant energy input [3–5]. Nevertheless, the catalytic transformation of molecular nitrogen into nitrogenous compounds, such as ammonia and organo-nitrogen compounds, at ambient temperature and pressure is still one of the greatest challenges in chemistry. The active sites of the nitrogenases, which are the enzymes that catalyze N₂ fixation, consist of a cluster of Fe/Mo, Fe/V, or Fe metal ions only. The structure of this cluster has
recently been improved to high resolution for the Fe/Mo type nitrogenase [6]. From X-ray analyses and spectroscopic data, HN=NH (1,2-diazene) has been postulated as a metal-bound intermediate in enzymatic N₂ fixation [6,7]. This molecule is extremely unstable in its free state, and undergoes a bimolecular decomposition above −150 °C to give N₂ and N₂H₄ [8]. The stability of diazene is greatly enhanced when its lone pairs are coordinated to transition metals. Corresponding complexes have been reported by Sellmann [9,10] and other chemists [11–14], using different types of supporting ligands.

Due to this biological and industrial relevance of reduced nitrogen species, many chemists have tried to make corresponding model complexes, which has led to the generation of a large number of transition metal dinitrogen, diazene, and hydrazine complexes [9–14]. In particular, V, Fe, and Mo were commonly used for the preparation of model complexes. Stable dinitrogen, diazene, or hydrazine complexes were also obtained with metal ions such as W, Ti, Zr, Cr, Mn, Tc, Re, Ru, Os, Co, Rh, Ir, Ni, Pd, Pt, Au, and Sm. The crystal structures for a number of these model complexes were determined. In addition, spectroscopic and physical methods were applied for the characterization of these compounds, and the redox properties and abilities of the complexes to activate N₂ for utilization were investigated. From these studies, various coordination modes of dinitrogen, diazene, and hydrazine to transition metal ions were discovered, summarized in Scheme 1. A significant number of these compounds were obtained from the reaction of corresponding transition metal precursors with hydrazine (N₂H₄), which leads to hydrazine oxidation yielding diazene or dinitrogen complexes [9]. In addition, alkyl-substituted hydrazine or hydrazido (diazenido), and diazene complexes have also been prepared, because alkyl substituents tend to stabilize coordinated hydrazine and diazene ligands [9–14].

The coordination chemistry of copper toward dinitrogen and its reduced species, although poorly defined, is also of biological relevance. Interestingly, the copper-containing active site of the enzyme nitrous oxide reductase (N₂OR) is not inhibited by dinitrogen [15], although studies on ruthenium complexes have shown that N₂ is in general a stronger ligand to transition metals than N₂O [16]. In terms of model complexes, not much is actually known about the interaction of copper with hydrazine, diazene, and especially dinitrogen. Previous to our studies, only three crystal structures of corresponding copper(I) compounds had been published: a 1,2-dimethyl substituted diazene complex, [[CuCl]₂(µ-N₂Me₂)]₂ [17], and two hydrazine complexes, [[Cu(CN)]₂(µ-N₂H₄)]₂ [18] and [[CuCl]₂(µ-N₂H₄)]₂ [19]. However, these compounds correspond to inorganic polymers as indicated.

Because of this lack of knowledge about the coordination chemistry of copper(I) with dinitrogen, diazene, and hydrazine, we started a systematic investigation of this area using anionic hydrotris(pyrazolyl)borate (L⁻) and neutral tris(pyrazolyl)methane (L’) coligands. Our initial approach to this chemistry was to use hydrazine oxidation as described above. This way, we were able to obtain mononuclear and binuclear copper(I)-hydrazine and –diazene complexes for the first time. Interestingly, the exact nature of the reaction product depends on the charge and the bulkiness of the applied coligand (substituted L⁻ or L’, respectively), and hence, represents a true ligand second-coordination sphere effect [20]. We have also applied substituted hydrazine substrates for these reactions. These results are summarized in this paper. Note that the syntheses, crystal structures, and spectroscopic characterization of the binuclear copper(I)-diazene complexes have been published in a preceding communication [21]. These results are briefly summarized below.

2. Experimental

2.1. Materials

Preparation and handling of all complexes was performed under an argon atmosphere by employing standard Schlenk line techniques. Dichloromethane was distilled from P₂O₅ prior to use. Heptane and pentane were carefully purified by refluxing/distilling under an argon atmosphere over sodium benzophenone ketyl. Hydrazine monohydrate (98%), 0.2 M NaOH(aq), anhydrous sodium sulfate, 1,1-diphenylhydrazine hydrochloride, phenylhydrazine and triethylamine were purchased from Wako Pure Chemical Ind. Ltd. ¹⁵N-enriched hydrazine sulfate and 1,2-dimethylhydrazine dihydrochloride were obtained from ICON, NY and Tokyo Kasei Kogyo, Co., Ltd., respectively.

![Scheme 1. Binding modes of dinitrogen, diazene, and hydrazine to transition metals.](image-url)
The deuterated solvent was obtained from Cambridge Isotope Laboratories, Inc. The precursors, \([\{\text{Cu}(L1)\}2(\mu-\text{OH})_2]\) and \([\text{Cu}(L3)\text{(OH)}]\) (L1 = HB(3,5-Pr2pz)3 anion, L3 = HB(3-Bu-5-Prpz)3 anion) were prepared according to literature methods [22,23]. The preparation of the precursor \([\{\text{Cu}(L1')\}2(\mu-\text{OH})_2]\text{ClO}_4_2\) will be reported in the near future [24].

Caution! Although we have not encountered any problems during complex syntheses, it is noted that the perchlorate rates of metal complexes with organic ligands are potentially explosive and should be handled only in small quantities with appropriate precautions.

2.2. Preparation of complexes

2.2.1. \([\{\text{Cu}(L1)\}2(\mu-\text{HN=NH})\] (1)

The precursor \([\{\text{Cu}(L1)\}2(\mu-\text{OH})_2]\) (310.9 mg, 0.285 mmol) was dissolved in dichloromethane (25 cm3) / heptane (5 cm3) at room temperature and cooled to −50 °C. Hydrazine monohydrate (0.035 cm3, 0.71 mmol) was added using a microsyringe. The reaction mixture was stirred for 30 min at −50 °C, and for 30 min at −30 °C. During this time, the color of the solution changed from blue to dark purple. After cooling to −50 °C, the solvent was evaporated (remaining volume: 10 cm3) and the solution was stored at −50 °C for one week. The obtained purple microcrystals (186.7 mg, 0.172 mmol, yield 60%) were filtered off and dried under vacuum at 0 °C for 5 min. IR (KBr, cm−1): 3222 (ν=N–H), 2964 (ν=C–H), 2934 (ν=C–H), 2868 (ν=C–H), 2540 (ν=B–H), 1534 (ν=C≡N), 1469, 1392, 1298, 1265, 1174, 1043, 787, 733. Far-IR (CsI, cm−1): 357 (7000), 390 (sh, 5380), 407 (sh, 5110), 487 (5660). Anal. Calc. for C56H51Cu5H12Cl6O9: C, 58.47; H, 8.87; N, 15.40. Found: C, 58.58; H, 9.03; N, 15.42%

2.2.2. \([\{\text{Cu}(L1)\}2(\mu^{15}\text{NH}={15}\text{NH})]\] (2)

This complex was prepared analogously to \([\{\text{Cu}(L1)\}2(\mu-N_2\text{Me}_2)\] by using 15N-enriched hydrazine sulfate.

2.2.3. \([\{\text{Cu}(L1')\}2(\mu-N\text{Me}=\text{NMe})]\] (2')

This complex was synthesized by two methods. (i) The precursor \([\{\text{Cu}(L1')\}2(\mu-\text{OH})_2]\) (229.9 mg, 0.204 mmol) and 1,2-dimethylhydrazine dihydrochloride (32.6 mg, 0.245 mmol) were dried under reduced pressure for a few minutes at room temperature and then cooled to −50 °C in a Schlenk tube. Then, cooled dichloromethane/pentane (20 cm3) was added. After the \([\{\text{Cu}(L1)\}2(\mu-\text{OH})_2]\) was completely dissolved, the solution was treated with 0.2 M NaOH(aq) (2.45 cm3, 0.490 mmol) using a syringe for neutralization of the 1,2-dimethylhydrazine dihydrochloride. The suspension was warmed to 0 °C and stirred for 30 min. During this time, the color of the solution changed from blue to red. Then, the water phase was removed and the organic phase was dried with anhydrous sodium sulfate. After the sodium sulfate was filtered off, the filtrate was concentrated and stored at −50 °C for several days. Red crystals (145.7 mg, 0.131 mmol, yield 64%) were collected by filtration and dried under vacuum at 0 °C for 5 min. (ii) This method is similar to (i) and was used to make samples for spectroscopy. Here, 1,2-dimethylhydrazine dihydrochloride was neutralized with triethylamine instead of 0.2 M NaOH(aq) at −50 °C. IR (KBr, cm−1): 2964 (ν=C–H), 2932 (ν=C–H), 2868 (ν=C–H), 2525 (ν=B–H), 1537 (ν=C≡N), 1470, 1380, 1299, 1211, 1174, 1047, 785, 657. Far-IR (CsI, cm−1): 631, 590, 519, 402, 305, 162. 1H NMR (CD2Cl2, 600 MHz, δ, 1H): 1.21 (d, J = 7 Hz, 6H, CH3), 1.24 (d, J = 7 Hz, 6H, CH3), 2.99 (sept, J = 7 Hz, 6H, CH3Me), 3.45 (sept, J = 7 Hz, 6H, CH3Me2), 4.90 (s, 2H, NH (diazene)), 5.84 (s, 6H, Pz). UV–Vis (CH2Cl2, −50 °C, 0.285 mmol) was dissolved in dichloromethane (20 cm3) at room temperature and cooled to −50 °C. Hydrazine monohydrate (0.020 cm3, 0.41 mmol) was added using a microsyringe. The reaction mixture was stirred for 30 min at −50 °C, and for 30 min at −30 °C. During this time, the color of the solution changed from greenish yellow to colorless. The solution was then dried with anhydrous sodium sulfate and filtered over Celite. Cooled heptane (10 cm3) was added to the filtrate, which was then concentrated. Colorless crystals (131.8 mg, 0.219 mmol, yield 60%) were collected by filtration and dried under vacuum at 0 °C for a few minutes. IR (KBr, cm−1): 3398 (ν=N–H), 3342 (ν=N–H), 2962 (ν=C–H), 2926 (ν=C–H), 2864 (ν=C–H), 2522 (ν=B–H), 1605, 1532 (ν=C≡N), 1457, 1361, 1299, 1180, 1044, 787, 753, 643. Far-IR (CsI, cm−1): 643, 574, 538, 517, 417, 416, 353, 331, 260, 175. 1H NMR (CD2Cl2, 600 MHz, −50 °C): δ, 1.23 (d, J = 7 Hz, 6H, CH3Me), 1.38 (d, J = 7 Hz, 27H, CMMe3), 3.49 (sept, J = 7 Hz, 6H, CH3Me2), 3.75 (s, 2H, NH (coordinated)), 4.76 (s, 2H, NH (not coordinated)), 5.83 (s, 3H, Pz). Anal. Calc. for C30H58N8Cu5B2C12: C, 56.74; H, 8.90; N, 17.36. Found: C, 56.58; H, 8.42; N, 17.34%

2.2.4. \([\{\text{Cu}(L3)\}2(\text{NH}_2\text{-NH}_2)\] (3)

The precursor \([\text{Cu}(L3)\text{(OH)}]\) (214.7 mg, 0.365 mmol) was dissolved in dichloromethane (20 cm3) at room temperature and cooled to −50 °C. Hydrazine monohydrate (0.020 cm3, 0.41 mmol) was added using a microsyringe. The reaction mixture was stirred for 30 min at −50 °C, and for 30 min at 0 °C. During this time, the color of the solution changed from greenish yellow to colorless. The solution was then dried with anhydrous sodium sulfate and filtered over Celite. Cooled heptane (10 cm3) was added to the filtrate, which was then concentrated. Colorless crystals (131.8 mg, 0.219 mmol, yield 60%) were collected by filtration and dried under vacuum at 0 °C for a few minutes. IR (KBr, cm−1): 3398 (ν=N–H), 3342 (ν=N–H), 2962 (ν=C–H), 2926 (ν=C–H), 2864 (ν=C–H), 2522 (ν=B–H), 1605, 1532 (ν=C≡N), 1457, 1361, 1299, 1180, 1044, 787, 753, 643. Far-IR (CsI, cm−1): 643, 574, 538, 517, 417, 416, 353, 331, 260, 175. 1H NMR (CD2Cl2, 600 MHz, −50 °C): δ, 1.23 (d, J = 7 Hz, 18H, CHMe2), 1.38 (d, J = 7 Hz, 27H, CMMe3), 3.49 (sept, J = 7 Hz, 3H, CH3Me2), 3.75 (s, 2H, NH (coordinated)), 4.76 (s, 2H, NH (not coordinated)), 5.83 (s, 3H, Pz). Anal. Calc. for C30H58N8Cu5B2C12: C, 56.74; H, 8.90; N, 17.36. Found: C, 56.58; H, 8.42; N, 17.34%
room temperature, then dried with anhydrous sodium sulfate, and filtered over Celite. Heptane (10 cm³) was added to the filtrate and the solution was concentrated. Colorless crystals (84.0 mg, 0.065 mmol, yield 39%) were obtained, collected by filtration, and dried under vacuum at 0 °C for a few minutes. IR (KBr, cm⁻¹): 3333 (ν(N–H)), 3260 (ν(N–H)), 3172 (ν(N–H)), 2970 (ν(C–H)), 2933 (ν(C–H)), 2871 (ν(C–H)), 1556 (ν(C=N)), 1469, 1385, 1290, 1237, 1183, 1097 (ν(C–O)), 827, 735, 623. Caution! Elemental analysis of this compound could not be obtained due to sample explosion during heating.

2.2.6. [Cu(L1)(NPh2)] (5)

The precursor [[Cu(L1)]2(μ-OH)2] (215.1 mg, 0.197 mmol) and 1,1-diphenylhydrazine hydrochloride (105.5 mg, 0.478 mmol) were dried under reduced pressure for a few minutes at room temperature and then cooled to −50 °C in a Schlenk tube. Then, cold dichloromethane (20 cm³) was added. After the [[Cu(L1)]2(μ-OH)2] was completely dissolved, the solution was treated with triethylamine (0.070 cm³, 0.502 mmol) using a microsyringe for neutralization of the 1,1-diphenylhydrazine hydrochloride. After 10 min stirring at −50 °C, the reaction mixture was allowed to warm up to 0 °C, and then stirred for 5 min. During this time, the color of the solution changed from blue to reddish brown. The solution was then stirred for another 30 min at −50 °C. The solvent was evaporated to a remaining volume of 10 cm³, and the solution was stored at −50 °C for one week. Reddish brown microcrystals (165.4 mg, 0.233 mmol, yield 59%) were obtained, filtered off, and dried under vacuum at 0 °C for 5 min. IR (KBr, cm⁻¹): 3063 (ν(C–H)), 2962 (ν(C–H)), 2866 (ν(C–H), aliphatic), 2531 (ν(b–H)), 1589 (ν(C=C, (Ph)), 1535 (ν(C=N)), 1459, 1390, 1298, 1264, 1173, 1042, 783, 762, 689, 655. Var-IR (CsI, cm⁻¹): 647, 627, 618, 594, 517, 487, 460, 422, 312, 267, 225, 169. 1H NMR (CD2Cl2, 600 MHz, −50 °C): δ 1.16 (d, J = 7 Hz, 18H, CHMe2), 1.18 (d, J = 7 Hz, 18H, CHMe2), 2.57 (sept, J = 7 Hz, 3H, CHMe2), 3.40 (sept, J = 7 Hz, 3H, CHMe2), 5.77 (s, 3H, Ph), 2.86 (sept, J = 8 Hz, 1H, Ph-3,5), 7.86 (t, J = 8 Hz, 2H, Ph-2,6). UV–Vis (CH2Cl2, −50 °C, λmax/nm (ε/cm⁻³ mol⁻¹ dm³⁻¹)): 314 (6900), 407 (10400), 716 (390). Anal. Calc. for C9H16O3N6B2Cu: C, 61.72; H, 7.87; N, 15.36. Found: C, 62.13; H, 7.76; N, 14.64%.

2.2.7. [Cu(L1)(NNPh)] (6)

The precursor [[Cu(L1)]2(μ-OH)2] (212.3 mg, 0.194 mmol) was dissolved in dichloromethane (25 cm³) at room temperature and cooled to −50 °C. Phenylhydrazine (0.050 cm³, 0.508 mmol) was added using a microsyringe. The reaction mixture was stirred for 30 min at −50 °C, and for 30 min at −30 °C. During this time, the color of the solution changed from blue to dark purple. After cooling to −50 °C, the solvent was evaporated to a remaining volume of 10 cm³, and the solution was stored at −50 °C for several months. 1H NMR (CD2Cl2, 600 MHz, −50 °C): δ 1.12 (d, J = 7 Hz, 18H, CHMe2), 1.14 (d, J = 7 Hz, 18H, CHMe2), 2.86 (sept, J = 7 Hz, 3H, CHMe2), 3.38 (sept, J = 7 Hz, 3H, CHMe2), 5.78 (s, 3H, Ph), 6.74 (t, J = 8 Hz, 2H, Ph-3,5), 6.92 (t, J = 8 Hz, 1H, Ph-4), 7.18 (t, J = 8 Hz, 2H, Ph-2,6). UV–Vis (CH2Cl2, −50 °C, λmax/nm (ε/cm⁻³ mol⁻¹ dm³⁻¹)): 342 (sh, 2670), 430 (4750), 510 (4300), 625 (sh, 1540). We did not obtain a satisfactory elemental analysis due to fast decomposition of this complex at room temperature.

2.3. Measurements

IR spectra were recorded in the 4600–400 cm⁻¹ region (MIR) using KBr pellets, and in the 650–100 cm⁻¹ region (FIR) using CsI disks at room temperature. For this purpose, a JASCO FT/IR-550 spectrophotometer was applied. 1H NMR spectra were obtained on a Bruker AVANCE-600 NMR spectrometer at −50 °C. Chemical shifts are reported versus the internal standard (CH3)4Si, or referenced to residual protons in the deuterated solvents. Electronic absorption spectra were measured on an Otsuka Electronics MCPD-2000 system with an optical fiber attachment (300–1100 nm) at −50 °C. The elemental analyses (C, H, N) were performed by the Department of Chemistry at the University of Tsukuba.

FT-Raman spectra were recorded on a Bruker IFS 66 interferometer with a Bruker FRA 106 Raman attachment using a Nd:YAG laser for excitation (λ = 1064 nm). Measurements were performed on pure compounds at room temperature. Resonance Raman spectra were obtained on a setup that consists of the following components: an Acton SpectraPro 500-i double monochromator with an attached PI-CCD camera (1100 × 330 pixel, back illuminated with UVAR coating), a Spectra-Physics Stabilite 2017 Ar+ ion gas laser, and a Spectra-Physics 2080 Kr+ ion gas laser. Measurements were performed on frozen solutions at liquid nitrogen temperature.

2.4. Density functional theory (DFT) calculations

Spin-restricted DFT calculations using the BP86 functional together with Ahlrich’s TZVP basis set [25] were performed with the program package GAUSSIAN-03 [26]. The TZVP basis set has been applied as implemented in G03. The structures of the model complexes [Cu(L)(NNPh)2], [Cu(L)(NN(H)Ph)], trans-[Cu(L)(N(H)NPh)], and cis-[Cu(L)(N(H)NPh)] were fully optimized using BP86/TZVP. For the calculations, the simplified hydrotris(pyrazolyl)borate ligand ‘L’ has been used where the pyrazolyl substituents are replaced by hydrogen. Frequency calculations for the obtained structures show no imaginary modes indicating that true energy minima have been obtained. Since B3LYP/LanL2DZ calculations had been applied to binuclear copper(I)-diazene complexes in a preceding communication [21], we evaluated the applicability of this method to copper(I)-diazene complexes. For this purpose, full geometry optimizations with B3LYP/LanL2DZ were
conducted for the four mononuclear diazene model systems listed above. Importantly, the calculated structures and vibrational properties from this method are similar to those obtained with BP86/TZVP (cf. Table 4). Finally, in order to investigate the energy differences between the different isomers of [Cu(L)(N2Ph)], B3LYP/TZVP single point calculations have been performed on the BP86/TZVP optimized structures of the corresponding model systems. Orbitals were plotted with the program Gaussview.

2.5. Crystal structure determination

The structures of [(Cu(L1))2(μ-N2H2)] (1) (CCDC-235558) and [(Cu(L1))(μ-N2Me2)] (2) (CCDC-235559) have been reported in Ref. [21]. For [(Cu(L3))(N2H4)] (3) and [(Cu(L1'))2(μ-N2H2)] (ClO4)2 (4), the single crystals for X-ray structural determination were obtained by recrystallization from dichloromethane/heptane solutions at −30 °C. Crystal data and refinement parameters for these compounds are given in Table 1. The diffraction data for [(Cu(L3))(N2H4)] were measured on an AFC 5S diffractometer at 80 °C, and a Rigaku/MSC Mercury CCD system at −69 °C was used for [(Cu(L1'))2(μ-N2H2)](ClO4)2. Graphite-monochromated Mo Kα (λ = 0.71070 Å) radiation was applied in these experiments. All crystals were mounted on the tip of a glass fiber using heavy weight oil. For [(Cu(L3))(N2H4)], the unit cell parameters of each crystal were determined using CRYSTALCLEAR [29] from six images. The crystal to detector distance was about 45 mm in each case. Data were collected using 0.5° intervals in φ and ω for 40 s/frame to a maximum 2θ value of 55.0°. A total of 744 oscillation images were collected. The highly redundant data sets were reduced using CRYSTALCLEAR and corrected for Lorentz and polarization effects. An empirical absorption correction was applied for each crystal. Structures were solved by direct methods using the program sir-92 [30]. The positions of the metal atoms and their first coordination sphere were located from the E-map; other non-hydrogen atoms were found in alternating difference Fourier syntheses. Least-squares refinement cycles were refined anisotropically (CRYSTALSTRUCTURE) [31,32]. Hydrogen atoms were placed in calculated positions. Crystallographic data and structure refinement parameters including the final discrepancies (R and Rw) are listed in Table 1.

3. Results and analysis

3.1. Binuclear Cu(I)–diazene complexes

Reaction of the copper(II) precursor [(Cu(L1))2(μ-OH)2], having the isopropyl-substituted borate coligand L1− (L1− = hydrotris(3,5-diisopropyl-1-pyrazolyl)borate anion) with hydrazine or 1,2-dimethylhydrazine leads to the clean formation of bridging copper(I) diazene complexes of type [(Cu(L1))2(μ-RN=NR)] (R = H: 1; R = Me: 2) in about 60% yield as shown in Eq. (1). Crystal structures of compounds 1 and 2 have been reported in a recent publication [21].
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![Crystal structures of compounds 1 and 2](image-url)
These diazene complexes are stable in solution or the solid state at low temperature under an argon atmosphere. Mechanistically, the formation of these complexes corresponds to a simple redox reaction where two Cu(II) ions oxidize hydrazine to diazene:

$$2(L)\text{Cu(II)}\text{–OH} + \text{H}_2\text{N–NH}_2 \rightarrow 2(L)\text{Cu(I)} + \text{HN} = \text{NH} + 2\text{H}_2\text{O}$$  \hspace{1cm} (2)

The formed diazene is then stabilized by coordination to the generated Cu(I) species. The resulting binuclear diazene complexes are characterized by a strong absorption band in the visible region at \( \sim 570 \) (1) and \( \sim 485 \) nm (2), respectively. These features correspond to Cu(I)-d to diazene-\( \pi^* \) CT transitions as evident from resonance Raman measurements. A simple representation of the electronic structure of this class of compounds is shown in Scheme 2. The Cu(I)-diazene bond is dominated by \( \pi \) backdonation from the filled \( d_{xz} \) orbitals of copper (in the given coordinate system) into the empty \( \pi^* \) orbital orthogonal to the Cu–N=N–Cu plane; cf. Scheme 2) of diazene. The Cu(I) to diazene CT transition can then be assigned as indicated in Scheme 2. This transition is responsible for the deep colors of complexes 1 and 2, which are very unusual for Cu(I) compounds.

Bridging diazene complexes also show characteristic resonance Raman spectra upon excitation into the metal to diazene CT transition as has been demonstrated before for Fe(II)-diazene complexes [33,34]. Table 2 summarizes the obtained band positions from these experiments. Surprisingly, whereas the N–N stretching frequencies for all three compounds are similar (1350–1380 cm\(^{-1}\)) in agreement with the diazene formulation of the \( \text{N}_2\text{R}_2 \) ligand, the metal–N stretching vibrations show strongly diverting properties. For 1, this mode is strongly resonance enhanced and observed at 523 cm\(^{-1}\). Surprisingly, the similar compounds 2 and \( \left[ \text{Fe}'\text{N}^\prime\text{S}^\prime_1\right]_2(\text{N}_2\text{H}_2) \) do not show any comparable features. In addition, the DFT calculations predict \( \nu_d(\text{Cu–N}) \) at much lower energy for 2. What is the reason for this apparent lack of resonance enhancement for \( \nu_d(\text{metal–N}) \) in 2 and \( \left[ \text{Fe}'\text{N}^\prime\text{S}^\prime_1\right]_2(\text{N}_2\text{H}_2) \), and the appearance of this mode at much lower energy in these compounds compared to 1? This difference can be understood based on the calculated atomic displacements of \( \nu_d(\text{Cu–N}) \) in 1 and 2. As shown in Scheme 3, the symmetric Cu–N stretch in compound 1 corresponds to a rotation of

\[
\begin{array}{c|c|c}
\hline
\text{Mode} & \text{Cu–N} & \text{Cu–N} \\
\hline
\text{Cu–N} & 523 (512) & \text{not obs.} (251) \\
N–H & \text{not obs.} (603) & \text{not obs.} \text{ (251)} \\
N–N & 1358 (1421) & 1365 (1416) \text{ (1382)} \\
N–N–H & 1547 (1573) & \text{not obs.} (251) \\
\hline
\end{array}
\]

\* 'not obs.' = not observed; calculated band positions from DFT are given in brackets.

![Scheme 2. MO diagram of the binuclear Cu(I)-diazene complex 1 (recalculated for the B3LYP/LanL2DZ structure from Ref. [21] using BP86/TZVP).](image-url)
the \( \text{N}_2\text{H}_2 \) group between the two copper centers, where the copper atoms essentially do not show any displacement. Therefore, the increased mass of the \( \text{CH}_3 \) groups compared to \( \text{H} \) shifts this mode to much lower energy in 2 (below \( 300 \text{ cm}^{-1} \) from the calculation). Moreover, this increase in effective mass of the diazene unit changes the nature of \( \nu_\text{S(Cu–N)} \) in 2, which does not correspond to a pure rotation of the diazene unit anymore, but also contains a significant amount of copper displacement. Hence, although the Cu–N force constants can be expected to be similar for 1 and 2, the corresponding symmetric Cu–N stretches are at very different energies due to the very different nature of the actual motions associated with them. A very similar effect can be expected for \([\text{Fe} \text{N}_2\text{S}_2]^+\text{(N}_2\text{H}_2)^2\); in this case, the diazene protons undergo strong hydrogen bridges with adjacent thiolate donors [35,36], which fixes their position and prevents the rotation of the diazene group in \( \nu_\text{S(metal–N)} \) as compared to 1. This will again induce a change in effective mass, and shift \( \nu_\text{S(metal–N)} \) to much lower energy compared to 1. Besides this frequency shift, the different nature of \( \nu_\text{S(metal–N)} \) in 1 and 2 will also affect the resonance enhancement of this mode, since this lowers its mixing with \( \nu(\text{N–N}) \) in 2 and induces mixing with other core vibrations.

### 3.2. Cu(I)–hydrazine complexes

In order to obtain mononuclear copper(I)–diazone complexes, we used the precursor \([\text{Cu}(\text{L3})(\text{OH})]\) with the sterically demanding ligand \( \text{L}^3^- \) (\( \text{L}^3^- = \text{hydrotris(3-tert-butyl-5-isopropyl-1-pyrazolyl)borate} \)) for the complex synthesis. Due to the presence of the bulky tert-butyl groups in the 3rd positions of the pyrazolyl rings, complexes with \( \text{L}^3^- \) are always mononuclear.\(^1\) Importantly, the product obtained from the reaction of \([\text{Cu}(\text{L3})(\text{OH})]\) and hydrazine was diamagnetic and colorless. From the reaction mixture, the mononuclear copper(I)–hydrazine complex \([\text{Cu}(\text{L}^3^-)(\text{NH}_2\text{–NH}_2)](3)\) was isolated as indicated in Eq. (3) and structurally characterized. In this complex, Cu is tetrahedrally coordinated by four nitrogen atoms as shown in Fig. 2, top. Because of the bulky

---

\(^1\) This is already evident from the copper(II)-hydroxo precursor, which is dinuclear for ligand \( \text{L}^1^- \), but mononuclear for \( \text{L}^3^- \) in Ref. [23].
tert-butyl groups of L3\textsuperscript{−}, hydrazine is unable to bridge two Cu(I) ions, leading to the mononuclear structure of 3. The N41–N42 distance of 1.434(6) Å in this complex is consistent with a single bond between the two nitrogen atoms, and is close to the value obtained for free hydrazine (1.447 Å), or other monodentate hydrazine complexes (1.439–1.46 Å) [11]. The Cu1–N41–N42 angle of 123.5(3)° is also typical for monodentate hydrazine complexes (115–121°) [14]. Interestingly, this angle is comparable with those of the binuclear diazene complexes 1 and 2, which have an N=N double bond.

The fact that copper is in the oxidation state +1 in complex 3 shows that the formation of this complex is more complicated than just a simple coordination of hydrazine to the precursor [Cu(L3)(OH)]. Since the precursor corresponds to copper(II), a redox reaction must have taken place. We propose that initially, the same reaction as in the case of 1 occurs, i.e. the reduction of copper(II) to copper(I) and the concomitant formation of diazene as shown in Eq. (2). However, due to the bulky nature of L3\textsuperscript{−}, a stable, binuclear copper(I)–diazene complex cannot form. We propose that the corresponding mononuclear species, [Cu(L3)(HN═NH)], is unstable and facilitates diazene disproportionation

\[2\text{[Cu(L3)(HN═NH)]} \rightarrow 2\text{[Cu(L3)]} + \text{N}_2 + \text{N}_2\text{H}_4\]  \hspace{1cm} (4)

leading to the copper(I) complex [Cu(L3)], which readily reacts with excess hydrazine present in the reaction mixture to form 3. Further experiments are necessary to prove either the formation of the intermediate [Cu(L3)(HN═NH)]\textsuperscript{−} or the generation of N\textsubscript{2}.

In order to investigate second coordination sphere effects on the formation of the diazene complexes, we also applied the neutral ligand L1\textsuperscript{′} (L1\textsuperscript{′} = tris(3,5-diisopropyl-1-pyrazolyl)methane), which is otherwise similar to L1\textsuperscript{−}. Reaction of the binuclear precursor [[Cu(L1\textsuperscript{′})]\textsubscript{2}(μ-N\textsubscript{2}H\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} with hydrazine again favors the colorless solution of a diamagnetic complex. We were able to crystallize the reaction product, which corresponds to the binuclear copper(I)–diazene complex [[Cu(L1\textsuperscript{′})]\textsubscript{2}(μ-N\textsubscript{2}H\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} (4) as shown in Eq. (5). In this case, reduction of the copper(II) precursor to copper(I) is observed, but no diazene complex is obtained.

Again, we believe that the isolation of the hydrazine complex has to be explained by an instability of the corresponding diazene complex. However, the formation of a binuclear structure is possible here, due to the reduced steric demand of L1\textsuperscript{′} compared to L3\textsuperscript{−}. Therefore, we feel that the fact that no diazene complex is obtained relates to an electronic effect in this case. Previous work has shown that tris(pyrazolyl)methane (‘methane’) ligands lead to copper(I) complexes that are somewhat electron-deficient compared to the corresponding complexes with hydrotris(pyrazolyl)borate (‘borate’) ligands with identical substituents on the pyrazolyl rings [20]. This can nicely be probed by comparison of the properties of the corresponding carbonyl complexes [20,37]. Our spectroscopic studies have shown that the copper(I) borate complexes lead to stronger Cu(I)–CO backbonds than corresponding methane complexes [20]. Since the Cu(I)–diazene interaction in 1 is dominated by backdonation, we feel that the weaker backbond in the case of the coligand L1\textsuperscript{′} renders the binuclear diazene complexes unstable, again leading to decomposition and formation of the free copper(I) complex [Cu(L1\textsuperscript{′})]\textsuperscript{+}. This species then reacts readily with excess hydrazine to form 4. Further work is necessary to prove the proposed mechanism for the generation of 4 under these reaction conditions.

The crystal structure of 4 is shown in Fig. 2, bottom. The overall structure of this complex resembles that of 1 or 2. However, the torsion angle of the N–N bond (Cu1–N71–N72–Cu2) is only 78.2(7)° indicative of a cis arrangement of the copper ions, in contrast to the torsion angles of Cu1–N41–N42 in 3.
1 and 2 (180°), where the metals show a trans arrangement. The N71–N72 distance of 4 (1.440(9) Å) is much longer than those of 1 (1.13(1) Å) and 2 (1.27(2) Å) and similar to that of 3 (1.434(6) Å) (cf. Table 3). From this observation and the number of counter ions present in the unit cell, it is evident that 4 corresponds to a hydrazine bridged copper(I) complex. The Cu–Cu' distance (4.0125(16) Å) is slightly shorter than those of 1 (4.709(1) Å) or 2 (4.786(5) Å) in agreement with the cis-Cu–N–N–Cu structure.

3.3. Mononuclear Cu(I)–NNPh₂ complex

In order to finally synthesize a mononuclear diazene complex, reaction of the precursor [{Cu(L1)}₂(μ-μOH₂)] with 1,1-diphenylhydrazine at low temperature was then conducted. In this case, we anticipated that the bulky phenyl substituents would prevent a dimerization of the complex, and would add to the stabilization of the diazene ligand.

\[
\text{[Cu(L1)(NNPh₂)] (5)}
\]

After addition of 1,1-diphenylhydrazine, the reaction mixture turned reddish brown indicative of the formation of a diazene complex as shown in Eq. (6), top. Fig. 1, middle shows the corresponding absorption spectrum, which is in agreement with this conclusion. We were able to determine a preliminary crystal structure of the reaction product [Cu(L1)(NNPh₂)] (5), shown in Figs. S1 and 3, left. The structure shows that, to our knowledge, we were in fact able to isolate the first isodiazene complex of copper. We were not able to complete the structure refinement due to low crystal quality (cf. Supplementary material). However, it is evident from the preliminary structure that this complex is mononuclear. Two independent molecules are found in the unit cell as shown in Fig. S1. The N71–N72 (1.20(2) Å) and N81–N82 (1.28(2) Å) distances are consistent with a double bond between the two nitrogen atoms in comparison with the N–N distances of 1 and 2 (cf. Table 3). The Cu1–N71–N72 (139.1(15)°) and Cu2–N81–N82 (134.6(12)°) angles are also typical for diazene complexes.

Fig. 3, right shows the fully optimized structure on the BP86/TZVP level of a simplified model for 5 that lacks the side chains of the borate ligand L1. The overall structure of this model 5 is very similar to the crystal structure of 5. Geometric parameters obtained from the calculation are listed in Table 4, which show excellent agreement with experiment. As already mentioned in Section 3.1, (resonance) Raman spectroscopy is a very powerful tool to obtain insight into the electronic structures of metal–diazene complexes. Fig. 4 shows the non-resonance Raman spectrum of 5 in comparison to the calculated spectrum for 5, which show very good agreement. In general, the prediction of non-resonance Raman spectra with DFT methods is a good method to achieve detailed spectral assignments as demonstrated recently [38]. Based on the calculation, most peaks in the Raman spectrum of 5 can be assigned as listed in Table 5. The intense bands observed at 1587 and 1460 cm⁻¹ correspond to C–C stretching vibrations of the phenyl rings. Importantly, the two peaks at 1401 and 1389 cm⁻¹ are assigned to the N–N stretch ν(N–N). This splitting pattern is not reproduced by the calculations, which show only one band for ν(N–N). However, the calculations predict that ν(N–N) is mixed with C–N stretching modes of the pyrazolyl rings. Since the isopropyl substituents of the pyrazolyl rings are missing in the model system 5, the resulting small shifts of the pyrazolyl ring stretching modes might be significant enough to induce this error. To lower energy, bands at 1309 and 1202 cm⁻¹ correspond to additional pyrazolyl ring modes. These bands are predicted by the calculations at 1285 and 1193 cm⁻¹, which shows that the neglect of the isopropyl side chains in 5 only has a limited effect on the pyrazolyl ring stretching modes. To lower energy, a number of phenyl vibrations are observed in the 1000–1200 cm⁻¹ region (cf. Table 5). The agreement between experiment and calculations is in general good, except for the intense 1123 cm⁻¹ feature. In this case, the calculations predict two intense bands at 1136 and 1097 cm⁻¹, which correspond to the antisymmetric and symmetric C–N stretching modes of the diphenylisodiazene unit, respectively. The fact that only one of them is observed experimentally is quite puzzling, and prevents a clean assignment of the 1123 cm⁻¹ feature. A similar situation is encountered for the 731 cm⁻¹ feature: this band could either be assigned to the symmetric B–N stretch of the borate ligand (calc.:
770 cm\(^{-1}\), or a mixed phenyl mode (calc.: 755 cm\(^{-1}\)). Based on intensity considerations, we prefer the former assignment, but this is only tentative. Finally, at 498 cm\(^{-1}\), the Cu–N stretch of the Cu–diazene unit is observed. Further vibrational assignments are available from the resonance Raman spectra of \(5\) shown in Fig. 5. Importantly, strong resonance enhancement is observed for the Cu–N(diazene) stretch, which allows for the obser-

### Table 4
Calculated geometric and vibrational properties of mononuclear Cu(I)–diazene complexes

<table>
<thead>
<tr>
<th>Complex</th>
<th>Geometric parameters in (Å) and (°)</th>
<th>Vibrational frequencies (cm(^{-1}))a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(d)(Cu–N)</td>
<td>(d)(N–N)</td>
</tr>
<tr>
<td><strong>BP86/TZVP</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[CuL(NNPh(_2))]</td>
<td>1.840</td>
<td>1.259</td>
</tr>
<tr>
<td>[CuL(NN(H)Ph)]</td>
<td>1.837</td>
<td>1.252</td>
</tr>
<tr>
<td>trans-[CuL(N(H)NPh)]</td>
<td>1.897</td>
<td>1.281</td>
</tr>
<tr>
<td>cis-[CuL[N(H)NPh]]</td>
<td>1.879</td>
<td>1.278</td>
</tr>
<tr>
<td><strong>B3LYP/LanL2DZ</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[CuL(NNPh(_2))]</td>
<td>1.875</td>
<td>1.282</td>
</tr>
<tr>
<td>[CuL(NN(H)Ph)]</td>
<td>1.873</td>
<td>1.277</td>
</tr>
<tr>
<td>trans-[CuL(N(H)NPh)]</td>
<td>1.933</td>
<td>1.295</td>
</tr>
<tr>
<td>cis-[CuL[N(H)NPh]]</td>
<td>1.912</td>
<td>1.293</td>
</tr>
</tbody>
</table>

\(a\) If two energies are listed for a certain vibration, then the feature with the larger contribution of this vibration is given in bold (if applicable).

---

Fig. 3. Left: preliminary structure of [Cu(L1)(NNPh\(_2\)]) (5). Right: fully optimized structure of model [Cu(L)[NNPh\(_2\)]) (5) using BP86/TZVP. Structural parameters are given in Table 4.

Fig. 4. Non-resonance Raman spectrum of solid [Cu(L1)(NNPh\(_2\)]) (5) recorded at an excitation wavelength of 1064 nm (bold), and calculated spectrum (thin) using BP86/TZVP. For a color version of this figure, see Fig. S7.
vibration of a number of low-energy vibrations that are mixed with this mode as listed in Table 5. Most prominently, the band at 427 cm⁻¹, which is absent in the non-resonance Raman spectra, is assigned to the Cu–N–N bending vibration of the isodiazene unit (calc.: 419 cm⁻¹). In summary, very good agreement between the calculations and experiment is observed for the Raman spectra. These results also show that the magnitude of the experimentally observed bands is due to phenyl vibrations.

Comparison of the resonance Raman spectra of 5 in Fig. 5 shows that both the Cu–N and N–N vibrations are strongly resonance enhanced upon laser excitation into the intense absorption band at 407 nm. Resonance Raman profiles shown in Figs. S2–S6 further stress this observation. This proves that the absorption feature at 407 nm corresponds to a copper(I) to diazene CT transition, similar to the observation made for the bridging complexes 1 and 2 (cf. Fig. 1, top). The exact nature of this transition can be understood from the electronic structure of 5, which is schematically shown in Scheme 4, left. The dₓz orbital (in the given coordinate system) of copper(I) undergoes a quite strong π backbond with the πₓ orbital of isodiazene. Since the occupied d orbitals of copper are strongly mixed as indicated, the strength of this interaction is estimated best from the corresponding antibonding combination, πₓ,dₓz, shown in Scheme 4, which has about 15% copper-dₓz contribution. Since the phenyl rings are tilted with respect to the Cu–N–N plane of isodiazene, the admixture of phenyl orbitals into πₓ is limited as can be seen from the orbital plot of πₓ,dₓz. Two of the occupied d orbitals of copper(I) have a dₓz contribution, which could potentially give rise to two CT transitions. The more intense one is predicted at higher energy as indicated with the thicker arrow in Scheme 4.

3.4. Mononuclear Cu(I)–N₂HPPh complex

In addition to the reaction with 1,1-diphenylhydrazine, we have also applied 1-phenylhydrazine for the reaction with the copper(II) precursor [[Cu(L₁)]₂(μ-OH)]₂ as shown in Eq. (6), bottom. The corresponding reaction was performed at low temperature. After addition of 1-phenylhydrazine to the reaction mixture, the solution turned dark purple, indicative of the formation of a diazene complex. The UV–Vis spectrum of the obtained complex is shown in Fig. 1, bottom. Due to the presence of the phenyl substituent, we believe that again a mononuclear diazene complex of the formula [Cu(L₁)(N₂HPPh)] (6) has formed, although no crystal structure could have been obtained to prove this point. DFT calculations indicate that 6 can exist in the form of three different isomers, the fully optimized structures (using BP86/TZVP) of which are shown in Fig. 6. Total energy calculations predict that the isodiazene isomer of the complex (Fig. 6, left) is unstable by ~10–15 kcal/mol (cf. Table 6) with respect to the corresponding diazene tautomers. The corresponding cis and trans forms have quite similar energies, and might co-exist in solution. The ground state should be the trans isomer shown in Fig. 6, middle. Accordingly, it is possible that the absorption spectrum of 6 in Fig. 1, bottom actually corresponds to a mixture of these two isomers, which would explain the broad appearance of the absorption bands. We have also performed resonance Raman measurements on the reaction mixtures of 6 as shown in Fig. 7. Unfortunately, the resonance enhancement is weak compared to 5, and the spectra contain much less features. Calculated key vibrational energies of the three isomers of 6 are listed in Table 4 (the predicted non-resonance Raman spectra are shown in Fig. S8). The spectra obtained at 647 nm upon pre-resonance excitation are dominated by four features shown in Fig. S8. The spectra obtained at 647 nm upon pre-resonance excitation are dominated by four features shown in Fig. S8.
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calculated vibrational energies listed in Table 4, the feature at higher energy could be assigned to $\nu$(Cu–N) of the cis isomer (calc.: 521 cm$^{-1}$), whereas the band at lower energy could correspond to $\nu$(Cu–N) of the trans tautomer (calc.: 480 cm$^{-1}$). This indicates a mixture of species in solution, in agreement with the calculated small energy difference.

Fig. 5. Resonance Raman spectra of [Cu(L1)(NNPh2)] (5) in frozen CH$_2$Cl$_2$ solutions recorded at excitation wavelengths of 514 nm (top), 457 nm (middle), and 413 nm (bottom). Solvent peaks are marked as ‘(S)’ in the top panel.
between these isomers. The feature at 1453 cm\(^{-1}\) could then correspond to the N–N stretch of either the cis or trans isomer. The other m(N–N) is most likely hidden under the solvent peak around 1400 cm\(^{-1}\). The calculations also show that the positions of \(\nu(\text{Cu–N})\) and \(\delta(\text{N–N–H})\) are the best experimental signatures to spectroscopically distinguish between the three isomers of 6. Excitation at 413 nm again shows enhancement of the same features as the 514 nm enhancement.

The formation of the mononuclear diazene complexes 5 and 6 can be rationalized by a reaction similar to Eq. (2), where, due to the presence of the phenyl substituents, the coordination of the formed diazene is only possible to one copper(I) center (R\(^0\) = Ph, H):

\[
(L)\text{Cu(II)}\text{–OH} + \text{H}_2\text{N–NRR}' \rightarrow (L)\text{Cu–NH–NRR}'+ \text{H}_2\text{O}
\]

Table 6

<table>
<thead>
<tr>
<th>Complex</th>
<th>Relative energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP86/TZVP</td>
</tr>
<tr>
<td>[CuL(NN(H)Ph)]</td>
<td>+14.3</td>
</tr>
<tr>
<td>trans-[CuL(N(H)NPh)]</td>
<td>0</td>
</tr>
<tr>
<td>cis-[CuL(N(H)NPh)]</td>
<td>+3.8</td>
</tr>
</tbody>
</table>

\(^a\) Calculated for the BP86/TZVP structures.

Fig. 6. Fully optimized structures of three different isomers of [Cu(L)(N\(_2\)HPh)] (model 6) using BP86/TZVP. Structural parameters are given in Table 4.

Fig. 7. Resonance Raman spectra of [Cu(L1)(N\(_2\)HPh)] (6) in frozen CH\(_2\)Cl\(_2\) solutions recorded at the indicated excitation wavelengths. Major solvent peaks are marked with vertical lines.

Table 6

<table>
<thead>
<tr>
<th>Complex</th>
<th>Relative energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BP86/TZVP</td>
</tr>
<tr>
<td>[CuL(NN(H)Ph)]</td>
<td>+14.3</td>
</tr>
<tr>
<td>trans-[CuL(N(H)NPh)]</td>
<td>0</td>
</tr>
<tr>
<td>cis-[CuL(N(H)NPh)]</td>
<td>+3.8</td>
</tr>
</tbody>
</table>

\(^a\) Calculated for the BP86/TZVP structures.
where the first step corresponds to the complexation of the substituted hydrazine to copper(II), followed by a fast outer sphere electron transfer to form the diazene complex.

Scheme 4, left shows a simplified MO diagram of the electronic structure of the trans-diazene isomer of 6, which is very similar to 5. Again, a quite strong π backbond between d_{cc} of copper and π^{*}_N of diazene is present. Shown in Scheme 4 is the corresponding antibonding combination, π^{*}_N-d_{cc}, which has about 13% Cu-d character in agreement with 5. In this case, the d orbitals are relatively clean, and correspondingly, only one CT band is predicted from the calculations as indicated. From the simple MO consideration, this CT is predicted at lower energy for 6 compared to 5, which would be in agreement with experiment. This is due to the fact that in the case of 6, the phenyl ring is coplanar to the Cu–N–N plane, which increases interaction of π_N with phenyl orbitals, and this way, shifts π^{*}_N to lower energy in 6 compared to 5.

4. Summary and conclusions

In this paper and a preceding communication [21], we have systematically explored the coordination chemistry of copper(I) towards diazene and hydrazine for the first time. For these syntheses, we have started from copper(II) precursors and added hydrazine, which subsequently becomes oxidized to diazene concomitant to the formation of copper(I). Using tridentate hydrotrois(pyrrozolyl)-borate anionic ligands (L−) with low steric demand, binuclear, bridging copper(I) diazene complexes are formed, which we have structurally and spectroscopically characterized. This way, diazene is optimally stabilized by backbonding to two copper(I) centers. Using such a borate ligand with large steric demand that prevents the formation of the binuclear unit, only a hydrazine complex can be isolated, which we rationalize with a decomposition of an intermediate mononuclear diazene complex. Mononuclear copper(I) diazene complexes are accessible when 1,1-diphenylhydrazine or phenylhydrazine are used for the reactions. Here, the phenyl ring(s) offer stabilization for the formed diazene ligand and, at the same time, prevent a second copper(I) from binding to the phenyl-substituted nitrogen due to steric strain. The stabilization of the diazene ligand by the phenyl substituents is evident from the increased stability of the 1,1-diphenyl-diazene complex as compared to the monophenyl analogue. We characterized these complexes spectroscopically, and structurally in the former case. Finally, we explored the effect of the negative charge of the borate ligand on the properties of the complexes by performing reactions with a corresponding tris(pyrrozolyl)methane ligand of low steric demand. In this case, a binuclear hydrazine complex is the only isolable product. This is probably due to the somewhat electron-poorer copper(I) center in this case, which reduces back-bonding from Cu(I) to diazene and this way, renders the diazene complex unstable toward decomposition.
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CCDC 644539 and 644540 contain the supplementary crystallographic data for [Cu(L3)(N2H4)] and [L1Cu2−(μ-N2H3)(ClO4)2]. These data can be obtained free of charge via http://www.ccdc.cam.ac.uk/conts/retrieving.html, or from the Cambridge Crystallographic Data Centre, 12 Union Road, Cambridge CB2 1EZ, UK; fax: (+44) 1223-336-033; or e-mail: deposit@ccdc.cam.ac.uk. The preliminary crystal structure of 5, selected bond distances and angles, resonance Raman profiles of 5, and calculated non-resonance Raman spectra of 6 are available. Supplementary data associated with this article can be found, in the online version, at doi:10.1016/j.jica.2007.05.027.
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Abstract.
Two crystal structures of the mononuclear copper(I)-nitrosyl complexes [Cu(L3)(NO)] (1) and [Cu(L3')(NO)](ClO4) (2) with the related coligands L3⁻ (hydrotris(3-tertiary-butyl-5-isopropyl-1-pyrazolyl)borate) and L3' (tris(3-tertiary-butyl-5-isopropyl-1-pyrazolyl)methane) are presented. These compounds are then investigated in detail using a variety of spectroscopic methods. Vibrational spectra show ν(N-O) at 1698 cm⁻¹ and ν(Cu-NO) split at 365/338 cm⁻¹ for 1, which translates to force constants of 12.53 (N-O) and 1.31 mdyn/Å (Cu-NO), respectively. The weak Cu-NO force constant is in agreement with the observed instability of the Cu-NO bond. Interestingly, complex 2 with the neutral coligand L3' shows a stronger N-O bond, evident from ν(N-O) at 1742 cm⁻¹. This difference is attributed to a true second coordination sphere effect, where the covalency of the Cu(I)-NO bond is not altered. The EPR spectrum of 1 is in agreement with the Cu(I)-NO(radical) electronic structure of the complexes, as obtained from density functional theory (DFT) calculations. In addition, an interesting trend between g∥ (g₂) and the Cu-N-O angle is established. Finally, high-quality MCD spectra of 1 are presented and assigned using TD-DFT calculations. Based on the in-depth spectroscopic characterization of end-on
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bound NO to copper(I) presented in this work, it is possible to determine the binding mode of the Cu-NO intermediate of Cu Nitrite Reductase studied by Scholes and coworkers (Usov, O. M.; Sun, Y.; Grigoryants, V. M.; Shapleigh, J. P.; Scholes, C. P., J. Am. Chem. Soc. 2006, 128, 13102-13111) in solution as strongly bent (≈135°), but likely not side-on.

1. Introduction

The copper(I)-nitrosyl {CuNO} intermediate is a very important intermediate in the general reactions of copper proteins with biologically available nitrogen monoxide (commonly referred to as nitric oxide, NO). For example, NO is believed to be a mediator of copper protein activity, and might also play a role in neurodegenerative diseases. In particular, Cu nitrite reductase (CuNIR) is involved in the generation (and presumably degradation) of NO in denitrifying bacteria. Crystal structures of a large number of CuNIR’s have been determined, which show great similarities for the enzymes obtained from different organisms. CuNIR’s are homotrimers where each subunit contains one copper type 1 center for electron transfer. The catalytically active type 2 centers are located at the respective interfaces of two subunits of the enzyme. In oxidized CuNIR, the type 2 centers are tetrahedrally coordinated by three histidines and a water molecule, where two histidines are provided by one subunit, whereas the third one comes from the adjacent subunit. The observed coordination mode of nitrite to the oxidized active site is asymmetric η2-O,O corresponding to the formation of a copper(II)-nitrito intermediate. This binding mode is also observed in a large number of corresponding model complexes. After completion of the catalytic cycle, NO (presumably coordinated to copper(II)) and water are generated. The exact mechanism for this conversion is still under discussion. Interestingly, under anaerobic conditions with limited reductant and nitrite present, CuNIR is also able to act as an NO reductase by converting NO to N2O, a reaction that has also been observed for corresponding model complexes. In this latter function, a {CuNO} complex is most likely the catalytically active species.

In a recent study by Murphy and coworkers, a Cu(I)-NO intermediate of CuNIR, which was generated by exposing crystals of fully reduced CuNIR to NO
Saturated buffer, has been structurally characterized.\textsuperscript{23} \textit{Surprisingly, this species shows an unprecedented side-on coordination of nitric oxide to copper(I)}, which corresponds to a new intermediate in the biological chemistry of NO. The authors also tried to generate this species in solution by treatment of ascorbate reduced CuNIR with NO under anaerobic conditions. From electron paramagnetic resonance (EPR) measurements on these solutions, the crystallographically obtained \{CuNO\}\textsuperscript{11} species was proposed to have a Cu(II)-NO\textsuperscript{−} electronic structure. These spectacular results, and in particular the unusual binding mode of nitric oxide to the copper(I) active site of CuNIR, has sparked the interest in the coordination chemistry of copper(I) and NO, and the spectroscopic properties of corresponding species.\textsuperscript{24-26} Recently, Scholes and Solomon and coworkers have demonstrated spectroscopically that the solution species obtained by Murphy and coworkers is in fact a Cu(II)-NO\textsubscript{2}− complex.\textsuperscript{21} Based on these results, these authors concluded that the crystallographically observed side-on \{CuNO\}\textsuperscript{11} species is most likely not relevant for the catalytic cycle of the enzyme, because it is only generated in the crystal, but not in solution in the presence of excess NO. In addition, density function theory (DFT) calculations clearly indicate that the side-on \{CuNO\}\textsuperscript{11} intermediate should have a Cu(I)-NO(radical) electronic structure.\textsuperscript{21, 26} Independent of these studies, Scholes and coworkers have shown by EPR and electron-nuclear double resonance (ENDOR) spectroscopy that a \{CuNO\}\textsuperscript{11} species can in fact be generated for CuNIR in solution by using fully reduced enzyme in the presence of limited amounts of NO.\textsuperscript{25} From these studies, however, it is not clear whether the obtained \{CuNO\}\textsuperscript{11} species shows end-on or side-on coordinated NO. Based on the crystal structure of a corresponding model complex (vide infra), some researchers favor the end-on binding mode of NO for this species.\textsuperscript{21} On the other hand, the CuNIR crystal structure by Murphy and coworkers points toward a side-on coordination of NO.\textsuperscript{23} The question whether a side-on bound \{CuNO\}\textsuperscript{11} species can exist is therefore of high significance for the understanding of the NO reductase activity of CuNIR, but also of fundamental interest for the coordination chemistry of copper(I) and NO.
In the light of this biological and medicinal significance of copper-nitrosyls, it is surprising that the biomimetic coordination chemistry of copper and NO and the investigation of the properties of these systems are not very developed. In fact, only one crystal structure of a mononuclear copper nitrosyl model complex has been reported so far by Tolman and coworkers, using \( \text{[HB(3-tBuBupz)\textsubscript{3}]}^{-} (\text{Tp}^{\text{t-Bu}}) \) as coligand.\(^{27}\) Key spectroscopic data of this complex including the N-O stretch, EPR parameters, and electronic spectra were reported. Based on these data and unrestricted Hartree-Fock (UHF) calculations, the electronic structure of copper(I) NO complexes was described as Cu(I)-NO (radical). Besides this, a dinuclear copper-nitrosyl has been synthesized by Karlin and coworkers.\(^{28}\)

In this work, two mononuclear copper nitrosyl complexes with anionic \( \text{[HB(3-tBu-5-iPrpz)\textsubscript{3}]}^{-} (L3^{-}) \)\(^{18,29,30}\) and neutral \( \text{[HC(3-tBu-5-iPrpz)\textsubscript{3}]} (L3') \)\(^{30}\) coligands have been synthesized, and structurally and spectroscopically characterized in detail. For this purpose, vibrational (IR), UV-Vis absorption, EPR, and magnetic circular dichroism (MCD) spectrosopies have been applied. In correlation to DFT calculations, these data are analyzed in detail, and key insight about the nitrosyl binding to copper(I) is obtained. In addition, the effect of the total charge of the coligands on the properties of the Cu(I)-nitrosyls is discussed. Based on the detailed spectroscopic signature of end-on bound NO to copper(I) elaborated here, the spectroscopic data obtained by Scholes and coworkers for the Cu(I)-NO complex of CuNIR in solution can be used to determine the binding mode of NO in this case. The conclusions drawn this way are further supported by DFT calculations.

2. Experimental Section

Materials. Preparation and handling of all complexes was performed under an argon atmosphere using standard Schlenk tube techniques or in an inert atmosphere glovebox. Anhydrous dichloromethane and chloroform were purchased from Aldrich Chemical Company and stored in a glovebox. \(^{15}\text{N}^{18}\text{O}\) gas was obtained
from Shoko Co., Ltd and Aldrich Chemical Company. Other reagents are commercially available and were used without further purification. [Cu{HB(3-tBu-5-iPrpz)₃}(NCMe)] ([Cu(L3)(NCMe)]) and [Cu{HC(3-tBu-5-iPrpz)₃}(OClO₃)] ([Cu(L3')(OClO₃)]) were prepared by published methods. Caution: Although we have not encountered any problems, it is noted that the perchlorate salts of metal complexes with organic ligands are potentially explosive and should be handled only in small quantities with appropriate precautions. The elemental analyses (C, H, N) were performed by the Department of Chemistry at the University of Tsukuba.

**Complex Syntheses.**

[Cu(L3)(NO)] (1). [Cu(L3)(NCMe)] (0.0616 g, 0.127 mmol) was dissolved in dichloromethane (2.0 mL) in a glovebox. The solution was cooled to −78 °C under an argon atmosphere, and argon was then replaced by NO. The solution was stirred for 1 h at −50 °C. The solution was kept at −30 °C for 1 day. The solution was then cooled down to −50 °C again. Crystallization from dichloromethane at −50 °C yielded red crystals. Elemental analysis (%) calcd for C₃₀H₅₂N₇BCuO CH₂Cl₂: C, 54.27; H, 7.93; N, 14.29; found: C, 54.87; H, 8.14; N, 14.19. IR KBr, cm⁻¹ : 2965 ν(CH), 2564 ν(BH), 1698 ν(¹⁴N¹⁶O), [ν(¹⁵N¹⁸O) = 1627]. UV-Vis λ/nm (ε/mol⁻¹dm³cm⁻¹) (dichloromethane), 506(960).

[Cu(L3')(NO)](ClO₄) (2). [Cu(L3')(OClO₃)] (0.1290 g, 0.192 mmol) was dissolved in chloroform (8.0 mL) in a glovebox. The solution was cooled to −50 °C under an argon atmosphere, and argon was then replaced by NO. The solution was stirred for 1 h allowing the temperature to reach about −4 °C. The solution was further kept at −30 °C for 1 day. The solution was then cooled to −50 °C. Crystallization from chloroform at −50 °C yielded orange crystals. Elemental analysis (%) calcd for C₃₁H₅₂N₇CuO₅Cl CHCl₃: C, 46.81; H, 6.51; N, 11.94; found: C, 47.18; H, 6.46; N, 11.48. IR KBr, cm⁻¹ : 2970 ν(CH), 1742 ν(¹⁴N¹⁶O), [ν(¹⁵N¹⁸O) = 1710/1666]. UV-Vis λ/nm (ε/mol⁻¹dm³cm⁻¹) (chloroform), 458(1140).
Labeled nitrosyl complexes, \([\text{Cu}(\text{L3})(^{15}\text{N}^{18}\text{O})]\) and \([\text{Cu}(\text{L3'})(^{15}\text{N}^{18}\text{O})][\text{ClO}_4]\), were synthesized by using \(^{15}\text{N}^{18}\text{O}\) in the same manner as complexes 1 and 2, respectively.

We did not perform detailed decomposition kinetic measurements. 15 h after MIR measurements in solid KBr disks (exposed to air for 15 h), the \(\nu(\text{N-O})\) peak of 2 had almost disappeared, whereas that of 1 just became somewhat weaker (Figure S5). Therefore, the stability of 1 is clearly much larger than that of 2.

**Crystal Structure Determination.**

The detailed crystal data, data collection, and structural refinement parameters for 1 and 2 are given in Table S1. Complete atomic labels are shown in Figures S1 and S2. The diffraction data were measured on a Rigaku/MSC Mercury CCD system with graphite monochromated Mo K\(\alpha\) (\(\lambda = 0.71069\) Å) radiation at low temperature. All crystals were mounted on glass fiber using epoxy glue. The unit cell parameters of each crystal were obtained using Rigaku Daemon software and refined using CrystalClear on all observed reflections.\(^{31}\) Data using 0.5° intervals in \(\phi\) and \(\omega\) for 35 s/frame (1) and for 30 s/frame (2) were collected with a maximum resolution of 0.77 Å (744 oscillation images). The highly redundant data sets were reduced using CrystalClear and corrected for Lorentz and polarization effects. An empirical absorption correction was applied for each complex.\(^{32, 33}\) Structures were solved by direct methods using the program SIR92.\(^{34}\) The position of the metal atoms and their first coordination sphere were located from a direct method \(E\)-map; other non-hydrogen atoms were found in alternating difference Fourier syntheses\(^{35}\) and least-squares refinement cycles. These were refined anisotropically during the final cycles (CrystalStructure).\(^{32, 33}\) Hydrogen atoms were placed in calculated positions. Higher \(R\) and GOF values are due to one disordered dichloromethane for 1, and disordered methyl carbons of the isopropyl groups of L3 as well as disordered chloroform and perchlorate molecules for 2 in the unit cell. The O atoms (O41) and N atoms (N41) of the NO molecules in both structures show
somewhat large thermal ellipsoids. This phenomenon has also been observed in Tolman’s structure reported before.\textsuperscript{27} This is probably due to the fact that even at low temperature, the low energy motions of NO (rotation, etc.) are not fully frozen. Moreover, we observed these problems in Cu(I)-CO complexes even at low temperature.\textsuperscript{30} Therefore, this is a common observation for Cu-X-O complexes with tris(pyrazolyl)borate and tris(pyrazolyl)methane coligands. Crystallographic data and structure refinement parameters including the final discrepancies ($R$ and $R_w$) are listed in Table S1. Crystallographic data have been deposited at the CCDC, 12 Union Road, Cambridge CB2 1EZ, UK and copies can be obtained on request, free of charge, by quoting the publication citation and the deposition numbers: CCDC-615640 for 1 and CCDC-615641 for 2.

**Spectroscopic Measurements.**

UV-Vis absorption data were recorded with an Ostuka Electronics MCPD-2000 system with an optical fiber attachment in the 300–1100 nm region at low temperature. The magnetic circular dichroism (MCD) setup consists of a JASCO J-810 spectropolarimeter and an Oxford Instruments SPECTROMAG SM4000 magnetocryostat. Samples for MCD were recorded in silicone oil (DC 200) mulls. EPR spectra were recorded on a Bruker EMX EPR spectrometer in frozen solution ($\text{CH}_2\text{Cl}_2/\{\text{CH}_2\text{Cl}\}_2(1:1)$) in quartz tubes (diameter 5 mm) at 5–10 K with an Oxford Instruments liquid helium cryostat in the 2000–4200 G region. The spectrum of 1 shown in Figure 3 in red was measured at a frequency of 9.341 GHz and a microwave power of 20 mW. IR data were obtained with a JASCO FT/IR-550 spectrometer in the 4000–400 cm$^{-1}$ region for MIR (middle infrared) and 650–150 cm$^{-1}$ for FIR (far infrared) measurements.

**Normal Coordinate Analysis.**

Normal coordinate calculations were performed using the QCPE computer program 576 by M.R. Peterson and D.F. McIntosh. The calculations are based on a general valence force field; force constants are refined with a non-linear
simplex algorithm. The simplex optimization was used to refine only selected force constants according to the quantum-chemical centered normal coordinate analysis (QCC-NCA) scheme.\textsuperscript{36} Here, a force field from DFT calculations is used as a starting point to generate initial force constants and a subset of these is fit to reproduce the known experimental frequencies. Force constants are extracted from the Gaussian output using a modified version of the program Redong (QCPE 628).\textsuperscript{37}

For the QCC-NCA treatment, the BP86/TZVP optimized structure of model system [Cu(L0)(NO)] (see DFT part) has been used, but the Cu-N-O angle has been adjusted to 180° for simplification, which is very close to the experimentally determined value of 172°. The calculated force field for [Cu(L0)(NO)] (BP86/TZVP) has been applied. For the QCC-NCA, the Cu-NO and N-O force constants as well as the Cu-NO/N-O non-diagonal element have been fitted to reproduce the experimentally observed vibrational energies of the Cu-N-O unit. Importantly, the QCC-NCA treatment reproduces the split appearance of the Cu-NO stretch. In order to refine the vibrational energies of the two split components, the diagonal elements of the C-C(CH\textsubscript{3}) bending coordinates of the pyrazolyl rings have been slightly adjusted (lowered by 0.04 mdyn/Å) compared to the DFT-predicted values. From these results, the Cu-NO stretch is mixed with a [Cu(L3)] skeletal bending mode, which is shown in Figure S8. This mode is predicted at 350 cm\textsuperscript{-1} in the calculations. The mixing between this core bending mode and \nu(Cu-NO) is reproduced accurately in the QCC-NCA, which means that the [Cu(L3)] core modes are well described in the calculation. In the QCC-NCA fit, the component at lower energy has more Cu-NO character (from the potential energy distribution (PED)), and correspondingly, a larger \textsuperscript{15}N\textsuperscript{18}O isotope shift. Experimentally, this trend is reversed, as apparent from the inverse trend in the isotope shifts. The Cu-N-O bends are found in the 200–250 cm\textsuperscript{-1} region, with small isotope shifts of 2–4 cm\textsuperscript{-1}. They are strongly mixed with [Cu(L3)] skeletal modes.

Density Functional Theory (DFT) Calculations.
The structures of the model complexes \([\text{Cu}(L0)(\text{NO})]\) (\(L0 = \text{hydrotris}(3,5\text{-dimethyl-1-pyrazolyl})\text{borate}\)) and \([\text{Cu}(L0')(\text{NO})]^+\) (\(L0' = \text{tris}(3,5\text{-dimethyl-1-pyrazolyl})\text{methane}\)) were fully optimized with BP86/TZVP using the program package Gaussian 03.\(^{38}\) For these calculations, the TZVP basis set \(^{39}\) has been applied as implemented in G03. For method calibration, the structures of these models have also been fully optimized using B3LYP/LanL2DZ, which applies Becke’s three parameter hybrid functional with the correlation functional of Lee, Yang, and Parr (B3LYP \(^{40-42}\)). The LanL2DZ basis set consists of Dunning/Huzinaga full double zeta (D95) basis functions \(^{43}\) on first row and Los Alamos effective core potentials plus DZ functions on all other atoms.\(^{44, 45}\) However, the obtained structures are in general inferior to the ones calculated with BP86/TZVP. In order to investigate whether B3LYP calculations can help improving the deviations in the Cu-N-O angle between the calculation and experiment, model \([\text{Cu}(L0)(\text{NO})]\) has also been fully optimized with B3LYP/TZVP and B3LYP/6-311G*. However, no improvement is observed as shown in Table S2. Calculated vibrational frequencies for all these geometry optimizations included in Table S2 show no imaginary modes, which shows that true energy minima have been obtained in all cases. Relative energies in Table 3 were either taken from BP86/TZVP calculations (‘BP86’), or from B3LYP/TZVP calculations (‘B3LYP’) on the BP86/TZVP optimized structures. EPR parameter (BP86/TZVP) and TD-DFT (B3LYP/TZVP) calculations were performed using the program package ORCA.\(^{46}\) For Figure 4, the BP86/TZVP optimized structure of model \([\text{Cu}(L0)(\text{NO})]\) was used, and the Cu-N-O angle was adjusted correspondingly. For the geometry optimization of CuNIR models (cf. Figure 7), the crystal structure with bound NO (PDB :1SNR) from ref. 23 was used together with the BP86/TZVP method. The histidines were fixed in space by freezing their anchor C atoms of the protein backbone, which where transformed into CH\(_3\) groups for the calculations.

**EPR Spectral Simulations.**
EPR spectra were simulated using the program SpinCount (Version 2.2.40), written by Prof. Michael Hendrich, Carnegie Mellon University. EPR parameters are listed in the caption of Figure 3. The best fit is obtained with $g_z$ around 1.79–1.80. The error bars for the hyperfine values are larger, around 5–10%.

3. Results and Discussion

3.1 Synthesis and Structural Characterization

The nitrosyl complexes $[\text{Cu}(L3)(\text{NO})]$ (1) and $[\text{Cu}(L3')(\text{NO})](\text{ClO}_4)$ (2) were obtained from the reaction of $[\text{Cu}(L3)(\text{NCMe})]$ and $[\text{Cu}(L3')(\text{OCIO}_3)]^{30}$ with NO in good yield as shown in Eq. 1.

\begin{align*}
\text{HB}^+\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{Cu}^\cdots\text{NCMe} & \quad \xrightarrow{\text{NO}} \quad \text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{Cu}^\cdots\text{NO} \\
\text{HC}^\cdots\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{Cu}^\cdots\text{OCIO}_3 & \quad \xrightarrow{\text{NO}} \quad \left[\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{N}^\cdots\text{Cu}^\cdots\text{NO}\right]^+ (\text{ClO}_4^-) \\
\text{1} & \quad \text{2}
\end{align*}

Detailed procedures are given in the Experimental Section. Complex 2 is very unstable toward NO loss (Figure S5). The structures of 1 and 2 determined by X-ray crystallography indicate that both complexes are mononuclear. As mentioned above, these compounds constitute only the second and third examples for mononuclear Cu(I)-NO model complex structures ever obtained in the literature.
The perspective drawings of their structures are shown in Figures 1 and 2, respectively. In the copper nitrosyl complexes 1 and 2, the copper ions have distorted tetrahedral coordination geometries. Cu-NO distances of 1 (1.779(4) Å) and 2 (1.783(5) Å) are similar, and comparable to Tolman’s compound [Cu(TpBu)(NO)] (3, 1.759(6) Å; cf. Table 1). On the other hand, the N-O distance of 1 (1.083(7) Å) is distinctively longer than that of 2 (1.035(8) Å), indicating a potential difference in \( \pi \) backbonding (vide infra). Because of the difference in the total charge of the ligands (L3': anion, L3': neutral), it is expected from previous work that \( \pi \)-backdonation in 1 is stronger than in 2,\(^{30}\) which would be in agreement with the experimental trend. The copper ions are almost linearly ligated by NO in both cases (Cu-N-O angle = 171.9(5)° for 1 and 176.4(10)° for 2). Although electronic effects usually predominate among the factors that induce nitrosyl bending,\(^{27}\) the possibility that there are steric influences on the Cu-N-O angle is suggested by the observed orientation of the nitrosyl oxygen atom away from one of the tert-butyl groups and toward the open space between two pyrazolyl substituents in 3. In this complex, the Cu-N-O angle is 163.4(6)°,\(^{27}\) which is different from 1 and 2 reported here.

### 3.2 Vibrational Spectroscopy and Normal Coordinate Analysis

Tolman and coworkers reported the N-O stretching vibrations \( \nu(N-O) \) for a number of [Cu(Tp)(NO)] type complexes (Tp\(^-\) = substituted hydrotris(pyrazolyl)-borate),\(^{27, 47}\) but the critical Cu-NO stretch \( \nu(Cu-NO) \) could not be identified. Clearly, the instability of the complexes renders the determination of high-quality vibrational data difficult. Figures S3 and S6 show the IR data of 1, which show \( \nu(N-O) \) at 1698 cm\(^{-1}\), and \( \nu(Cu-NO) \) at 365 and 338 cm\(^{-1}\). These bands shift to 1627, 358, and 332 cm\(^{-1}\) upon \(^{15}\)N\(^{18}\)O substitution (cf. Table 1), respectively. To determine quantitative measures for the N-O and Cu-NO bond strengths and to explore the reason for the split appearance of \( \nu(Cu-NO) \), a quantum-chemistry-centered normal-coordinate analysis (QCC-NCA)\(^{36}\) was performed. As shown in Table 2, excellent agreement with experiment has been achieved, and the
[Cu(L3)] skeletal mode that interacts with \( \nu(Cu-NO) \) has been identified (see Figure S8). Obtained force constants are 12.53 (N-O) and 1.31 mdyn/Å (Cu-NO), where the latter value corresponds to a weak Cu-NO bond in agreement with the labile attachment of NO. In comparison, 2 exhibits \( \nu(N-O) \) at 1742 cm\(^{-1} \), and \( \nu(Cu-NO) \) is tentatively assigned to the bands at 369 and 344 cm\(^{-1} \) (cf. Figures S4 and S7). Due to the poor quality of the far infrared (FIR) data of this very labile complex, a QCC-NCA was not attempted. In previous studies of Cu(I)-carbonyl complexes, we determined that anionic ‘borate’ type ligands like \( L_3^- \) lead to more electron-rich copper centers compared to analogous neutral ‘methane’ ligands like \( L_3' \).\(^{30} \) Hence, the borate complexes give rise to distinctively stronger \( \pi \)-backbonding interactions with CO, which is reflected by stronger Cu-CO and weaker C-O bonds. CO is therefore the perfect probe to measure the electronic properties of Cu(I).\(^{30, 47} \) This trend is not followed by NO: as evident from the vibrational data on 1 and 2, and calculations on corresponding models as shown in Table 1, there is only a slight increase in the strength of the backbond in 1 compared to 2. Correspondingly, the difference in (calculated) Cu-NO force constants is < 0.1 mdyn/Å, and \( \nu(Cu-NO) \) are similar. This small change in backbonding can only account for part of the observed large difference in the N-O bond strengths of 1 and 2. The further weakening of the N-O bond in 1 is actually due to a stronger polarization of the \( \pi \) orbitals of NO, and hence, a true second coordination sphere effect in the case of 1, due to the presence of the extra negative charge on the \( L_3^- \) ligand. This is evident from an inspection of the corresponding molecular orbitals from the DFT calculations (vide infra). Importantly, the calculations reproduce the difference in vibrational properties very well (compare \( \Delta(L_3'-L_3) \) and \( \Delta(L_0'-L_0) \) in Table 1). Interestingly, the experimental trend in \( \nu(N-O) \) itself, 

\[
[HB(3-CF_3-5-CH_3pz)_3]^- \geq L_3' > [HB(3,5-Ph_2pz)_3]^- > [HB(3-t-Bupz)_3]^- > L_3^-,
\]

is similar to the trend observed for \( \nu(C-O) \) in the carbonyl complexes.\(^{30, 47} \)

### 3.3 EPR Spectroscopy and Electronic Structure
Copper-nitrosyl \{CuNO\} \textsuperscript{11} adducts afford an \( S = 1/2 \) ground state with characteristic EPR spectra: complex 3 exhibits \( g_{\perp} = 1.99 \) and \( g_{\parallel} = 1.83 \), and a large \(^{14}\text{N}\) hyperfine coupling \( N_{A_{\perp}} = 81 \text{ MHz} \) as published by Tolman and coworkers.\textsuperscript{27} In comparison, 1 shows \( g_{\parallel} = 1.79 - 1.80 \), and \( N_{A_{\perp}} = 98 \text{ MHz} \) as shown in Figure 3.\textsuperscript{48} Comparison with the calculated \( g \) values in Table 3 reveals an interesting trend for the \( g \) values of Cu(I)-nitrosyls, where \( g_{z} = g_{\parallel} \) (\( z \) points along the Cu-N(O) bond as indicated in Figure 5) is very sensitive to the Cu-N-O angle. In order to investigate this further, \( g \) values were calculated for model \([Cu(L0)(NO)]\) varying the Cu-N-O angle, and these results are shown in Figure 4. Using the known Cu-N-O angle of \( 163^\circ \) for 3, \( g_{z} = 1.833 \) is predicted from Figure 4, which is in excellent agreement with the experimental value of 1.83 for this compound. In comparison, the Cu(I)-NO adduct of CuNIR shows very different \( g \) values as listed in Table 3,\textsuperscript{25} indicative of a different coordination geometry (see Discussion). The obtained hyperfine parameters \( N_{A_{\perp(\alpha)}} > 80 \text{ MHz} \) for 1 and 3 are very large and indicate \textit{significant radical character on the bound NO ligand}. Scheme 1, top shows the binding scheme for 1 obtained from the DFT calculations. For the theoretical treatment, simplified model systems \([Cu(L0)(NO)]\) and \([Cu(L0')(NO)](\text{ClO}_4)\) have been applied for 1 and 2, respectively, as described in the Experimental Section. Different functional/basis set combinations have been used for the geometry optimizations as listed in Table S2. In general, good agreement with the experimental structures has been obtained, with exception of the Cu-N-O angle. In fact, none of the methods applied was able to reproduce the experimental value for this parameter. For the further discussion, the BP86/TZVP results are used (cf. Tables 1 – 3). As indicated in Scheme 1, the singly-occupied \( \pi^* \) orbital of NO (\( \alpha-\pi^*_h \)) is located in the Cu-N-O plane. Due to the fact that all copper(I) d orbitals are fully occupied, the overlap of this orbital with \( d_{xz} \) is actually repulsive for \( \alpha \)-spin. This is compensated by the backbond between \( d_{xz} \) and the empty \( \beta-\pi^*_h \) orbital. The strength of this interaction is best estimated from the corresponding antibonding combination, \( \pi^*_h \cdot d_{xz} \), which has 10\% metal d character. Altogether, this leads to a spin density distribution of +0.9 on NO and +0.1 on copper, in agreement with
earlier calculations. Hence, the calculations clearly favor the Cu(I)-NO(radical) over the Cu(II)-NO\(^-\) electronic description in agreement with EPR and MCD (vide infra) results. The other \(\pi^*\) orbital, \(\pi^*_v\) (located perpendicular to the Cu-N-O plane), is unoccupied and undergoes further backbonding interactions. The corresponding antibonding combinations show about 15–20% d admixture, which corresponds to a quite strong interaction. However, comparison of the calculated Cu-NO force constant of 2.215 mdyn/Å with the experimental value of 1.310 mdyn/Å shows that the strength of this interaction is clearly overestimated in the calculations, which is not unusual. The \(\pi^*_v\) - d\(_{yz}\) backbond shows small spin-polarization effects (where the \(\beta\)-spin interaction is stronger), which somewhat lowers the total spin density on copper. This effect depends strongly on the applied DFT functional, which makes the prediction of very accurate total spin densities difficult. This bonding scheme is in agreement with the observed, large \(N_{A1(\kappa)}\) value, and also explains the observed strong dependence of \(g_z\) on the Cu-N-O angle (cf. Figure 4). This relates to the spin-orbit coupling matrix element 

\[
2\lambda <\pi^*_h\_d_{xz}|L|\pi^*_v\_d_{yz}>/\Delta E
\]

in the theoretical equation for the \(g\) shifts from perturbation theory,

\[
g_i = g_{e} - 2\lambda \sum_{n \neq 0} \frac{\langle \Psi_n | L_i | \Psi_n \rangle}{E_n - E_0}
\]

which maximizes at 180\(^\circ\) when \(\pi^*_h\_d_{xz}\) and \(\pi^*_v\_d_{yz}\) become almost degenerate (\(\Delta E \approx 0\)).

3.3 Electronic Spectra

In previous work, UV-Vis absorption and MCD data above 300 nm have been presented for 3, but no detailed analysis of the data has been provided. The characteristic absorption band at 494 nm for 3 has been loosely assigned to a Cu(I)-d to NO-\(\pi^*\) transition, but no further details are provided. As shown in Figure S9, this feature is observed at 506 nm (\(\varepsilon = 960\) M\(^{-1}\) cm\(^{-1}\)) for 1, and at 458 nm (\(\varepsilon = 1140\) M\(^{-1}\) cm\(^{-1}\)) for 2. We have re-investigated complex 1 using low-temperature MCD spectroscopy in silicone mulls, which allows for the
measurement of high-quality data. Based on the spectrum obtained shown in Figure 6, five electronic transitions can actually be identified in the electronic spectra of the Cu(I)-NO complex (bands 2–6), and an additional weak feature is identified at 810 nm. These transitions can be assigned for the first time with the help of TD-DFT calculations. Application of B3LYP/TZVP and the experimental Cu-N-O angle of 172° reproduces the general shape of the electronic spectra well, but all transitions appear shifted to lower energy by ~4000 cm⁻¹ (cf. Figure 6). This is due to the fact that all bands observed in the visible region correspond to CT transitions of type d → π*, which are usually obtained too low in energy by TD-DFT. The tentative assignments as shown in Figure 6 are further supported by the appearance of pseudo-A term signals in the spectra (pairs of bands 2-3 and 4-5/6; see Table S3), which are in agreement with the calculated polarizations of these transitions. In order for a pseudo-A term to arise, two electronic transitions with orthogonal electric transition dipole moments are needed, which are coupled by spin-orbit coupling. These requirements are fulfilled by the given assignment (see Table S3). Based on these results, the medium strong absorption band of the Cu(I)-NO complexes in the visible region around 500 nm is due to d → π⁺ᵥ type CT transitions into the unoccupied π⁺ᵥ orbital of NO (bands 2 – 5, cf. Figure 6). The observed transition energies allow for the determination of the relative energies of the corresponding four d orbitals of highest energy, as included in Scheme 1, bottom. The fifth d orbital, dₓz, is probably located at lowest energy in these complexes, due to a strong interaction with the singly occupied π⁺ₕ orbital of NO. Since the corresponding CT transition is of d → π⁺ₕ type (band 6, cf. Figure 6), the relative energy of this orbital cannot exactly be scaled to the other four d-orbitals as indicated in Scheme 1. Importantly, the lack of intense (low-energy) d-d bands in the MCD spectra of 1 is a further indication that copper has a d¹⁰ electron configuration, in agreement with the Cu(I)-NO(radical) description of the end-on coordinated {CuNO}¹¹ complexes elaborated above. This is further supported by the TD-DFT results. Note that band 1 in Figure 6 corresponds to an impurity of [Cuᴵᴵ(L3)(ONO)], which shows a very intense MCD transition in this area.¹⁸ The
observation of a very small amount of Cu(II) impurity is in agreement with corresponding, very weak features in the EPR spectra that account for about 5% of the total copper concentration.

Discussion

In this paper, two new crystal structures of mononuclear end-on Cu(I)-NO complexes are presented, and the first detailed spectroscopic analyses (vibrational and electronic) of this type of complexes are provided. Experimental force constants for [Cu(L3)(NO)] are 12.53 mdyn/Å (N-O) and 1.31 mdyn/Å (Cu-NO); the latter value is in agreement with the very labile Cu-NO bond in these systems. In comparison, the corresponding complex with a tris(pyrazolyl)methane ligand has a stronger N-O bond due to a second coordination sphere effect. The EPR spectrum of [Cu(L3)(NO)] is indicative of the Cu(I)-NO(radical) electronic structure of the complexes in agreement with the DFT results. Interestingly, the g₂ value correlates very well with the geometric structure of the Cu-N-O unit, and decreases upon increase of the Cu-N-O angle. Finally, high-quality MCD spectra of [Cu(L3)(NO)] are presented, and assigned using TD-DFT calculations. These results provide the first in-depth assignment of the electronic spectra of the end-on {CuNO}₁¹ species. In particular, the observed CT absorption band in the visible region is due to d → π*ₐ type transitions. Based on the MCD results, an approximate determination of the d-orbital energy scheme for [Cu(L3)(NO)] is possible. Importantly, the lack of intense low-energy d-d bands in the MCD spectra is a further indication that copper has a d¹⁰ electron configuration, in agreement with the Cu(I)-NO(radical) description of the complexes.

In summary, based on the experimentally calibrated electronic structure description of end-on Cu(I)-NO complexes elaborated here, and in agreement with results published previously,²⁶,²⁷ it is therefore now proven beyond any doubt that the Cu(I)-NO unit has to be described as Cu(I)-NO(radical).
The detailed spectroscopic characterization of end-on bound Cu(I)-NO complexes provided in this work allows to draw further conclusions about the Cu(I)-NO intermediate observed by Scholes and coworkers for CuNIR in solution. From their EPR and ENDOR results, it is not clear whether this species has end-on or side-on coordinated NO. Although the crystal structure of Murphy and coworkers shows side-on bound NO, others have speculated that this structure is an ‘artifact’ observed in the crystal, but that this binding mode does not exist in solution. This opinion is supported by recent DFT calculations on the CuNIR active site, which predict that the end-on geometry is more stable by about 7 kcal/mol compared to the side-on bound species. These contradictory findings pose the important question whether the side-on coordination mode of NO to Cu(I) is feasible or not. As we have demonstrated in this paper, the EPR $g_z$ value of the Cu(I)-NO species shows a strong correlation with the Cu-N-O angle. Hence, our EPR results in comparison with the data obtained by Scholes and coworkers for the Cu(I)-NO complex of CuNIR (cf. Figure 4) do in fact support a strongly bent, or even side-on coordination of NO in the enzyme. As shown in Table 3, the end-on bound Cu(I)-NO model complexes show $g_z$ around 1.83, whereas in the case of CuNIR, $g_z$ is found at 1.93. Based on this, we believe that the Cu(I)-NO intermediate of CuNIR generated in the presence of low concentrations of NO does in fact show a strongly bent to side-on binding mode of NO. How is it possible, though, that the enzyme behaves so differently than the model complexes studied so far? A first indication as to why this is in fact possible comes from recent DFT results of Wasbotten et al., which show that the type of coligand bound to copper actually has a large influence on the relative energies of the end-on and side-on coordinated species. In order to further investigate this point, we have performed DFT geometry optimizations on the CuNIR active site with bound NO, where the three histidines are held in position by fixing their anchor C atoms (of the CH$_3$
As shown in Figure 7, the obtained Cu(I)-NO geometry from this calculation shows a Cu-N-O angle of 136° (cf. Figure 7, bottom left), which is intermediate between end-on (> 160°; from the model complexes) and side-on (71°; from Murphy's structure). We have further generated end-on and side-on bound structures for CuNIR by fixing the Cu-N-O angle at 170° and 67°, respectively, and reoptimization of the structures. The resulting geometries are shown in Figure 7 top and bottom right. To test whether these three structures also follow the trend in g values as described above, we have then calculated the g tensors for the three binding modes. Importantly, as shown in Figure 7, the general trend in g values is in fact followed by the CuNIR models. Based on these results, two important conclusions can be drawn:

(a) the side-on coordination of NO to copper(I) is reasonable, and depends on the coligand(s) bound to copper;

(b) the EPR parameters of the Cu(I)-NO species of CuNIR as determined by Scholes and coworkers do in fact reflect a strongly bent or side-on coordination of NO to copper(I).

Comparison of the calculated g tensors with the g values obtained by Scholes and coworkers shows in fact the best agreement between the fully optimized structure (Cu-N-O angle = 136°; cf. Figure 7, bottom left) and the experimental data. However, the calculated difference in g values between this structure and the side-on bound species is relatively small, so it would be unjustified to claim that the fully optimized structure exactly reflects the Cu(I)-NO geometry present in the enzymatic species detected in solution. Nevertheless, the results clearly indicate that the Cu(I)-N-O unit is strongly bent in the enzyme in solution, but likely not side-on.

In summary, the geometry of the Cu(I)-NO subunit in proteins and model complexes has a much larger flexibility in terms of the coordination mode of NO and the Cu-N-O angle than previously anticipated from model complex studies. These results are also in agreement with the crystal structure of NO bound amine.
oxidase, which shows a Cu(I)-N-O angle of 117° (assuming that this species corresponds to a Cu(I)-NO complex, which, however, is somewhat unclear in this case).\textsuperscript{50}
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Table 1. Comparison of experimental and calculated properties of Cu(I)-NO complexes.

<table>
<thead>
<tr>
<th>Complex</th>
<th>Geometric Parameters [Å]</th>
<th>Vibrations [cm⁻¹]</th>
<th>Force Constants b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cu-NO</td>
<td>N-O</td>
<td>Cu-N-O a</td>
</tr>
<tr>
<td>[Cu(Tp²-Bu)(NO)] c</td>
<td>1.759(6)</td>
<td>1.108(7)</td>
<td>163.4(6)</td>
</tr>
<tr>
<td>[Cu(L3)(NO)]</td>
<td>1.779(4)</td>
<td>1.083(7)</td>
<td>171.9(5)</td>
</tr>
<tr>
<td><a href="ClO%E2%82%84">Cu(L³')(NO)</a></td>
<td>1.786(5)</td>
<td>1.035(8)</td>
<td>176.4(10)</td>
</tr>
<tr>
<td>∆(L³'-L3)</td>
<td>0.007</td>
<td>-0.048</td>
<td>4.5</td>
</tr>
<tr>
<td>BP86/TZVP: full opt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Cu(L0)(NO)]</td>
<td>1.812</td>
<td>1.188</td>
<td>148</td>
</tr>
<tr>
<td>[Cu(L⁰')(NO)]</td>
<td>1.818</td>
<td>1.178</td>
<td>147</td>
</tr>
<tr>
<td>∆(L⁰'-L0)</td>
<td>0.006</td>
<td>-0.010</td>
<td>-1</td>
</tr>
</tbody>
</table>

a In degrees.
b In [mdyn/Å].
c Ref. 27

Table 2. Comparison of experimental and QCC-NCA vibrational frequencies [cm⁻¹] and of QCC-NCA and calculated (DFT) force constants [mdyn/Å].

<table>
<thead>
<tr>
<th>mode</th>
<th>exp.</th>
<th>QCC-NCA</th>
<th>Force constants f</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n.a.i. a</td>
<td>¹⁵N¹⁸O</td>
<td>n.a.i. a</td>
</tr>
<tr>
<td>[Cu(L3)(NO)] (1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ν(N-O)</td>
<td>1698</td>
<td>1627</td>
<td>1700</td>
</tr>
<tr>
<td>ν(Cu-NO) c</td>
<td>365</td>
<td>358</td>
<td>366</td>
</tr>
<tr>
<td></td>
<td>338</td>
<td>332</td>
<td>335</td>
</tr>
</tbody>
</table>

a n.a.i. = natural abundance isotopes.
b Calculated with BP86/TZVP.
c The Cu-NO stretch is mixed with a [Cu(L3)] core bending mode, see Experimental Section. Free NO: ν(N-O) = 1876 cm⁻¹; f_ν N-O = 15.49 mdyn/Å⁻¹.
Table 3. Calculated and observed EPR parameters of Cu(I)-NO adducts.

<table>
<thead>
<tr>
<th>Complex</th>
<th>EPR parameters</th>
<th>Cu-N-O angle</th>
<th>∆E [kcal/mol]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>g⊥</td>
<td>g∥</td>
<td>BP86</td>
</tr>
<tr>
<td>Cu(I)-NO in CuNIR (^a)</td>
<td>2.046</td>
<td>1.926</td>
<td>?</td>
</tr>
<tr>
<td>[Cu(Tp(^t)-Bu)(NO)] (^b)</td>
<td>1.99</td>
<td>1.83</td>
<td>163</td>
</tr>
<tr>
<td>[Cu(L3)(NO)]</td>
<td>~1.97</td>
<td>~1.80</td>
<td>172</td>
</tr>
<tr>
<td>[Cu(L0)(NO)] - calc.</td>
<td>2.019</td>
<td>1.902</td>
<td>154</td>
</tr>
<tr>
<td>[Cu(L0)(NO)] - 172° (^c)</td>
<td>2.019</td>
<td>1.783</td>
<td>172</td>
</tr>
<tr>
<td>[Cu(L0')(NO)](^+) - calc.</td>
<td>2.015</td>
<td>1.907</td>
<td>155</td>
</tr>
<tr>
<td>[Cu(L0')(NO)](^+) - 174° (^c)</td>
<td>2.016</td>
<td>1.786</td>
<td>174</td>
</tr>
</tbody>
</table>

\(^a\) Ref. 25
\(^b\) Ref. 27
\(^c\) Obtained from the fully optimized structure (BP86/TZVP) by changing the Cu-N-O angle as indicated.
Legends for Figures and Schemes

Figure 1 ORTEP view of [Cu(L3)(NO)] (1) showing 50% thermal ellipsoids and the atom labeling scheme. For clarity, hydrogen atoms were omitted. Selected bond distances (Å) and angles (deg): Cu1-N41 1.779(4), Cu1-N11 2.053(2), Cu1-N21 2.064(3), Cu1-N31 2.051(3), N41-O41 1.083(7), B1-N12 1.557(5), B1-N22 1.540(5), B1-N32 1.541(4); Cu1-N41-O41 171.9(5), N41-Cu1-N11 123.66(17), N41-Cu1-N21 122.81(18), N41-Cu1-N31 122.32(17), N11-Cu1-N21 91.85(12), N11-Cu1-N31 92.28(13), N21-Cu1-N31 95.61(14), N12-B1-N22 108.9(3), N12-B1-N32 109.8(3), N22-B1-N32 110.9(2).

Figure 2 ORTEP view of the cation of [Cu(L3')(NO)](ClO₄) (2) showing 50% thermal ellipsoids and the atom labeling scheme. For clarity, hydrogen atoms were omitted. Selected bond distances (Å) and angles (deg): Cu1-N41 1.786(5), Cu1-N11 2.070(3), Cu1-N21 2.058(4), N41-O41 1.035(8), C1-N 12 1.451(4), C1-N22 1.448(7); Cu1-N41-O41 176.4(10), N41-Cu1-N11 125.09(14), N41-Cu1-N21 125.2(2), N11-Cu1-N21 90.68(12), N11-Cu1-N11' 89.16(12), N12-C1-N22 112.2(2), N12-C1-N12' 111.3(3). Symmetry code: x, -y + 1/2, z.

Figure 3 EPR spectrum of 1 at 5 K (red) including simulations (green). Top: for this simulation, the Cu hyperfine values determined by Tolman and coworkers (see ref. 25,27) were used (CuA⊥ = 187 MHz; CuA// = 320 MHz). However, the central region of the spectrum could not be fit this way. Bottom: alternative simulation, where the Cu hyperfine was allowed to vary stronger. Fit: gx = 1.962, gy = 1.972, gz = 1.8; CuAₓ = 100 MHz, CuAᵧ = 105 MHz, CuAᵢ = 270 MHz; ¹⁴N hyperfine (NO): NAₓ = 98 MHz, NAᵧ = 19 MHz, NAᵢ = 17 MHz. Note that gz could not exactly be determined due to lack of spectral resolution. The value of gz is around 1.79–1.80.

Figure 4 Calculated g values (BP86/TZVP) as a function of the Cu-N-O angle. Indicated are the predicted g values for 3.

Figure 5 Calculated g tensor orientation for [Cu(L0)(NO)] with the Cu-N-O angle set to 172° (BP86/TZVP). In this case, gz (gᵢ) equals gmin.
exactly, whereas \( g_{\text{mid}} \) and \( g_{\text{max}} \) approximately correspond to \( g_x \) and \( g_y \) in the coordinate system shown in Scheme 1, top.

**Figure 6** UV-Vis (top) and MCD spectrum (bottom) of 1 including Gaussians obtained from a correlated fit, and TD-DFT based assignments. The TD-DFT calculated spectrum is shown in orange (shifted by 4000 cm\(^{-1}\) to higher energy).

**Figure 7** Geometry optimized (BP86/TZVP) structures of Cu(I)-NO species in CuNIR. For these calculations, the anchor atoms (C atoms of the artificial CH\(_3\) groups) of the three histidines were frozen at their crystallographic positions. Top: optimized structure with frozen Cu-N-O angle at the crystallographically determined value.\(^{23}\) Bottom, left: fully optimized structure. Bottom, Right: optimized structure with frozen Cu-N-O angle at a value typical for the model complexes. Listed are relative energies with respect to the fully optimized structure, and calculated \( g \) values for the three structures.(BP86/TZVP).

**Scheme 1** Frontier orbitals of the fully optimized model \([\text{Cu(L0)(NO)}]\) obtained from BP86/TZVP (upper part, spin unrestricted). The relative d-orbital energies are obtained from MCD (lower part, paired electrons).
Figure 1. ORTEP view of [Cu(L3)(NO)] (1) showing 50% thermal ellipsoids and the atom labeling scheme. For clarity, hydrogen atoms were omitted. Selected bond distances (Å) and angles (deg): Cu1-N41 1.779(4), Cu1-N11 2.053(2), Cu1-N21 2.064(3), Cu1-N31 2.051(4), N41-O41 1.083(7), B1-N12 1.557(5), B1-N22 1.540(5), B1-N32 1.541(4); Cu1-N41-O41 171.9(5), N41-Cu1-N11 123.66(17), N41-Cu1-N21 122.81(18), N41-Cu1-N31 122.32(17), N11-Cu1-N21 91.85(12), N11-Cu1-N31 92.28(13), N21-Cu1-N31 95.61(14), N12-B1-N22 108.9(3), N12-B1-N32 109.8(3), N22-B1-N32 110.9(2).
Figure 2. ORTEP view of the cation of [Cu(L3')(NO)](ClO$_4$) (2) showing 50% thermal ellipsoids and the atom labeling scheme. For clarity, hydrogen atoms were omitted. Selected bond distances (Å) and angles (deg): Cu1-N41 1.786(5), Cu1-N11 2.070(3), Cu1-N21 2.058(4), N41-O41 1.035(8), C1-N12 1.451(4), C1-N22 1.448(7); Cu1-N41-O41 176.4(10), N41-Cu1-N11 125.09(14), N41-Cu1-N21 125.2(2), N11-Cu1-N21 90.68(12), N11-Cu1-N11’ 89.16(12), N12-C1-N22 112.2(2), N12-C1-N12’ 111.3(3). Symmetry code: x, -y + 1/2, z.
Figure 3. EPR spectrum of 1 at 5 K (red) including simulations (green). Top: for this simulation, the Cu hyperfine values determined by Tolman and coworkers (see ref. 25, 27) were used ($^{\text{Cu}}A_{\perp} = 187$ MHz; $^{\text{Cu}}A_{/\parallel} = 320$ MHz). However, the central region of the spectrum could not be fit this way. Bottom: alternative simulation, where the Cu hyperfine was allowed to vary stronger. Fit: $g_x = 1.962$, $g_y = 1.972$, $g_z = 1.8$; $^{\text{Cu}}A_x = 100$ MHz, $^{\text{Cu}}A_y = 105$ MHz, $^{\text{Cu}}A_z = 270$ MHz; $^{14}\text{N}$ hyperfine (NO): $^{\text{N}}A_x = 98$ MHz, $^{\text{N}}A_y = 19$ MHz, $^{\text{N}}A_z = 17$ MHz. Note that $g_z$ could not exactly be determined due to lack of spectral resolution. The value of $g_z$ is around 1.79–1.80.
**Figure 4.** Calculated g values (BP86/TZVP) as a function of the Cu-N-O angle. Indicated are the predicted g values for 3.

**Figure 5.** Calculated g tensor orientation for [Cu(L0)(NO)] with the Cu-N-O angle set to 172° (BP86/TZVP). In this case, $g_z$ ($g_{ll}$) equals $g_{\text{min}}$ exactly, whereas $g_{\text{mid}}$ and $g_{\text{max}}$ approximately correspond to $g_x$ and $g_y$ in the coordinate system shown in Scheme 1, top.
Figure 6. UV-Vis (top) and MCD spectrum (bottom) of 1 including Gaussians obtained from a correlated fit, and TD-DFT based assignments. The TD-DFT calculated spectrum is shown in orange (shifted by 4000 cm\(^{-1}\) to higher energy).
Figure 7. Geometry optimized (BP86/TZVP) structures of Cu(I)-NO species in CuNIR. For these calculations, the anchor atoms (C atoms of the artificial CH$_3$ groups) of the three histidines were frozen at their crystallographic positions. Top: optimized structure with frozen Cu-N-O angle at the crystallographically determined value. Bottom, left: fully optimized structure. Bottom, Right: optimized structure with frozen Cu-N-O angle at a value typical for the model complexes. Listed are relative energies with respect to the fully optimized structure, and calculated g values for the three structures.
Scheme 1. Frontier orbitals of the fully optimized model [Cu(L0)(NO)] obtained from BP86/TZVP (upper part, spin unrestricted). The approximate relative d-orbital energies are obtained from MCD (lower part, paired electrons).
Equation 1.
References

1. In the Enemark-Feltham notation\(^2\), the number of d electrons of the metal plus the unpaired electron of NO are added up and then used as a superscript (here: 11). This allows for a classification of transition metal nitrosyls, in the case of which the assignment of metal and NO oxidation states is sometimes very difficult.


7.5. $\text{[Fe}^{\text{III}}(\text{tmdta})\text{]}^-$-twist-boat/half-chair conformer ratio reliably deduced from DFT-calculated Raman spectra

Roland Meier, Joachim Maigut, Bernd Kallies, Nicolai Lehnert, Florian Paulat, Frank W. Heinemann, Gernot Zahn, Martin P. Feth, Harald Krautscheid and Rudi van Eldik

The equilibrium between the twist-boat (tb) and half-chair (hc) conformers of the central diamine chelate ring of $[\text{Fe}^{\text{III}}(\text{tmdta})]^{-}$ in solids and aqueous solution has been studied by Raman spectroscopy, supported by calculated Raman spectra using Density Functional Theory.

Monitoring changes in the coordination sphere around iron centers that result from the dissolution of solid complex salts in water is of high importance for the elucidation of structure–activity relationships, a critical target in many industrial and academic applications of iron chelates. The complex investigated here, $[\text{Fe}^{\text{III}}(\text{tmdta})]^{-}$ (tmdta = trimethyleneamine tetraacetae), is used in the bleaching of photographic films and paper. The conformational equilibria of chelate complexes are often very difficult to monitor, especially in the cases of complexes with paramagnetic metal centers. Here, the use of NMR for structural elucidation fails in this study. We demonstrate how Raman spectroscopy coupled to density functional theory (DFT) calculations can be successfully applied for this purpose.

Upon coordination to tmdta, metal centers like Fe$^{\text{III}}$ can form half-chair (hc) or twist-boat (tb) conformational isomers (see Scheme 1).$^{4,6}$ The half-chair conformer was found in the crystal structure of Li$[\text{Fe(tmdta)}]$.3H$_2$O (1a), whereas the twist-boat form was encountered during structural studies of NH$_4$[Fe(tmdta)].H$_2$O (1b) and Na[Fe(tmdta)].3H$_2$O (1c).$^5$

Various salts of [Fe$^{\text{III}}$(tmdta)]$^-$ have been studied in the past by solid-state Raman spectroscopy,$^7$ followed by the analysis of the Raman spectra of their corresponding aqueous solutions.$^8$ In the latter study, the predominance of the hc form in solution was suggested, based on the evaluation of bands in the 600–300 cm$^{-1}$ wavenumber region. Here, Fe–N and Fe–O valence stretching, as well as skeletal vibrations of the coordination polyhedron, are expected to appear.$^7,8$ However, this analysis remained on an empirical level and was strongly impaired by the fact that the vibrational assignments of the bands used to identify the species found in solution were not known.

A major revision of these findings is presented in the current Communication. We have re-investigated the solid-state Raman spectra of the two isomers of [Fe$^{\text{III}}$(tmdta)]$^-$ in detail and correlated the experimental data to Raman spectra calculated by DFT. For this purpose, the structures of the two conformers were fully optimized in the gas phase using B3LYP/6-31+G* (cf. Computational aspects in the ESI†). The computed spectra were then used to simulate the composite spectra of conformer mixtures, which were correlated to the experimental Raman spectra of aqueous solutions of [Fe$^{\text{III}}$(tmdta)]$^-$ salts.

In the structural studies reported to date,$^4,6$ it was not clearly determined which of the two conformers (tb or hc) was preferred in the solid-state. In order to broaden the knowledge basis for this purpose, we have investigated the crystal structures of two new Fe$^{\text{III}}$–tmdta salts, i.e. K[Fe$^{\text{III}}$(tmdta)] (1d) and [C(NH$_2$)$_3$][Fe$^{\text{III}}$(tmdta)].2H$_2$O (1e).$^9$ In both cases, the tb conformation is found in the solid-state. Interestingly, the structure of 1e also contains 6% of the hc conformer, leading to disorder in the crystal (further details are presented in the ESI†). The latter finding motivated us to re-determine the structures of Li[Fe$^{\text{III}}$(tmdta)].3H$_2$O (1a)$^5$ and NH$_4$[Fe$^{\text{III}}$(tmdta)].0.5H$_2$O (1b) at high resolution in order to explore the possibility of conformational mixtures in these salts.$^5$ From the literature, fractional coordinates are available for 1a,$^4$ This is not the case for 1b, where only the lattice constants have been published.$^5$ It was again surprising that—while 1b contains solely the tb form—salt 1a, which was originally considered to be purely hc, in fact shows a similar disorder to that encountered for 1e, but with a distribution of 91% hc vs. 9% tb. Our results now show rather clearly that the tb

![Scheme 1](Image)
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form is favoured in solid salts of \([\text{Fe}^{III}(\text{tmdta})]^{-}\). Crystallization of the \(\text{hc}\) conformer seems only to be possible in the lithium salt.\(^9\) However, one should take into account that the isomer distribution in the solid-state is a result of the counterbalancing solid-state forces in the crystal and does not reflect the intrinsic \(\text{tb}\) or \(\text{hc}\) arrangement characteristics of the metal complexes in the chelate backbone that is valid for solution- or gas-phase conditions.

As mentioned before,\(^8\) in the 600–300 cm\(^{-1}\) wavenumber range, Fe–N and Fe–O valence stretching, as well as skeletal vibrations of the coordination polyhedron, appear. Correspondingly, this is the most suitable wavenumber range to study the spectral differences between the \(\text{hc}\) and \(\text{tb}\) conformers. Thus, solid-state Raman spectra of the five salts, \(\text{1a-e}\), of \([\text{Fe}^{III}(\text{tmdta})]^{-}\) have been measured, as shown in Fig. 1 for the 600–300 cm\(^{-1}\) wavenumber range. The most prominent bands were assigned based on an analysis of the corresponding DFT-calculated spectra. These results are presented in Fig. 2, and in Table 1 and Table 2.

The most significant difference between the spectra of the two conformers is the presence of a very intense band at 440 cm\(^{-1}\) in all \(\text{tb}\) spectra, whereas the Raman intensity of the \(\text{hc}\) spectrum is virtually zero in this region (cf. Fig. 1). Our DFT computations show (cf. band 26 in Fig. 2 (top) and Table 1) that this band corresponds to a ring-twist motion of the linearly-arranged CH\(_2\)–CH\(_2\)–CH\(_2\) fragment in the central diamine chelate ring. The related vibration of the \(\text{hc}\) conformer appears at 460 cm\(^{-1}\) in the spectrum of \(\text{Li[Fe(tmdta)]•3H}_2\text{O (1a)}\) and at 454 cm\(^{-1}\) in the scaled, computed spectrum of the geometry-optimized \(\text{hc}\) conformer (cf. band 26 in Fig. 2 (bottom) and Table 2). This vibration belongs to a rocking motion of the central methylene group in the diamine chelate ring. No significant Raman intensity is observed in the \(\text{tb}\) spectrum between 460 and 450 cm\(^{-1}\) (cf. Fig. 1). The most intense band in the 600–300 cm\(^{-1}\) region of the \(\text{hc}\) conformer appears at 480 cm\(^{-1}\) (cf. bands 27 and 28 in Fig. 2 (bottom) and Table 2). This feature is assigned to rocking motions of the axial glycinate rings, which are motions unique to this conformer.

The assignments of the remaining bands are presented in Table 1 and Table 2. The results show that the experimental and calculated

### Table 1 Bands of the solid-state Raman spectrum of 1d (tb conformer)

<table>
<thead>
<tr>
<th>No.</th>
<th>Sym.</th>
<th>Wavenumber/cm(^{-1})</th>
<th>Intensity(^d)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>A</td>
<td>396.3</td>
<td>11.8</td>
<td>Gly rock (eq.)</td>
</tr>
<tr>
<td>24</td>
<td>B</td>
<td>398.3</td>
<td>0.1</td>
<td>Gly rock (eq.)</td>
</tr>
<tr>
<td>25</td>
<td>B</td>
<td>416.5</td>
<td>3.2</td>
<td>Gly rock (all)</td>
</tr>
<tr>
<td>26</td>
<td>A</td>
<td>446.8</td>
<td>25.1</td>
<td>Ring twist</td>
</tr>
<tr>
<td>27</td>
<td>B</td>
<td>471.5</td>
<td>0.6</td>
<td>Gly rock (ax.)</td>
</tr>
<tr>
<td>28</td>
<td>B</td>
<td>485.5</td>
<td>2.1</td>
<td>(v_{\text{as}}(\text{Fe–N}))</td>
</tr>
<tr>
<td>29</td>
<td>A</td>
<td>487.5</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>A</td>
<td>512.2</td>
<td>7.1</td>
<td>Ring bend</td>
</tr>
</tbody>
</table>

\(^a\) Irreducible representation in the \(C_2\) point group. \(^b\) cf. Fig. 2, top. \(^c\) Calculated wavenumbers scaled by a factor of 1.027. \(^d\) Calculated Raman intensity.

The coordination polyhedron, appear. Correspondingly, this is the most suitable wavenumber range to study the spectral differences between the \(\text{hc}\) and \(\text{tb}\) conformers. Thus, solid-state Raman spectra of the five salts, \(\text{1a-e}\), of \([\text{Fe}^{III}(\text{tmdta})]^{-}\) have been measured, as shown in Fig. 1 for the 600–300 cm\(^{-1}\) wavenumber range. The most prominent bands were assigned based on an analysis of the corresponding DFT-calculated spectra. These results are presented in Fig. 2, and in Table 1 and Table 2.

The most significant difference between the spectra of the two conformers is the presence of a very intense band at \(\sim 440\) cm\(^{-1}\) in all \(\text{tb}\) spectra, whereas the Raman intensity of the \(\text{hc}\) spectrum is virtually zero in this region (cf. Fig. 1). Our DFT computations show (cf. band 26 in Fig. 2 (top) and Table 1) that this band corresponds to a ring-twist motion of the linearly-arranged CH\(_2\)–CH\(_2\)–CH\(_2\) fragment in the central diamine chelate ring. The related vibration of the \(\text{hc}\) conformer appears at 460 cm\(^{-1}\) in the spectrum of \(\text{Li[Fe(tmdta)]•3H}_2\text{O (1a)}\) and at 454 cm\(^{-1}\) in the scaled, computed spectrum of the geometry-optimized \(\text{hc}\) conformer (cf. band 26 in Fig. 2 (bottom) and Table 2). This vibration belongs to a rocking motion of the central methylene group in the diamine chelate ring. No significant Raman intensity is observed in the \(\text{tb}\) spectrum between 460 and 450 cm\(^{-1}\) (cf. Fig. 1). The most intense band in the 600–300 cm\(^{-1}\) region of the \(\text{hc}\) conformer appears at 480 cm\(^{-1}\) (cf. bands 27 and 28 in Fig. 2 (bottom) and Table 2). This feature is assigned to rocking motions of the axial glycinate rings, which are motions unique to this conformer.

The assignments of the remaining bands are presented in Table 1 and Table 2. The results show that the experimental and calculated

### Table 2 Bands of the solid-state Raman spectrum of 1a (hc conformer)

<table>
<thead>
<tr>
<th>No.</th>
<th>Sym.</th>
<th>Wavenumber/cm(^{-1})</th>
<th>Intensity(^d)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>A</td>
<td>404.6</td>
<td>8.9</td>
<td>Ring bend</td>
</tr>
<tr>
<td>25</td>
<td>A</td>
<td>414.9</td>
<td>5.0</td>
<td>Ring bend</td>
</tr>
<tr>
<td>26</td>
<td>A</td>
<td>453.6</td>
<td>5.2</td>
<td>Ring rock</td>
</tr>
<tr>
<td>27</td>
<td>A</td>
<td>474.5</td>
<td>7.3</td>
<td>Gly rock (ax1)</td>
</tr>
<tr>
<td>28</td>
<td>A</td>
<td>479.5</td>
<td>8.5</td>
<td>Gly rock (ax2)</td>
</tr>
<tr>
<td>29</td>
<td>A</td>
<td>500.7</td>
<td>4.6</td>
<td>(v_{\text{Fe–N}}) + ring twist</td>
</tr>
<tr>
<td>30</td>
<td>A</td>
<td>532.9</td>
<td>5.6</td>
<td>ring rock</td>
</tr>
<tr>
<td>31</td>
<td>A</td>
<td>549.1</td>
<td>4.1</td>
<td>(v_{\text{Fe–N}}) + ring twist</td>
</tr>
</tbody>
</table>

\(^a\) Irreducible representation in the \(C_1\) point group. \(^b\) cf. Fig. 2, bottom. \(^c\) Calculated wavenumbers scaled by a factor of 1.027. \(^d\) Calculated Raman intensity.
Fig. 3 Comparison of the unique Raman spectrum of aqueous solutions of 1a–e and a computed spectrum generated by mixing pure computed hc and tb spectra in the ratio 1 : 1. Calculated wavenumbers are scaled by a factor of 1.012.

Raman spectra for the hc and tb conformers agree reasonably well. Deviations in vibrational energies might be due to (a) solid-state packing effects (size difference between counter-cations), (b) electrostatic interactions of the metal-bound and free carboxylato oxygen atoms of tmtdta$^{4-}$ with counter-cations and (c) hydrogen bonds between these oxygens and protons of the crystal water molecules. All of these might affect the vibrational energies.

It can therefore be concluded that differences between the Raman spectra of the two conformers in the 500–400 cm$^{-1}$ range represent a crucial tool that allows aqueous solutions of [Fe(tmdta)]$^{-}$ salts to be analysed in terms of being (i) a pure solution of either conformer or (ii) a mixture of both conformers. The decision between (i) and (ii), followed by quantification of a solution of either conformer or (ii) a mixture of both conformers. Thus, linear combinations of the calculated spectra of pure solids of both conformers allowed a revision of the previously incorrectly determined $[\text{tb}]/[\text{hc}]$ ratio of aqueous [Fe$^{III}$$(\text{tmtdta})]^{-}$ solutions, where the hc fraction was assumed to be present in a large excess. On the contrary, our analysis of the Raman spectrum of [Fe$(\text{tmtdta})]^{-}$ aqueous solution reveals a $[\text{tb}]/[\text{hc}]$ ratio of about 1 : 1. We are currently investigating the mechanistic details of the $[\text{tb}]/[\text{hc}]$ interconversion and the possible influence of the $[\text{Fe}^{III}(\text{tmtdta})]^{-}$ water exchange reaction on the dynamics of this process. Furthermore, work is in progress to apply our approach of DFT-supported Raman studies to elucidation of the dynamics in solution of related metal-tmtdta complexes in order to evaluate the role of the central metal ion in the conformational equilibrium.

Notes and references

‡ Coordinates for the structures of four monomeric complexes have been deposited with the CCDC. Deposition numbers: CCDC 649049 (1a), 649050 (1b), 649047 (1d) and 649048 (1e). For crystallographic data in CIF or other electronic format see DOI: 10.1039/b708437d

§ We are grateful to N. Burzdafl (Erlangen) for solving the X-ray structure of 1b.
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N–N cleavage of the dialkylhydrazido complex [W(dppe)2(NNC5H10)] (BW) upon treatment with acid, leading to the nitrido/imido complex and piperidine, is investigated experimentally and theoretically. In acetonitrile and at room temperature, BW reacts orders of magnitude more rapidly with HNEt3BPh4 than its Mo analogue, [Mo(dppe)2- (NNC5H10)] (BM). A stopped-flow experiment performed for the reaction of BW with HNEt3BPh4 in propionitrile at −70 °C indicates that protonation of BW is completed within the dead time of the stopped-flow apparatus, leading to the primary protonated intermediate BW+H+. Propionitrile coordination to this species proceeds with a rate constant kobs(1) of 1.5 ± 0.4 s⁻¹, generating intermediate RCN−BW+H+ (R = Et) that rapidly adds a further proton at Nα and then mediates N–N bond splitting in a slower reaction (kobs(2) = 0.35 ± 0.08 s⁻¹, 6 equiv of acid). kobs(1) and kobs(2) are found to be independent of the acid concentration. The experimentally observed reactivities of BW or BM with acids in nitrile solvents are reproduced by DFT calculations. In particular, geometry optimization of models of solvent-coordinated, Nα-protonated intermediates is found to lead spontaneously to separation into the nitrido/imido complexes and piperidine/piperidinium, corresponding to activationless heterolytic N–N bond cleavage processes. Moreover, DFT indicates a spontaneous cleavage of nonsolvated BW protonated at Nα. In the second part of this article, a theoretical analysis of the N–N cleavage reaction in the Mo(III) triamidoamine complex [HIPTN3N]Mo(N2) is presented (HIPTN3N = hexaisopropylterphenyltriamidoamine). To this end, DFT calculations of the MoIVN2 triamidoamine complex and its protonated and reduced derivatives are performed. Calculated structural and spectroscopic parameters are compared to available experimental data. N–N cleavage most likely proceeds by one-electron reduction of the Mo(V) hydrazidium intermediate [HIPTN3N]Mo(NNH3)⁺, which is predicted to have an extremely elongated N–N bond. From an electronic-structure point of view, this reaction is analogous to that of Mo/W hydrazidium complexes with diphos coligands. The general implications of these results with respect to synthetic N₂ fixation are discussed.

I. Introduction

Because of the triple bond present in N₂, N–N cleavage of this molecule is highly endothermic in the gas phase. The corresponding bond dissociation enthalpy (225 kcal mol⁻¹)¹ can be dramatically lowered if dinitrogen is coordinated to transition-metal centers. In some dinitrogen complexes, N–N bond splitting is even possible under ambient conditions. Thus, spontaneous N–N cleavage has been detected for dinitrogen coordinated in an end-on or side-on bridging geometry to two transition-metal centers.² Alternatively, N–N cleavage is facilitated if the bond order has been reduced through protonation and/or alkylation.³,⁴ This reaction mode also applies to the reduction pathway of N₂ coordinated end-on terminally to mononuclear transition-metal complexes.⁵ Importantly, the latter pathway is considered to apply to the reduction and protonation of N₂ in
the enzyme nitrogenase, which catalyzes the biological process of nitrogen fixation. If N$_2$ is coordinated end-on terminally to Mo/W complexes with diphosphine coligands, N$\subset$N cleavage requires two-electron reduction at the level of NNH$_2$ intermediates. For practical reasons, these reactions have been studied using alkylated derivatives. Thus, two-electron reduction of the Mo(IV) dialkylhydrazido(2-) complex [MoBr(NNC$_5$H$_{10}$)(dppe)]Br (compound A$^{Mo}$) with BuLi or electrochemically has been found to generate under reductive elimination of the trans bromo ligand the five-coordinate, two-electron-reduced intermediate [Mo(NNC$_5$H$_{10}$)(dppe)$_2$] (compound B$^{Mo}$), protonation of which with HBr in THF leads to formation of HNC$_5$H$_{10}$ (piperidine) and the imido complex [MoBr(NH)(dppe)]Br under cleavage of the N$\subset$N bond. The kinetics of this process has been studied in detail by Henderson et al. using nitrite solvents RCN and the weak acid HNEt$_3$BPh$_4$ ($R =$ Me, Et, Ph). Under these conditions, the observed rate constant of the overall splitting reaction, $k_{obs}$, is greatly decreased, and the nitrido and imido compounds [(RCN)Mo(NNHC$_5$H$_{10}$)(dppe)$_2$] and [(RCN)Mo(NH)-(dppe)$_2$](BPh$_4$)$_2$, respectively, are obtained as final products (Scheme 1).

On the basis of the kinetic data, the alkylhydrazidium species [Mo(NNHC$_5$H$_{10}$)(dppe)$_2$]$^+$ (B$^{Mo+}$) has been postulated as the primary product resulting from protonation of B$^{Mo}$. In nitrites, addition of a solvent molecule RCN to B$^{Mo+}$ then was hypothesized to generate the six-coordinate intermediate [(RCN)Mo(NNHC$_5$H$_{10}$)(dppe)$_2$]$^+$ (RCN$^-$$\cdot$B$^{Mo+}$), which subsequently rearranges to a bent alkylhydrazidyl structure (R = Me, Et, Ph). This species either directly decays to the nitrido complex and piperidine with a rate constant $k_4$, or adds another proton at N$_a$ to generate a doubly protonated species that subsequently undergoes N$\subset$N splitting with a rate constant $k_5$. The direct ($k_4$) and proton-assisted ($k_5$) decay channels of the primary intermediate B$^{Mo+}$ both contribute to a N$\subset$N cleavage rate constant $k_{obs}$ on the order of $1-60$ s$^{-1}$, much smaller than that found for the reaction of compound B$^{Mo}$ with HBr in THF ($k_{obs} > 300$ s$^{-1}$).

In the accompanying article, compounds A$^{Mo}$ and B$^{Mo}$ and their tungsten counterparts A$^{W}$ and B$^{W}$ are characterized by X-ray structure analysis, spectroscopy, and DFT calculations on the model complex [Mo(NNC$_5$H$_{10}$)(PH$_2$C$_2$H$_4$PH$_2$)$_2$] (B)$^+$. On the basis of these results, the N$\subset$N splitting of compound B$^W$ is investigated spectroscopically and theoretically in the present study with the goal of elucidating the contributions of electronic structure to this process. Particular attention is thereby directed toward correlating the results of the theoretical treatment to the available kinetic and spectroscopic data and understanding the influence of the solvent and the acid on the mechanism of this reaction. To this end, the N$\subset$N cleavage process of B$^W$ is monitored at various temperatures in different solvents (THF, acetonitrile, propionitrile, benzonitrile), employing HNEt$_3$BPh$_4$ and HLut$_2$BPh$_4$ as acids (Lut = 2,6-lutidine). Importantly, the reaction of B$^W$ with HNEt$_3$BPh$_4$ in acetonitrile at room temperature is found to be much faster than the corresponding reaction of B$^{Mo}$. A stopped-flow experiment and corresponding kinetic analysis are therefore performed for the protonation of B$^W$ with HNEt$_3$BPh$_4$ in propionitrile at $-70$ °C. The two-electron-reduced compounds B$^{Mo}$ and B$^{W}$ contain three potentially Lewis-basic centers, i.e., N$_a$, N$_b$, and the metal. DFT calculations are employed to obtain information on the protonation processes at these different sites and to understand the reactivities of the corresponding protonated intermediates.

---


Whereas the protolytic N–N cleavage process of the alkylated compounds B\textsuperscript{Mo} and B\textsuperscript{W} provides considerable insight into the mechanistic features of this elementary reaction, the analogous step in the conversion of N\textsubscript{2} to NH\textsubscript{3} at Mo/W complexes with diphosphine ligands is complicated by cross reactions between NNH\textsubscript{2} species and their two-electron-reduced derivatives according to the simplified reaction

\[
\text{Mo}^\text{IV}(\text{NNH})^2+ + \text{Mo}^\text{III}(\text{NNH}_2) \rightarrow \text{Mo}^\text{IV}(\text{N}_2) + \text{Mo}^\text{IV}(\text{NH})^2+ + \text{NH}_3
\]  

(where Mo = Mo(diphos)\textsubscript{2}).\textsuperscript{10} These problems have been overcome by using a Mo(III) complex with the novel triamidoamine ligand \([\text{HIPTN}_3\text{N}]\textsuperscript{3-}\) (hexaisopropylterphenyltriamidoamine), which provides a sterically shielded site for the conversion of N\textsubscript{2} to ammonia (Chart 1).\textsuperscript{11} Insight into details of this process was obtained from the characterization of a number of intermediates. Specifically, protonation of the dinitrogen complex \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{N}_2)(\text{1})\) was found to lead to the NNH and NNH\textsubscript{2} complexes \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH})(\text{1-H})\) and \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)^+ (\text{2}), which could be isolated and characterized.\textsuperscript{11ab} N–N cleavage of \textbf{2} was hypothesized to proceed via the further reduced and protonated intermediates \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)(\text{3})\) and \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)^+(\text{5}), generating NH\textsubscript{3} and the nitrido complex \([\text{HIPTN}_3\text{N}]\text{MoN}(\text{6}), which could be isolated and characterized as well. By protonation and reduction of \textbf{6}, the Mo(IV) ammine complex \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NH}_3)^+\) is formed, which, upon one-electron reduction, is able to rebind N\textsubscript{2} under release of NH\textsubscript{3}, closing the reactive cycle. Importantly, the catalytic conversion of N\textsubscript{2} to NH\textsubscript{3} has been demonstrated for this system, achieving six turnovers with a yield of 65%. This represents a significant improvement over the Mo/W diphosphine systems for which a conversion of N\textsubscript{2} to NH\textsubscript{3} in three cycles could be achieved, however, with a total yield of only 0.75 NH\textsubscript{3} per metal complex.\textsuperscript{10}

As two paradigms are thus available for the cyclic conversion of N\textsubscript{2} to NH\textsubscript{3}, it is of significant interest to compare the reactive properties of these two systems from an electronic structure point of view, particularly with respect to the question of how N–N cleavage is mediated. To this end, DFT calculations on models \textbf{I} and \textbf{II} of the N\textsubscript{2} complex \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{N}_2)(\text{1})\) and its protonated/reduced derivative \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)^+(\text{2})\) are presented here; Scheme 2 shows the corresponding calculated structures. For investigation of the subsequent N–N splitting, model \textbf{II} is first reduced by one electron, generating model \textbf{III} of neutral NNH\textsubscript{2} species \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)(\text{3})\). Then, one proton is added to \textbf{III}, generating model \textbf{V} of the postulated hydrazidium intermediate \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_3)^+(\text{5}), which cleaves the N–N bond upon further one-electron reduction (Scheme 2). Alternatively, addition of one electron to \textbf{III} is considered, generating model \textbf{IV} of the negatively charged hydrazido(2-) intermediate \([\text{HIPTN}_3\text{N}]\text{Mo}(\text{NNH}_2)^-(\text{4}), which cleaves the N–N bond upon further protonation. These reactions are compared to the analogous protolytic N–N splitting reactions of compounds B\textsuperscript{Mo} and B\textsuperscript{W} (vide supra). Moreover, the electronic structures of the various Mo triamidoamine N\textsubscript{2}, NNH\textsubscript{2}, and NNH\textsubscript{3} species \textbf{I}–\textbf{V} are...
determined. Metal—N and N—N distances as well as metal—N and N—N stretching frequencies are calculated, and theoretical predictions are compared to the available experimental data. The effects of the coligands and the d-electron configurations on the activation of the N₂ and NNH₄ ligands are evaluated on the basis of electronic charges on the N₂ and NNH₄ ligands. The theoretical results are correlated to the observed reactivities, and the implications on the transition-metal-mediated conversion of N₂ to NH₃ are discussed.

II. Experimental and Computational Procedures

Sample Preparation. [W(NNC₃H₅)(dppe)] (compound B⁷⁺) was prepared as described in the accompanying article. The ¹⁵N-labeled compound was synthesized from the corresponding isotopelabeled dinitrogen complex [W(¹⁵N)₂(dppe)]₂. All sample preparations were performed under a nitrogen or argon atmosphere using Schlenk techniques. All solvents were dried under argon. 2,6-Lutidine was purchased from Lancaster. Lutidine-BH₂P₄ was synthesized from a metathesis reaction between lutidine and NaB₄H₄ according to the method described in ref 12.

NMR Spectroscopy. ¹⁵N NMR spectra were recorded on a Bruker Avance 400 Pulse Fourier transform spectrometer operating at a 1H frequency of 400.13 MHz using a 5-mm inverse triple-resonance probe head. The reference as a substitutive standard was neat CH₃NO₂, δ(¹⁵N) = 0 ppm.

Stopped-Flow Measurements. Low-temperature kinetic data were obtained by recording time-resolved UV/vis spectra using a modified Bio-Logic stopped-flow module SFM-20 instrument combined with cryo-stopped-flow accessory (Huber CC90 cryostat) and equipped with a J & M TIDAS high-speed diode array spectrometer with combined deuterium and tungsten lamp (200–1015 nm bandwidth). Isotost O-rings were used for all sealing purposes. Concentration-dependent measurements were performed by mixing different concentrations of [HNEt₃]⁺ with at least 6 times lower concentrations of complex ([complex] = 0.053 mM) in a 1:1 volume ratio and also by using the same acid solution ([HNEt₃]⁺ = 3.2 mM) and applying the option of a variable mixing volume ratio. During the measurements, nitrogen was flashed through the system. Data were analyzed using the integrated Bio-Kine software version 4.23 and also the Specfit32 program.

DFT Calculations. Spin-restricted DFT calculations were performed for the model complex [Mo(NNC₃H₅)(PH₂(CH₃)₂PH₂)] (B) and its solvent-coordinated and/or protonated derivatives using Becke’s three-parameter hybrid functional with the correlation functional of Lee, Yang, and Parr (B3LYP). The LANL2DZ basis set was used for the calculations. It applies the Dunning/Huzinaga full double-ζ (D95) basis functions on the first row atoms and the Los Alamos effective core potentials plus DZ functions on all other atoms. All computational procedures are used as they are implemented in the Gaussian 98 package. Wave functions are plotted with the visualization program GaussView. Judging from the fact that the geometric and spectroscopic properties of B⁺⁺ are well reproduced by B, we refrained from carrying out parallel calculations on a W model system. Spin-restricted DFT calculations (B3LYP/LANL2DZ) were performed for the singlet ground state of model complexes [N,N]Mo⁺⁺NNH₂⁺ (II) and [N,N]Mo⁺⁺NNH⁻ (IV). In the case of model complexes [N,N]Mo⁺⁺NNH₂⁻ (I), [N,N]Mo⁻⁻NNH₂⁺ (III), [N,N]Mo⁺⁺NNH⁻ (IV), and [N,N]Mo⁺⁺NNH₂⁺ (V), corresponding spin-unrestricted DFT calculations were performed for the doublet (I, III, V) and triplet (IV) states.

III. Results and Analysis

A. Protolytic N—N Cleavage of the W(dppe)₂ Dialkylhydrazido Complex B⁺⁺. 1. Protonation of B⁺⁺ with HLutB₄H₄ in THF. The UV/vis absorption spectrum of B⁺⁺ in THF is presented in Figure 1. Above 300 nm, it exhibits four bands at 720, 520, 412, and 350 nm that are denoted a–d. Upon protonation of B⁺⁺ in THF at room temperature with 1 equiv of 2,6-lutidine-HB₄H₄ (HLutB₄H₄), bands a–d disappear within about 15 min, leaving a final spectrum (f) with an absorption feature at 320 nm. Quantitative formation of piperidine in this reaction was demonstrated by GC. The 320-nm band in spectrum f is therefore associated with the nitrido complex [W(dppe)₂(N)]⁺⁺.

2. Protonation of B⁺⁺ with HNEt₃B₄H₄ in Propionitrile. To study the protolytic N—N cleavage of B⁺⁺ in coordinating solvents, various nitriles were employed. Reaction of B⁺⁺ with HNEt₃B₄H₄ in acetonitrile was so fast that its kinetics could not be monitored, even with the stopped-flow technique at −35 °C. This indicates that the reaction of B⁺⁺ with HNEt₃B₄H₄ in this solvent is much faster than the corresponding reaction of B⁺⁺, for which a stopped-flow study at room temperature has been performed. Therefore, the reaction of B⁺⁺ was investigated in propionitrile at −70 °C. UV/vis absorption spectra of B⁺⁺ before and after protonation (Figure S1) are very similar to the corresponding spectra in THF.


(17) Reaction conditions: 15 mL of solvent, [B⁺⁺] = 1.5 mmol/L, 1 equiv of acid, room temperature, oxygen- and moisture-free conditions.
indicating that protonation of $\text{B}_W$ in propionitrile also leads to the nitrido complex and piperidine.

Time-dependent spectra of the protonation of $\text{B}_W$ (0.053 mM) with $\text{HNEt}_3 \text{BPh}_4$ (0.32 mM) at $-70$ °C in propionitrile are shown in Figure 2a. The decay of the absorbance at 400 nm exhibits a biphasic character for which $k_{\text{obs}(1)} = 1.5 \pm 0.4$ s$^{-1}$ and $k_{\text{obs}(2)} = 0.35 \pm 0.08$ s$^{-1}$. It should be noted, however, that the first spectrum recorded immediately after mixing (see Figure 2b, spectrum a) in comparison to the spectrum of $\text{B}_W$ (0.053 mM) and HNEt$_3$BPh$_4$ (0.32 mM) before mixing (cf. Figure S1, solid line) exhibits about 50% lower absorbance in the spectral range of 350–650 nm. This clearly shows that a fast reaction, which is ascribed to the rapid protonation of $\text{B}_W$, has already occurred within the dead time of the stopped-flow instrument. In agreement with Scheme 1, the faster process ($k_{\text{obs}(1)}$) is attributed to solvent attack on the protonated intermediate $\text{B}_W\text{H}^+$ and the slower process ($k_{\text{obs}(2)}$) to the N–N cleavage reaction of the corresponding solvent-coordinated intermediate EtCN–$\text{B}_W\text{H}^+$. For a 10-fold higher acid concentration, the corresponding values of $k_{\text{obs}(1)}$ and $k_{\text{obs}(2)}$ are almost identical, i.e., $1.6 \pm 0.4$ and $0.36 \pm 0.09$ s$^{-1}$, respectively. The option of a variable mixing volume ratio was applied for concentrations of HNEt$_3$BPh$_4$ up to 6 mM, and no changes in the $k_{\text{obs}(1)}$ and $k_{\text{obs}(2)}$ values could be observed. The independence of $k_{\text{obs}(1)}$ from the H$^+$ concentration reflects the fact that protonation of $\text{B}_W$ to the primary intermediate $\text{B}_W\text{H}^+$ is much faster than solvent attack and already complete upon addition of 6 equiv of acid during the mixing time. A propionitrile solution of $\text{B}_W$ was titrated with HNEt$_3$BPh$_4$, and it was observed that just a small excess of acid is required for complete protonation. The saturation of the initial protonation equilibrium at acid concentrations slightly in excess of the complex concentration has also been established for $\text{B}_\text{Mo}$. The fact that $k_{\text{obs}(2)}$ is also independent of the H$^+$ concentration differs from the protonation of $\text{B}_\text{Mo}$ for which the overall rate constant for N–N cleavage ($k_{\text{obs}}$) was found to depend on the acid concentration.

Calculated spectra for the decay process of compound $\text{B}_W$ are given in Figure 2b. It is clearly seen that the spectrum of the solvent-coordinated, protonated intermediate (b) observed after the first phase of the decay ($k_{\text{obs}(1)}$) has a higher absorbance in the UV region than both the nonsolvated, protonated species observed at “$t = 0$” (i.e., after the dead time of the apparatus) and the final product (c). The intermediate in spectrum b is a W(II) complex that is bent at N$_R$. Its electronic structure (orbital occupancy) is different from that of compound $\text{B}$ (see below); in particular, the HOMO has changed from a metal-type d$_\sigma$ orbital to a metal-type d$\pi$ orbital. Hence, its absorption spectrum is different from that of compound $\text{B}$ and its protonated derivative. The final product (c) (see Figure 2b and spectrum f in Figure 1) is a W(IV) nitrido or imido complex, with a low absorbance at 400 nm.

3. Protonation of $\text{B}_W$ with HNEt$_3$BPh$_4$ in Benzonitrile.

In benzonitrile, the protolytic N–N cleavage of $\text{B}_W$ with HNEt$_3$BPh$_4$ is dramatically slowed, rendering it possible to follow this process at room temperature. UV/vis spectroscopic monitoring of the reaction course, however, reveals characteristic differences from the results described above (Figure 3). The spectrum of unprotonated $\text{B}_W$ in benzonitrile (Figure 1), indicating that protonation of $\text{B}_W$ in propionitrile also leads to the nitrido complex and piperidine.

Figure 2. (a) Time evolution of the UV/vis spectra recorded at time intervals of 0.22 s. Experimental conditions: [B$_W$] = 0.053 mM, [HNEt$_3$-BPh$_4$] = 0.32 mM in propionitrile at $-70$ °C. Inset: Absorbance/time plot showing the evolution of absorbance at 400 nm. (b) Spectra of (a) starting, (b) intermediate, and (c) product species calculated from the rapid-scan measurements in Figure 2a.

Figure 3. UV–vis spectrum of $\text{B}_W$ and of time-dependent protonation products in benzonitrile.
is almost identical to that in propionitrile (Figure S1) or THF (Figure 1). Upon protonation with 1 equiv of acid, an intense band appears at 900 nm that is not observable in propionitrile or in THF. This band subsequently shifts to 500 nm and then, in a much slower process, disappears upon conversion to the final spectrum. These observations obviously reflect changes in the electronic structure of the solvent-coordinated intermediate(s) that are caused by the replacement of propionitrile by benzonitrile. Because benzonitrile is more π-accepting than acetonitrile and propionitrile, we attribute the intermediate with the unusual 900-nm band to a benzonitrile-coordinated, bent W(0) dialkylisodiazene complex (Scheme 3). In this intermediate, which is stabilized by two π-back-bonding interactions to the benzonitrile ligand, the protonated hydrazidium ligand has transferred two electrons to the metal center, possibly under loss of its proton; at the same time, the N–N interaction is enhanced to a double bond. This explains why N–N cleavage is dramatically slowed. A charge-transfer (CT) transition could occur in this intermediate from the metal center to the π* orbital of the bent isodiazene ligand, in analogy to the low-energy CT band observed in Fe-diazene complexes.18

The spectrum of the second intermediate already is very similar to that of the final product, except for the more pronounced absorption band around 500 nm. The intensity of this band has decreased in the spectrum of the final product (after 1 h). Interestingly, this band is not present in the spectrum of the benzonitrile nitrido complex [W(N)(PhCN)-(dppe)$_2$]$^+$ prepared independently (cf. Figure S2). Only after several hours does this band disappear and the spectrum of the reaction mixture approach that of [W(N)(PhCN)(dppe)$_2$]$.^+$

We therefore attribute the 500-nm band to a benzonitrile-coordinated, bent dialkylhydrazidium intermediate with a very pronounced absorption band appearing at 500 nm and then, in a much slower process, disappears upon conversion to the final spectrum. These observations obviously reflect changes in the electronic structure of the solvent-coordinated intermediate(s) that are caused by the replacement of propionitrile by benzonitrile. Because benzonitrile is more π-accepting than acetonitrile and propionitrile, we attribute the intermediate with the unusual 900-nm band to a benzonitrile-coordinated, bent W(0) dialkylisodiazene complex (Scheme 3). In this intermediate, which is stabilized by two π-back-bonding interactions to the benzonitrile ligand, the protonated hydrazidium ligand has transferred two electrons to the metal center, possibly under loss of its proton; at the same time, the N–N interaction is enhanced to a double bond. This explains why N–N cleavage is dramatically slowed. A charge-transfer (CT) transition could occur in this intermediate from the metal center to the π* orbital of the bent isodiazene ligand, in analogy to the low-energy CT band observed in Fe-diazene complexes.18

To confirm that N–N splitting of B$^\text{W}$ takes place in benzonitrile, $^{15}$N NMR spectroscopy was employed. The spectrum of B$^\text{W}$ in benzonitrile exhibits a doublet at –18 ppm that is assigned to N$_\beta$, split by coupling with N$_\alpha$ (Figure S3). The signal of N$_\alpha$ is not observed, presumably because of broadening effects. Upon addition of HLutBPh$_3$, the signal at –18 ppm disappears, and two signals at –341.17 and –352.8 ppm are detected. These are assigned to piperidine and piperidinium, respectively (Figure S4).19 It thus can be concluded that N–N splitting takes place in benzonitrile as well, but at a strongly decreased rate as compared to acetonitrile and propionitrile.

4. Theoretical Treatment. To obtain further insight into the mechanism of the protolytic N–N bond cleavage of compound B$^\text{W}$, DFT was employed. As described in the accompanying article,9 geometry optimization of a slightly simplified model B was found to closely match the experimentally observed geometry of B$^\text{W}$. The HOMO of B containing two additional electrons compared to its precursor A corresponds to a linear combination of the metal d$_\sigma$ orbital with a ligand orbital having N–N σ* character, inducing a weakening of the N–N bond. Protonation of B$^\text{W}$ was then simulated by attaching a proton to the N$_\beta$ atom of the dialkylhydrazido(2−) ligand of B in a geometry derived from that of piperidine (HNC$_5$H$_9$). This generates structure BH$^+$, which is a model for the alkylhydrazidium species B$^\text{W}$H$^+$ (cf. Scheme 1). Importantly, global geometry optimization of this structure leads to separation into piperidine and the nitrido complex, corresponding to an exothermic (−41 kcal/mol) and spontaneous N–N cleavage process of B$^\text{W}$ after protonation at N$_\beta$ (Scheme 4). Figure 4a displays a relaxed potential energy surface (pPES) for the N–N splitting process of BH$^+$, demonstrating that this reaction occurs without a barrier. The HOMO of BH$^+$ containing a N–N antibonding interaction (cf. the accompanying article9) thereby evolves to the lone pair of piperidine. The five-coordinate nitrido complex will coordinate a solvent molecule after completion of the N–N cleavage process. The N–N bond-splitting reaction of BH$^+$ thus can be considered as an orbital- and symmetry-allowed, heterolytic cleavage process that is associated with an oxidation of the metal center from +II to +IV. Note that this process occurs without significant back-bonding of BH$^+$ at N$_\alpha$.

So far, the solvent has not been included in the calculation. However, as shown experimentally, solvent attack on the protonated derivatives of the bialkylated complexes B$^{19}$ and B$^\text{W}$ plays an important role in the N–N splitting reaction, at least in nitrile solvents. To obtain further information on this reaction mode, bonding of acetonitrile (R = Me) to the protonated intermediate B$^\text{W}$H$^+$ was simulated by DFT, leading to the model MeCN–BH$^+$. Attachment of the MeCN ligand to the linear molecule BH$^+$ initially leads to an increase in energy (+16 kcal/mol; Scheme 4). Then, this structure bends at N$_\alpha$, causing a change of one of the in-plane p-donor orbitals of the NN$_2$ group (σ$_{N}$) to a lone pair at N$_\alpha$ and a conversion of the HOMO of BH$^+$ from a d$_\sigma$ to a d$_\sigma$-type metal orbital. Importantly, this HOMO contains an antibonding contribution of the lone pair at N$_\alpha$ and a p orbital at N$_\beta$ that is directed along the N–N axis and is antibonding with respect to the lone pair at N$_\alpha$ (Chart 2). Further geometry optimization of structure MeCN–BH$^+$ leads to separation into the nitrido complex and piperidine,


indicating that the nitrile-coordinated intermediates $\text{RCN}-\text{BH}^+$ spontaneously cleave the N–N bond just as their nonsolvated counterpart does (Scheme 4). In analogy to the N–N cleavage process of this intermediate, the HOMO of structure $\text{MeCN}-\text{BH}^+$ is thereby converted to the N lone pair of piperidine. Again, the N–N antibonding interaction in the HOMO of the doubly reduced, protonated intermediate is essential for this spontaneous, heterolytic N–N cleavage process.

With respect to the retardation of the N–N splitting reaction of $\text{B}^\text{W}$ in benzonitrile (cf. section III.A.3), it also appeared of interest to treat the benzonitrile-coordinated, N$_{\beta}$-protonated intermediate $\text{PhCN}-\text{BH}^+$ by DFT. Geometry optimization of the corresponding model $\text{MeCN}-\text{BH}^+$ initially leads to bending at both N$_\alpha$ of the NN$_2$ group and the nitrogen atom of the nitrile ligand, indicating some charge transfer to the benzonitrile ligand. Further DFT geometry optimization leads to N–N cleavage, suggesting that spontaneous N–N splitting occurs in benzonitrile as well. This is in agreement with the $^{15}\text{N}$ NMR spectroscopic evidence for N–N cleavage of $\text{B}^\text{W}$ in this solvent (vide supra) and the similar findings of Henderson et al. for $\text{B}^\text{Mo}$.

The observed decrease of the N–N splitting rate of $\text{B}^\text{W}$ in benzonitrile as compared to the rates in acetonitrile and propionitrile must be a consequence of the delocalization of electron density into the $\pi^*$ orbitals of the benzonitrile ligand, which is also evident from the unusual features detected by UV/vis spectroscopic monitoring of the protonation reaction (Figure 3). Back-bonding into the benzonitrile ligand acts to decrease the basicity on N$_\beta$, possibly causing a partial deprotonation of $\text{PhCN}-\text{BH}^+$ (cf. Scheme 3), and introduces a barrier for N–N cleavage (which is not evident in the calculation based on the simplified model); both factors effectively slow the N–N cleavage process.

Reduced basicity of the benzonitrile-coordinated species $\text{PhCN}-\text{B}^\text{MoH}^+$ (however, at N$_\alpha$) has also been invoked by Henderson et al. to explain that, for this solvent, no acid-assisted N–N cleavage of $\text{B}^\text{MoH}^+$ could be detected. This pathway was hypothesized to involve a second protonation at N$_\alpha$, leading to the doubly protonated species $\text{RCN}-\text{B}^\text{MoH}^2+$ (R = Me, Et), which undergo N–N splitting with a rate constant $k_5$ (Scheme 1). Geometry optimization of the corresponding doubly protonated, acetonitrile-coordinated structure $\text{MeCN}-\text{BH}^2+$, however, was found to leave the N–N bond intact. To obtain more information on the energetics of N–N cleavage, a relaxed potential energy scan (rPES) along the N–N coordinate was performed (Figure 4b). Interestingly, the rPES shows an exothermic splitting process of the N–N bond (approximately $-45$ kcal/mol) with a very small activation barrier ($\sim1$ kcal/mol). Upon elongation of the N–N bond, the N$_\alpha$ proton first flips into a position between N$_\alpha$ and N$_\beta$. Then proton transfer from N$_\alpha$ to N$_\beta$ occurs. This theoretical result supports the presence of an alternative, acid-assisted N–N cleavage pathway for the intermediates $\text{RCN}-\text{B}^\text{OH}^+$ (M = Mo, W), associated with the rate constant $k_3$ in Scheme 1. Experimentally, the second protonation (at N$_\alpha$) is characterized by an equilibrium constant $K_3$, making the overall rate of this decay path effectively dependent on the product $k_3K_3$. The fact that no dependence of the N–N cleavage rate on the acid concentration is observed for the protolytic N–N cleavage of $\text{B}^\text{W}$ in propionitrile can then be explained in two ways: (i) $K_3$ is already saturated by a small excess of acid (exactly as for the protonation equilibrium at N$_\beta$), and the observed N–N cleavage process is dominated by the $k_5$ pathway; (ii) $K_3$ is so small that the $k_5$ route is unimportant in comparison to the $k_3$ pathway. On the basis of the observation that the N–N cleavage reaction of $\text{B}^\text{W}$ is much faster than that of $\text{B}^\text{Mo}$, we assume that alternative i is correct. This would be in agreement with the general rule that tungsten complexes are easier to protonate than their molybdenum counterparts.

(20) Of course, the resulting nitrido complex will be protonated in the presence of an excess of acid.

With respect to further mechanistic scenarios for the N–N splitting of \( \text{B}^\text{W} \), initial protonation at the metal has to be considered. As shown in the accompanying article,\(^9\) the HOMO of this molecule exhibits a large lobe toward the open side of the complex, making this a potential site for attack by \( \text{H}^+ \) as well. For this reason, bonding of a proton to \( \text{B}^\text{W} \) was simulated by DFT, leading to the metal-protonated species \( \text{H}^+ \text{B}^\text{W} \). After geometry optimization, the energy of this structure was found to be 26 kcal/mol lower than that of the \( \text{N}^\text{R} \)-protonated species \( \text{B}^\text{W} \text{H}^+ \) (Table 1), and the N–N bond was left intact. In this case, however, N–N cleavage (even after further protonation at \( \text{N}^\text{R} \)) is prevented by formation of a hydrido group trans to the NNR\(_2\) ligand that consumes the electrons in the HOMO of \( \text{B}^\text{W} \) necessary for N–N cleavage. Metal protonation thus would correspond to a thermodynamically favorable, but nonproductive step in the overall reaction scheme, lowering the observed N–N splitting rate.

It must be taken into account, on the other hand, that protonation of \( \text{B}^\text{W} \) proceeds by proton transfer from undisassociated acid or protonated solvent,\(^8\) imposing some steric requirements on this process. A space-filling representation of the structure of \( \text{B}^\text{W} \) shows that the metal is highly shielded by the phenyl groups of the dppe ligands (Figure 5). Moreover, upon protonation at \( \text{N}^\text{R} \), solvent attack on \( \text{B}^\text{W} \) is rapid in coordinating solvents (vide supra). Both effects would act to kinetically disfavor protonation at the metal center.

Judging from the finding that \( \text{N}^\text{R} \) is more negative than \( \text{N}^\text{R} \) in \( \text{B}^\text{W} \),\(^{22}\) initial protonation of \( \text{B}^\text{W} \) should be possible at \( \text{N}^\text{R} \) as well. DFT geometry optimization of the corresponding intermediate \( \text{B}^\text{W} \text{H}^+ \text{R}^+ \) leads to bending of the NNR\(_2\) group at \( \text{N}^\text{R} \), leaving the N–N bond intact (relative energy \(-8\) kcal/mol). As evidenced by a DFT PES, elongation of the N–N bond by 3 Å from the optimized value is endothermic by 70 kcal/mol (Figure S5); protonation at \( \text{N}^\text{R} \) therefore does not lead to N–N splitting under ambient conditions. This corresponds to the fact that heterolytic cleavage after protonation at \( \text{N}^\text{R} \) would lead to a negatively charged (piperidide) fragment and the imido complex, which energetically is highly unfavorable. To mediate N–N cleavage, the proton therefore has to shift from \( \text{N}^\text{R} \) to \( \text{N}^\text{R} \), which can be effected by a combination of deprotonation/reprotonation steps (Scheme 4).

To conclude, protonation at \( \text{N}^\text{R} \) is found by DFT to induce an exothermic and activationless N–N cleavage process, in both the unsolvated and the solvent-coordinated primary intermediate \( \text{B}^\text{W} \text{H}^+ \) and \( \text{RCN}^+ \text{B}^\text{W} \text{H}^+ \). From the literature data and our own experimental results, solvent attack on the primary intermediate \( \text{B}^\text{W} \text{H}^+ \) is faster than N–N splitting of the solvated intermediate \( \text{RCN}^+ \text{B}^\text{W} \text{H}^+ \). The same probably holds for the N–N cleavage process of the unsolvated intermediate \( \text{B}^\text{W} \text{H}^+ \); i.e., this direct decay channel also

---

**Table 1. Energies of Protonated Intermediates**

<table>
<thead>
<tr>
<th>intermediate</th>
<th>energy (a.u.)</th>
<th>relative energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{B}^\text{W} \text{H}^+ )(^a)</td>
<td>(-561.878083)</td>
<td>0</td>
</tr>
<tr>
<td>( \text{H}^+ \text{B}^\text{W} )(^b)</td>
<td>(-561.920119)</td>
<td>-26</td>
</tr>
<tr>
<td>( \text{B}^\text{W} \text{H}^+ \text{R}^+ )(^b)</td>
<td>(-561.890336)</td>
<td>-8</td>
</tr>
<tr>
<td>( \text{MeCN}^+ \text{Mo}^\text{V} \text{N}^+ + \text{C}_5\text{H}_11\text{N}^b)</td>
<td>(-561.9743466)</td>
<td>-60</td>
</tr>
<tr>
<td>( \text{Mo}^\text{V} \text{N}^+ + \text{C}_5\text{H}_11\text{N}^b)</td>
<td>(-561.943661)</td>
<td>-41</td>
</tr>
</tbody>
</table>

\(^a\) N–N distance fixed at 1.50 Å, partially optimized.\(^b\) Fully optimized.

---

(22) cf. Table 11 of the accompanying article.\(^9\)

---

**Figure 4.** rPES for N–N splitting reactions of (a) \( \text{B}^\text{W} \text{H}^+ \) and (b) \( \text{MeCN}^+ \text{BH}^2 \).

**Chart 2.** Contour Plot of HOMO from \( \text{MeCN}^+ \text{BH}^2 \).
appears to be slower than solvent attack on the protonated intermediate \( \text{B}^{\text{WH}^+} \). Direct N–N cleavage of \( \text{B}^{\text{WH}^+} \) thus appears to be intercepted by solvent attack in coordinating solvents. N–N cleavage of the doubly protonated intermediate (at \( N_a \) and \( N_b \)), finally, is theoretically predicted to occur in an almost activationless fashion as well. In contrast to \( \text{B}^{\text{Mo}} \), the protonation preequilibrium of this decay channel appears to be saturated for \( \text{B}^{\text{W}} \) in the presence of an excess of acid. Under such conditions, the observed N–N cleavage process of \( \text{B}^{\text{W}} \) is therefore dominated by the decay of the doubly protonated intermediate.

**B. Protonation, Reduction, and N–N Cleavage of Dinitrogen in [MoIII(N2)(triamidoamine)]. 1. Introductory Remarks.** DFT calculations and geometry optimizations have been performed for the complexes \([\text{N}_3\text{N}]\text{Mo}^{\text{III}}(\text{N}_2)(\text{I})\) and \([\text{N}_3\text{N}]\text{Mo}^{\text{VI}}(\text{NNH}_2)^+ (\text{II})\), which are models for the respective \( \text{N}_2 \) and \( \text{NNH}_2 \) intermediates of the [HIPTN3N]-Mo fragment (Chart 1). Moreover, DFT calculations have been performed on the hypothetical intermediates \([\text{N}_3\text{N}]-\)

---

**Table 2. Comparison of Calculated Structures I–VI with Experimental Results**

<table>
<thead>
<tr>
<th>complexa</th>
<th>data sourceb</th>
<th>bond lengths (Å)</th>
<th>angles (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}(\text{N}_2) S = 1/2) I</td>
<td>X-ray</td>
<td>N–N</td>
<td>1.06</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) II</td>
<td>opt</td>
<td>Mo–N</td>
<td>1.18</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}\text{NNH}_2 ) III</td>
<td>opt</td>
<td>Mo–N</td>
<td>1.32</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2 S = 0 ) IV</td>
<td>opt</td>
<td>Mo–N</td>
<td>1.31</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) V</td>
<td>opt</td>
<td>Mo–N</td>
<td>1.57</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{VI}}\text{NNH}_2 ) VI</td>
<td>X-ray</td>
<td>Mo–N</td>
<td>–</td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{VI}}\text{NNH}_2 ) VI</td>
<td>opt</td>
<td>Mo–N</td>
<td>–</td>
</tr>
</tbody>
</table>

– [\text{N}_3\text{N}] = (\text{HNCH}_2\text{CH}_2)_3\text{N}^3–.  
b | \text{opt} = \text{optimized structure}. X-ray data taken from ref 11c.  
c Data are averaged for simplification.  
d \( N_{\text{AM}} \) is the nitrogen atom of the amides.  
e \( N_{\text{AD}} \) is the nitrogen atom of the amine.

**Figure 5.** Structure of \( \text{B}^{\text{W}} \): view of the shielded metal side.

---

**Table 3. Comparison of Calculated and Observed Frequencies of Complexes I, 2, and 6 with Models I, II, V, and VI**

<table>
<thead>
<tr>
<th>complex</th>
<th>mode</th>
<th>experimentala,b</th>
<th>B3LYPa</th>
<th>( N_{\text{AM}} )</th>
<th>( N_{\text{AD}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}(\text{N}_2) S = 1/2) I</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>1990 1924</td>
<td>1911 1844</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) II</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>3379 3270</td>
<td>3691 3542</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}\text{NNH}_2 ) III</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>2374 2370</td>
<td>3542 3538</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2 S = 0 ) IV</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>–</td>
<td>1487 1443</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) V</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>–</td>
<td>467 455</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{VI}}\text{NNH}_2 ) VI</td>
<td>( (\text{N}_1\text{N}) )</td>
<td>1013 986</td>
<td>1090 1059</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a In cm\(^{-1}\).  
b Data taken from ref 11c.

**Table 4. NPA Charges of Model Complexes I–VI**

<table>
<thead>
<tr>
<th>complexa</th>
<th>atom</th>
<th>Mo</th>
<th>Na</th>
<th>( \text{N}_1\text{N} )</th>
<th>( \text{N}_2\text{N} )</th>
<th>( \text{N}_3\text{N} )</th>
<th>( \text{N}_{\text{AM}} )</th>
<th>( \text{N}_{\text{AD}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}(\text{N}_2) S = 1/2) I</td>
<td>( \text{I} )</td>
<td>1.10</td>
<td>–0.18</td>
<td>–0.05</td>
<td>–0.90</td>
<td>–0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) II</td>
<td>( \text{I} )</td>
<td>1.26</td>
<td>–0.17</td>
<td>–0.57</td>
<td>0.43</td>
<td>–0.82</td>
<td>–0.58</td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{III}}\text{NNH}_2 ) III</td>
<td>( \text{I} )</td>
<td>1.19</td>
<td>–0.37</td>
<td>–0.65</td>
<td>0.38</td>
<td>–0.91</td>
<td>–0.58</td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2 S = 0 ) IV</td>
<td>( \text{I} )</td>
<td>0.87</td>
<td>–0.49</td>
<td>–0.71</td>
<td>0.33</td>
<td>–0.94</td>
<td>–0.57</td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{V}}\text{NNH}_2^+ ) V</td>
<td>( \text{I} )</td>
<td>1.31</td>
<td>–0.49</td>
<td>–0.67</td>
<td>0.45</td>
<td>–0.86</td>
<td>–0.58</td>
<td></td>
</tr>
<tr>
<td>([\text{N}_3\text{N}]\text{Mo}^{\text{VI}}\text{NNH}_2 ) VI</td>
<td>( \text{I} )</td>
<td>1.23</td>
<td>–0.42</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

– \([\text{N}_3\text{N}] = (\text{HNCH}_2\text{CH}_2)_3\text{N}^3–.  
b Charge for each H atom.  
c \( N_{\text{AM}} \) is the nitrogen atom of the amides.  
e \( N_{\text{AD}} \) is the nitrogen atom of the amine.

The [N,N]Mo(III)N₂ molecule (S=1/2) is shown with major and minor spin orbitals, labeled as \( \pi^* \) and \( \pi^\prime \). The nonbonding with respect to the amide orbitals but back-bonding with respect to the dinitrogen orbitals. Population of these orbitals with the three electrons of Mo(III) gives rise to a \( a_2 \) E ground state. NBO charge analysis indicates a charge of -0.18 at N\(_R\) and -0.05 at N\(_\beta\), comparable to those of Mo/W dinitrogen complexes with diphosphine coligands.

At 1.17 Å, the calculated N–N bond length is larger than experimentally determined (1.06 Å), indicating that the activation of this ligand predicted by the calculation is too large. Correspondingly, the N–N stretching frequency is calculated at 1911 cm\(^{-1}\), lower than experimentally observed (1990 cm\(^{-1}\)).

3. Mo(VI) NNH₂ Complex (II). Bonding of two protons to the dinitrogen complex along with one-electron reduction gives the NNH₂ complex \([N_3N]Mo(NNH_2)^+\) (II). The HOMO of this species is a nonbonding linear combination of amide lone pairs (Figure S6). As described earlier, the planar NNH₂ ligand has an in-plane \( \pi^* \) orbital that mostly corresponds to a p-donor orbital at N\(_R\), whereas the out-of-plane orbital \( \pi^\prime \) has N–N \( \pi^* \) character.

Below the HOMO are the bonding combinations of Mo d\(_{xy}\) and d\(_{xz}/d_{yz}\) with the NNH₂ \( \pi^\prime \) and \( \pi^* \) orbitals, respectively, which are primarily of ligand character (Table S1); LUMO and LUMO + 1 are formed by the corresponding metal–ligand anti-bonding combinations. The electrons associated with metal–ligand \( \pi^* \)-bonding can therefore be assigned to the ligand, corresponding to a Mo(VI)/hydrazido(2–) formulation. However, NBO charge analysis indicates that the total charge on the NNH₂ ligand is slightly positive. This indicates a strong donation of the 2– ligand charge back to the Mo(VI) metal center, effectively leading to a neutral bound isodiazene.
species. This also agrees with the N–N bond length of 1.32 Å and the N–N stretching frequency of 1487 cm⁻¹, which both are indicative of a N–N double bond.\textsuperscript{18,24} Complex II therefore corresponds to a Mo(VI) hydrazido(2⁻) species that is subject to large ligand → metal charge donation because of the highly positive charge on the metal center.

4. Mo(V) NNH\textsubscript{2} Complex (III). Transfer of one electron to II gives the putative neutral \(\text{S} = \frac{1}{2}\) Mo(V) species \([\text{N}_3\text{N}]\text{Mo}^{\text{V}}(\text{NNH}_2)\) (III). DFT geometry optimization of this structure reveals bending of the NNH\textsubscript{2} group at N\textsubscript{a} in the NH\textsubscript{2} plane, causing conversion the \(\pi^*_a\) p-donor orbital to a lone pair at N\textsubscript{a} (for simplicity, we retain the \(\pi^*_a\) formulation for this orbital). The SOMO of III is a metal \(d_{\pi}\) orbital with an antibonding combination with \(\pi^*_a\), \(d_{\pi\pi} \rightarrow \pi^*_a\), is unoccupied. Because of population of the SOMO that is metal–ligand antibonding but N–N nonbonding, the metal–N bond of III is elongated by 0.08 Å with respect to that in II, whereas the N–N bond length is increased by only 0.03 Å.

5. Mo(IV) NNH\textsubscript{2} Complex (IV) and Its Protolytic N–N Cleavage. Addition of one electron to III generates the

![Figure 7](image)

**Table 6.** Charge Contribution of Model Complex III

<table>
<thead>
<tr>
<th>orbital label</th>
<th>energy (hartree)</th>
<th>(\alpha) spin charge decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_{\pi})</td>
<td>63</td>
<td>(0.09590)</td>
</tr>
<tr>
<td>(d_{\pi\pi})</td>
<td>61</td>
<td>(0.04551)</td>
</tr>
<tr>
<td>(d_{\pi\pi})</td>
<td>59</td>
<td>(0.03026)</td>
</tr>
<tr>
<td>(d_{\pi\pi})</td>
<td>58</td>
<td>(0.02681)</td>
</tr>
<tr>
<td>(d_{\pi\pi})</td>
<td>56</td>
<td>(-0.00448)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>55</td>
<td>(-0.11599)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>54</td>
<td>(-0.16575)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>53</td>
<td>(-0.18145)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>52</td>
<td>(-0.21997)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>51</td>
<td>(-0.22645)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>50</td>
<td>(-0.24810)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>49</td>
<td>(-0.26819)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>48</td>
<td>(-0.32755)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>45</td>
<td>(-0.32986)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>44</td>
<td>(-0.41564)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>43</td>
<td>(-0.42684)</td>
</tr>
<tr>
<td>(\pi^*_a)</td>
<td>42</td>
<td>(-0.51441)</td>
</tr>
</tbody>
</table>

Reduction of End-On Terminally Coordinated Dinitrogen Inorganic Chemistry, Vol. 44, No. 9, 2005 3041
(9.39 kcal mol\(^{-1}\)). Geometry optimization of the \(S = 0\) complex leads to a doubly bent NNH\(_2\) ligand (Scheme 2). The HOMO of IV is an antibonding combination of a metal d\(_{xz}\) orbital with the lone pair at N\(_R\) derived from \(\pi^*_h\). Moreover, this orbital contains a contribution of a N\(_\beta\) p orbital along the N–N bond that is antibonding to the lone pair at N\(_\alpha\) (Figure S7). At lower energy is found the bonding combination of the out-of-plane \(\pi^*_v\) with the metal d\(_{yz}\) orbital, which is of primarily ligand character (Table S2). This bonding description would correspond to a Mo(IV) hydrazido(2–) formulation for IV. This is supported by a N–N bond length of 1.42 Å, indicative of N–N single bond character. NBO charge analysis gives a negative charge of \(-0.6\) for the NNH\(_2\) group, corresponding to back-donation of \(-1.4\) charge units from this ligand to the Mo(IV) metal center.

If a proton is added to model IV at N\(_\beta\), spontaneous N–N cleavage takes place upon geometry optimization and the separate components ammonia and nitrido complex are obtained. Judging from the above bonding description, this corresponds to a heterolytic N–N cleavage process proceeding by two-electron transfer from the HOMO of the protonated derivative of IV to the lone pair of NH\(_3\), which is preformed in the HOMO of IV. The triplet state of IV has not been included in this treatment because it is higher in energy than the singlet state (vide supra) and requires an intersystem crossing along the N–N cleavage path to give the diamagnetic products.

6. Mo(V) NNH\(_3\) Complex (V) and Its Reductive N–N Cleavage. As an alternative to the protolytic N–N cleavage process described above, one proton can be added to III, leading to the NNH\(_3\) complex [N\(_3\)N]Mo\(^V\)(NNH\(_3\))^+ (V; Scheme 2). Exactly as for III, structure V has a NNH\(_3\) ligand bent at N\(_\alpha\). The single d electron is contained in the SOMO (55) of V, which, as in the case of III, is an antibonding combination of a metal orbital with the lone pair at N\(_\alpha\) derived from \(\pi^*_h\) (Figure 8, Table 7). Importantly, this orbital also contains a p orbital at N\(_\beta\) directed along the N–N bond, effectively leading to a N–N antibonding interaction with the lone pair at N\(_\alpha\). This is relevant to the N–N splitting process considered below. The other p-donor orbital at N\(_\alpha\) of the NNH\(_3\) group that is derived from the out-of-plane orbital \(\pi^*_v\) is involved in \(\pi\)-bonding fashion with d\(_{xz}\) in MO (50).

As indicated by the calculated bond distances, both the N–N and the metal–N bonds are greatly elongated in this...
intermediate (1.85 and 1.57 Å, respectively), corresponding to population of the metal–N and N–N antibonding SOMO. This is also reflected by the extremely low N–N and metal–N stretching frequencies predicted by the calculation (467 and 712 cm$^{-1}$, respectively; Table 3). The extreme weakening of the N–N bond in V is further evidenced by the fact that the $\sigma^*$ orbital (60) of V is at 0.20 au above the SOMO, significantly lowered in energy with respect to that in complex II where $\sigma^*$ was found at 0.26 a.u. above the SOMO.

Single-electron transfer to V leads to double occupancy of its HOMO. Upon geometry optimization of the corresponding structure, the N–N bond is cleaved, and the separate components NH$_3$ and nitrido complex are obtained. It can therefore be concluded that both pathways are in principle effective in the conversion of N$_2$ to NH$_3$ in Mo triamidoamine systems, i.e., protolytic cleavage of the hydrazido(2−) complex IV and reductive cleavage of the hydrazidium complex V. Importantly, both pathways involve an intermediate Mo(IV) hydrazidium species that spontaneously cleaves the N–N bond.

IV. Discussion

In the preceding sections, the mechanism of N–N cleavage in Mo and W hydrazidium complexes with dihpos and triamidoamine ligands (dihpos = dppe, depe) was evaluated. The N–N splitting process in the Mo/W−NHNH$_2$ and −NHN$_2$ systems with dihpos coligands was investigated on the basis of the dialkylated, doubly reduced, five-coordinate complex [W(dppe)$_2$(NNC$_5$H$_{10}$)$_2$] (compound B$_W$) a full characterization of which is presented in the accompanying article.$^3$ As known for the analogous molybdenum complex (compound B$_Mo$), protonation of B$_W$ in various solvents leads to cleavage of the N–N bond under generation of the nitrido complex and piperidine, providing a prototypical example for the N–N splitting step in the transition-metal-mediated conversion of N$_2$ to NH$_3$.

In acetonitrile and at room temperature, compound B$_W$ reacts much more rapidly with acids than its molybdenum counterpart. A stopped-flow experiment for the reaction of B$_W$ with HNEt$_3$BPh$_4$ was therefore performed in propionitrile at −70 °C. As reported in the Results and Analysis section, protonation of B$_W$ is complete within the dead time of the stopped-flow apparatus, leading to the primary protonated intermediate B$_W$$^+$H$^+$. Propionitrile coordination to this species proceeds with a rate constant $k_{bobs(1)}$ of 1.5 ± 0.4 s$^{-1}$, generating the intermediate RCN−B$_W$$^+$H$^+$ (R = Et) that subsequently mediates N−N bond splitting in a slower reaction ($k_{bobs(2)} = 0.35 ± 0.08$ s$^{-1}$, 6 equiv of acid). A much slower reaction was observed upon treatment of B$_W$ with HLutBPh$_4$ in benzonitrile at room temperature, proceeding via intermediates that could not be observed in acetonitrile, propionitrile, and THF.

Geometry optimization of a model of the solvent-coordinated, N$_p$-protonated intermediate RCN−B$_W$$^+$H$^+$ was found to spontaneously lead to separation into the nitrido complex and piperidine, corresponding to an activationless heterolytic cleavage of the N−N bond. The much slower N−N cleavage reaction of B$_W$ in benzonitrile along this pathway was attributed to the delocalization of electronic charge into the aromatic ring of the coordinated solvent molecule. Importantly, DFT also indicates the possibility of activationless N−N cleavage of unsolvated intermediate B$_W$, initiated by protonation at N$_p$. In coordinating solvents such as nitriles, this process appears to be intercepted by solvent attack, in agreement with the literature. Nevertheless, this direct reaction path might be relevant to the protolytic N−N cleavage process in non- or weakly coordinating solvents.

For the N−N cleavage reaction of the molybdenum dialkylhydrazido complex B$_{Mo}$ in acetonitrile, a second, acid-assisted pathway had been observed.$^4$ This is based on further protonation of RCN−B$_{Mo}$$^+$H$^+$ at N$_p$ with an equilibrium constant $K_1$, generating the doubly protonated species RCN−B$_{Mo}$$^+$H$_2$$^2+$ that subsequently decays to the imido complex and piperidine with a rate constant $k_5$. The overall rate of this process depends on the product $k_5K_1$ and thus becomes dependent on the acid concentration. For the protonation of the tungsten complex B$_W$ in propionitrile at −70 °C, however, no dependence of the reaction rate on the acid concentration could be observed. On the basis of the easier protonability of tungsten as compared to molybdenum NH$_3$, complexes ($x = 0, 1, 2$)$^2$ it was concluded that the equilibrium associated with $K_1$ is saturated in the presence of an excess of acid. Theoretical simulation of the N−N cleavage process of the doubly protonated intermediate revealed an exothermic process (−45 kcal/mol) with a very small activation barrier (−1 kcal/mol). Judging from the large value of $K_1$ for B$_W$, this must be the dominant pathway for the N−N cleavage reaction of this molecule in the presence of an excess of acid.

In competition with the direct N−N cleavage process triggered by protonation at N$_p$, unsolvated B$_W$ can also be protonated at the metal. As the electron pair in the HOMO of B$_W$ is consumed for hydride formation, N−N splitting does not occur in this case, even after further protonation at N$_p$. Metal protonation therefore would correspond to a nonproductive step in the overall reaction scheme. Judging from the rapid solvent attack on the N$_p$-protonated intermediate and from steric considerations, however, this process does not appear to be important. Initial protonation of B$_W$ at N$_p$, finally, was found to lead to an intermediate that requires
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70 kcal/mol to cleave the N–N bond. Nevertheless, N–N cleavage can be induced in this intermediate by transfer of the proton from N\textsubscript{a} to N\textsubscript{b}, probably via a deprotonation–reprotonation sequence of reactions or by an additional protonation at N\textsubscript{b} (cf. Scheme 4).

As a result of the theoretical treatment, protonation of B\textsuperscript{W} thus does not allow N–N cleavage (single protonation at N\textsubscript{a}), inhibits further protolytic N–N cleavage (protonation at the metal), or induces N–N cleavage as an allowed process (protonation at N\textsubscript{b}, along with or without protonation at N\textsubscript{a}). This qualitatively agrees with the results of the experimental data available for B\textsuperscript{W} and supports the kinetic scheme originally established by Henderson et al.\textsuperscript{8} for B\textsuperscript{W\textit{iso}} (Scheme 1).

So far, the calculations do not indicate the presence of significant activation barriers in the allowed N–N cleavage pathways of B\textsuperscript{W} and B\textsuperscript{W\textit{iso}}. Although activation parameters have not been experimentally determined for this reaction, the fact that the N–N cleavage rate of B\textsuperscript{W} becomes slow at low temperature appears to indicate the presence of a barrier in this process. Possibly, our theoretical picture of initial proton transfer to compound B is too simple, and the primary interaction of the acid with compound B is more in the form of an H-bonded acid–base complex.\textsuperscript{25} In this complex, the actual proton transfer might occur only after elongation of the N–N bond, i.e., concomitant with the N–N cleavage process, introducing a barrier along the N–N coordinate.

Solvent coordination to the primary protonated intermediate BH\textsuperscript{+} appears to be associated with a barrier as well. The fact that nitrile does not coordinate to the starting complex has already been noted by Henderson et al.\textsuperscript{9} The reason for this finding is the lone pair at the metal pointing into the vacant site. Compound B thus is not Lewis acidic but rather \textit{Lewis basic} and will not easily accept a solvent. Coordination of nitriles to the monoprotonated form is slow because this intermediate does not bend at N\textsubscript{a} after initial protonation and thus still has a lone pair at the metal. This only changes upon bending of BH\textsuperscript{+} at N\textsubscript{a}, thus giving a Lewis acidic character to this species and allowing coordination of solvent. Moreover, bending is associated with an orbital redistribution, shifting two electrons from a d\textit{xy} to a d\textit{xtz}-type metal orbital. Solvent coordination to BH\textsuperscript{+}, therefore, is associated with an activation barrier; the calculation gives +16 kcal/mol. In particular, it becomes slower at low temperatures than observed in the room-temperature experiment of Henderson et al.\textsuperscript{5} where it was complete within the dead time of the stopped-flow apparatus. Alternatively, initial protonation at N\textsubscript{a} or initial double protonation at N\textsubscript{a} and N\textsubscript{b} should lead to an intermediate that is bent at N\textsubscript{a} and thus readily would accept a solvent molecule. Judging from the slow solvent coordination observed for B\textsuperscript{W} at low temperature, these scenarios appear less probable.

In the second part of this article, a theoretical analysis of the reduction and protonation of N\textsubscript{2} in the Mo(III) triamidoamine system up to the point of N–N cleavage and generation of the first molecule of NH\textsubscript{3} is presented. To this end, DFT calculations of the Mo\textsuperscript{III}N\textsubscript{2} complex and its diprotonated, one-electron-reduced NNH\textsubscript{2} derivative II were performed. Calculated structural and spectroscopic parameters were compared to available experimental data. Moreover, the postulated one-electron-reduced derivative of II, intermediate III, was treated by DFT. For the cleavage of the N–N bond, two scenarios were considered: (i) one-electron reduction of the Mo\textsuperscript{V}–NNH\textsubscript{2} complex III leading to a Mo\textsuperscript{V}–NNH\textsubscript{2} complex, followed by protonation, and (ii) protonation of the Mo\textsuperscript{V}–NNH\textsubscript{2} complex III to a Mo\textsuperscript{V}–NNH\textsubscript{3} species, followed by one-electron reduction. In both cases, geometry optimization of the intermediate Mo(IV) hydrazidium species leads to the separated nitrido complex and ammonia; i.e., both reaction modes mediate a spontaneous N–N cleavage process. Judging from the lower-lying LUMO for V as compared to III, pathway ii appears more favorable than pathway i; i.e., protonation of the NNH\textsubscript{2} group of III to a hydrazidium species before electron transfer to induce N–N cleavage helps to make the necessary reduction potential less negative. On the other hand, the terminal NH\textsubscript{3} group of III is still slightly positive (+0.11), in contrast to that of its one-electron-reduced counterpart IV (−0.05, cf. Table 3). Therefore, IV is easier to protonate than III. The actual pathway will thus depend on the applied reduction potential and the pK\textsubscript{a} value of the acid effective in the protonation.

What are the implications of the geometric and electronic structures on the reactivities of the Mo/W diphos and the Mo triamidoamine systems? Most notably, the diphos systems bind dinitrogen at the zerovalent stage (d\textsuperscript{8} configuration), whereas N\textsubscript{2} binding of the triamidoamine ligands occurs at the Mo(III) level. Judging from N–N distances, N–N stretching frequencies, and calculated charges, the activation of N\textsubscript{2} is comparable in both systems. Importantly, the three negatively charged equatorial amido groups in the trigonal triamidoamine system are both strong \(\sigma\) and strong \(\pi\) donors, pushing the \(d_{xz}/d_{yz}\) orbitals to high energy by \(\sigma/\pi\)-antibonding interactions such that they become unoccupied. Thus, only the amide nonbonding \(d_{xz}\) and \(d_{yz}\) orbitals are populated and interact with the dinitrogen \(\pi^*\) orbitals. In contrast, the neutral, equatorial phosphine groups of the Mo/W diphos systems are \(\sigma\) donors and \(\pi\) acceptors, generating (along with the axial ligands) a set of two \(d_{x^2-y^2}\) orbitals and a set of three \(d_{xy}\) orbitals. At the zerovalent level of the metal center, the \(d_{xy}\) orbitals are occupied by six electrons. However, whereas the two electrons in the nonbonding \(d_{xy}\) orbital are not involved in the reduction of N\textsubscript{2} to NH\textsubscript{3} on Mo(0) or W(0) complexes at any stage, all three metal \(d_{xy}\) electrons are needed for this process in the Mo triamidoamine system. The latter system therefore is more economical in the use of reduction equivalents.

A second important difference between the two systems relates to fact that the ligand in the trans position to the N\textsubscript{2} coordination site is fixed in the triamidoamine complex. In contrast, this ligand is exchangeable in Mo/W diphos complexes and lost upon two-electron reduction at the NNH\textsubscript{2} and NNH\textsubscript{3} stage, forming five-coordinate species. However, a solvent molecule or the conjugate base of the employed acid can coordinate to the empty coordination site just after

protonation of the reduced intermediate, re-forming a six-coordinate complex. The actual N–N cleavage process of this solvent-coordinated intermediate is entirely analogous to that described for the triamidoamine system. In both cases, the reactive species—a Mo(IV)/W(IV) complex in that and a Mo(II) complex in the diphos system—exhibits a hydrazidium group which is bent at N_R, forming a lone pair at this position. The HOMO of this intermediate is an in-plane metal d orbital with an antibonding contribution of the lone pair at N_R. Moreover, it contains a p-orbital at N_R that is directed along the N–N bond and is antibonding with respect to the lone pair at N_R. Upon N–N cleavage, this HOMO evolves to the lone pair of ammonia, and the two-electron-oxidized metal nitrido species is left behind.
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8 Summary and Outlook

In this thesis, syntheses, and detailed spectroscopic and quantum-chemical investigations on transition metal complexes (including iron, manganese and cobalt) in the field of bioinorganic chemistry are presented. The preceding chapters comprise research that relates to a wide variety of different fields in chemistry, such as inorganic coordination chemistry (transition metal complexes), physical chemistry (spectroscopy: mainly MCD and rRaman), synthetic organic chemistry (porphyrin syntheses), computational chemistry, and biochemistry (model systems with relevance to heme proteins). However, approximately 75% of the work presented here deal with the syntheses, MCD, and Raman spectroscopic, and quantum-chemical investigations of ferric heme model complexes and their reaction with NO. In the following, the most important results in this area are summarized.

Heme proteins have impressively diversified biological functions, which are mediated by the versatile electronic structures of iron porphyrins. Therefore, it is important to investigate the electronic structures as well as the electronic and vibrational spectra of heme proteins and their corresponding model complexes in detail to understand their roles in biology. Magnetic Circular Dichroism (MCD) and resonance Raman (rRaman) spectroscopies are extremely powerful techniques to investigate the electronic structures and spectra of transition metal complexes. To this end, and in order to have unlimited access to these important methods, I have built two MCD and one rRaman spectrometer together with my supervisor Prof. Dr. Nicolai Lehnert. Note that the MCD spectrometer built in Kiel is only the third one in the field of chemistry in Germany. The MCD spectrometer consists of a JASCO CD spectropolarimeter, an Oxford Spectromag cryostat with incorporated superconducting magnet, and a head-on photomultiplier tube as detector covering the wavelength range of 163 – 1100 nm. Typical experimental conditions for low-temperature MCD measurements are temperatures between 1.5 – 30 K using liquid helium and magnetic fields of 0-7 T. The rRaman spectrometer built in Ann Arbor, USA, consists of an argon/krypton ion mixed gas laser BeamLok 2060 from Spectra-Physics, which allows to perform measurements at 647.1, 568.2, 530.9, 514.5, 488.0, 476.5, 457.9, 413.1, 406.7 and 351.0 nm excitation wavelengths, and a PI Acton TriVista DM 55 double monochromator with an attached SPEC 10 400B liquid-nitrogen cooled CCD detector.
Five-coordinate hs ferric heme centers occur in the catalytic or redox cycles of many metallo proteins, including P450 type enzymes, horseradish peroxidase (HRP), haemoglobin (Hb) and myoglobin (Mb), Cytochromes, bacterial nitric oxide reductase (NorBC), and in nitrophorins (Np) and therefore, play an important role in enzymology. However, high-spin (hs) ferric hemes exhibit very complicated MCD and UV-Vis absorption spectra and therefore, detailed assignments of the MCD spectra of these species are missing, and thus, the nature of the different transitions observed is unknown. To this end, the vibrational and electronic spectra (MCD and UV-Vis) of five-coordinate ferric [Fe(TPP)(Cl)] are analyzed in detail in this work. For the first time, complete assignments for both the vibrational and electronic spectra of this complex have been obtained. In combination with TD-DFT calculations, we are able to explain a number of puzzling observations in the absorption spectra of [Fe(TPP)(Cl)], which include (a) the nature of the intense broad band to higher energy of the Soret band, (b) the broad appearance of the Soret band, (c) the position of Q and Qν, (d) the assignment of the ~640 nm feature, (e) the position of Cl → Fe CT transitions, and (f) porphyrin → dπ CT transitions. Thus, all of the open questions with respect to the electronic spectra of [Fe(TPP)(Cl)] are now solved.

A correlated fit of the absorption and low-temperature MCD spectra of [Fe(TPP)(Cl)] was performed first, which allowed for the identification of at least 20 different electronic transitions. In order to obtain further insight into the nature of the different transitions, we measured VTVH C-term saturation curves, which allow for the determination of the polarizations of the MCD bands. An accurate theoretical description of [Fe(TPP)(Cl)] was obtained from TD-DFT calculations on the B3LYP/LanL2DZ* level. These calculations are not sufficient enough by themselves to assign the spectra, but they supply a number of important pieces to solve the puzzle. The TD-DFT results provide a list of important transitions and their relative energies and intensities with good accuracy, and this way, define the “active space” of electronic transitions that are relevant. Finally, the occurrence of pseudo A-terms in the MCD C-term spectra is very useful to locate E_u excited states, split in the lower symmetry of [Fe(TPP)(Cl)] (vide infra). The Soret band in [Fe(TPP)(Cl)] is split into three components, which is evident from the saturation behavior and the TD-DFT results. This is due to the fact that the Soret band is mixed with the porphyrin A_{2u}<72> → E_g<82/83> (π → π*(1)) transition. Importantly, there is no additional A_{1u} → E_g<82/83> transition present in the porphyrin that corresponds to π → π*(1). Note that this assignment could further be confirmed by rRaman spectroscopy. However, from the low-
temperature MCD data, the Q and Qv bands could not clearly be identified due to their low intensities in both MCD and UV-Vis. For the identification of Q and Qv in metalloporphyrins, rRaman spectroscopy is a powerful tool. Both Q and Qv lead to Raman B-term enhancement, which is related to vibronic coupling and is manifested in the enhancement of anomalous polarized A2g modes. The rRaman spectrum of [Fe(TPP)(Cl)] excited at 568.2 nm shows weak and the data obtained at 514.5 nm show medium intense anomalous polarized bands indicating vibronic coupling. In addition, overtones are enhanced upon excitation into the absorption band at 510 nm, which indicates that this band actually corresponds to Qv. This latter assignment is in very good agreement with the high-temperature MCD data, which reveals Qv at 20202 cm⁻¹. A closer inspection of the C-term MCD spectrum then identifies one component of Qv at 20150 cm⁻¹ showing the expected in-plane polarization. It is known from the literature that irradiation into the near-ultraviolet band at 379 nm in [Fe(TPP)(X)] (X = F⁻, Cl⁻, Br⁻, I⁻ and N₃⁻) leads to photoreduction of the iron atom and dissociation of a halid radical. The band at 25577 cm⁻¹ in MCD indeed shows z-polarization and is therefore, in agreement with the photoreduction experiments, assigned to the CT(Cl,π,σ) transition mixed with CT(5). The A1u<79> → dπ transition (CT(1)) is assigned to the bands at 15000 and 15600 cm⁻¹, which give rise to a pseudo A-term in MCD due to the Eu symmetry of the excited state. In the course of the CT(1) excitation, one electron is transferred from the A1u<79> HOMO of the porphyrin into the dπ orbitals of iron, which generates a porphyrin π-cation radical electronic structure in the excited state. Note that crystallographic data obtained on the π-cation radical complex [Zn(TPP)(ClO₄)] show a strongly ruffled porphyrin core, where the Zn atom is moved out of the porphyrin plane towards the axial perchlorate ligand. The enhancement of the low-lying porphyrin deformation modes upon excitation at 647.1 nm, which is observed in the rRaman spectra of [Fe(TPP)(Cl)], is therefore in excellent agreement with the assignment to CT(1).

In addition, ferric heme nitrosyls have been investigated in this thesis. Ferric heme nitrosyls with trans thiolate coordination show a bent structure in both proteins and their corresponding model complexes, which demonstrates an intrinsic bending of the Fe-N-O moiety due to electronic effects. Another interesting feature of thiolate-coordinated ferric heme nitrosyls is the low ν(N-O) stretching frequency of 1800-1850 cm⁻¹. In order to determine the role of thiolate for the functions of the above-mentioned proteins, we explored the electronic effect of the thiolate on the Fe-NO unit using quantum-chemical calculations. These results demonstrated that the difference
between axial N- and S-donor-coordinated ferric heme nitrosyls is due to a \(\sigma\)-\textit{trans} effect of the coordinated thiolate on the bound NO mediated by an NO \(\sigma^*\) orbital. In this way, the Fe-N and N-O bonds are weakened, and the Fe-N-O unit is bent in the S-coordinated case. This is reflected by lower \(\nu\)(N-O) and \(\nu\)(Fe-N) stretching frequencies in the presence of thiolate coordination. Besides this computational study, I have investigated the complex \([\text{Fe(OEP)}(\text{NO})\{\text{S-2,6-(CF}_3\text{CONH)}_2\text{C}_6\text{H}_3\}\}]\) (2H-NO, OEP = octaethylporphyrin and S-2,6-(CF\(_3\)CONH\(_2\))C\(_6\)H\(_3\) = SR’), and the corresponding compound with only one hydrogen bond (1H-NO) using in-situ UV-Vis absorption and rRaman spectroscopies. Note that these complexes are extremely unstable. They react with smallest amounts of dioxygen under formation of \([\text{Fe(OEP)}(\text{NO})(\text{NO}_2)]\). Upon warming up, these complexes immediately lose NO. The reactions of 2H and 1H with one equivalent of NO lead to the formation of the corresponding NO complexes (2H-NO and 1H-NO) with absorption maxima observed at 430, 536 and 567 nm, respectively. However, the reaction of 1H with one equivalent of NO leads only to a few percent of the NO complex and therefore, no rRaman data could be obtained for this compound. After addition of another equivalent of NO or excess NO, the nitrosyl complexes decomposed in both cases to form the complex \([\text{Fe(OEP)}(\text{NO})(\text{NO}_2)]\), which relates to the presence of higher NO$_x$ (for example N$_2$O$_3$) impurities, which are always present in nitric oxide even after rigorous purification procedures as has been shown by van Eldik and coworkers. In the rRaman spectrum of 2H-NO in a frozen CH$_2$Cl$_2$ solution, \(\nu\)(N-O) is observed at 550 cm$^{-1}$, which shifts to 535 cm$^{-1}$ in the isotopically labeled complex 2H-\textsuperscript{15}N\textsuperscript{18}O. The observed isotopic shift of 15 cm$^{-1}$ is in excellent agreement with the calculated shift of 17 cm$^{-1}$. The vibrational assignments have been further investigated using Normal Coordinate analysis (NCA) leading to force constants of 14.51 and 3.56 mdyn Å$^{-1}$ for the N-O and Fe-NO bond, respectively. Interestingly, ferric heme nitrosyls exhibit larger Fe-NO force constants than the corresponding ferrous hemes nitrosyl complexes. For example, \([\text{Fe(TPP)}(\text{NO})]\) has an Fe-NO force constant of 2.975 mdyn/Å obtained from QCC-NCA. In contrast, the binding constant for NO in ferric heme systems (\(K_{eq} = 10^3\) to \(10^5\) M$^{-1}$) is much smaller than in ferrous hemes (\(K_{eq} = 10^{11}\) to \(10^{12}\) M$^{-1}$). Hence, the Fe-NO bond is thermodynamically stronger in ferrous than in ferric heme nitrosyls. But why is the Fe-NO force constant significant larger in ferric heme compounds, and how does this relate to the stability of these complexes? I have further investigated this very important question using potential energy surface (PES) calculations on six-coordinate ferric heme NO model systems with different electronic states: (a) Fe(II)-NO$^+$ (S = 0), which is the established ground state, (b) the open shell
singlet state ls-Fe(III)-NO(radical), where low-spin (ls) Fe(III) is antiferromagnetically coupled to NO (S = 0), and (c) the corresponding high-spin (hs) state hs-Fe(III)-NO(radical) (S = 2, black), which corresponds to the product state upon dissociation of NO. These results show that the elusive ls-Fe(III)-NO(radical) state does in fact exist as an energy minimum, and that this state is surprisingly close in energy to the Fe(II)-NO+ ground state (DFT energy separation: only ~1 kcal/mol). It is estimated that an elongation of the Fe-NO bond of only 0.05 - 0.1 Å from the equilibrium position leads to a change of the ground state of the complex, i.e. the critical iron(II) to NO+ electron transfer occurs at an Fe-NO distance of only 1.70 - 1.75 Å. Importantly, the properties of the two states, Fe(II)-NO+ and ls-Fe(III)-NO(radical), are very different. From the calculations, the ls-Fe(III)-NO(radical) state has a weaker (longer) Fe-NO bond, and hence, a lower Fe-NO stretching frequency. Due to the electron transfer from iron(II) into a π* orbital of NO, the N-O bond is also weaker giving rise to ν(N-O) at lower frequency. Hence, both the Fe-NO and the N-O bond become weaker in going from Fe(II)-NO+ to ls-Fe(III)-NO(radical), which corresponds to a direct correlation of these bond strengths. These results are very important, because this implies that a small perturbation of the Fe-N-O unit, for example, due to interaction of the bound NO with a protein side chain, might be able to induce a change of the ground state from Fe(II)-NO+ to ls-Fe(III)-NO(radical). This finding also offers an attractive explanation for the observed weaker Fe-NO and N-O bond strengths in ferric heme nitrosyls with axial thiolate coordination (compared to axial N-donor coordination) as discussed above, which could be attributed to a change in ground state to ls-Fe(III)-NO(radical). However, this would not explain the observed bending of the Fe-N-O unit (vide supra); our results clearly demonstrate that a bent Fe-N-O unit is not an intrinsic property of the ls-Fe(III)-NO(radical) state. On the other hand, our DFT results also show that these properties can be explained within the Fe(II)-NO+ ground state model. This point needs further investigation. The observed thermodynamic weakness of the Fe-NO bond in ferric heme nitrosyls is due to the properties of the high-spin Fe(III)-NO(radical) (S = 2) state, which is dissociative with respect to the Fe-NO bond, and which appears at very low energy. These potential energy surface calculations reveal an unexpectedly complex energy landscape for binding of NO to ferric heme.

In addition to the studies on ferric heme model complexes and their reaction with NO, the synthesis of cofacial bisporphyrin model complexes has been carried out in this thesis. Two synthetic routes have been applied, the so-called direct and the rational synthetic route. The
synthesis of the cofacial bisporphyrin H₄DPA (anthracene linker unit) corresponds to a multi-step synthesis starting from 1,8-dichloroanthraquinone. The corresponding complex [Co₂(DPA)(NO)]₂⁻ has been synthesized and spectroscopically characterized using UV-Vis absorption, IR- and rRaman spectroscopies. The obtained spectroscopic data are similar to the data obtained for the monoporphyrins [Co(TMP)(NO)] and [Co(PP)(NO)]. The UV-Vis absorption spectrum of [Co₂(DPA)(NO)]₂⁻ shows the Soret band at 414 nm, the Q band at 545 nm and the Qᵥ band at 594 nm. The N-O stretching vibration is observed as strong band at 1685 cm⁻¹ in IR and as weak band at 1686 cm⁻¹ in rRaman (λ_exc. = 457.9 nm), respectively. In order to investigate these systems in more detail, quantum-chemical calculations have also been performed. The reaction of the cofacial metalloporphyrins with nitric oxide can theoretically lead to three different isomers depending on whether the NO is bound outside or inside the pocket formed by the two porphyrins: a) both NO molecules are bound inside (i/i), b) one NO binds outside and the other one inside (i/o), and c) both NO molecules bind outside (o/o). From the calculations on [Co₂(DPA)(NO)]₂⁻ (S = 0), the o/o isomer is lowest in energy, the i/o form is 0.32 kcal mol⁻¹ higher in energy, and the i/i isomer is predicted 1.79 kcal mol⁻¹ higher in energy, respectively, which is very close. Correspondingly, in [Fe₂(DPA)(NO)]₂⁻ (S = 1), the o/o isomer is lowest in energy, and the i/i isomer is found 1.56 kcal mol⁻¹ higher in energy. Hence, not much driving force is needed to direct the NO molecules to bind inside the pocket. In addition, the geometries of the intermediates relevant for the trans mechanism of NorBC have been optimized for DPA and DPB (biphenylene linker), including the nitrosyl complexes as shown above, the M-N₂O₂-M intermediate (bridged hyponitrite), and the μ-oxo dimer. These calculations lead to the following conclusions: a) no interaction of the NO molecules is observed in the i/i isomer as reflected by the large NNO-NNO distance in [M₂(DPA)(NO)]₂⁻, b) the coordination of imidazole did not lead to any improvement in the NNO-NNO distance, c) the cobalt complex stabilizes the Co-N₂O₂-Co intermediate as evident from the obtained NNO-NNO distance of 1.27 Å in [Co₂(DPA)(N₂O₂)]²⁻, whereas in the corresponding iron complex the NNO-NNO distance is distinctively larger (calculated: 1.79 Å), d) the protonation of the Fe-N₂O₂-Fe intermediate leads to an decrease in the NNO-NNO bond length, for example 1.42 Å in [Fe₂(DPA)(N₂O₂H)]⁺ ([Fe₂(DPA)(N₂O₂)]: 1.79 Å), and e) the μ-oxo dimer is stabilized in the biphenylene bridged cofacial porphyrin ([{Fe₂(DPA)}₂O] could not be optimized due to the large Fe-Fe distance). Importantly, these results indicate that the coupling and reduction of NO using cofacial porphyrins as a platform should be feasible.
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