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Abstract

In this dissertation we look at different two models of sorting algorithms based on divide-
and-conquer algorithms. Quicksort algorithm, sort an unsorted array of n distinct
elements. Partial Quicksort sorts the l smallest elements in a list of length n. Both
stochastic divide-and-conquer algorithms are widely studied. Our algorithm Quicksort
on the fly provides online the first smallest, then second smallest and so on. If we
stop at the l-th smallest, we obtain Partial Quicksort. We analyze the running time
performance Yn of Quicksort on the fly using the parameter l as time index. We show
that, the process Yn converges not only in distribution, but also uniformly as n → ∞
almost everywhere in D to a random variable Y . The distribution of Y is characterized
as a solution of a stochastic fixed point equation

Y
D
=
∑
i∈N

AiYi ◦Bi + C

with values in the space D of cadlag functions on the unit interval. This result includes
the performance of Quicksort via l = n, respectively Y (1) in the limit.
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Chapter 1

Introduction

In this thesis we focus on the Partial Quicksort algorithm, first proposed and analyzed
by Martinez [32]. The input is a list of n distinct reals and the output of the algorithm
are the sorted l smallest elements. Basically find with Quickselect [27] first the list of l
smallest elements and then sort them by Quicksort [27]. It works as follow

• Choose a pivot with random with a uniform distribution;

• Find the list of strictly smaller numbers and the list of strictly larger numbers;

• If the rank of the pivot is smaller than l

– Sort the left sub-array using ‘Quicksort‘;

– Apply Partial Quicksort to the right sub-array.

• If the rank of the pivot is greater than l

– Apply Partial Quicksort to the left sub-array.

• Recall Partial Quicksort till termination.

We introduce a nice version of Partial Quicksort, called Quicksort on the fly. Our
algorithm is a suitable rearrangement of Partial Quicksort, it provides first the smallest,
then second smallest, and so on until the largest element of a list of n different reals.
Quicksort on the fly works as follow

• Pick by random with uniform distribution an element of the list as a pivot.

• Compare all others to the pivot and form the list of strictly smaller numbers,
pivot, and the list of strictly larger numbers in this order.

• Recall independently the algorithm for the left sided list until termination.

• If necessary recall the algorithm for the right sided list.

11



1. Introduction

For given array with large size it can be assumed that the running time of the algorithm
is proportional to the number of comparisons needed to sort the array. Let X(n, l) be
the number of comparisons done by Partial Quicksort to sort the l smallest elements
out of n elements. The average number [32] is

E(X(n, l)) = 2n+ 2(n+ 1)Hn − 2(n+ 3− l)Hn+1−l − 6l + 6

With the normalization

Yn(
l

n
) =

X(n, l)− E(X(n, l))

n
(1.1)

Yn( ln
n

) will converge in distribution to some Y (t) as ln
n
→ t, [33]. Further there is a

characterization of the one-dimensional marginals via a unique solution Y with values
in the space D, of cadlag functions, satisfying some fixed point equation [33].
In our paper we consider l not as a fixed value as above but as a variable and we consider
Yn as a D valued precess. Our first main result is the following.

Theorem 1.1. The process (Yn( l
n
))l∈{0,1,2,··· ,n} converges as n→∞ in distribution to a

process Y = (Y (t))t∈[0,1] with values in D satisfying the stochastic fixed point equation

(Y (t))t
D
= (1t≥U

(
UY 1(1) + (1− U)Y 2(

t− U
1− U )

)
+ 1t<UUY

1(
t

U
) + C(U, t))t (1.2)

Here U is a uniformly distributed random variable on the unit interval [0, 1]. The
random variables Y 1, Y 2, U are independent. The random variables Y 1 and Y 2 have
the same distribution as Y with values in D. The cost function C = C(·, ·) is given by

C(x, t) = 1 + 2x lnx+ 2(1− x) ln(1− x) + 21t≤x((1− t) ln(1− t)
− (1− x) ln(1− x)− (x− t) ln(x− t)− (1− x))

Our second main result provides a very specific version of Y via the weighted branching
process.

Theorem 1.2. There exists random variables Y, Y 1, Y 2, U and C such that equation
(1.2) holds even almost everywhere.

In our work, we use a smart approach to show the existence of equation (1.2) via the
weighted branching process [41]. This approach is inspired by the analysis of Quickselect
[17, 24, 33], where fixed point equations on D were considered for the first time.
Let (V, ((T1, T2), C), (D, ∗), (D↑,⊗)) be the corresponding weighted branching process,
which we will discuss in Chapter 3. Then the total weight up to generation n for the
tree V with root v

Rv
n :=

∑
v∈V<n

Lvw ⊗ Cvw

12



1. Introduction

will converge not only in distribution, but also uniformly as n→∞ almost everywhere
in D to a random variable Rv. For all v ∈ V the family Rv, v ∈ V satisfies

Rv =
2∑
i=1

T vi R
vi + Cv

almost everywhere. This is exactly the equation (1.2) for random variables. Moreover,
for every p > 1 holds

‖‖Rn‖∞‖p ≤
8 + ( 1

p+1
)
1
p ‖Q‖p

1− kp
where kp = ( 2

p+1
)
1
p and Q is a random variable with the Quicksort distribution.

The almost everywhere convergence is much stronger than convergence in distribution.
The interplay of convergence of measures and of random variables, forward and back-
ward view, is the key to our main result. As a motivation of these results, we give
in the following section a short overview on the previous related work including some
basic facts. In Section 1.2 we describe briefly the outline of this thesis.

1.1 A brief overview

Our approach was inspired by the methods used for the analysis of Quicksort and
Quickselect. We present a short overview of the ongoing, since it is similar to our more
refined approach.

Quicksort sorts an array of n distinct reals and is a well known and popular sorting
algorithm. Quicksort was invented by Hoare [20] and based on a divide and conquer
strategy, described in Chapter 4. Quicksort is considered as one of the ten algorithms
with the greatest influence on the development and practical impact of science and
engineering in the 20th century [14]. There is a large number of contributions to the
Quicksort analysis, for example we mention [10], [19], [37], [39], [30], [11], [36], [8], [23]
and [15].
Let Xn be the number of comparisons used by Quicksort to sort a list of size n. The
random variable Xn is basically proportional to the running time of Quicksort [45],
which depends (a little bit) on the implementation and computer hardware. The average
number E(Xn) of comparisons [27] is E(Xn) ≈ n lnn. The first complete running time
analysis for a random divide and conquer was for Quicksort [39]. The random variable

Yn =
Xn − E(Xn)

n

converges in distribution to a random variable Y , which distribution is characterized as
the unique solution of the stochastic fixed point equation

13



1. Introduction

Y
D
= UY 1 + (1− U)Y 2 + C(U)

with expectation 0 and finite variance. Here U is uniformly distributed on [0, 1] and
U, Y 1, Y 2 are independent. Y 1 and Y 2 have the same distribution and C is given by

C(x) := 2x lnx+ 2(1− x) ln(1− x) + 1, x ∈ [0, 1]

Quickselect or FIND, introduced by Hoare [28] in 1961 is a search algorithm widely used
for finding the l-th smallest element out of n distinct numbers. Most of the mathemat-
ical results on the complexity of Quickselect are about expectations or distributions for
the number of comparisons needed to complete its task by the algorithm [18]. A pivot
is uniformly chosen at random from the available n elements, and compares the n− 1
remaining elements against it.

Let Xn(k) be the number of comparisons needed to find the l-th smallest out of n. The
running time of this algorithm is always a random variable either by random input or
internal randomness. The expectation of Xn(k) is explicitly known [26]

E(Xn(k)) = 2(n+ 3 + (n+ 1)Hn − (k + 2)Hk − (n+ 3− k)Hn+1−k)

for 1 ≤ k ≤ n, and Hk denotes the k-th harmonic number. An asymptotic approxima-
tion as n→∞ is

E(Xn(k))

n
≈ 2− 2t ln t− 2(1− t) ln(1− t)

for 0 ≤ t = k
n
≤ 1 [18]. The asymptotic variance V ar(Xn(k)) was derived by Kirschen-

hofer and Prodinger [22] using combinatorial and generating function methods. Fur-
thermore, [9], [18], [31], [28], [17] and [42] studied the limiting distribution of Xn(k) or
Xn as a process.
A major tool are fixed point equation and the contraction method for operator K like

K(µ)
D
=
∑
i∈N

AiYi + C (1.3)

The random variables (A,B,C), Yi, i ∈ N are independent and the random variables Yi
have the same distribution µ. In a more general form of (1.2), Knof and Roesler [25]
considered general recurrence

Y n D=
∑
i∈N

Ani Y
In
i ◦Bn

i + Cn (1.4)

on the set D of cadlag functions on the unit interval [0, 1]. Here ((Ani , B
n
i , I

n
i )i, C

n), Y j
k ,

i, j, k ∈ N are all independent. Y j
i , A

n
i , C

n have values in the set D. The random
variables Bn

i take values in D↑, the set of all maps from the unit interval to itself and
piecewise increasing.

14



1. Introduction

Under some assumptions they showed the existence of solutions of (1.4) via the weighted
branching process, and Y n converges in distribution to Y satisfying

Y
D
=
∑
i∈N

AiYi ◦Bi + C

The contraction method [40] invented for the analysis of Quicksort, proved to be very
successful for other algorithms [38, 34]. The contraction method is a general method to
derive convergence in distribution of recursive structures. This method was pioneered
by Roesler [39, 40] and later by Rachev and Rueschendorf [36] and Neininger [34].
This method was explained in the context of several divide and conquer algorithms
in [38]. Knof [24] studied the finite dimensional distributions of D-valued processes
Y n by the contraction method. He introduced a suitable complete metric space and
showed convergence of all finite dimensional distributions. His results include Quicksort.
Gruebel and Roesler [18] used a nice version of the Quickselect processes and showed
the convergence in other topology to a limiting process Y which is a fixed point of the
map K [35].

1.2 Thesis outline

In view of the above brief overview, the thesis is organized as follows:

Chapter 2 provides general well known results on the space D = D[0, 1] of cadlag func-
tions on the unit interval [0, 1], following Billingsley [4].

In Chapter 3 we introduce the weighted branching process (V, (T,C), (G, ∗), (H,⊗))
which was first introduced by Roesler [40] and plays a crucial role in our work. After
that, we give two extreme examples, first a pure branching process and a second one
with a pure multiplicative structure.

In Chapter 4 we embed the Quicksort process into a weighted branching process and
discuss some properties of the limiting distribution.

In Chapter 5 we introduce in detail the Partial Quicksort algorithm and our version
Quicksort on the fly. We show the distribution of the number X(S, l) of comparisons to
sort the l smallest elements out of the list S depends only on |S| and l. This provides
recursive equations for X(|S| , l), which are essential for our work.

In Chapter 6 we present the two main results in this thesis. We suggest a normaliza-
tion of the running time of Partial Quicksort using l as time index. Further we derive
asymptotic formulas for the limiting process as an application of the weighted branch-
ing process. Finally we choose a very specific version with nice additional properties to
ensure almost everywhere convergence of random variables. That implies the desired

15



1. Introduction

distributional convergence of processes (1.2).

In the Appendix the reader will see some basic facts about stochastic processes and
their convergence.

In the paper we defined Yn slightly different than in (1.1). The reasons are only nota-
tional ones. For example we divided by n+ 1 instead of n to assure a divisor unequal 0
without saying this all the time. In probability the space D of right continuous functions
with left hand limits is (for good reasons) preferred to the space H of left continuous
functions with existing right limits. In our problem the use of H would be more natural
by the example in mind. Both spaces are equivalent in the sense of a bijection preserv-
ing the structure (The functions here have only discontinuities of the first kind). But
these are only technical considerations not inflicting the semantic statements.

16



Chapter 2

Metric spaces

Metrics generalize the notion of distance on the real line, which is a useful tool for more
general applications. We will introduce in this chapter an important tool in the theory
of metric spaces, called Banach’s fixed point theorem. Following we will construct a
special metric space with respective properties which we need in our work.

Definition 2.1. (metric space) Let E be a non-empty set and suppose there is a func-
tion d : E × E → [0,∞), and for all x, y, z ∈ E the following three properties holds:

(i) (positivity) d(x, y) ≥ 0
(ii) (Non- degenerated) d(x, y) = 0⇔ x = y
(iii) (symmetry) d(x, y) = d(y, x)
(iv) (Triangle inequality) d(x, y) ≤ d(x, z) + d(z, y).

Then the tuple (E, d) is called metric space and d is called metric.

Definition 2.2. (Cauchy sequences)
A sequence (xn), n ∈ N in a metric space (E, d) is called a Cauchy sequence, if for all
ε > 0, there exist an n0 ∈ N such that

∀n,m ≥ n0, d(xn, xm) < ε.

Definition 2.3. (complete metric space)
A metric space (E, d) is said to be complete if every Cauchy sequence in E converges
in E.
In many fields, stability is a fundamental concept that can be described in terms of
fixed point. Before we begin the special theory, we introduce a general view on the
fixed point problem.

Definition 2.4. (fixed point)
A fixed point of a function f : E → E is an element x ∈ E such that f(x) = x .

17



2. Metric spaces

2.1 Banach’s contraction principle

In our work we are interested in the most important result in fixed point theory. We
state and prove Banach’s contraction principle, also called the contraction mapping
theorem. It is due to Banach and was first appeared in his Ph.D. thesis (1920, published
in 1922)[6]. It states that every strict contraction on a complete metric space has a
unique fixed point. This is an important tool in the theory of metric spaces. For
national notations we denote the n-th iterates of f : E → E by fn, n ∈ N, the n times
composition of f .

Definition 2.5. Let (X, d) be a metric space. A map f : X → X is called Lipschitz
map (contraction) if there exists a real positive constant α such that

d (f(x), f(y)) ≤ α · d (x, y) ,∀x, y ∈ X.

The constant α is called Lipschitz constant for f . If α ≤ 1, f is called a contraction
and α is said to be a contraction constant of f . We use strict contraction if α < 1. If
α > 1, we say f is non expansive.

Theorem 2.6. (Banach’s contraction principle) Let (E, d) be a complete metric space
and let f : E → E be a strict contraction. Then f has a unique fixed point z, and for
each z ∈ E, we have

lim
n→∞

fn(x) = z

Proof. First we show the existence. Let f : E → E be a strict contraction with a
contraction constant α. For any fixed x0 ∈ E, define the sequence xk by settings

xk+1 = f(xk), k ∈ N

x1 = f(x0), x2 = f(x1) = f 2(x0) , ..., xk = f(xk−1) = fk(x0).

From the fact that
d(f(x), f(y)) ≤ α · d(x, y),

conclude by induction for every integer j ≥ 1

d(xj+1, xj) ≤ αj · d(x1, x0) (2.1)

18



2. Metric spaces

For 1 ≤ m ≤ n, the triangle inequality gives

d(xn, xm) = d(fn(x0), fm(x0))

≤ αmd(fn−m(x0), x0)

≤ αm[d(fn−m(x0), d(fn−m−1(x0)) + d(fn−m−1(x0), d(fn−m−2(x0))

+ · · ·+ d(f(x0), x0)]

≤ αm(
n−m−1∑
j=0

αj)d(x1, x0)

≤ αm(
∞∑
j=0

αj)d(x1, x0)

≤ αm

1− αd(x1, x0).

Since lim
m→∞

αm = 0 implies d(xn, xm) → 0, i.e. (xn)n∈N is Cauchy in the metric space

(E, d). Since E is complete this sequence converges to a point z ∈ E , lim
n→∞

fn(x) = z.

z is a fixed point since since f is continuous,

z = lim
n→∞

fn+1(x) = lim
n→∞

f (fn(x)) = f(z),

For the uniquenesses, let z1, z2 ∈ E be both fixed points of f , i.e. z1 = f(z1) and
z2 = f(z2). then from equation (2.1)

d(z1, z2) = d(f(z1), f(z2)) ≤ α · d(z1, z2),

Since 0 ≤ α < 1 implies d(z1, z2) = 0, and therefore we must have that z1 = z2, f has
at most one fixed point.

Corollary 2.7. Let (E, d) be a complete metric space and let f : E → E be a strict
contraction with a contraction constant α and fixed point z. Then for any x0 ∈ E we
have the estimates

d(xm, z) ≤
αm

1− αd(x0, f(x0)), (2.2)

d(xm, z) ≤ α · d(xm−1, z), (2.3)

d(xm, z) ≤
α

1− αd(xm−1, xm). (2.4)

Proof. From the Theorem 2.6, and 1 ≤ m ≤ n provides

d(xn, xm) ≤ αm

1− αd(x1, x0) =
αm

1− αd(x1, f(x0))

19



2. Metric spaces

This implies (2.2) since
lim
n→∞

d(xm, xn) = d(xm, z).

Since z is a fixed point, we obtain (2.3) by

d(xm, z) = d(f(xm−1), f(z)) ≤ α · d(xm−1, z),

m ≥ 1. By (2.3) the triangle inequality provides

d(xm, z) ≤ α(d(xm−1, xm) + d(xm, z)),

and therefore the equation (2.4) is obtained.

2.2 The space D [0, 1]

In this section we introduce the space D = D[0, 1] of cadlag functions on [0, 1] which
are important in the study of stochastic processes. We introduce a metric and topology
on D under which the space becomes a separable metric space. We will give briefly
some properties of that space. For more details we refer to [4].

Definition 2.8. (cadlag functions) Let D = D[0, 1] be the space of real functions f on
[0, 1] that are right-continuous and have left-hand limits:
(i) For 0 ≤ t ≤ 1, f(t+) = lims↓t f(s) exists and f(t+) = f(t).
(ii) For 0 ≤ t ≤ 1, f(t−) = lims↑t f(s) exists.

Functions having these two properties are called cadlag functions.

For f ∈ D[0, 1] and T0 ⊆ [0, 1], let

wf (T0) := sup {|f(t)− f(s)| : t, s ∈ T0} ,
and for δ > 0

wf (δ) := sup
0≤t≤1−δ

wf ([t, t+ δ]).

A continuous function is uniformly continuous on a compact interval. The following
lemma provides a similar property for the cadlag functions on D[0, 1].

Proposition 2.9. For each f ∈ D and for each ε > 0 there exist points t0, t1, · · · tm
such that

0 = t0 < t1 < · · · tm = 1

and
wf ([ti−1, ti)) < ε, i = 1, 2, · · · ,m.

20



2. Metric spaces

From the above lemma we note that for each given real r > 0, there can be at most
finitely many points t ∈ [0, 1] such that |f(t) − f(t−)| > r. Therefore f has at most
countably many discontinuities and it follow also that f is bounded [4], i.e.

sup
t
|f(t)| <∞.

Proposition 2.10. Let f : [0, 1] → R
+ be The map f(x) = x lnx and let a be a

constant, 0 ≤ a ≤ 1
e
. Then

wf (a) ≤ 4a |ln a| .

Proof. Let |x− y| ≤ a for x, y ∈ [0, 1] and 0 ≤ a ≤ 1
e
. We consider the different cases.

Case 1. If x, y ≥ a. then using Taylor expansion of the function f is f(y) − f(x) =
(y − x)f́(ξ) for some value Ξ between x and y. We obtain

|f(y)− f(x)| ≤ |y − x| sup
z≥a

∣∣∣f́(z)
∣∣∣ ≤ a(1 + |ln a|) ≤ 2a |ln a| .

Case 2. If x, y ≤ a. Then

|f(y)− f(x)| ≤ 2 sup
z≤a
|f(z)| ≤ 2a |ln a| .

Case 3. If x ∨ y ≤ a and x ∧ y > a. Without loss of generality let x ≤ a and y ≥ a.
Then

|f(y)− f(x)| ≤ |f(y)− f(a)|+ |f(a)− f(x)| ≤ 4a |ln a| .

Definition 2.11. For 0 < δ < 1 and f ∈ D define

w̃f (δ) = inf
{ti}

max
1≤i≤r

wf [ti−1, ti) ,

where the infimum is over all finite sets ti ∈ [0, 1] and the set {ti} satisfy that 0 = t0 <
t1 < · · · < tr = 1 and ti − ti−1 > δ, ∀i = 1, 2, · · · r. Notice, the Lemma 2.9 is just
equivalent to assertion that

lim
δ→0

w̃f (δ) = 0 for all f ∈ D.

We will introduce a norm ρ on D to become a Banach space. For all f, g ∈ D [0, 1]
define a map ρ : D ×D → [0,∞) by

ρ(f, g) := sup
t∈[0,1]

|f(t)− g(t)| . (2.5)

Lemma 2.1. Let ρ be defined as in (2.5). Then (D [0, 1] , ρ) is a complete metric space.
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2. Metric spaces

Proof. We show the properties of the metric. ρ is well defined. Since for all f, g ∈ D it
is trivial to show ρ(f, g) ≥ 0, ρ(f, g) = 0 ⇔ f = g and ρ(f, g) = ρ(g, h), we show the
triangle inequality. For f, g, h ∈ D and for all t ∈ [0, 1] then

ρ(f, g) = sup
t∈[0,1]

|f(t)− g(t)|

≤ sup
t∈[0,1]

(|f(t)− h(t)|+ |h(t)− g(t)|)

≤ sup
t∈[0,1]

|f(t)− h(t)|+ sup
t∈[0,1]

|h(t)− g(t)|

= ρ(f, h) + ρ(h, g).

Therefore ρ is a metric on D [0, 1]. To prove the completeness, let (fn)n∈N be a Cauchy
sequence in D [0, 1]. Let εn > 0, n ∈ N be decreasing to 0 and

∑
n∈N εn <∞.

Define
ni := inf {n̄ : ∀n > m ≥ n̄, ρ(fm, fn) < εi} .

To show that ni, i ∈ N is increasing, consider

Ai := {n̄ : ∀n > m ≥ n̄, ρ(fm, fn) < εi} ,

and notice ni = inf Ai. Since for i ≤ j we have εi ≥ εj, it follows Ai ⊇ Aj. This implies
ni ≤ nj and therefore ni, i ∈ N is increasing.

The sequence (fni
)i∈N is a Cauchy sequence in (D, ρ) Since for i0 ≤ i ≤ j

ρ(fnj
, fni

) ≤
j−1∑
k=i

ρ(fnk+1
, fnk

)

≤
j−1∑
k=i

εk ≤
∑
k≥i0

εk → 0 as i0 →∞.

For ni0 ≤ m ≤ n and i, j such that ni ≤ m ≤ ni+1 and nj ≤ n ≤ nj+1. The sequence
(fn)n∈N is a Cauchy sequence in (D, ρ) since

ρ(fm, fn) ≤ ρ(fm, fni
) + ρ(fni

, fnj
) + ρ(fnj

, fn).

In our work we use the supremum norm ‖f‖∞ = supt |f | and sometimes we use ‖f‖∞
instead of using ρ(f, 0) .
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2. Metric spaces

2.3 Skorodhod topology

The Skorodhod space provides a natural and convenient formalism for describing tra-
jectories of stochastic processes admitting jumps. The Theorem 2.1 introduced the
Banach space (D, ρ) but it is easy to see that it is non-separable, what is always dis-
advantageous in probability theory. To overcome this inconvenience, A.V. Skorodhod
introduced a metric and topology under which the space becomes a separable metric
space.

Definition 2.12. Let Λ denote the space of strictly increasing and continuous mappings
λ : [0, 1] → [0, 1] with λ(0) = 0 and λ(1) = 1. Let I ∈ Λ, I : [0, 1] → [0, 1] be the
identity map. The Skorodhod metric on D[0, 1] is defined by

d(f, g) := inf {ε > 0 : ∃λ ∈ Λ with ρ(λ, I) < ε and ρ(f, g ◦ λ) < ε} , (2.6)

for all f, g ∈ D.

This metric generates the Skorodhod topology on D, see [1]. The σ−filed σ(D) is
generated by the Skorodhod topology on D. The σ−field σ(D) is isomorphic to the
product σ−field R

T intersected with D, where T is a dense subset of [0, 1] containing
1. We refer to books by Billingsley [4] and Aldous [1] for exhaustive discussion of limit
theorem results.

Lemma 2.2. A sequence (fn)n∈N ⊂ D[0, 1] converges in the Skorodhod topology to a
limit f ∈ D[0, 1] if and only if there exist functions λn ∈ Λ such that

lim
n→∞

sup
t
ρ(λn, I) = 0,

and
lim
n→∞

ρ(fn ◦ λn, f) = 0.

Remark 2.13. From the definitions (2.5) and (2.6), it is obvious that d(f, g) ≥ ρ(f, g).
By Lemma 2.2 if fn converges uniformly to f then fn converges in the Skorodhod
topology to f . Since

|fn(t)− f(t)| ≤ |fn(t)− f(λn(t))|+ |f(λn(t))− f(t)| , λn ∈ Λ. (2.7)

The Skorodhod convergence does imply that fn(t)→ f(t) holds for continuity points t
of f and hence for all but countably many t. From (2.7), if f is uniformly continuous
on [0, 1], then

‖fn − f‖ ≤ ‖fn − fλn‖+ wf (‖λn − I‖).
Therefore the Skorodhod convergence implies uniform convergence. The Skorodhod
topology is finer than the uniform topology.
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2. Metric spaces

The finite-dimensional sets play an important role in D. For 0 ≤ t1 < · · · < tk ≤ 1 and
f ∈ D define the projection

πt1···tk : D → R
k

by
πt1···tk(f) = (f(t1), · · · f(tk)) .

It is obviously by the remark 2.13 that the zero and identity functions in Λ, called 0 and
1 respectively are elements in D and π0 and π1 are continuous. If f is not continuous
at t, then fn converges in the Skorodhod topology to f but fn(t) does not converge to
f(t). And therefore if t ∈ (0, 1), then πt is continuous in the Skorodhod topology at f
if and only if f is continuous at t. We state the next two lemmas without proofs and
for more details we refer to [4].

Lemma 2.3. 1. The projections π0 and π1 are continuous and for t ∈ (0, 1), the
projection πt is continuous in the Skorodhod topology at f if and only if f is continuous
at t.
2. Each πt is measurable with respect to σ(D) − B(R), and each πt1···td is measurable
with respect to σ(D)− B(Rd).

Lemma 2.4. Let (Ω,A, P ) be a probability space and X : Ω→ D. Then X is a random
variable with values in (D, σ(D)) if and only if for all t ∈ [0, 1] the projections.

Xt : ω → R, ω → X(ω)(t)

is a random variable on (R,B(R)).

Let D↑ be the subset of all functions f : [0, 1] → [0, 1] in D such that there exists
0 = t0 < t1 < · · · < tr = 1 satisfying f is increasing on the interval [t1−1, ti) for
i = 1, 2, · · · , r. In the following we consider the composition of random variables and
give some results needed in our work.

Lemma 2.5. Let X be a random variable with values in D and let B be a random
variable with values in D↑. Then X ◦B is a random variable with values in D.

Proof. Let X : Ω → D, and B : Ω → D↑. Since for all ω ∈ Ω, B(ω) ∈ D↑ , then the
function (X ◦ B)(ω) ∈ D. It is sufficient by Lemma 2.4 to show X ◦ B(t) : Ω → R is
measurable for all t ∈ [0, 1].
For all t ∈ [0, 1] define Bj : Ω→ R, j ∈ N by

Bj(ω) :=
dB(ω)(t) · je

j

we will approximate the X ◦B by the random variables X ◦Bj using the discretization
on the values 0, 1

j
, 2
j
· · · , 1− 1

j
. Bj(t) is a measurable for all ω ∈ Ω since

(Bj(t))
−1 ([a, 1)) = (B(t))−1

(
[
da · je
j

, 1)

)
∈ A,
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2. Metric spaces

for all j ∈ N and t ∈ [0, 1]. By the definition of Bj, Bj(ω) ≥ B(ω)(t) and limj Bj(ω) =
B(ω)(t). Furthermore

X ◦B(ω)(t) = X(lim
j
Bj(ω)(t)) = lim

j
X(Bj(ω)(t)) = lim

j
(X ◦Bj(ω)(t))

Then limj→∞(X ◦Bj(t)) is measurable since X ◦Bj(t) is measurable. This implies that
X ◦B(t) is measurable for all t ∈ [0, 1) with respect to B(R).

2.4 The metric ‖·‖p,D̃
Let

F(D) := {X : Ω→ D : X is measurable} , (2.8)

be the space of all measurable functions X with values in D. For 1 ≤ p < ∞, define
the subspace

Fp(D) :=
{
X ∈ F(D) : ‖‖X‖∞‖p <∞

}
.

Here ‖·‖p denotes the usual Lp-norm for random variables and ‖·‖∞ refers to the supre-
mum norm.
For 1 ≤ p <∞, define

‖·‖p,D : Fp(D)→ R

by

‖X‖p,D := ‖‖X‖∞‖p . (2.9)

Proposition 2.14. For 1 ≤ p < ∞ the map ‖·‖p,D defined above is a pseudo-metric
on Fp(D).

Definition 2.15. For all X, Y ∈ F(D) and 1 ≤ p < ∞, define the binary relation ∼
by

X ∼ Y :⇔ P (X 6= Y ) = 0.

Proposition 2.16. The relation ∼ defined above is an equivalence relation on F(D).

For the equivalence relation ∼ on F(D), define

[f ]p := {g ∈ Fp(D) : f ∼ g} ,

the equivalence class of an element f ∈ F(D). Let

F̃p(D) :=
{

[f ]p : f ∈ Fp(D)
}
,

be the space of equivalence classes [f ]p.
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2. Metric spaces

For all 1 ≤ p <∞, t ∈ [0, 1] and f, g ∈ F̃p(D) define

d̃p : F̃p(D)× F̃p(D)

by
d̃p ([f ] , [g]) = ‖ρ(f, g)‖p,D .

Proposition 2.17. For all 1 ≤ p <∞, d̃p defined above is well defined.

Proof. Let f, g ∈ Fp(D) and f1 ∈ [f ], g1 ∈ [g]. We will show ‖ρ(f1, g1)‖p,D = ‖ρ(f, g)‖p,D.
By the triangle inequality

‖ρ(f1, g1)‖p,D ≤ ‖ρ(f1, f)‖p,D + ‖ρ(f, g)‖p,D + ‖ρ(g, g1)‖p,D

‖ρ(f1, f)‖p,D =
(
E (ρp(f1, f)(1f=f1 + 1f 6=f1))

1
p

)
= (E (ρp(f1, f)1f=f1))

1
p + (E (ρp(f1, f)1f 6=f1))

1
p

= 0.

In the last equality the first term is zero since ρ is a metric, and the second term is zero
since P (f1 6= f) = 0. Analogue ‖ρ(g, g1)‖p,D = 0 and therefore we have

‖ρ(f1, g1)‖p,D ≤ ‖ρ(f, g)‖p,D . (2.10)

On the other hand

‖ρ(f, g)‖p,D ≤ ‖ρ(f, f1)‖p,D + ‖ρ(f1, g1)‖p,D + ‖ρ(g1, g)‖p,D
≤ ‖ρ(f1, g1)‖p,D . (2.11)

Combining equations (2.10) and (2.11), then ‖ρ(f1, g1)‖p,D = ‖ρ(f, g)‖p,D. And there-
fore ‖ρ(f1, g1)‖p,D is independent of the choice f1, g1.

Proposition 2.18.
(
F̃p(D), d̃p

)
, 1 ≤ p <∞, is a Banach space with the usual addition

and multiplication
[f ] + [g] := [f + g] ,

c · [f ] := [c · f ] ,

‖[f ]‖p,D := ‖f‖p,D ,
for f, g ∈ Fp(D), c ∈ R.
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Chapter 3

Weighted branching process

The purpose of this chapter is to introduce the weighted branching process (WBP),
which was first introduced by Roesler [40], and may be viewed as a generalization of the
classical Galton-Watson process. The importance of the weighted branching processes
does not only come from their natural relevance in the general theory of branching
processes which are very common in nature and real world, but these processes include
various applications, especially data structures and the analysis of random algorithms
in computer science. First we specify some notation for trees.

3.1 The Ulam-Harris tree

Consider the infinite Ulam-Harris tree

V :=
⋃
n∈N0

N
n

be the infinite tree rooted at {φ} where N = {1, 2, . . . } denotes the set of posi-
tive integers and by convention N

0 := {φ} contains the null sequence φ. Each v =
(v1, v2, . . . , vn) ∈ V is called a node or vertex which we also write as v1v2 . . . vn. The
vertex v is uniquely connected to the root φ by the path

φ→ v1 → v1v2 → · · · → v1 . . . vn.

The length of v is denoted by |v|, thus |v1 · · · vn| = n and in particularly we use |φ| := 0.
For all v ∈ V and for every k ∈ N define

v|k :=


φ k = 0
v1 · · · vk k < |v|
v k ≥ |v|

Further we use the notations for w = w1 . . . wm

vw := v1v2 . . . vnw1w2 . . . wm,
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3. Weighted branching process

φv := v and vφ := v

In our work we suppress if possible the root φ. We introduce the definition of an
ordering on V which reflects the kinship of its vertices when interpreted as individuals
of a genealogical tree. We now define some useful relations on V.

Definition 3.1. (relation on V)
For all v, w ∈ V, the prefix order � on V is given by

v � w :⇔ ∃u ∈ V : vu = w.

The node v is called an ancestor or progenitor of w and conversely w is called a descen-
dant of v. If u ∈ N, then v is also called a mother of w and, conversely, w is called a
child or offspring of v.
We further define

v ≺ w :⇔ v � w ∧ v 6= w.

In the context of branching tree, the relation v < w may be interpreted as, the node v
is strictly older than w in terms of generations. We extend this definition to subsets of
V. For all L ⊆ V and v ∈ V, Define

v � L :⇔ ∃w ∈ V : vw ∈ L,

v ≺ L :⇔ ∃w ∈ V\ {φ} : vw ∈ L
and

L � v :⇔ ∃w ∈ L and w � v,

L ≺ v :⇔ ∃w ∈ L and w ≺ v.

Remark 3.2. We use the m-ary tree {1, . . .m}∗ :=
⋃
n∈N0
{1, . . .m}n. In the case that

V :=
⋃
n∈N0
{1, 2}n, the tree is called binary tree.

3.2 Weighted branching process

Let (Ω,A, P ) be a probability space, rich enough to carry all occurring random vari-
ables in our work. Let (G, ∗) be a measurable semigroup (∗ : G×G→ G, (g, h) = g ∗h
associative and measurable) with a grave ∆, (∀g ∈ ∆ : ∆ ∗ g = ∆ = g ∗ ∆ ) and a
neutral element e (∀g ∈ G : e ∗ g = g = g ∗ e ).

The semigroup (G, ∗) operates transitive and measurable on the measurable space H
via ⊗ : G×H → H and G×H is endowed with the product σ-field. Let T : Ω→ GN

be a random variable relative to the product space.
We use the notation T = (T1, T2, · · · ), where Ti : Ω → G is the i-th projection of T .
Let C : Ω→ H be a random variable with values in a measurable semigroup H.

29



3. Weighted branching process

Let (T v, Cv), v ∈ V, be independent copies of (T,C) on the same probability space
(Ω,A, P ). We call T vi , the weight attached to the edge (v, vi) connecting v and vi. Cv

is called the weight of the vertex v. The interpretation of Cv is as a cost function on a
vertex v ∈ V.

Definition 3.3. (weighted branching process)
A tuple (V, (T,C), (G, ∗), (H,⊗)) as above is called a weighted branching process (WBP).

For a weighted branching process without costs we write also (V, T, (G, ∗)). We shall
use freely other trees such as m-ary trees {1, 2, · · ·m}∗ of all sequences in an appropriate
sense. The interpretation of G is as maps from H to H. If H has additional structure
then we might enlarge G to have the induced structure.

For example if H is a vector space or an ordered set, we may extended G to a vector
space of maps or ordered sets via the natural extension.

Definition 3.4. (path weight)
Define recursively a family L := (Lv)v∈V of random variables Lv : Ω→ G by

Lφ := e, Lvi := Lv ∗ T vi for all v ∈ V, i ∈ N.

We call Lv the path weight from the root φ to the node v.

Similarly, we define recursively for all v ∈ V, the family of path weights from v to vw
Lv := (Lvw)w∈V by

Lvφ := e, Lvwi := Lvw ∗ T vwi for all w ∈ V, i ∈ N. (3.1)

The path weight Lv has the following product representation

Lv = T φv1 ∗ T v1v2 ∗ T v1v2v3
∗ · · · ∗ T v1v2...vn−1

vn

=:
n−1∏
k=0

T
v|k
vk+1 (3.2)

for v = v1v2 · · · vn. Hence Lv is just the accumulated multiplicative weight along the
path connecting the root φ with the node v. Lv forms the total weight of the branch
starting from the root φ to node v accumulated under operation * of the edge weights.

An individual or a node v is called alive, if Lv 6= ∆, otherwise the node is called dead.
In particular all nodes with weight ∆ are skipped in pictures. Figure 3.1 shows the first
few individuals of a family tree. We draw only the living individuals.
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Figure 3.1: Family tree with weights

Define the total weight (cost) regarded up to the n-th generation by

Rn :=
∑
|v|<n

Lv ⊗ Cv, n ∈ N (3.3)

Because we deal only with positive values, everything will be well defined in our ex-
amples. We explain the forward and backward view via a weighted branching pro-
cess on R

+ for simplicity. The same argument will hold later for the the weighted
branching process (V, (T,C), (D, ∗), (D↑,⊗)). Consider a weighted branching process
(V, (T,C), (R+, ·), (R, ·)).

Define
Rv
n :=

∑
|w|<n

Lvw · Cvw

for v ∈ V, n ∈ N. Since H is a vector space and R is a lattice, we will embed G to maps
HH and use freely the induced structures +, · and ∨. Let Ri

n, i ∈ N are independent
copies of Rn, then we have the following lemma

Lemma 3.1. For each v ∈ V, the sequence (Rv
n), n ∈ N is a WBP and satisfies the

backward equation

Rv
n = Cv +

∑
i∈N

T vi ⊗Rvi
n−1, (3.4)
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n ∈ N0.

Proof. See Roesler and Rueschendorf [38]

The backward equation can be simply written as

Rn = C +
∑
i∈N

Ti ⊗Ri
n−1, (3.5)

where the random variables (T,C) and Rn,i, i ∈ N are independent. The distribution
of (T,C) is given. Rn,i, i ∈ N are independent copies of Rn and R0 = 0, R1 = Cφ. Here
Ri
n denotes the Rn random variable for the tree with root i.

Remark 3.5. We took in the backward equation (3.4) the almost everywhere version
of the random variables. One of the major applications is equation (3.4) in distribu-
tion. This provides a recursive definition of the distribution of Rn, since (T v, Cv) is
independent of (Rvi

n−1)i∈N for every v ∈ V.

3.3 Examples

Weighted branching processes have a branching structure and a multiplicative structure.
We give two extreme examples, first example is a pure branching process and the second
is a pure multiplicative structure.

3.3.1 Galton-Watson branching process

The simple Galton-Watson branching process (GWP) is a classical example. A Galton-
Watson branching process [2] is defined as a process (Z̄n)n∈N0 with values in N0 is
introduced according to the recurrence formula

Z̃1 = 1, Z̃n =

Z̃n−1∑
i=1

X̃n,i,

where X̃n,i, n, i ∈ N0 are independent and identically random variables with values in
N0. The random number of offspring per individual always has the same distribution
p, called offspring distribution and

pk := P
(
X̃n,i = k

)
, ∀k ∈ N.

Let G = {0, 1} with usual multiplication. Galton-Watson branching processes are
special cases of Weighted branching processes without costs.
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Let T : Ω→ {0, 1}N and we allow only two possible cases for Ti, that Ti are either 0 or
1. The individual v has the path weight 1 if alive or 0 if dead . The process

Zn =
∑
|v|=n

Lv

gives the number of living individuals in the n-th generation, which is the total weight
in the n-th generation. (Zn)n∈N0 forms an ordinary Galton-Watson branching process
to Zn to

pk = P (
∞∑
i=1

Ti = k).

The process (Z0 = 1, Z1, · · · ) has the same distribution as the process (Z̃0 = 1, Z̃1, · · · )
above.

3.3.2 Branching random walk

Another example is the multiplicative random walk. Let Yn, n ∈ N be independent and
identically distributed random variables with values in R

+. Define a process (Wn)n∈N
on the multiplicative group (R+, ·) by

W0 = 1, Wn =
n∏
i=1

Yi.

Such process is called multiplicative random walk, ([44], [41]). The multiplicative ran-
dom walk corresponds to a WBP with exactly one individual as successor. i.e.

P

(∑
i

1Ti 6=0 = 1

)
= 1

. Without loss of generality, T2 = 0 = T3 = . . . and T1 has the same distribution as Y1.
So we could give an pointwise embedding via random variables

W0 = 1 = Lφ, Y1 = T φ1 , Y2 = T 1
1 , Y3 = T 11

1 , · · ·

Then Wn is the product of n independent copies of T1. The process (Wn)n∈N is pointwise
equal to a weighted branching process (Zn)N0 .
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3.4 The operator K

In this section, we introduce an operator K from probability measure on D into itself
and give the connection to a weighted branching process (V, (T,C), (D, ·)), (D↑, ·).

Let A = (Ai)i∈N, B = (Bi))i∈N ,C be random variables. The random variables Ai, i ∈ N

and C take values in D and the random variables Bi, i ∈ N take values in D↑. The
distribution of (A,B,C) is assumed to be fixed. LetM(D) be the set of all probability
measures defined on D.

Define a map K :M(D)→M(D) by

K(µ)
D
=
∑
i∈N

Ai ·Xi ◦Bi + C, (3.6)

where the random variables (A,B,C) , Xi, i ∈ N are independent. The random vari-
ables Xi have the same distribution µ. We always assume that the right hand side of
equation (3.6) is well defined.

Lemma 3.2. (Knof)
Let (Xi)i∈N be a family of random variables with values in D. Then(∑

i∈N

Ai(t) ·Xi (Bi(t)) + C(t)

)
t∈[0,1]

are random variables with values in D.

Lemma 3.3. (Knof)
Let (Xi)i∈N and (Yi)i∈N be two families of independent and identically distributed random
variables with values in D. Let ((Ai)i∈N, (Bi)i∈N, C) , (Xi)i∈N, (Yi)i∈N be independent
random variables. Suppose for all i ∈ N, that Xi and Yi have the same distribution.
Then(∑

i∈N

Ai(t) ·Xi ◦Bi(t) + C(t)

)
t∈[0,1]

D
=

(∑
i∈N

Ai(t) · Yi ◦Bi(t) + C(t)

)
t∈[0,1]

.

We are interested in fixed points of the operator K obtained by an iteration of K. Let
the starting measure µ0 be the point measure on the function 0 ∈ D identical 0. Define
µi, i ∈ N by
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µ1 := K(µ0) = L
(∑
i∈N

Ai ·Xi ◦Bi + C

)

µ2 := K ◦K(µ0) = L
(∑

i

Ai

(∑
j

(Aij ◦Bi ·X1
ij ◦Bij ◦Bi) + Ci ◦Bi

)
+ C

)

µ3 := K ◦K ◦K(µ0) = L
(∑

i

Ai
∑
j

Aij ◦Bi(
∑
k

Aijk ◦Bij ◦Bi ·X2
ijk ◦Bijk ◦Bij ◦Bi

+ Cij ◦Bij ◦Bi) +
∑
i

Ai · Ci ◦Bi + C

)
·
·
·

µn := Kn(µ0).

Here L(X) denotes the distribution of X. The random variables X ·0 are independent
with distribution µ0 and independent of all A,B,C random variables. It is obviously
that

K(µ0) = L(C).

In the next chapter we will give in some examples some connection between the operator
K and well defined weighted branching processes.
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Chapter 4

Quicksort

In the short history of computer science, the Quicksort algorithm is one of the fastest,
best known and most widely studied sorting algorithms. It was invented and developed
by Hoare in 1961 [20]. Most real-world sorting is done by Quicksort. It is the default
sorting scheme in some operating systems, such as UNIX, and it is not difficult to
implement. It has been studied extensively by Sedgewick [45], Knuth [27] and others.
Quicksort sorts an array of distinct numbers based on a divide and conquer strategy.
The basic idea of Quicksort algorithm to sort an array of n distinct elements is quite
simple. The idea can be described as follows

• Choose one element of the array as the pivot.

• Divide the array of elements (except the pivot) into two nonempty subarrays.

– All elements in the left partition are strictly less than the pivot.

– All elements in the right partition are strictly greater than the pivot.

• Recall the procedure recursively to sort both subarrays.

What is the worst-case performance for these pivot selection mechanisms? In this work
we will ignor all aspects of the Quicksort algorithm except the number of comparisons.
Let Xn denote the random number of comparisons required by Quicksort to sort n
elements and suppose that X0 = 0. Then Xn satisfies the recurrence relation

Xn =

{
XUn−1 + X̄n−Un + n− 1 for n ≥ 2
0 for n = 0, 1

(4.1)

The random variable Un is uniformly distributed on {1, ..., n} if we pick the pivot by
random with uniform distribution. X, X̄ have the same distribution and Un, X, X̄ are
all independent. To understand above recurrence (4.1), we must consider it term by
term. The term n−1 is needed since every splinting uses n−1 comparisons. Un−1 and
n− Un represent the sizes of the left and right subarrays. The sorting of the subarrays
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are independent. In other words, the distribution L(Xn) of the random variable Xn

satisfies the distributional recurrence relation X0 = 0, X1 = 0, X2 = 1,

L(X) = L(XUn−1 + X̄n−Un + n− 1), n ≥ 2. (4.2)

4.1 Performance of Quicksort

For the comparison-based algorithms like Quicksort, we express running time in terms
of the number of comparisons done. So, the running time of the Quicksort algorithm
depends on the position of selected pivot. In this section we discuss three possible cases
for the Quicksort: worst-case, best-case and the average-case.

4.1.1 The worst-case

The worst case scenario for the random standard Quicksort algorithm appears if we pick
a pivot always as the largest or smallest value in the array. The case occurs when the
two subsequences are as unbalanced as they can be one sequence has all the remaining
elements and the other has none.

Proposition 4.1. The maximal value of Xn is bounded below by (n−1)2

2
and above by

n2

2
.

Proof. Let an := ess supn∈NXn, the maximum value of Xn. We have to show the
inequality

(n− 1)2

2
≤ an ≤

n2

2

for n ∈ N. We show the first inequality by an induction on n. The induction start
n = 1 is obvious. We show only the induction step n− 1 to n.

an = sup
1≤u≤n,u∈N

(an−1 + an−u + n− 1)

≤ sup
1≤u≤n,u∈R

(
(u− 1)2

2
+

(n− u)2

2
+ n− 1)

The supremum is attained at the boundaries of the interval [1, n]. The last inequality
provides an ≤ n2

2
. For the second inequality we take u = 1 and argue

an ≥ a0 + an−1 + n− 1

≥ (n− 2)2

2
+ n− 1

≥ (n− 2)2

2
.
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Remark 4.2. The worst case occurs when the partition produces one two subproblems,
one has none elements and other has all the n− 1 remaining elements. In that case the
recursion depth is n − 1 levels and the Quicksort runs in time O(n2). It is no better
than simple quadratic time algorithms like straight insertion sort.

4.1.2 The best-case

The good case behavior of the Quicksort algorithm occurs when the pivot is the median.
Therefore in each recursion step the partitioning produces exactly two subarrays of
almost equal length each have size n

2
. Let bn := ess inf1≤u≤n,u∈NXn refers to the minimal

value of Xn. We show the next two propositions

Proposition 4.3. The minimal value bn of Xn is bounded below by n lnn.

Proof. We show the inequality n lnn ≤ bn for n ∈ N by an induction on n. For the
induction step n− 1 to n, notice x→ x lnx is convex.

bn = inf
1≤u≤n,u∈N

(bn−1 + bn−u + n− 1)

≥ inf
1≤u≤n,u∈R

((u− 1) ln(u− 1) + (n− u) ln(n− u) + n− 1)

≥ inf
1≤u≤n,u∈R

([
(n− 1)

u− 1

n− 1
ln(

u− 1

n− 1
) +

n− u
n− 1

ln(
n− u
n− 1

) + ln(n− 1)

]
+ 1

)
≥ (n− 1) ln(n− 1) + (n− 1)(ln(

1

2
) + 1)

≥ (n− 1) ln(n− 1).

Proposition 4.4. The mimimal value bn of Xn is bounded above by 2n ln2 n. Moreover

b2m−1 ≤ 2m(m− 1)

for m ∈ N.

Proof. Define cn, n ∈ N by c1 = 0 and recursively

cn := cdn2 e + cbn2 c + n− 2, for n ≥ 2.

Consider
dm :=

c2m

2m
, m ∈ N0.
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It is obvious that d0 = 0 and

c2m = 2(c2m−1 + 2m−1) for m ≥ 1.

Hence

dm =
2

2m
(c2m−1 + 2m−1)

=
c2m−1

2m−1
+ 1

= dm−1 + 1
...

= m− 1.

Therefore c2m = 2m(m−1). Now we prove first the second statement of the proposition
by an induction on m. The induction start n = 1 is obvious since c1 = 0. We show
only the induction step n− 1 to n. Choose u = bnc

2
, we have

bn−1 = inf
1≤u≤n−1,u∈N

(bn−2 + bn−u−1 + n− 2)

≤ cdn2 e + cbn2 c + n− 2

≤ cn.

Then the second statement follows easily. For the first statement, let 2m ≤ n < 2m+1.
Then by the monotonicity

bn ≤ b2m+1−1 ≤ 2m+1m ≤ 2n ln2 n.

Remark 4.5. If the Quicksort always picks median as pivot at every step then the
Quicksort runs in time O(n lnn). In the best case, this is excellent essentially as good
as any comparison sorting algorithm can be.

4.1.3 The average-case

Since the best case is O(n lnn) and the worst case is O(n2), then the average case must
be between the best case and the worst case. Certainly, on random data, the position
of the pivot could be the first one, the second one, etc.

In practice, the implementations of Quicksort algorithm often chooses a pivot randomly
each time. This method is seen to work excellently in the practical implementations of
Quicksort. This choice reduces the chance that the worst-case ever occurs.
The other technique, which deterministically prevents the worst case from ever occur-
ring, pick a pivot as the median of the array each time.
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When we pick the pivot, we compare all other elements to it and therefore we perform
n− 1 comparisons to split the array. Depending on the pivot, we might split the array
into one sub array of size 0 and one sub array of size n− 1, or into a sub array of size 1
and other one of size n− 2, and so on up to a sub array of size n− 1 and one of size 0.
There are n possible positions and each one is equally likely with probability 1

n
.

Therefore to determine the average running time for the Quicksort let πn,j denote the
probability that the chosen pivot is the jth smallest element among n distinct elements
and in the standard case, we assume that πn,k = P (Un = k) = 1

n
.

Let an = E(Xn), the average number of comparisons to sort n distinct elements by
Quicksort.

Lemma 4.1. For n ≥ 1, the average number of comparisons to sort n distinct elements
made by randomized Quicksort is at most 2n lnn.

Proof. By the recurrence (4.2) we have

E(Xn) = n− 1 +
n∑
j=1

P (Un = j)(E(Xj−1) + E(Xn−j))

If we consider the standard case, when P (Un = k) = 1
n
, then

an = n− 1 +
1

n

n∑
j=1

(aj−1 + an−j)

Since
∑n

j=1 aj−1 =
∑n

j=1 an−j are the same,

an = n− 1 +
2

n

n∑
j=1

aj−1

Multiply both sides by n and subtract the same equation for n − 1, then divide by
n(n+ 1) and obtain

an
n+ 1

=
an−1

n
+

2(n− 1)

n(n+ 1)
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Iterating this recursion provides

an
n+ 1

=
an−1

n
+

2(n− 1)

n(n+ 1)
=

n−1∑
j=1

2j

(j + 1)(j + 2)

=
n−1∑
j=1

2((j + 2)− 2)

(j + 1)(j + 2)
=

n−1∑
j=1

2

j + 1
−

n−1∑
j=1

4

(j + 1)(j + 2)

= 2
n∑
j=2

1

j
− 4

n∑
j=2

1

(j)(j + 1)

= 2
n∑
j=2

1

j
− 4

n∑
j=2

1

j
+ 4

n∑
j=2

1

j + 1

= 2
n∑
j=1

1

j
− 4

n∑
j=1

1

j
+ 4

n+1∑
j=1

1

j
− 4

= 4Hn+1 − 2Hn − 4 = 2Hn+1 +
2

n+ 1
− 4.

where Hn =
∑n

k=1
1
k
, n ∈ N denote the n-th harmonic number. The values of the

sequence (Hn − lnn) decrease monotonically towards the limit:

lim
n→∞

(Hn − lnn) = γ,

where γ = 0.5772156649 . . . , is called Euler constant. The corresponding asymptotic
expansion is

Hn = lnn+ γ +
1

2
n−1 − 1

12
n−2 +

1

120
n−4 +O(n−6),

see [27]. Therefore ∀n ∈ N, an has the asymptotic expansion

an = 2(n+ 1)Hn+1 + 2− 4(n+ 1) = 2(n+ 1)Hn − 4n

≈ 2(n+ 1)(γ + lnn+O(n−1))

≈ 2n lnn+ n(2γ − 4) + 2 lnn+ 2γ + 1 +O(n−1).

4.2 How to choose a pivot?

In the preceding section we show that selecting a good pivot is important. A poor choice
of a pivot could give a running time quadratic proportional to the number of elements
squared. Therefore selecting a good pivot greatly improves the speed of the Quicksort
algorithm. Many people just use the first element in the list as the pivot, however this
causes the sort to perform very badly if the data is already sorted. There are several
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methods to avoid the worst case in practical solutions. Unix uses the median of the first
the last and the element in the middle. Therefore, when choosing the pivot we need
to be more careful. For example, when Quicksort is used in web services, it is possible
for an attacker to intentionally exploit the worst case performance and choose data
which will cause a slow running time or maximize the chance of running out of stack
space. The choice of a good pivot greatly improves the speed of the Quicksort algorithm.

The simplest way is to choose an arbitrary element say the first for example as pivot,
this does not avoid the worst case. Instead of using the first element, a much better
method is called median of three Quicksort. In that method choose the pivot of each re-
cursive stage as the median of a sample of three elements. Other method is to take tree
samples, each sample contain 3 elements, take the median for each sample and choose
the median of three medians as a pivot,this method called pseudomedian of 9 Quicksort.

To make sure to avoid any kind of presorting it is better to use the median element of
the first, middle, and the last element as a pivot. To optimize the algorithm, for an
array smaller than 7, the pivot is chosen as the middle key or sort with the standard
Quicksort, for mid-sized arrays( for an array of size between 8 and 39) the pivot is
chosen using the median-of-three Quicksort, and finally for larger arrays use the pseu-
domedian of 9 Quicksort. This helps some but unfortunately simple anomalies happens
[27].

4.3 Normalization of Xn

Let Xn be the random variable defined as in (4.2) representing the number of compar-
isons in an array of size n. Consider the corresponding normalized random variable

Yn :=
Xn − EXn

n
, n ≥ 2. (4.3)

The equation (4.2) rewrites in terms of Yn, and Y0 = 0 = Y1 implies the recursion

L (Yn) = L

(
YUn−1

Un − 1

n
+ Ȳn−Un

n− Un
n

+ Cn(Un)

)
, n ≥ 2 (4.4)

where for any fixed n, the random variables Yi, Ȳi, Un, 1 ≤ i ≤ n are independent.
The random variable Un is uniformly distributed on {1, ..., n}. Cn is a function on
{1, 2, · · · , n} defined by

Cn(i) =
n− 1

n
+

1

n
(E(Xi−1) + E(Xn−i)− E(Xn)) , (4.5)

It is obvious that E(Yn) = 0 and E(Cn(Un)) = 0. In order to estimate Cn(j) defined
by (4.5), we need some explicit bounds on an by the harmonic numbers.
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As n→∞, Un

n
converges in distribution to some random variable U , which is uniformly

distributed on the unit interval [0, 1]. Furthermore the random variable Cn(n · Un

n
)

converges to C(u), when Un → U as n→∞,

C(u) := 2u lnu+ 2(1− u) ln(1− u) + 1, u ∈ [0, 1], (4.6)

with C(u) := 1 for u = 0, 1.
By using martingales, Roesler [40, 43] and Régnier [37] used different methods showed
that Yn converges in distribution to some random variable Y . Moreover, by formally
taking limits in (4.4), Y satisfying the distributional equation of the form

Y
D
= UY + (1− U)Ȳ + C(U) (4.7)

where
D
= denotes equality in distribution, and U, Y ,and Ȳ are independent. Y and Ȳ

have the same distribution; and U is uniformly distributed on [0, 1]. In the following
we discuss the existence of some random variable Y satisfying (4.7) by a fixed point
argument.

4.4 Existence of a fixed point

Let M be the set of distributions on R. Define the set of distributions F on R with
finite p-th moment by

Mp =

{
F ∈M :

∫
|x|pdF (x) <∞

}
, 1 ≤ p <∞.

Let

Mp,0 =

{
F ∈M :

∫
xdF (x) = 0

}
.

Define a map S :M2,0 →M2,0 by

S(ν) := L (UY + (1− U)Ȳ + C(U))

where U is uniformly distributed on [0, 1], the random variables U, Y, Ȳ are independent
and Y , Ȳ have the same distribution ν and C : (0, 1)→ R is defined as in (4.6). Let

A1 = U,A2 = (1− U), A3 = A4 = · · · , C := C(t),

Roesler [39] showed the following theorem:

Theorem 4.6. (Roesler) (i) The Function S is a strict contraction with respect to the
Wasserstein d2-metric, and has a unique fixed point in M2,0

(ii)Any sequence ν, S(ν), S2(ν), ... where ν ∈ D converges in the Wasserstein d2-metric
to a unique fixed point L (Y ) of the operator

ν = L (Y )→ S(ν) := L (UY + (1− U)Ȳ + C(U))

(iii) The fixed point of S is the weak limit of the Yn of (4.3).
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By the equation (4.3), E(Yn) = 0. U is uniformly distributed on [0, 1], U, Y ,and Ȳ are
independent and Y and Ȳ have the same distribution.

E(C(U)) = 2E(U lnU) + 2E ((1− U) ln(1− U)) + 1

= 2

∫ 1

0

x lnxdx+ 2

∫ 1

0

(1− x) ln(1− x)dx+ 1

= 2(−1

4
) + 2(−1

4
) + 1 = 0.

E
(
(C(U)2

)
= 1 + 8 · E(U lnU) + 8 · E

(
U2(lnU)2

)
+ 8 · E (U(1− U) lnU · ln(1− U))

= 1 + 8 ·
(∫ 1

0

x lnxdx+

∫ 1

0

x2(lnx)2dx+

∫ 1

0

x lnx · (1− x) ln(1− x)dx

)
= 1 + 8 ·

(
−1

4
+

2

27
+

37− 3π2

108

)
=

21− 2π2

9
≈ 0.14231.

Let us calculate the standard deviation of the random variables Yn and Xn.

V ar (Y ) = E
(
Y 2
)

= E
(
(UY + (1− U)Ȳ +G(U))2

)
= E

(
U2Y 2 + (1− U)2Ȳ 2 + (C(U))2

)
=

2

3
E(Y 2) + E

(
(C(U))2

)
,

Then

V ar (Y ) = 3 · E
(
(C(U))2

)
= 3 · 21− 2π2

9
= 7− 2

3
π2 ≈ 0.4269.

By the equation (4.3), and the Theorem 4.6

V ar (Xn) = n2V ar (Yn) ≈ n2V ar (Y ) ≈ 0.4269 · n2,

and therefore σYn ≈ 0.652276 and σXn ≈ 0.652276 · n.
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4.5 Quicksort as a weighted branching process

In the above section, we explained the idea of the Quicksort algorithm. We will now
introduce the Quicksort process as weighted branching process. We use the same nota-
tions we discussed before.

We consider the binary tree V = {1, 2}∗. Let U v, v ∈ V be independent real ran-
dom variables with a uniform distribution on d0, 1e. Let E be the set of the intervals
[a, b), 0 < a < b ≤ 1. Define the map

T v = (T v0 , T
v
1 ) : Ω× E → E × E

by

T v ([a, b)) := (T v1 ([a, b)) , T v2 ([a, b))) = ([a, a+ U v(b− a)) , [a+ U v(b− a), b)) .

For all v ∈ V and i = 0, 1 define a map L : V→ E by

Lvi = Ti (Lv) with Lφ = [0, 1) .

Lv is interpreted as the weight of the path from the root φ to the vertex v ∈ V.
For all t ∈ [0, 1) define the process Zn : Ω× [0, 1]→ R by

Zn(t) :=
∑
|v|≤n

1t∈Lv |Lv|,

where Zn(1) = limt↑1 Zn(t). We define the limiting process Z : Ω× [0, 1]→ R by

Z(t) := lim
n→∞

Zn(t) =
∑
v∈V

1t∈Lv |Lv|.

Let G = R be the multiplicative semigroup with neutral element e = 1 and the grave
∆ = 0. G operates on H = R transitive by usual multiplication.

Define the weights of the edges as follow

T v1 = U v,

T v2 = 1− U v,

T v3 = T v4 = · · · = 0,

the weights from the root φ to the node v. The path weight Lv from the root φ to the
node v is recursively by

Lvi = LvT
v
i ,

Lφ = 1.
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Define C : [0, 1]→ R by

C(x) := 1 + 2x lnx+ 2(1− x) ln(1− x) for all x ∈ [0, 1] .

And define Cv := C(U v).

According to our settings, then the tuple ({1, 2}∗ , (T v, Cv)v∈V, (R, ·,R, ·)) is a weighted
branching process. Since H is an ordered vector space, we extend G with the interpre-
tation of maps to the ordered vector space generated by the maps x→ ax, a ∈ R.

The total weight cost up to n− 1 generation is

Rn :=
∑
|v|<n

LvC
v.

Rn is an L2 martingale and converges in L2 and almost everywhere to Q [39]. The dis-
tribution of Q is called the Quicksort distribution. Moreover the Quicksort distribution
is uniquely characterized [39, 13] as the solution Q with E(Q) = 0, V ar(Q) <∞ of the
stochastic fixed points equation

Q
D
= UQ1 + (1− U)Q2 + C(U). (4.8)

Here
D
= denote the equality in distribution. The random variables U,Q1 and Q2 are

independent and Q1, Q2 have the same distribution as Q.

By the almost everywhere convergence of Rv
n :=

∑
|w|<n L

v
wC

vw, the random variables

Qv :=
∑
w∈V

LvC
vw, v ∈ V

exists and satisfy almost everywhere

Qv = U vQv1 + (1− U v)Qv2 + C(U v).
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4.6 Convergence of the discrete Quicksort distribu-

tions

Now the abstract embedding into a WBP with an additional parameter n ∈ N. Let

H := {h : N0 → R} ,

and

G2 := {g : N0 → N0} ,
with g(0) = 0 and g(n) < n for all n ∈ N. Define G as the set H × G1. The
semigroup structure ∗ is given by

(f1, g1) ∗ (f2, g2) = f1 ◦ g2 · f2 · h ◦ g2 ◦ g1

And the operation ⊗ on H is given by

(f, g)⊗ h = f · h ◦ g.

Here ◦ denotes composition and · denotes the usual multiplication on R. The interpre-
tation of (f, g) ∈ G is as a map on H with f is a multiplicative factor and g an index
transformation. The operation ∗ corresponds to the convolution of maps on H. Since
H is a vector space, we may enlarge G naturally to a vector space.

Consider a binary tree V = {1, 2}∗. Let U v, v ∈ V be independent random variables
with a uniform distribution on [0, 1]. Let Ivn := dnU ve. Define the edge weights on the
edges (v, v1) and (v, v2) by

Jv1 (n) := Ivn − 1

Jv2 (n) := n− Ivn
T v1 (n) := (

Ivn − 1

n
, Jv1 )

T v2 (n) := (1− Ivn
n
, Jv2 ).

And define the vertex weight Cv(n) := Cn(Ivn). The total weight cost up to m − 1
generation is

Rv
m :=

∑
v∈V<m

Lvw ⊗ Cvw.

As m→∞, the random variable Rv
m converges almost every where and in L2 to some

limit Rv
∞. The random variable Rv

∞ satisfying the fixed point equation

Rv
m :=

∑
i

T vi R
iv
m−1 + Cv
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Remark 4.7. The connection to the previous description is

Yn
D
= R∞(n).

Rv
∞(n) converges for every v ∈ V in L2 to the random variable Qv, the Quicksort

distribution [39].

4.7 Properties of the limiting distribution

In this section we introduce the basic facts about the limiting distribution of Quicksort.
We give a short definition and we show some concepts for the convergence.

4.7.1 Bounds on characteristic function

Define the characteristic function of Y for all real t by φ(t) = E
(
eitY
)
. No closed form

is known for the moment generating function. Because of the fixed point properties
according to the Theorem 4.6. In 1994 Eddy and Schervish [11] applied a successive
substitution method to obtain a numerical approximation of the characteristic function
φ(t), see [46].
Specifically by conditioning on U , an estimate of characteristic function of X was ob-
tained from the fundamental relation

φ(t) =

∫ 1

0

φ(ut)φ((1− u)t)eitG(u)du

and thus the estimate

|φ(t)| ≤
∫ 1

0

|φ(ut)| |φ((1− u)t)| du.

Fill and Janson [13] proved that the characteristic function of S(ν) is bounded by 2
∣∣∣t− 1

2

∣∣∣
for each Y and Ȳ and therefore improved the exponent to show the following theorem
on super polynomial decay of the characteristic function of the limit variable Y .

Theorem 4.8. (Fill) For every real r ≥ 0 and for all t ∈ R there exist a smallest
constant 0 ≤ cr ≤ ∞ such that the characteristic function of the limit variable Y
satisfies

|φ(t)| ≤ cr|t|−r

If 0 < r < 1, then

c2r ≤
[Γ(1− r)]2
Γ(2− 2r)

c2
r.
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Some explicit bounds on cr are given for some special cases when cr <∞ for r as large
as possible. This mean the characteristic function φ(t) belongs to the class of infinitely
differentiable functions with derivatives of all order, decrease more rapidly than any
power. Roesler [39] showed that the moment generating function of Y is everywhere
finite, i.e Y has finite moments of all orders and the characteristic function φ(t) is
infitely differentiable. Using Theorem 4.8 leads to a rapid decrease of all derivatives, so
for each real r ≥ 0 and integer k ≥ 0, there exist a constant cr,k such that∣∣φ(k)(t)

∣∣ ≤ cr,k|t|−r.

Consider an estimate of φ(t) by the recurrence

φn+1(t) =

∫ 1

0

φn(ut)φn((1− u)t)eitG(u)du, n = 0, 1, 2, ... (4.9)

Tan and Hadjicostas [46] used the Theorem 4.6 and proved the following result:

Theorem 4.9. Let φ0(t) be the characteristic function of ν with zero mean and finite
second moment. Define recursively by (4.9) a sequence of complex valued functions φn.
Then for each n, φn is the characteristic function of Sn(ν) ∈ D.

Moreover, by the Theorem 4.6, Sn(ν) converges in distribution to the fixed point ν of
S, and therefore

lim
n→∞

φn(t) = φ(t)

for all real t ∈ D.

4.7.2 Bounds on Density function and derivatives

For every fixed y, ȳ, the random variable hY,Ȳ (U) defined as in (4.7) is absolutely con-
tinuous. Given (y, ȳ) ∈ R

2, Tan and Hadjicostas [46] considered a map related to the
fixed point equation (4.7), hy,ȳ : [0, 1]→ R by

hy,ȳ =


y + 1 if u = 1
uy + (1− u)ȳ +G(u) if u ∈ (0, 1)
ȳ + 1 if u = 0

(4.10)

where G(u) is given by (4.6). If U is uniformly distributed on the unit interval [0, 1],
then the function hY,Ȳ (u) has a density with respect to the Lebesgue measure[46]. So,
the limiting distribution of the random number of comparisons required by Quicksort
to sort a list of n distinct elements has a density, and that density is positive almost
everywhere.

From the Theorem 4.8, if r = 0 and r = 2, assume that the characteristic function is
integrable over the real line, then according to the Fourier inversion theorem in [12], for

50



4. Quicksort

all real x,, Y has a bounded continuous density f(x) given by

f(x) =
1

2π

∫ ∞
t=−∞

e−itxφ(t)dt

By the Theorem 4.8, in the case of r = k + 2, then tke−itxφ(t), and since the moment
generating function of Y is everywhere finite [39], then the density f has derivatives of
all orders [12] given by

f (k)(x) =
1

2π

∫ ∞
t=−∞

(−it)k φ(t)dt, k ≥ 0, x ∈ R.

Therefore the derivatives are bounded,

sup
x

∣∣f (k)(x)
∣∣ ≤ 1

2π

∫ ∞
t=−∞

|t|k |φ(t)| dt, k ≥ 0

Using theorem 4.8, [14] improved the result by [46] on the existence of a density and
showed the next theorem

Theorem 4.10. For each integer k ≥ 0, the Quicksort limiting distribution has an k
times continuously differentiable density function f for all n ≥ k+3. For all x ∈ R, there
exist a constant Ck independent of n such that

∣∣f (k)(x)
∣∣ ≤ Ck. Explicitly |f(x)| ≤ 16

when n ≥ 5, and |f (x)| ≤ 2466.
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Chapter 5

Partial Quicksort

5.1 Introduction

The partial sort problem which appear in many applications is, given an array of size
n, sort the l smallest elements. Sorting the whole array is an obvious solution, but it
clearly too much. By using the divide and conquer strategy, the Quickselect algorithm
solves the problem of finding only the l-th smallest element in an array of n [20]. The
partial sorting algorithm named Partial Quicksort which is a modification of Quickse-
lect answers this question.

Partial Quicksort was first proposed and analyzed by Martinez [32]. It is a simple vari-
ant of the Quicksort algorithm that solves the partial sorting problem, by combining
selection and sorting into a single algorithm. It finds the l smallest elements of a given
array containing n distinct elements and sorts them. If the array contains one or no
elements, then we are done. Otherwise, the algorithm Partial Quicksort uses the prin-
ciples of Quicksort, and works as follows.

• Choose a pivot by random with a uniform distribution;

• Find the list of strictly smaller numbers and the list of strictly larger numbers;

• If the rank of the pivot is smaller than l

– Sort the left sub-array using ‘Quicksort‘;

– Apply Partial Quicksort to the right sub-array.

• If the rank of the pivot is greater than l

– Apply Partial Quicksort to the left sub-array.

• Recall Partial Quicksort till termination.
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5. Partial Quicksort

The partitioning step needs exactly n − 1 element comparisons. After that we face
two lists under conditions like the initial. When l = n the Partial Quicksort algorithm
behaves exactly as Quicksort.

We introduce a nice version of Partial Quicksort, called Quicksort on the fly. Our
algorithm is a suitable rearrangement of Partial Quicksort, it provides first the smallest,
then second smallest, and so on until the largest element of a list of n different reals.
Quicksort on the fly works as follow

• Pick by random with uniform distribution an element of the list as a pivot.

• Compare all others to the pivot and form the list of strictly smaller numbers,
pivot, and the list of strictly larger numbers in this order.

• Recall independently the algorithm for the left sided list until termination.

• If necessary recall the algorithm for the right sided list.

For given array with large size it can be assumed that the running time of the algorithm
is proportional to the number of comparisons needed to sort the array.

5.2 Running time analysis

In computer science, one of the major goals is to understand how to solve problems
with computers. The efficiency of the running time analysis provides theoretical es-
timates for the resources needed by the Partial Quicksort, the time needed to sort l
smallest elements of a given array containing n distinct elements. The running time
of an algorithm is stated as a function depending on the computer, the number of
steps and so on. Basically it suffices to consider only the number of comparisons done
by Partial Quicksort. The running time will be proportional with a factor depend-
ing on the actual performing computer and program code. The running time of Partial
Quicksort is proportional to the number of comparisons performed during the execution.

In more detail, let S be the set of distinct n elements ordered randomly. One of its
elements is chosen as the pivot usually randomly with a uniform distribution. Split
the list S into the left sub-array S<, strictly smaller ones and the right sub-array S>,
strictly larger ones. If the l-th is in S< then all the required elements are in the left
subarray, so we only need to make a recursive call for S<. If the l − th is in S> or
the pivot then sort S< by the Quicksort algorithm and recall recursively the Partial
Quicksort algorithm for S>.

Now define the random variable, X(S, l) of comparisons required to sort l smallest
elements in an array of distinct n = |S| numbers. The random variable X satisfies the
recursive formula
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5. Partial Quicksort

(X(S, l))l =
(
|S| − 1 + 1l≤IX

1(S<, l) + 1l>I

(
X1(S<, I − 1) +X2(S>, l − I)

))
l

(5.1)

for l = 1, 2, · · · |S|. Here the random variable I(S) = |S<|+ 1 represents the position of
the rank of the pivot after comparisons and takes values in {1, 2, . . . n} with a uniform
distribution. The random variables X1, X2 denote the number of comparisons on both
subarrays using recursively the same algorithm. For given S< and S>, the random
variables X1, X2 are independent. X(S1, · · · ) satisfies a similar recursion and so on.
The random variable I is independent of the random variables X1 and X2.

Notice the distribution of X1(S<, |S<|) in (5.1) is the Quicksort distribution sorting
all |S<| numbers by some specified Quicksort version. The equation (5.1) determines
recursively the distribution of (X(S, l))l in order to find the sorted l smallest elements
out of the set S of distinct numbers.

Proposition 5.1. Let S, S be two sets of n different reals , and let l = 1, 2, · · ·n. Then

L (X(S, l)) = L
(
X(S̄, l)

)
.

Proof. By induction on n. It is true for n = 1 and we are done. Assume it is true for
k ≤ n, so we use the notation

L(X(S, l))l = L((X(|S| , l))l for |S| ≤ k. (5.2)

The random variable I(S) = I(|S|) is uniformly distributed on {1, 2, · · · k}. Let
(X1(k, l))l∈{1,2,·,k}, (X2(k, l))l∈{1,2,·,k} be independent random variables independent of
I and with the distribution given in (5.2). Since |S<| , |S>| ,

∣∣S̄<∣∣ , ∣∣S̄>∣∣ ≤ n then

L(X1(S<, l))l = L((X(S̄<, l))l

and
L(X1(S>, l))l = L((X(S̄>, l))l

Now let |S| =
∣∣S̄∣∣ = n+ 1. Then

L(X(S, l))l =
k+1∑
i=1

P (I = i)L(k − 1 + 1l≤iX
1(S<, l)

+ 1l>i(X
1(S<, i− 1) +X2(S>, l − i)))l

=
k+1∑
i=1

P (I = i)L(k − 1 + 1l≤iX
1(i− 1, l)

+ 1l>i(X
1(i− 1, i− 1) +X2(n− i, l − i)))l

=
k+1∑
i=1

P (I = i)L(k − 1 + 1l≤iX
1(S̄<, l)

+ 1l>i(X
1(S̄<, i− 1) +X2(S̄>, l − i)))l

= L(X(S̄, l))l.
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5. Partial Quicksort

L(X1(S<, I − 1)) = L(X1(|S<| , I − 1)),

and
L(X2(S>, l − I)) = L(X2(|S>| , l − I)).

Then
L(X(S, l)) = L(X(k + 1, l)).

Then the statement is true for n = k + 1 and therefore true for all n ∈ N.

Remark 5.2. The above Proposition is true states that the distribution of X(S, l)
depends only on |S| and l. It is true since we use the internal randomness. So we will

use X(S, l)
D
= X(|S| , l) for any input S (see [33]).

The equation (5.1) determines recursively the distribution of comparisonsX(n, l) needed
to sort the l smallest elements in an array of size n. Using the Proposition 5.1, we obtain
the recursion for X(n, ·)

X(n, l)
D
= n− 1 + 1l<InX

1(In − 1, l) + 1l≥InX
1(In − 1, In − l)

+ 1l≥InX
2(n− In, l − In) (5.3)

The random variables In, X
1(i, j) and X2(i, j), i, j ∈ N, j ≤ i < n are independent.

The random variables X i(j, .) have the same distribution recursively as X(j, .). The
random variable In = I(n, l) is uniformly distributed on {1, 2, . . . n}. We put for natural
reasons the boundary conditions,

X(0, 0) ≡ 0, X(1, 0) ≡ 0 ≡ X(1, 1).

Notice that X(j, j), the random number of comparisons required by to sort j elements
is the cost of the algorithm Quicksort and X(n, n) = X(n, n− 1).

For all our purposes the distribution of the X random variables is important, not the
realization as random variables. For that reason we consider the equation (5.3) for
distributions. In our version of Quicksort that we discussed in Chapter 4, we use the
internal randomness by picking the pivot with a uniform distribution. Like in standard
Quicksort, we could use external randomness instead of internal randomness. Choose
as input a uniform distribution on all permutation π on order n and pick as pivot any,
for example always the first in the list.

Now X(π, ·) for input π we face the same distribution as with internal randomness.
The main advantage using internal randomness is the same distribution of X for every
input. Alternatively we could start with independent and identically distributed ran-
dom variables uniformly on [0, 1] and choose as pivot always the first element of the list.
Again X is deterministic for given independent and identically distributed sequence like

56



5. Partial Quicksort

for random input.

From the recursive formula (5.3) we obtain the best and worst performance of the Par-
tial Quicksort algorithm. The best behavior is by picking incidentally the l-th largest
for the Find procedure and then doing Quicksort in its best. When the pivot is the
largest all the time, then we face the worst performance of the algorithm [33].

5.3 Average number of comparisons

From equation (5.3), we obtain a recursion for the expected number of comparisons
a(n, l) = E(X(n, l))

a(n, l) = n− 1 + E (1l+1≥I(X1(I − 1, I − 1) +X1(n− I, l − I))) + E (1I>l+1X2(I − 1, l))

= n− 1 +
l∑

k=1

πn,k (a(k − 1, k − 1) + a(n− k, l − k)) +
n∑

k=l+1

πn,ka(k − 1, l)

for n ∈ N , l = 1, 2, · · · , n. Here πn,k denote the probability that the chosen pivot is
the k-th element among the n given distinct elements.

Up to now, everything holds no matter which pivot selection scheme we do use. It
is usual in the analysis of comparison-based sorting algorithms, to assume that the
probability of any permutation of the given distinct n elements is equally the same.
So we take πn,k = 1

n
for all 1 ≤ k ≤ n in the standard case and therefore we get the

recursion

a(n, l) = n− 1 +
1

n

l∑
k=1

(a(k − 1, k − 1) + a(n− k, l − k))

+
1

n

n∑
k=l+1

a(k − 1, l), l > 0 (5.4)

with the boundary conditions

∀n ∈ N a(n, 0) = 0 and ∀l ∈ N a(0, l) = 0.

The recurrence (5.4) reflects the cost for splitting the array a(k−1, k−1), a(n−k, l−k)
and the cost for sorting a(k− 1, l). In this recurrence, the number of comparisons done
to choose the pivot is n− 1, and k refers to the position of the pivot chosen with prob-
ability 1

n
.

When k is smaller than l, the algorithm fully sorts the entire left subarray, and partial
quicksort call itself recursively for the right subarray of size n − k. In the other case
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5. Partial Quicksort

when k is greater than l, the algorithm sorts the l smallest elements in the left subarray
of size k − 1.
Let tn,l denote the toll function given by

tn,l = n− 1 +
1

n

l∑
k=1

a(k − 1, k − 1)

Hence, we get the recurrence

a(n, l) = tn,l +
1

n

l∑
k=1

a(n− k, l − k) +
1

n

n∑
k=l+1

a(k − 1, l) (5.5)

The recurrence (5.5) is the recurrence for the average number of comparisons made
by Quickselect. The next lemma represents the toll function expressed in terms of the
harmonic number.

Lemma 5.1. The toll function defined above is

tn,l = n− 1 +
1

n

(
l(l + 1)Hl +

l

2
(1− 5l)

)
.

Proof. By using the well known properties of the nth harmonic number

n∑
k=1

(
k
m

)
Hk =

(
n+ 1
m+ 1

)(
Hn+1 −

1

m+ 1

)
and for m=1 we get

n∑
k=1

kHk =

(
n+ 1

2

)(
Hn+1 −

1

2

)
also

∑n
k=1 Hk = (n+ 1)Hn − n, see [16]

l∑
k=1

a(k − 1, k − 1) =
l∑

k=1

(2kHk − 1− 4(k − 1))

= 2
l∑

k=1

kHk − 2l − 4
l∑

k=1

(k − 1)

= l(l + 1)Hl + l − 5

2
l(l + 1) + 2l

= l(l + 1)Hl +
l

2
(1− 5l).
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5. Partial Quicksort

The solution of the equation (5.5) is solved exactly using different techniques. Martinez
[32] translated the equation (5.5) into a functional relation over the bivariate generat-
ing functions. He used bivariate generating functions as the main tool associated to
the quantities a(n, l) and tn,l and solving the arising differential equation. Kuba [29]
connected the Partial Quicksort algorithm with the Multiple Quickselect algorithm. He
introduced a general method to find the solutions for a class of recurrences related to the
Multiple Quickselect algorithm which is again based on a difference argument of Knuth.

The second approach is much easier using a general theorem and the Lemma 5.1.
Since a(n, l) is a function of n then all a(i, ·), i < n is uniquely determined under
some boundary conditions. So if the rank of the pivot In is uniformly distributed on
{1, 2, . . . n}, the next Lemma [32] give an explicit solution for the equation (5.5)

Lemma 5.2. The average number of comparisons done by Partial Quicksort to sort
the l smallest elements out of n elements is given by

a(n, l) = 2n+ 2(n+ 1)Hn − 2(n+ 3− l)Hn+1−l − 6l + 6

if 1 ≤ l ≤ n and 0 otherwise.

Here Hn =
∑n

k=1
1
k
, n ∈ N denotes the n-th harmonic number and the values of the

sequence (Hn − lnn) decrease monotonically towards the limit:

lim
n→∞

(Hn − lnn) = γ,

where γ = 0.5772156649 . . . , is called Euler constant [27].
As we have already studied in the previous chapter, when n = l we recognize that the
partial Quicksort works exactly the same way as Quicksort. So that

a(n, n) = an = 2(n+ 1)Hn − 4n.

59





Chapter 6

Partial Quicksort as a process

The aim of this chapter is to introduce the Partial Quicksort process or simply Quicksort
process. Asymptotic running times of algorithms are widely studied. We focus here on
the distribution of comparisons done by Partial Quicksort to sort the l smallest elements
out of n elements, which is proportional to the running time of the algorithm discussed
in the previous chapter. We will specify the Partial Quicksort process as a weighted
branching process, by using the weighted branching process notation. The main result
in that chapter is the convergence almost everywhere of the sequence (Rn)n∈N to a limit
called R. Moreover the distribution of the limit R will be a fixed point.
In order to study the convergence behavior of X(n, l) as s process as n→∞, we suggest
a suitable normalization of X(n, l) as

Yn(
l

n
) :=

X(n, l + 1)− a(n, l + 1)

n+ 1
(6.1)

were a(n, j) is given as in Lemma 5.2 for 1 ≤ j ≤ n. Assume for simplicity that the
rank I(n, l) of the pivot is uniformly distributed on {1, 2, · · · , n}. I = I(n, l) depends
only on l and on the size n of the list. We have a recursion given by the following
Lemma

Lemma 6.1. For l = 0, 1, · · · , n− 1, n ∈ N and Yn(1) = Yn(n−1
n

), the random variable
Yn(·) satisfying the recursion(

Yn(
l

n
)

)
l

D
= (1l+1≤In

In
n+ 1

Y 1
In−1(

l

In − 1
)

+ 1l+1>In

(
In

n+ 1
Y 1
In−1(1) + (1− In

n+ 1
)Y 2

n−In(
l − In
n− In

)

)
+ C(n, l, In))l

where

C(n, l, i) =
1

n+ 1
(1l+1<i(a(i− 1, l + 1) + 1l+1=ia(i− 1, i− 1))

+ 1l+1>i(a(i− 1, i− 1) + a(n− i, l + 1− i)))0≤l≤n. (6.2)
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6. Partial Quicksort as a process

Proof. Straight forward by using (6.1), (5.3) and Lemma 5.2.

In the next lemma we will give an explicit formula of the function C(n, l, i). For the
proof we need the well known properties of the n-th harmonic number [16]

n∑
k=1

kHk =

(
n+ 1

2

)(
Hn+1 −

1

2

)
,∑n

k=1 Hk = (n+ 1)Hn − n and nHn−1 = nHn − 1.

Lemma 6.2. The function C as defined in (6.2) has the explicit representation

C(n, l, i) = 2
i

n+ 1
(Hi −Hn+1) + 2(1− i

n+ 1
)(Hn+1−i −Hn+1)

+ 21l≤i(−
i+ 2− l
n+ 1

(Hi+2−l −Hn+1)

− (1− i

n+ 1
)(Hn + 1− i)−Hn+1 + (n+ 3− l)(Hn+1−l −Hn+1)

− n+ i− 2 +
1

(n+ 1)(i+ 1 + l)
− 1

(n+ 1)(n+ 2− l)).

Proof. From equation (6.2), Lemma 5.2 and using the properties of the n-th harmonic
number we have

(n+ 1)C(n, l, i) = n− 1− a(n, l) + 1l<ia(i− 1, l) + l = ia(i− 1, i− 1)

+ 1l>i(a(i− 1, i− 1) + a(n− i, l − i))
= −n− 1− 2(n+ 1)Hn + 2(n+ 3− l)Hn+1−l + 6l − 6

+ 1l<i(2(i− 1) + 2iHi−1 − 2(i+ 2− l)Hi−1 − 6l + 6)

+ 1l=i(2iHi−1 − 4(i− 1)) + 1l<i(2(n− i) + 2(n− i+ 1)Hn−i)

− 2(n+ 3− l)Hn+1−i − 6(l − i) + 6

= −n− 1− 2(n+ 1)Hn+1 + 2(n+ 3− l)Hn+1−l + 2iHi

+ 21l<i(−(i+ 2− l)Hi−1 + i− 1)

+ 21l=i(l − 1) + 21l>i((n+ 1− i)Hn+1−i − 2(n+ 3− l)Hn+1−l + n+ 1)

= 2iHi + 2(n+ 1− i)Hn+1−i − 2(n+ 1)Hn+1 + n+ 1

+ 21l<i(−n+ i− 2− (i+ 2− l)Hi−l − (n+ 1− i)Hn+1−i

+ (n+ 3− l)Hn+1−l)

+ 21l=i(−n+ l − 2− (n+ 1− i)Hn+1−i + 2(n+ 3− i)Hn + 1− l)
= 2iHi + 2(n+ 1− i)Hn+1−i − 2(n+ l)Hn+1 + n+ 1

+ 21l≤i(−n+ i− 2− (i+ 2− l)Hi−1 − (n+ 1− i)Hn+1−i

+ (n+ 3− l)Hn+1−l)

= 2iHi + 2(n+ 1− i)Hn+1−i − 2(n+ l)Hn+1 + n+ 1

+ 21l≤i(−n+ i− 2− (i+ 2− l)Hi+2−l − (n+ 1− i)Hn+1−i

+ (n+ 3− l)Hn+3−l − n+ i− 2 +
1

i+ 1− l −
1

n+ 2− l ).

62



6. Partial Quicksort as a process

Notice Yn is well defined and there are no boundary conditions besides Y0 = 0 = Y1.
The equation (6.2) allows an analysis of the asymptotic of Yn(·) in n.

Proposition 6.1. Let l = ln and i = in be two sequences such that l
n
→ t ∈ [0, 1]

and in
n
→ x ∈ [0, 1] as n → ∞. Then the cost function C(n, ln, in) defined as in (6.2)

converges almost everywhere to a function C(x, t), given by

C(x, t) = 1 + 2x lnx+ 2(1− x) ln(1− x)) + 21t≤x((1− t) ln(1− t)
− (1− x) ln(1− x)− (x− t) ln(x− t)− (1− x)) (6.3)

Proof. The cost function C(n, ln, in) takes the form

C(n, l, i) = 1l≥i

(
a(i− 1, i− 1)

n
+
a(n− in, l − in)

n
+
n− 1

n
− a(n, l)

n

)
+ 1l<i

(
a(i− 1, l)

n
+
n− 1

n
− a(n, l)

n

)
(6.4)

Using lemma 5.2, and as n→∞ then ln
n

converges to some t ∈ [0, 1] and in
n

converges
to some x ∈ [0, 1] and t 6= x
For the first term in the equation (6.4)

limn→∞

(
a(i− 1, i− 1)

n
+
a(n− i, l − i)

n
+
n− 1

n
− a(n, l)

n

)
=

= 2u lnu+ 2u lnn− 4n+ 2(1− u) + 2(1− u) ln(1− u) + 2(1− u) lnn

− 2(1− t) ln(1− t)− 2(1− t) lnn− 6(t− u)− 2− 2t lnn

+ 2(1− t) ln(1− t) + 6t+ 1

= 2u lnu+ 2(1− u) ln(1− u) + 1 (6.5)

and for the second term in equation (6.4)

limn→∞

(
a(i− 1, l)

n
+
n− 1

n
− a(n, l)

n

)
=

= 2u+ 2u lnu+ 2u lnn− 2(u− t) ln(u− t)− 2(u− t) lnn

− 6t− 2− 2t lnn+ 2(1− t) ln(1− t) + 6t+ 1

= 2u+ 2u lnu+ 2(1− t) ln(1− t)− 2(u− t) ln(u− t)− 1

(6.6)

Combining equation (6.5) with equation (6.6) finishes the proof.

Extend Yn(·) nicely to a suitable right continuous step function with values in function
space D = D[0, 1], the space of cadlag functions on the unit interval [0, 1].
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6. Partial Quicksort as a process

We shall use the extension

Yn(t) := Yn(
bntc
n

). (6.7)

Here bxc denotes to the largest integer less than or equal to x. The process Yn is
continuous at 1 and satisfying the recursion

Yn(t)
D
= (1t<Un

In
n+ 1

Y 1
In−1(

nt

In − 1
∧ 1)

+ 1t≥Un

(
In

n+ 1
Y 1
In−1(1) + (1− In

n+ 1
)Y 2

n−In(
t− Un
1− Un

)

)
+ C(n, bntc , In)

for n ≥ 1 with the boundary conditions

∀n ∈ N Yn(0) = 0 and ∀t ∈ [0, 1] Y0(t) = 0.

In short notations the above equation can be written as

Yn
D
= ϕn(Un, (Y

1
k )k<n, (Y

2
k )k<n) (6.8)

for a suitable ϕn : [0, 1]×Dn ×Dn → D.

If n → ∞ Un converges weakly to a random variable U with uniform distribution on
[0, 1]. Under appropriate conditions the next theorem show that Yn converges weakly
to a aprocess Y with values in D. The next theorem is one of our major results.

Theorem 6.2. The process (Yn( l
n
))l∈{0,1,2,··· ,n} converges as n→∞ in distribution to a

process Y = (Y (t))t∈[0,1] with values in D satisfying the stochastic fixed point equation

(Y (t))t∈[0,1]
D
= (1t≥U

(
UY 1(1) + (1− U)Y 2(

t− U
1− U )

)
+ 1t<UUY

1(
t

U
) + C(U, t))t∈[0,1]

Here U is a uniformly distributed random variable on the unit interval [0, 1]. The
random variables Y 1, Y 2, U are independent. The random variables Y 1 and Y 2 have
the same distribution as Y with values in D. The cost function C = C(·, ·) is given by
equation (6.3).

Figure 6.1.a illustrate the sorting by the Partial Quicksort and Figure 6.1.b illustrate
the corresponding binary tree.
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6. Partial Quicksort as a process

Figur 6.1.a Figur 6.1.b

Figure 6.1: Partial Quicksort and the corresponding binary tree.

6.1 Model description

Let G := D × D↑ and let H := D. For all f, f1, f2 ∈ D and g, g1, g2 ∈ D↑ define the
operation ∗ : G×G→ G by

∗ ((f1, g1), (f2, g2)) := (f1, g1) ∗ (f2, g2) = (f1 · f2 ◦ g1, g2 ◦ g1) . (6.9)

where ◦ denotes the convolution and · is the pointwise multiplication in D.

For all f, f1, h ∈ D and g, g1 ∈ D↑, define the operation ⊗ : G×H → H by

⊗ ((f, g), h) := (f, g)⊗ h = f · h ◦ g.
For all f, f1, f2, f́ , f́1, f́2 ∈ D ,the operation ∗ is bilinear in the first coordinate on D×D↑,

(f1 + f2, g) ∗ (f́ , ǵ) = (f1, g) ∗ (f́ , ǵ) + (f2, g) ∗ (f́ , ǵ)

(f, g) ∗ ((f́1 + f́2, ǵ) = (f, g) ∗ (f́1, ǵ) + (f, g) ∗ (f́2, ǵ).

And for all f, f́1, f́2, h ∈ D g,∈ D↑

(f1 + f2, g)⊗ h = (f1, g)⊗ h+ (f2, g)⊗ h,
(f, g)⊗ (h1 + h2) = (f, g)⊗ h1 + (f, g)⊗ h2.

The tuple (f, g) ∈ G has the interpretation of a map Mf,g : H → H acting as

(Mf,g(h))(t, n) = f(t, n)h(g(t, n)). (6.10)

The first coordinate f is a space transformation and the second coordinate g is a
time and index transformation. The semigroup structure ∗ is the composition of the
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6. Partial Quicksort as a process

corresponding maps. Since H is a vector space and R is a lattice, we will embed G to
maps HH and use freely the induced structures + ,· and ∨.

(Mf,g +Mf1,g1)(h) = Mf,g(h) +Mf1,g1(h),

a · (Mf,g)(h) = (a ·Mf,g)(h),

and
(Mf,g ∨Mf1,g1)(h) = ((Mf,g)(h)) ∨ (Mf1,g1(h)).

It is easy to see the equation (6.9) as follow

Mf,g ◦Mf1,g1(h)(t, n) = Mf,g(f1(t, n), h(g1(t, n)))

= f(t, n) · (f1, h(g1))(g(t, n))

= f(t, n)f1(g(t, n)h(g1(g(t, n)))

= Mf ·f1◦g,g1◦g(h)(t, n).

Proposition 6.3. (G, ∗) is a measurable semigroup with neutral element (1, id), and
the grave grave ∆ in G is the element (0, 0) where id is the identity and 1, 0 denote the
function constant 1 and 0 respectively. G operates via ⊗ transitive and measurable on
the measurable space H.

To specify the Partial Quicksort process discussed in the previous chapter as a weighted
branching process we translate the above recurrence into weighted branching process
notations. The recurrence of the Partial Quicksort process see [33] takes the form

(Y v(t))t∈[0,1] =

(
1Uv≤t(1− U v) · Y v2(

t− U v

1− U v
) + 1Uv>tU

v · Y v1(
t

U v
) + C(U v, t)

)
t∈[0,1]

,

where the cost function C is given by

C(U v, t) = 2U v lnU v + 1Uv≤t(1 + U vQv1 + 2(1− U v) ln(1− U v)) (6.11)

+ 1Uv>t (2U v − 1 + 2(1− t) ln(1− t)− 2(U v − t) ln(U v − t)) .

Here U v, v ∈ V is uniformly distributed random variable on the unit interval [0, 1]. The
random variable Qv has a limiting Quicksort distribution. The random variables Y 1,
Y 2, U v and Qv are independent. The random variables Y 1 and Y 2 have the same distri-
bution as Y with values in D. In the next section we will construct the corresponding
binary tree.

6.1.1 Binary tree

Consider the binary tree
V = {1, 2}N .

For v = v1v2 · · · vn ∈ V, n ∈ N and for m ∈ N, m ≤ n, v|m = v1v2 · · · vm denote to
the m-th coordinate of v. Let U v : Ω → [0, 1] , v ∈ V be independent and identically
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6. Partial Quicksort as a process

uniformly distributed random variables on the unit interval [0, 1]. Let Qv, v ∈ V be the
random variable has a limiting Quicksort distribution.

Define a map T vi : Ω→ G, the weights on the edges (v, vi), v ∈ V, i ∈ {1, 2} by

T vi := (Avi , B
v
i ) for all v ∈ V

and
T v = (T v1 , T

v
2 , 0, · · · )

For all v ∈ V, define the following parameters

Av1(t) := 1Uv>tU
v,

Av2(t) := 1Uv≤t(1− U v),

Av3(t) := 0 = Av4(t) = · · ·

Bv
1(t) :=

(
t

U v
∧ 1

)
t∈[0,1]

Bv
2(t) :=

(
t− U
1− U ∨ 0

)
t∈[0,1]

Bv
3(t) := 0 = Bv

4(t) = · · · . (6.12)

Define a map Cv : Ω→ H, the vertex weight by

Cv := C(U v, .) + 1Uv≤tU
vQv1, (6.13)

where C is given in (6.3).

Remark 6.4. Here (Av, Bv, Cv) , v ∈ V in terms of U v are iid copies of (A,B,C).
The edge weight T vi attached to the edge (v, vi) is given by (Avi , B

v
i ). The tuple

(V, (T v, Cv)v∈V, (G, ∗, H,⊗)) is a weighted branching process.

Consider the weighted branching process as given above and for all v ∈ V, define the
sequence

Rv
n :=

∑
w∈V<n

Lvw ⊗ Cvw, Rv
0 = 0, (6.14)

where the family of path weights Lv := (Lvw)w∈V from the node v is given recursively
by (3.1).

Lemma 6.3. Let U be a uniformly distributed random variable on [0, 1] and C defined
as in (6.13). Then for all t ∈ [0, 1) E(C) = 0 and V ar(C) <∞.
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6. Partial Quicksort as a process

Proof. From equations (6.11), we have

E(C) = 2

∫ 1

0

u lnudu+ E

∫ t

0

(1 + uQ+ 2(1− u) ln(1− u))du

+

∫ 1

t

(2u− 1 + 2(1− t) ln(1− t)− 2(u− t) ln(u− t))du.

It follows ∫ 1

0

u lnudu =

∫ 1

0

u2(lnu)2du = −1

4
,∫ 1

0

(1− u)2(ln(1− u))2du =
2

27
,∫ t

0

(1− u) ln(1− u)du =
1

2

(
−(1− t)2 ln(1− t) +

t2

2
− t
)
,

∫ 1

t

(u− t) ln(u− t)du =
1

2

(
(1− t)2 ln(1− t)− 1

2
(1− t)2

)
,

∫ t

0

(t− u) ln(t− u)du =
1

2

(
t2 ln t− t2

2

)
,

and ∫ 1

0

u(1− u)(lnu) ln(1− u)du =
1

108

(
37− 3π2

)
≈ 0, 068437 < 1.

Therefore

E(C)) = 2

∫ 1

0

u(lnu)du+

∫ t

0

(1 + uQ+ 2(1− u) ln(1− u))du = 0.

Moreover

E
(
C2
)
≤ 1 + 4

∫ 1

0

u lnudu+ 4

∫ 1

0

u2(lnu)2du

+ 4

∫ 1

0

(1− u) ln(1− u)du

+ 4

∫ 1

0

(1− u)2(ln(1− u))2du

+ 8

∫ 1

0

u(1− u) lnu ln(1− u)du

+
1

3
E(Q2)

< ∞.
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Our first main result is the following statement.

Theorem 6.5. Let (V, ((T1, T2), C), (G, ∗), (H,⊗)) be the weighted branching process
defined as above. Then Rv

n converges uniformly as n → ∞ almost everywhere in D to
a random variable Rv for all v ∈ V. The family Rv, v ∈ V satisfies

Rv =
2∑
i=1

T vi R
vi + Cv (6.15)

almost everywhere. Moreover, for every p > 1 holds

‖‖R‖∞‖p ≤
8 + ( 1

p+1
)
1
p ‖Q‖p

1− kp
(6.16)

where kp = ( 2
p+1

)
1
p and Q is a random variable with the Quicksort distribution.

Before we prove the above theorem we state the following consequence.

Lemma 6.4. The random variables Rv
n defined as in (6.14) satisfies the backward re-

cursion

Rv
m =

2∑
i=1

T vi ⊗Rvi
m−1 + Cv

for all v ∈ V and m ∈ N.

Proof. The sum Rv
m is well defined and by equations (6.14) and (3.2), we have

Rv
m =

∑
|w|<m

(T vw1
∗ T vw1

w2
∗ · · ·T vw1·wk−1

wk
)⊗ Cvw

=
m∑
k=0

∑
w∈Vk

(T vw1
∗ T vw1

w2
∗ · · ·T vw1·wk−1

wk
)⊗ Cvw

= Cv +
m∑
k=1

2∑
i=1

∑
x∈Vk−1

(T vi ∗ T vix1 ∗ · · ·T vix1···xk−2)⊗ Cvix

= Cv +
2∑
i=1

T vi ∗ (
m∑
k=1

∑
x∈Vk−1

T vix1 ∗ · · ·T vix1···xk−2)⊗ Cvix

= Cv +
2∑
i=1

T vi ∗
∑
|x|<n−1

Lvix ⊗ Cvix

= Cv +
2∑
i=1

T vi ∗Rvi
m−1.
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6. Partial Quicksort as a process

The connection between the operator K introduced in Chapter 3 and the weighted
branching process Rn, in the case of the Partial Quicksort is given by the following
Corollary.

Corollary 6.6. Let the starting measure µ0 be the point measure on the function 0 ∈ D
identical 0. Then the random variables Rn defined as in (6.14) satisfies

Rn+1 = Cφ +
∑
i∈N

Aφi ·Ri
n ◦Bφ

i , (6.17)

where Ri
n denotes the the random variable Rn for the tree with root i. The distribution

of Rn is Kn(µ0).

Proof. In the positive case all Rn and n−fold iterates Kn(µ0) are well defined [25]. By
Lemma 6.4, the sequence Rn satisfies the backward recursion

Rn+1 = Cφ +
∑
i∈N

T φi ⊗Ri
n.

If T vi := (Avi , B
v
i ) for all v ∈ V, i ∈ N and T v = (T v1 , T

v
2 ), then by the settings in

Section 6.1 we have

Rn = Cφ +
∑
i∈N

(
Aφi , B

φ
i

)
⊗Ri

n

= Cφ +
∑
i∈N

Aφi ·Ri
n ◦Bφ

i .

To prove the distributional result on Rn we use the mathematical induction on n. The
induction base case when n = 1 is true since R1 = Cφ has the distribution K(µ0). For
the inductive step n to n+ 1 argue by the backward recursion

Rn+1 = Cφ +
∑
i∈N

Aφi ·Ri
n ◦Bφ

i

= K(L(Rn))

= K(Kn(µ0))

= Kn+1(µ0).

Here the random variables
(
Aφi , B

φ
i , C

φ
)
, Ri

n, i ∈ N are independent.

For all v ∈ V, n ∈ N define Svn : Ω→ D by

Svn :=
∑
|w|=n

Lvw ⊗ Cvw, Sv0 = Cv. (6.18)

The equation (6.18) defines the total weight in the n-th generation. Our interest con-
centrates on the total weight (cost) regarded up to the n-th generation. From equations
(6.18) and (3.3), we have

Svn = Rv
n+1 −Rv

n (6.19)
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6. Partial Quicksort as a process

Using equation (3.5) it is easy to show that for all ω ∈ Ω and Sn(ω) ∈ D,

Svn =
∑
i∈N

T φi ∗ Svin−1 (6.20)

where Ti defined as in (6.12) and S1
n and S2

n are the Sn random variable for the tree
with root i.

Using the equation (6.12) and (6.20), for all t ∈ [0, 1] we obtain

Svn(t) =
∑
i∈N

(
Avi · Svin−1 ◦Bv

i

)
(t)

=
(
Av1 · Sv1

n−1 ◦Bv
1 + Av2 · Sv2

n−1 ◦Bv
2

)
(t)

and therefore

Svn(t) = 1Uv>tU
vSv1

n−1(
t

U v
) + 1Uv≤t(1− U v)Sv2

n−1(
t− U v

1− U v
). (6.21)

Lemma 6.5. Let Svn, n ∈ N, v ∈ V be as above. Then for all n ∈ N, E(‖Sn‖∞) = 0
and V ar(‖Sn‖∞) converges exponentially fast to 0, as n→∞.

Proof. Notice (Svn)n
D
= (Sφn)n. By equation (6.21)

‖Sn‖2
2,D = ‖TiSn−1‖2

2,D

= E

(
sup
t

∣∣∣∣1t<UUS1
n−1(

t

U
) + 1t≥U(1− U)S2

n−1(
t− U
1− U )

∣∣∣∣2
)

= E sup
t

((
1t<UUS

1
n−1(

t

U
)

)2

+

(
1t≥U(1− U)S2

n−1(
t− U
1− U )

)2
)
.

All mixed terms are zero. The first term is

E sup
t

(
1t<UUS

1
n−1(

t

U
)

)2

= E

(
U2 sup

t≤u
(S1

n−1(
t

U
))2

)
≤ E

(
U2
∥∥S1

n−1

∥∥2

∞

)
≤ E(U2)E

(∥∥S1
n−1

∥∥2

∞

)
(6.22)

And the second term is

E sup
t

(
1t≥U(1− U)S2

n−1(
t− U
1− U )

)2

= E

(
(1− U)2 sup

t≥U
S2
n−1(

t− U
1− U )2

)
≤ E

(
(1− u)2

∥∥S2
n−1

∥∥2

∞

)
≤ E

(
1− u)2

)
E
(∥∥S2

n−1

∥∥2

∞

)
(6.23)
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Then we have

‖Sn‖2
2,D ≤

(
EU2 + E(1− U)2

)
E
(∥∥S2

n−1

∥∥2

∞

)
≤ 2

3
E
(∥∥S2

n−1

∥∥2

2,D

)
.

For n ∈ N0, let bn := ‖Sn−1‖2,D. Notice bn does not depend on the vertex v. Then

b2
n ≤

2

3
b2
n−1,

and therefore by iteration of the inequality

b2
n ≤

(
2

3

)n
b2

0 <∞.

Where b0 = ‖S0‖2,D = ‖C(U, .)‖2,D <∞.

Let A(t) :=
∑

i |Ai(t)| for all t ∈ [0, 1] and note that E ‖A‖∞ = E(U) + E(1− U) = 1
and ∑

i=1,2

E sup
t∈[0,1]

|Ai(t)|2 = EU2 + E(1− U)2 = 2E(U2) =
2

3
< 1.

Lemma 6.6. For fixed t ∈ [0, 1] and n ∈ N, V ar(Rn(t)) converges exponentially fast
to 0, as n→∞.

Proof. The random variables Sj,∈ N are pointwise well defined and measurable. By
Theorem 6.5 we have

E
(
Rn(t)2

)
= E

(n−1∑
j=0

Sj(t)

)2


= E

(∑
i

∑
j

Sj(t)Sj(t)

)
=

∑
i

∑
j

E (Si(t)Sj(t))

=
n−1∑
i=0

E
(
(Si(t))

2
)

+
n−1∑
i=0

∑
i 6=j

E (Si(t)Sj(t)) .

By the Cauchy-Schwarz inequality, Si(t)Sj(t) is integrable. For i, j ∈ N and i ≤ j,
define

Bi := σ
(

(T v, Cv)|v|≤n

)
.
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By conditional expectation we have for i ≤ j

E (Si(t)Sj(t)) = E [E (Si(t)Sj(t)|Bi)]
= E [Si(t)E (Sj(t)|Bi)] = 0

Therefore

E
(
(Rn(t))2

)
=

n−1∑
i=0

E
(
(Si(t))

2
)

And therefor Lemma 6.5 finishes the proof.

Lemma 6.7. For all t ∈ [0, 1] , n ∈ N∑
n

‖Sn‖∞ <∞ almost everywhere.

Proof. By equation (2.9) and lemma 6.5, we get

E(
∑
n∈N

‖Sn‖∞) =
∑
n∈N

E(‖Sn‖∞)

=
∑
n∈N

‖‖Sn‖∞‖1

≤
∑
n∈N

‖‖Sn‖∞‖2

≤
∑
n∈N

‖Sn(t)‖2,D

≤
∑
n∈N

(
2

3

)n
2

b0 <∞

as n→∞.

Lemma 6.8. The sequence (Rn)n∈N0 is a Cauchy sequence in
(
F2(D), ‖·‖2,D

)
.

Proof. We have to show ∀ε > 0,∃n0 ∈ N such that

∀n > m ≥ n0, ‖Rn −Rm‖2,D < ε.
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By Lemma 2.18 and Lemma 6.5, the triangle inequality holds for all n > m ≥ n0

‖Rn −Rm‖2,D =

∥∥∥∥∥
n−1∑
l=m

Sl

∥∥∥∥∥
2,D

≤
n−1∑
l=m

‖Sl‖2,D

≤
∑
l≥n0

bl

≤
(

2

3

)n0
2

b0 ·
(

1−
√

2

3

)−1

→ 0 as n0 →∞.

Here for given ε use n0 such that

n0 = inf

{
m ∈ N :

∑
j≥m

‖Sj‖2,D < ε

}
.

Now we come back to the proof of the Theorem 6.5.

Proof. of the Theorem 6.5
From the above Lemma 6.1.1, the Cauchy sequence Rn, n ∈ N converges to some
R = R∞. Since Rn(t) =

∑
n∈N Sn(t), R is the point wise limit of

∑
n∈N Sn(t) for

all t ∈ [0, 1]. From the Lemma 6.1.1

E ‖R−Rn‖∞ ≤ E

∥∥∥∥∥∑
i≥n

Si

∥∥∥∥∥
∞

≤
∑
i≥n

E ‖Si‖∞

→ 0 as n→∞.

Then R is well defined almost everywhere and for every realization ω ∈ Ω and every
t ∈ [0, 1], the limit R(ω)(t) exists. By the backward view in Lemma 6.4 going to the
limit as n → ∞ and by the almost everywhere convergence R satisfies the equation
(6.15). For the equation (6.16), by the backward equation in Lemma 6.4 we have

‖Rn‖∞ =
∥∥T1R

1
n−1 ∨ T2R

2
n−1

∥∥
∞ + ‖C‖∞ .

Consider the weighted branching process as above but with cost function

C̄v := 8 + U v |Qv| , v ∈ V.
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Define
R̄v
n :=

∑
j<n

∨
w∈Vj

LvwC̄
vw.

Then R̄0 = 0 and R̄n ↑ R̄ point wise,

R̄v
n = T v1 R̄

v1
n−1 ∨ T v2 R̄v2

n−1 + C̄v

for n ∈ N. By an induction on n we show
∥∥Rv

n+1

∥∥
∞ ≤ R̄v

n+1. If n = 1, ‖Rv
1‖∞ =

‖Cv‖∞ ≤ 8 then ‖Rv
1‖∞ ≤ R̄v

1. For the induction step n to n+ 1 argue by∥∥Rv
n+1

∥∥
∞ ≤

∥∥T1R
v1
n ∨ T2R

v2
n

∥∥
∞ + ‖Cv‖∞

≤
∥∥T1R

v1
n ∨ T2R

v2
n

∥∥
∞ + C̄v

≤ T1R
v1
n ∨ T2R

v2
n + C̄v = R̄v

n+1.

Then for p > 1∥∥R̄n

∥∥
∞ ≤

∥∥T1R̄
v1
n ∨ T2R̄

v2
n

∥∥
p

+
∥∥C̄∥∥

p

≤ (E
∣∣T1R̄

1
n−1

∣∣p + E
∣∣T2R̄

2
n−1

∣∣p) 1
p + 8 + ‖UQ‖p

≤ ‖Rn−1‖p (E |T1|p + E |T2|p)
1
p + 8 + ‖UQ‖p

≤ kp ‖Rn−1‖p + 8 + ‖UQ‖p

≤
n∑
i=0

kip

(
‖U‖p ‖Q‖p + 8

)
≤

8 + ‖U‖p ‖Q‖p
1− kp

.

where

kp = E |T1|p + E |T2|p ≤ E |U |p + E |1− U |p

≤ 2E(Up) ≤ 2

p+ 1
.

And therefore ∥∥R̄∥∥
p

= lim
n→∞

∥∥R̄n

∥∥
p

=
8 + ( 1

p+1
)
1
p ‖Q‖p

1− kp
.

6.2 Convergence of the discrete Quicksort process

In this section we prove the convergence of finite dimensional marginals of Yn to Y . We
will define a nice version of Yn such that Yn(t) converges in L2-norm to Y (t) for every
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t ∈ [0, 1]. This requires to define a nice family (Y v
n )n∈N of random variables with values

in D, indexed by the tree V. We will include the Partial Quicksort process via the index
∞, compare this with the Weighted branching processes in Chapters 4 and 6.

Let V = {1, 2}N be the binary tree and define

H :=
{
h : [0, 1]× N̄0 → R|∀n ∈ N̄0 h(·, n) ∈ D

}
Here N̄ = N ∪ {∞}. Let G2 be the set of all maps g : [0, 1] × N̄0 → [0, 1] × N̄0 such
that g(·, 0) = 0, ∀n ∈ N Φ2(g(·, n)) < n and Φ2(g(·,∞)) =∞. Here φ2 denotes the
projection to the second coordinate.
Let G = H ×G2 and define the semigroup operation ∗ : G×G→ G by

∗ ((f1, g1), (f2, g2)) := (f1, g1) ∗ (f2, g2) = (f1 · f2 ◦ g1, g2 ◦ g1)

for all f1, f2 ∈ [0, 1] and g1, g2 ∈ N̄0. Here ◦ denotes the convolution and · is the
pointwise multiplication in [0, 1]. The semigroup (G, ∗) has the neutral element (1, id),
the function identically 1, the identity and the grave is (0, id).
For all f, f1, h ∈ [0, 1] and g, g1 ∈ G2, define the operation ⊗ : G×H → H by

⊗ ((f, g), h) := (f, g)⊗ h = f · h ◦ g.

For all f, f́1, f́2, h ∈ H and g ∈ G2

(f1 + f2, g)⊗ h = (f1, g)⊗ h+ (f2, g)⊗ h,

(f, g)⊗ (h1 + h2) = (f, g)⊗ h1 + (f, g)⊗ h2.

The tuple (f, g) ∈ G has the interpretation of a map Mf,g : H → H via

(Mf,g(h))(t, n) = f(t, n)h(g(t, n)). (6.24)

The first coordinate f is a space transformation and the second coordinate g is a time
and index transformation. The semi group structure ∗ is the composition of the corre-
sponding maps. Since H is a vector space and R is a lattice, we will embed G to maps
HH and use freely the induced structures + ,· and ∨.

(Mf,g +Mf1,g1)(h) = Mf,g(h) +Mf1,g1(h),

a · (Mf,g)(h) = (a ·Mf,g)(h),

and
(Mf,g ∨Mf1,g1)(h) = ((Mf,g)(h)) ∨ (Mf1,g1(h))) .

Let U v : Ω→ [0, 1] , v ∈ V be independent and identically uniformly distributed random
variables on the unit interval [0, 1]. Let Qv, v ∈ V be a random variable has a limiting
Quicksort distribution.
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6. Partial Quicksort as a process

Define T vi : Ω→ G, the weights on the edges (v, vi), v ∈ V, i ∈ {1, 2} by

T vi := (Avi , (B
v
i , J

v
i )) for all v ∈ V, i ∈ N,

and T v = (T v1 , T
v
2 ) with values in G and the vertex weight Cv with values in H by the

following coefficients

Ivn = dnUe

U v
n =

Ivn
n

Jv1 (t, n) = Ivn − 1

Jv2 (t, n) = n− Ivn
Av1(t, n) = 1t<Uv

n

Ivn − 1

n

Av2(t, n) = 1t≥Uv
n
(1− Ivn

n
)

Bv
1(t, n) = 1 ∧ bntc

Ivn − 1

Bv
2(t, n) = 0 ∨ t− U v

n

1− U v
n

Cv(t, n) = C(n, bntc , Ivn) + 1t≥uvn
Ivn − 1

n
Qv1
Ivn−1 (6.25)

Notice Jv1 (t, n) + Jv2 (t, n) = n − 1. For n ∈ N, v ∈ V, with the above coefficients we
expect for the limit the following parameters:

Jv1 (t,∞) = ∞
Jv2 (t,∞) = ∞
Av1(t,∞) = 1t<UvU v

Av2(t,∞) = 1t≥Uv(1− U v)

Bv
1(t,∞) = 1 ∧ t

U v

Bv
2(t,∞) = 0 ∨ t− U v

1− U v

Cv(t,∞) = c(U v, t) + 1t≥UvU vQv1 (6.26)

where t ∈ [0, 1] and for i = 1, 2, Avi (·, 0) is identically 0.

Define

Rv
m(t, n) :=

∑
w∈V<m

(Lvw ⊗ Cvw)(t, n) (6.27)

for m,n ∈ N̄0, v ∈ V, t ∈ [0, 1].
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6. Partial Quicksort as a process

Proposition 6.7. The random variables Rv
m defined as above satisfy the backward re-

cursion

Rv
m(t, n) =

2∑
i=1

(T vi ⊗Rvi
m−1)(t, n) + Cv(t, n)

for all m ∈ N̄0 and v ∈ V .

Proof. The sum Rv
m is well defined and by equations (6.27) and (3.2), we have

Rv
m(t, n) =

∑
|w|<m

((T vw1
∗ T vw1

w2
∗ · · ·T vw1·wk−1

wk
)⊗ Cvw)(t, n)

=
m∑
k=0

∑
w∈Vk

((T vw1
∗ T vw1

w2
∗ · · ·T vw1·wk−1

wk
)⊗ Cvw)(t, n)

= Cv(t, n) +
m∑
k=1

2∑
i=1

∑
x∈Vk−1

((T vi ∗ T vix1 ∗ · · ·T vix1···xk−2)⊗ Cvix)(t, n)

= Cv(t, n) +
2∑
i=1

(T vi ∗ (
m∑
k=1

∑
x∈Vk−1

T vix1 ∗ · · ·T vix1···xk−2)⊗ Cvix)(t, n)

= Cv(t, n) +
2∑
i=1

(T vi ∗
∑
|x|<n−1

Lvix ⊗ Cvix)(t, n)

= Cv(t, n) +
2∑
i=1

(T vi ∗Rvi
m−1)(t, n).

Lemma 6.9. For every n ∈ N0, the function Rv
m(·, n) converges almost everywhere

pointwise as m → ∞ to Rv
∞(·, n) =

∑
w∈V L

v
wC

vw(·, n) for every v ∈ V. The limit
satisfies the equation

Rv
∞(·, n) = Y v

n .

Proof. By definition Rv
m(w)(t, n) is increasing in m for every realization ω ∈ Ω and

every t in the unit interval [0, 1]. Therefore exists the limit Rv
∞ which has only finitely

many non zero summands. By equation 6.27 going to the limit as m→∞ we get

Rv
∞(·, n) =

∑
w∈V

Lvw ⊗ Cvw(·, n)

for every n ∈ N0, v ∈ V. We prove the second statement by induction on n. The cases
n = 0 and n = 1 are true since Y v

0 = 0 = Rv
∞(·, 0) and Y v

1 = 0 = Rv
∞(·, 1). For the

induction step use the representation given in equation (6.8) for Yn and the backward

78



6. Partial Quicksort as a process

equation in Proposition 6.7 for R∞, so we have

Rv
∞(t, n) = T v1 ⊗Rv1

∞(t, n) + T v1 ⊗Rv2
∞(t, n) + Cv(t, n)

= Av1(t, n)Rv1
∞(Bv

1(t, n), Jv1 (t, n)) + Av2(t, n)Rv2
∞(Bv

2(t, n), Jv2 (t, n)) + Cv(t, n)

= Av1(t, n)Y v1
Jv
1 (t,n)(B

v
1(t, n)) + Av2(t, n)Y v2

Jv
2 (t,n)(B

v
2(t, n)) + Cv(t, n)

= 1t<Uv
n

Ivn − 1

n
Y v1
Ivn−1(1 ∧ bntc

Ivn − 1
) + 1t≥Uv

n
(1− Ivn

n
)Y v2

Ivn−1(0 ∨ t− U v
n

1− U v
n

) + Cv(t, n)

= Y v
n .

Remark 6.8. By Lemma 6.9, Rv(t, n) = Rv
∞(t, n) is the limit of Rv

m(t, n) as m→∞.
Since Rv

m(t, n) =
∑

n∈N0
Svm(t, n) then R(t, n) is the point wise limit of

∑
m∈N0

Svm(t, n)
for all t ∈ [0, 1], v ∈ V, n ∈ N̄0. Then R is well defined almost everywhere and for every
realization ω ∈ Ω and every t ∈ [0, 1], the limit Rv

∞(ω)(t, n) exists almost everywhere.
By the backward view in Proposition 6.7 going to the limit as m → ∞ and by the
almost everywhere convergence Rv

∞ satisfies the equation

Rv
∞(t, n) =

2∑
i=1

(T vi ⊗Rvi
∞)(t, n) + Cv(t, n).

For m,n ∈ N̄0, v ∈ V and t ∈ [0, 1], define

Svm(t, n) = Rv
m+1(t, n)−Rv

m(t, n).

The last equation takes the form

Svm(t, n) =
∑
w∈Vm

(Lvw ⊗ Cvw)(t, n), Sv0 (t, n) = 0.

In the following let v, w, w̄ ∈ V, m, n̄ ∈ N̄0 and t ∈ [0, 1]. Notice Lvw = (Avw, B
v
w, J

v
w)

acts as a map on H via

(Lvw ⊗ h)(t, n) =: Avw(t, n)h(Bv
w(t, n), Jvw(t, n)) (6.28)

Define an operator E(Lvw) acting on H by

E ((Lvw ⊗ h)(t, n)) = ((E(Lvw))(h)) (t, n), (6.29)

and define another operator (L)2 on H via

((L)2)(h) = (L(h))2. (6.30)

Let Am be the σ-field generated by all random variables U v, v ∈ V<m,m ∈ N̄0. The
random variable Lvw is measurable with respect to A|vw| and Cv is independent of A|v|.
Before we look at the second main theorem we have to prove some necessary results.
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6. Partial Quicksort as a process

Proposition 6.9. For all v, w 6= w̄ ∈ V, n ∈ N̄0 and t ∈ [0, 1], holds

E(Lvw ⊗ Cvw(t, n) · Lvw̄ ⊗ Cvw̄(t, n)) = 0 for w 6= w̄.

Proof. Since Lvw is measurable with respect to A|vw| and Cvw is independent of A|vw|,
then by equation (6.28) we have

E(Lvw ⊗ Cvw(t, n)|A|vw|) = E(Avw(t, n)Cvw((Bv
w, J

v
w)(t, n))|A|vw|)

= (Avw(t, n))E(Cvw((Bv
w, J

v
w))(t, n)|A|vw|)

= 0.

We prove the statement for the possible two cases. For |w| 6= |w̄|

L.H.S. = E(Lvw ⊗ Cvw(t, n) · Lvw̄ ⊗ Cvw̄(t, n))

=
(
E(Avw(t, n)Cvw((Bv

w, J
v
w)(t, n))E(Avw̄(t, n)Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw̄|))

)
= E(Avw(t, n)Avw̄(t, n)(Cvw((Bv

w, J
v
w)(t, n))E(Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw̄|))

= E(Avw(t, n)Avw̄(t, n)(Cvw((Bv
w, J

v
w)(t, n)))E(Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw̄|)))

= 0.

The last equality follows from equation (6.31). For |w| = |w̄|, then we hav

L.H.S. = E(Lvw ⊗ Cvw(t, n) · Lvw̄ ⊗ Cvw̄(t, n))

= E
(
E(Avw(t, n)Cvw((Bv

w, J
v
w)(t, n)) · (Avw̄(t, n)Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw|))

)
= E(Avw(t, n)Avw̄(t, n)E(Cvw((Bv

w, J
v
w)(t, n))Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw|))

= E(Avw(t, n)Avw̄(t, n)(E(Cvw((Bv
w, J

v
w)(t, n))|A|vw|)E(Cvw̄((Bv

w̄, J
v
w̄)(t, n))|A|vw|)))

= 0.

Here we used the independence of Cvw and Cvw̄ given A|vw|.

Lemma 6.10. For all v ∈ V and m ∈ N̄0, we have

sup
n∈N̄0

∑
w∈Vm

E( sup
t∈[0,1]

Avw(t, n))2 ≤ (
2

3
)m.

Proof. Let b(n, i) = i−1
n
∨ n−i

n
. Since E(In) = n(n+1)

n
and E((In)2) = n(n+1)(2n+1)

6
, we

have

E((b(n, Ivn))2) = E(
1

n2
(n2 + 1 + 2(Ivn)2 − 2nIvn − 2Ivn))

=
1

n2
(n2 + 1 + 2E((Ivn)2)− 2nE(Ivn)− 2E(Ivn))

=
2

3
− 1

n
+

1

3n2
≤ 2

3
.
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6. Partial Quicksort as a process

By definitions of Avi (t, n), i = 1, 2 in (6.25), we note that supi suptA
v
i (t, n) ≤ b(n, Ivn)

and Aviw satisfies the recursion

Aviw(t, n) = Avi (t, n)Aviw ((Bv
i , J

v
i )(t, n)).

Let Āvw(n) = suptA
v
w(t, n), then

sup
t

∑
i

Aviw(t, n) = sup
t

∑
i

Avi (t, n)Aviw ((Bv
i , J

v
i )(t, n))

≤ sup
i

sup
t
Avi (t, n)Aviw ((Bv

i , J
v
i )(t, n))

≤ sup
i

sup
t
Avi (t, n) sup

j
sup
s
Aviw ((Bv

j , J
v
j )(s, n))

≤ b(n, Ivn) sup
j
Āviw (Jvj ).

The last inequality provides

E((Āviw(n))2) = E(sup
t
Aviw(t, n))2

= E sup
t

(
Avi (t, n)Aviw ((Bv

i , J
v
i )(t, n))

)2

≤ E sup
t

(
Avi (t, n)Aviw ((Bv

i , J
v
i )(t, n))

)2

≤ E(b(n, Ivn)2E sup
t

(Aviw ((Bv
i , J

v
i )(t, n)))2

≤ E((b(n, Ivn))2 sup
i
E(Āviw (Jvi ))2|A|v|)

≤ E((b(n, Ivn))2) sup
i
E((Āviw (Jvi ))2)

≤ 2

3
sup
i
E((Āviw (Jvi ))2)

...

≤ (
2

3
)m

The last inequality obtained by an induction on the length of w.

Theorem 6.10. Rv
m(t, n) is an L2-martingale in m with respect to A|v|+m for all t ∈

[0, 1], n ∈ N0 and v ∈ V.

Proof. Since Lvw is measurable with respect to A|vw| and Cvw is independent of A|vw|,
then by equation (6.28) we have

E(Lvw ⊗ Cvw(t, n)|A|vw|) = E(Avw(t, n)Cvw((Bv
w, J

v
w)(t, n))|A|vw|)

= E(Avw(t, n))E(Cvw((Bv
w, J

v
w))(t, n)|A|vw|) = 0.
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6. Partial Quicksort as a process

Hence the martingale property follows by

E(Rv
m(t, n)|A|v|+m) =

∑
w∈Vm

E(Lvw ⊗ Cvw(t, n)|A|v|+m) = 0

For the L2 statement, let a = supt∈[0,1] supn∈N0
E((C(t, n))2). By Proposition 6.9, we

have

sup
(t,n)

E(Svm(t, n))2 =
∑
w∈Vm

E((Avm(t, n)Cvw((Bv
w, J

v
w)(t, n)))2)

=
∑
w∈Vm

E(((Avm(t, n))2E(Cvw((Bv
w, J

v
w)(t, n)))2|A|vw|)

≤ sup
t∈[0,1]

sup
n∈N0

E((C(t, n))2)
∑
w∈Vm

E((Avm(t, n))2)

≤ a sup
t∈[0,1]

∑
w∈Vm

E((Avm(t, n))2)

≤ a
∑
w∈Vm

sup
t∈[0,1]

E((Avm(t, n))2)

≤ a · (2

3
)m <∞.

From the above Theorem we get the next Corollary

Corollary 6.11. It holds that

sup
t

sup
n
E(((Rv

∞ −Rv
m)(t, n))2) ≤ a · (2

3
)m−1, v ∈ V,m ∈ N̄0.

Proof. From Theorem 6.10, we obtain

E(SvmS
v
m) =

∑
v∈Vm

E((Lvw ⊗ Cvw)2)

= E(
∑
v∈Vm

(Lvw ⊗ Cvw)2)

≤ E sup
(t,n)

(
∑
v∈Vm

(Lvw ⊗ Cvw)2)(t, n))

≤ a · (2

3
)m

Therefore by the triangle inequality we get

E(((Rv
∞ −Rv

m)(t, n))2) ≤
∑
i≥m

E(((Rv
i+1 −Rv

i )(t, n))2)

≤
∑
i≥m

E((Svm)2)

≤ a ·
∑
i≥m

(
2

3
)i =

3

2
a · (2

3
)m.

82



6. Partial Quicksort as a process

Now we come to the second main result of this chapter:

Theorem 6.12. The above version of the Partial Quicksort process Yn(t) converges in
L2-norm to the limit Y (t) for every t ∈ [0, 1]. All finite-dimensional marginals converge
and are uniformly integrable.

Proof. Without loss of generality let t be none of the finitely many splitting points of
the tree v ∈ V up to depths m. We estimate ‖Rv

m(t, n)−Rv
m(t,∞)‖2 by the finite sum

over all w ∈ Vm of the terms ‖(Lvw ⊗ Cvw)(t, n)− (Lvw ⊗ Cvw)(t,∞)‖2. We shall show
every such term converges to 0.

‖Rv
m(t, n)−Rv

m(t,∞)‖2 =

= ‖
∑
|w|<m

(Lvw ⊗ Cvw)(t, n)−
∑
|w|<m

(Lvw ⊗ Cvw)(t,∞)‖2

≤
∑
|w|<m

‖Avw(t, n)Cvw((Bv
w, J

v
w)(t, n))− Avw(t,∞)Cvw((Bv

w, J
v
w)(t,∞))‖2

≤
∑
|w|<m

‖Avw(t, n)Cvw((Bv
w, J

v
w)(t, n))− Avw(t,∞)Cvw((Bv

w, J
v
w)(t, n))

+ Avw(t,∞)Cvw((Bv
w, J

v
w)(t, n))− Avw(t,∞)Cvw((Bv

w, J
v
w)(t,∞))‖2

By the triangle inequality we have

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
≤

∑
|w|<m

‖Avw(t, n)Cvw((Bv
w, J

v
w)(t, n))− Avw(t,∞)Cvw((Bv

w, J
v
w)(t, n))‖2

+
∑
|w|<m

‖Avw(t,∞)Cvw((Bv
w, J

v
w)(t, n))− Avw(t,∞)Cvw((Bv

w, J
v
w)(t,∞))‖2

≤
∑
|w|<m

‖Avw(t, n)− Avw(t,∞)‖2 sup
s∈[0,1]

sup
i
‖Cvw(s, i)‖2

+
∑
|w|<m

‖Avw(t,∞)‖2‖Cvw((Bv
w, J

v
w)(t, n))− Cvw((Bv

w, J
v
w)(t,∞))‖2

The first term converges as n → ∞ to 0 since ‖Avw(t, n) − Avw(t,∞)‖2 converges to 0
almost everywhere and is uniformly bounded by 1. Hence we have

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
∑
|w|<m

‖Cvw((Bv
w, J

v
w)(t, n))− Cvw((Bv

w, J
v
w)(t,∞))‖2

By the triangle inequality

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
∑
|w|<m

‖C(U vw
Jv
w(t,n))− C(U vw)‖2

+
∑
|w|<m

‖1Bv
w(t,n)≥Uvw

Jv
w(t,n)

Jvw1
(t, n)Qvw1

Jv
w1(t,n) − 1Bv

w(t,∞)<UvwU vwQvw1‖2
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From the Corollary 6.11, U vw
m converges almost everywhere to U vw for m → ∞. Then

the dominated convergence provides that the first term converges to 0, since Jvw(t, n)→
∞ as n→∞ and the function C is bounded. Estimate the second term as follow

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
∑
|w|<m

‖(1Bv
w(t,n)≥Uvw

Jv
w(t,n)

− 1Bv
w(t,∞)<Uvw)Jvw1

(t, n)Qvw1

Jv
w1

(t,n)‖2

+
∑
|w|<m

‖1Bv
w(t,∞)<Uvw(Jvw1

(t, n)− U vw)Qvw1

Jv
w1

(t,n)‖2

+
∑
|w|<m

‖1Bv
w(t,∞)<UvwU vw(Qvw1

Jv
w1

(t,n) −Qvw1)‖2

≤
∑
|w|<m

‖1Bv
w(t,n)≥Uvw

Jv
w(t,n)

− 1Bv
w(t,∞)<Uvw‖2 sup

m
‖Qm‖2

+
∑
|w|<m

‖Jvw1
(t, n)− U vw‖2 sup

m
‖Qm‖2

+
∑
|w|<m

‖Qvw1

Jv
w1

(t,n) −Qvw1‖2

The first term converges to 0, since ‖1Bv
w(t,n)≥Uvw

Jv
w(t,n)

− 1Bv
w(t,∞)<Uvw‖2 is bounded and

converges almost everywhere to 0. The second term converges to 0, since ‖Jvw1
(t, n) −

U vw‖2 is bounded and converges almost everywhere to 0. Hence we get

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
∑
|w|<m

‖Qvw1

Jv
w1

(t,n) −Qvw1‖2.

Let bm := ‖Qm −Q‖2. Notice bm converges almost everywhere to 0 as m → ∞. Then
we obtain

‖Rv
m(t, n)−Rv

m(t,∞)‖2 ≤
∑
|w|<m

E(E(Qvw1

Jv
w1

(t,n) −Qvw1 |A|vw1|))

≤ E(bJn
w1

(t,n))→ 0 as n→∞.

And therefore by Lemma 6.9

‖Yn(t)− Y (t)‖2 → 0 as n→∞

for all t ∈ [0, 1].

Remark 6.13. For a vector t = (t1, t2, · · · , tk) ∈ R
∗, k ∈ N̄, and a real valued function

f(t), let
f(t) = (f(t1), f(t2), · · · , f(tk)))

A finite dimensional distribution of a process X = (X(t))t∈[0,1] is the distribution of the
X(t), t ∈ [0, 1]∗.
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6.3 Conclusion

The online version of Partial Quicksort “Quicksort on the fly” provides returns the
input in increasing natural order during the sorting process. The normalized asymptotic
number of comparisons needed to sort the l-th smallest out of n appears as a weighted
branching process in l. It appear as limiting distributions solutions of some stochastic

fixed points equation of the form Y
D
=
∑

iAiYi ◦ Bi + C with path in the space D of
cadlag functions on the unit interval.
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Appendix A

Mathematical basics for stochastic
processes and their convergence

A.1 Basic definitions

In this section we introduce a short overview of the basic mathematical definitions
for stochastic processes and we refer to [2], [7] and [21] for more detailed information.
The purpose of this chapter is to give a short overview of the basic terminology used
throughout the thesis, and to emphasize certain mathematical results for stochastic
processes and its asymptotic properties which are important in the proofs.

A.1.1 Asymptotic notations

The asymptotic notations are mostly used in computer science to give a simple char-
acterization of the algorithms efficiency and allows use to compare the relative perfor-
mance of the alternative algorithms. Such notations are convenient for as we used for
describing the best and worst cases, running time of the Quicksort.
Let f, g, h : R→ C, and suppose c ∈ C , we define the following

Big-O

We write f(n) = O(g(n)) If

lim
n→∞

sup
f(n)

g(n)
<∞.

Little-o

We write f(n) = o(g(n)) if

lim
n→∞

|f(n)|
|g(n)| = 0.
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Asymptotic Equality

We write f(n) ∼ g(n) if

lim
n→∞

f(n)

g(n)
= 1.

Definition A.1. (filtration). Let (Ω,A, P ) be a probability space. A family of σ-fields
(Ft)t≥0 is called a filtration, if Fs ⊆ Ft for all s ≤ t. If Ft =

⋂
s>tFs for all t ∈ [0,∞),

(Ft)t≥0 is called right continuous filtration. If {A ∈ A : P (A) = 0} ⊆ Ft for all t then
a filtration (Ft)t≥0 is called complete.

For the following let (E, σ(E)) be a measurable space and Y : Ω × [0,∞) → E be a
stochastic process. Further we assume that (Ft)t≥0 is a right continuous and complete
filtration.

Definition A.2. (adapted). The stochastic process Y : Ω × [0,∞) → E is said to be
adapted to (Ft)t≥0 if Yt : Ω→ E is Ft-measurable, i.e. Y −1

t (C) ∈ Ft for all C ∈ C.
Definition A.3. (finite-dimensional distributions). The finite-dimensional distribu-
tions of a stochastic process are the distributions of the finite-dimensional vectors

(Yt1 , Yt2 , · · ·Ytk), t1, t2, · · · , tk ∈ [a, b]

such that a = t1 < t2 < · · · < tk = b and k ≥ 1.

A.1.2 (Conditional expectation)

Let X : Ω → E be an integrable random variable, i.e. E |X| < ∞. The conditional
expectation of X given Ft is a Ft-measurable random variable and denoted by E(X|Ft)
such that ∫

A

E(X|Ft)dP =

∫
A

XdP, for all A ∈ Ft.

The next proposition states the main properties of the conditional expectation.

Proposition A.4. Let X1, X2, X3 : Ω → E be integrable random variables and let
s, t ∈ [0,∞) with s < t. Then the following holds almost everywhere.

1. E (E(X|Ft)) = E(X),

2. If X1 ≤ X2 then E(X1|Ft) ≤ E(X2|Ft),

3. E (aX1 + bX2|Ft) = aE (X1|Ft) + bE (X2|Ft) ∀a, b ∈ R,

4. E(E(X|Ft)|Fs) = (E(X|Fs).

5. E(XY |Ft)) = Y E(X|Ft)) for all Ft-measurable bounded random variables Y .
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Proof. See Kallenberg [21].

Definition A.5. (martingale). The process Y is a martingale if it is (Ft)t≥0 adapted
and integrable such that for all t ∈ [0,∞) holds

E(Yt|Fs) = Ys ∀s < t.

A.2 The Mallow Metric

In this section we introduce the notion Mallows metric on the space Mp of all one-
dimensional distribution functions with existing p-th absolute moment which is used
mainly in the statistics literature and in some literature on algorithms. Moreover show
connections between the Mallow metric determined by the convergence and other types
of convergences.

Definition A.6. For real 1 ≤ p < ∞ and F,G ∈ Mp, the map dp : Mp ×Mp → R,
defined by

dp(F,G) = inf
X∼F,Y∼G

‖X − Y ‖p (A.1)

is called Mallow-metric dp. The infimum is taken over all random variable X and Y on
any probability space (Ω,A, P ), with L(X) = F and L(Y ) = G. The next proposition
states the important properties of that metric.

Lemma A.1. For all F,G,H ∈Mp and 1 ≤ p <∞, the map dp defined as in equation
(A.1) has the following properties
1. dp(F,G) = 0 iff F = G (Identity).
2. dp(F,G) = dp(G,F ) (Symmetry).
3. dp(F,G) ≤ dp(F,H) + dp(H,G) (Triangle inequality).

In addition the infimum is attained for X = F−1(U), Y = G−1(U), where U is uniformly
distributed on [0, 1] and F−1 is the left continuous inverse of the right continuous
distribution function F ,

F−1(x) = inf {y : F (y) ≥ x} for x ∈ [0, 1], inf φ =∞.

And thus

dpp(F,G) =
∥∥F−1(U)−G−1(U)

∥∥p
p

=

∫ 1

0

∣∣F−1(u)−G−1(u)
∣∣p du.

Proof. Let F,G be distribution functions in Mp. For the identity property, if F = G,
then for a random variable X with L(X) = F , we have

0 ≤ dp(F,G) = dp(F, F ) ≤ ‖X −X‖p = 0.
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Conversely, if dp(F,G) = 0 for F,G ∈Mp

dp(F,G) =
∥∥F−1(U)−G−1(U)

∥∥
p

= 0

Then F−1(U) = G−1(U) almost surely and thus F = L(F−1(U)) = L(G−1(U)) = G.

The symmetry property of the map dp follows directly from the definition. For the
triangle inequality, consider F,G ∈Mp and U is uniformly distributed random variable
on the interval [0, 1], then

dp(F,G) =
∥∥F−1(U)−G−1(U)

∥∥
p

≤
∥∥F−1(U)−H−1(U)

∥∥
p

+
∥∥H−1(U)−G−1(U)

∥∥
p

= dp(F,H) + dp(H,G).

A sequence Fn of points in a metric space (Mp, dp) converges to a limit distribution
function F ∈Mp if

lim
n→∞

dp(Fn, F ) = lim
n→∞

∥∥F−1
n (U)− F−1(U)

∥∥
p

= 0.

For 1 ≤ p <∞, the metric space (Mp, dp) is complete. In a natural way the metric dp on
Mp defines a pseudo-metric for random variables in Lp, by dp(X, Y ) = dp(L(X),L(Y )).

Remark A.7. The dp convergence is the same as weak convergence plus convergence
of absolute moment of order p, more details, see [5], [40] and [3].
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Notations

N0 {0, 1, 2, 3, ...}
R set of real numbers
R

+ set of nonnegative real numbers
C set of complex numbers
x ∧ y minimum of x and y
x ∨ y maximum of x and y
ln main branch of complex logarithm
(Ω,A, P ) the underlying probability space
f(t−), f(t+) left-hand, right-hand limit of a real function f in t
1A indicator function of a set A
L (X) the distribution of the random variable X
E(X) the expected value of the random variable X
V ar(X) the variance of the random variable X
D
= equality in distribution
|x| the modulus of x ∈ C∑
|v|=n summation over all nodes in the nth generation

bxc the largest integer less than or equal to x
dxe thesmallest integer greater than or equal to x
WBP weighted branching process
GWP Galton-Watson branching process
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[28] B. Kodaj and T. F. Móri. On the number of comparisons in Hoare’s algorithm
“FIND”. Studia Sci. Math. Hungar., 33(1-3):185–207, 1997.

[29] Markus Kuba. On Quickselect, partial sorting and multiple Quickselect. Inform.
Process. Lett., 99(5):181–186, 2006.

[30] Hosam M. Mahmoud. Evolution of random search trees. Wiley-Interscience Series
in Discrete Mathematics and Optimization. John Wiley & Sons Inc., New York,
1992. A Wiley-Interscience Publication.

[31] Hosam M. Mahmoud, Reza Modarres, and Robert T. Smythe. Analysis of
QUICKSELECT: an algorithm for order statistics. RAIRO Inform. Théor. Appl.,
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