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Abstract

The thesis is divided into two parts. Part I (macroeconomic models) is devoted
to empirically examine the role of backward-looking behavior in a standard New-
Keynesian model and its behavioral variant. This part includes three chapters.
In chapter 2, the structural parameters of the New-Keynesian model (NKM) are
estimated from a historical data set of the US economy. The moment-matching
method is used to discuss the importance of backward-looking behavior in the New-
Keynesian Phillips Curve, and its empirical results are contrasted to the Bayesian
estimation. Then the model with purely forward-looking expectations and its hy-
brid variant are compared using a formal test. Chapter 3 discusses the persistent
dynamics of inflation and output in the NKM, and analyzes statistical properties of
the estimation methods and the choice of moment conditions. The empirical per-
formance of model selection methods is examined using information criteria along
the lines of the maximum likelihood estimation. Chapter 4 demonstrates that mar-
ket euphoria and depression in the economy can be explained by switching between
heterogeneous investors along the lines of the discrete choice theory. This chapter
investigates a bounded rationality model with historical Euro Area data and discuss
the effects of the investors’ over(or under)reaction on market structure. Part IT (fi-
nancial market models) contains two chapters concerning the relevance of behavioral
heterogeneity in financial markets. Chapter 5 discusses the effect of heterogeneous
trading rules on the return volatility in the asset pricing model. The adaptive belief
system is estimated using the simulated method of moments estimator. Especially,
two types of the noise term in the model dynamics are investigated by means of
simulations (i.e. additive and multiplicative). In a structural stochastic volatility
model, the two trading mechanisms (i.e. wealth and herding) are compared accord-
ing to a formal test. Finally, chapter 6 examines the social interaction effects of a
market microsimulation model on various historical FX data. In particular, simula-
tion based inference is used to examine the validity of the group behavior when the
analytical expression for moment conditions is fairly complicated.

Keywords: behavioral heterogeneity; group behavior; moment-based estimation;
microsimulation; New-Keynesian; return volatility; social interaction effects.
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1

Introduction

1.1 Mbotivation of the study

The purpose of this thesis is to empirically examine a standard macroeconomic
model and alternative models of behavioral heterogeneity (i.e. agent-based models
(ABM)) in finance. At the beginning, we study the structural dynamics of these
models and their complexity, some of which do not permit a straightforward appli-
cation to data. Therefore our empirical analysis aims to demonstrate how to disen-
tangle the structural modeling dynamics and endogeneity from which we can find an
empirical connection between the behavior of economic agents and the macroscopic
dynamics; i.e. behavioral heterogeneity, social interaction effects, optimal behavior
and expectation formation process.! Then we develop econometric or statistical in-
ference techniques such that the empirical performance of models can be compared.

Concerning the specific models examined in this thesis, we first discuss a small
scale dynamics stochastic general equilibrium (DSGE) model and its behavioral
variant in which agents have cognitive limitations. In particular, we attempt to
estimate the structural parameters of this kind of macroeconomic model using US
and Furo Area data. In the second part, the asset pricing models with behavioral
heterogeneity are put forward to explain the effect of heterogeneous trading rules on
financial markets; we have delved into empirical questions about price movements
using the adaptive belief system and a structural stochastic volatility model. Finally,
we study the role of group behavior in a market microsimulation model and identify
the effects of social interactions on return volatility.

For the most part, this thesis resolves the parameter estimation of the structural
models by using moment-based estimation. In this study, we use the terminology
of the moment-based estimation (or the minimum distance estimator), which can
encompass the generalized method of moments and the classical minimum distance
estimator as special cases. Also see Newey and McFadden (1994) for their excellent
classification of these econometric estimators. Here we briefly summarize the econo-
metric steps for estimating the DSGE model and ABMs. It is assumed that the

'The standard macroeconomic model is based on the microeconomic theory of utility/profit
maximization where agents discount their future consumption /interest rate under perfect foresight;
e.g. consumption smoothing in Euler equations or Calvo price-setting rules. On the other hand,
ABMs follow a bottom-up approach using simple decision rules of agents, which can allow for group
interactions and behavioral heterogeneity.
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p-dimensional set of parameters of the models must satisfy the following moment
restrictions:

E[m(w,,@o)] =0 (1.1)

where m(z;;0) is a g-dimensional vector of functions of the observable data z;,
i =1, ---, T. The model-generated moment conditions will satisfy the moment
restriction in Equation (1.1) if the parameter 6 in © converges to the true one
0. For the parameter identification in the moment-based estimation, our empirical
applications consider at least as many moment conditions as parameters: over or
exact identification, i.e. ¢ > p.

In empirical applications, we estimate the sample moment equation:

m* =

m(x;) (1.2)

M=

i=1
where m* is the chosen empirical moments, which can comprise distributional prop-

erties of the empirical data z;. The objective function of the method of moments
estimator is defined as the following quadratic form:

SO) = (m*—m) W (m* —m) (1.3)

where m is the model-generated moment function. W is a non-negative definite,
symmetric weight matrix. Accordingly, we obtain the parameter estimates from the
objective function S at its minimum:

5 , 1.4
0 arg min S(0) (1.4)

Under the standard regularity conditions,? the estimator has the following asymp-
totic distribution of the parameter estimates:

VT (01 — 60) ~ N(0,A) (1.5)

2The regularity conditions such as stochastic equicontinuity and asymptotic unbiasedness for
moment estimates are used to provide consistency, asymptotic normality and efficiency of econo-
metric estimators. A set of the regularity conditions includes the parameter compactness, a twice
continuously differentiable objective function and its uniform convergence, etc. See Newey and
McFadden (1994) for large sample theory in econometrics.
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where A is a covariance matrix of the parameter estimation. In general, it is shown
in econometric literature that the method of moments estimator is consistent and
asymptotically normal; e.g. Hansen (1982), Pakes and Pollard (1989), and Duffie and
Singleton (1993). If the model complexity and underlying data generating process
hinder accurate assessment of asymptotic inference (e.g. closed-form or analytical
solutions are not available), we rely on simulation techniques and bootstrap methods
for the estimation.

However, there are pros and cons to apply the moment-based estimation tech-
niques to the complex (or overly parameterized) models. On the one hand, from
the model-generated moments, we can transparently evaluate the performance of
the models to data and find a good approximation to the data generating process.
This can be considered a direct result of the solution of a system instead of relying
on an auxiliary model, which indirectly measures an approximation of the model
to the data.? On the other hand, because of the non-linear mapping between the
model structure and the reduced form parameters, however, the estimated parame-
ters can be poorly determined with large standard errors; the large sampling vari-
ability makes the empirical analysis inherently difficult in the context of statistical
inference.

In many cases, complexity hinders a direct estimation approach such as likelihood-
based statistical inference, and the objective function exhibits several optima in the
parameter space of the complex model; e.g. see Winker et al. (2007). Moreover,
the moment conditions are not linear in the parameter vector 8, so that we cannot
prove the global identification conditions for the structural parameters; a standard
rank condition - a necessary and sufficient condition for the identification of the
parameters of structural equations models - cannot be applied. This means that we
do not know the existence of a unique optimum in the objective function. The worst
case could be that the objective function cannot be differentiated and its convexity
is not known.? This has practical implications. For example, the convergence of the
optimization procedure should be checked during the estimation. We need to ex-
amine a unique optima from different starting values of the model parameters; it is
often the case that variations in the parameter estimates should be examined using
a set of different optimization routines such as iterative minimization, Nelder-Mead
simplex, random search method, etc.

From the current problem in empirical applications, we address an issue of
moment-matching approach to evaluating the complex models. But the statisti-
cal properties of the estimator by mathematical proofs is beyond the scope of this

3The auxiliary model in indirect inference can refer to a linear regression model, a finite impulse
response model, a score vector of efficient method of moments, etc.

“The differentiability of the objective function is a mild (or weak) requirement for regularity,
since consistency and asymptotic normality of the moment-based estimation can be established with
a non-smooth objective function; e.g. see the estimation of discrete choice models in McFadden
(1989).
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present investigation and is relegated to future research. Therefore the main contri-
bution of this thesis is to take economically well formulated models to data, where
we show how to find the solution of the system and to implement some numerical
and technical methods such as simulation techniques and comparison procedures
between two competing specifications. In other words, we evaluate the empirical
performance of the DSGE models and ABMs based on their ability to match the
sample moments of data. From these analyses, we attempt to establish an empiri-
cal connection between the behavioral rules and the macroscopic dynamics in these
models.

In this thesis, we consider that the model is possibly misspecified to capture the
reality; i.e. the empirical model is based on an incomplete probability formulation of
the real data. In this case, statistical hypothesis testing from the likelihood function
is not straightforward; the assumption that error terms follow a Gaussian distribu-
tion does not hold. In addition to common statistical problems when the model
is misspecified, the closed form solutions for likelihood function often do not exist.
Therefore, our purpose of this empirical analysis is to test whether the alternative
explanations of the macroscopic dynamics can provide a reasonable approximation
to the real data according to the chosen moment conditions. We consider the be-
havioral heterogeneity in the structural dynamics as a possibly relevant explanation
on the data generating process, and discuss to what extent the moment-based esti-
mation can answer the economic questions concerning the behavior of the economic
agents.

More generally, the statistical inference procedures adopted in this thesis are
as follows: first, we derive analytic moment conditions for a system of equations,
and utilize them when matching the empirical properties of data; the stylized facts
known in empirical macroeconomic and financial literature (e.g. first moment, the
sample auto- and cross-covariances, fat-tailed distribution, etc.) are used for the
purpose of parameter estimation and model validation. Second, we judge the model
validity based on its ability to match the chosen empirical moments. However, if the
moment conditions do not have a simple analytic form, then we replace them by an
approximation based on simulations. During the model estimation, we study two
competing specifications and compare their empirical performances using a formal
test; i.e. hypothesis testing of an equal fit of the two models. Finally, we investigate
the properties of the moment-based estimator via Monte Carlo experiments. Overall
we evaluate the empirical performance of the macroeconomic and financial market
models along the lines of moment conditions discussed in this thesis.
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1.2 Structure of the thesis

The thesis is divided into two parts. Part I (macroeconomic models) is devoted
to empirically examine the role of backward-looking behavior in a standard New-
Keynesian model and its behavioral variant. This part includes three chapters.
Chapter 2 attempts to estimate the structural parameters of the New-Keynesian
model (NKM); e.g. the price indexation parameter. A historical data set of the US
economy is used to discuss the importance of backward- or forward-looking behavior
in the New-Keynesian Phillips Curve by using both moment-matching and Bayesian
estimation. Then the model with purely forward-looking expectations and its hy-
brid variant are compared using the formal model comparison test of Hnatkovska,
Marmer and Tang (2012). Chapter 3 investigates the persistent dynamics of in-
flation and output in the NKM and provides a formal discussion on the choice of
moment conditions for the model estimation. The empirical performance of model
selection methods is examined using information criteria along the lines of the max-
imum likelihood estimation. The similarity between the two chapters is that we use
the same specification of a small-scale NKM for the empirical analysis. But a major
stress of chapter 3 is on the robustness of the chosen moment conditions and their
statistical relationship to the maximum likelihood estimation. Chapter 4 demon-
strates that market euphoria and depression in the economy can be explained by
switching between heterogeneous groups along the lines of the discrete choice theory.
This chapter estimates the behavioral parameters of a bounded rationality model
of De Grauwe (2011) with historical Euro Area data by moment-based estimation.
The model provides insights for understanding the investors’ over(or under)reaction
to observed economic shocks and their effects on market structure.

Part IT (financial market models) contains two chapters investigating the rel-
evance of behavioral heterogeneity in financial markets. Chapter 5 discusses the
effect of heterogeneous trading rules on the return volatility in the asset pricing
model. First, the original version of the adaptive belief system (Gaunersdorfer and
Hommes (2007)) is estimated using the simulated method of moments estimator.
Especially, the model dynamics are investigated by means of simulations with two
types of the noise term (i.e. additive and multiplicative). Second, the properties of
a structural stochastic volatility model are examined following Franke and Wester-
hoff (2012). The two trading mechanisms (i.e. wealth and herding) are compared
according to a formal test. Finally, chapter 6 discusses the social interaction effects
of a market microsimulation model in various historical FX data (Alfarano and Lux
(2007)). In particular, simulation based inference is used to examine the validity of
the group behavior when the analytical expression for moment conditions is fairly
complicated.

A general conclusion summarizes the main findings of the thesis and presents an
agenda for future research.
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2
Backward-Looking Behavior in
the New-Keynesian Model

The chapter considers an elementary New-Keynesian three-equations model and
contrasts its Bayesian estimation with the results from the method of moments
(MM), which seeks to match the model-generated second moments of inflation,
output and the interest rate to their empirical counterparts. Special emphasis is
placed on the degree of backward-looking behavior in the Phillips curve. While,
in line with much of the literature, it only plays a marginal role in the Bayesian
estimations, MM yields values of the price indexation parameter close to or even at
its maximal value of one. These results are worth noticing since the matching thus
achieved is entirely satisfactory. The matching of some special (and even better)
versions of the model is econometrically evaluated by a model comparison test.

2.1 Introduction

The New-Keynesian modelling of dynamic stochastic general equilibrium (DSGE)
with its nominal rigidities and incomplete markets is still the ruling paradigm in
contemporary macroeconomics. The fundamental three-equations versions repre-
sent the so-called New Macroeconomic Consensus and, as a point of departure, are
most valuable in shaping the theoretical discussion on monetary policy and other
topics. Over the last decade these models have also been extensively subjected to
estimation. Here system estimations (as opposed to single-equations estimations)
gained in importance. First maximum likelihood and more recently the Bayesian
estimation approach crystallized as the most popular methods, a development that
probably not the least was fostered by the dissemination of the powerful DYNARE
software package. By now Bayesian estimations have even become so dominant that
other techniques are at risk of eking out a marginal existence.

The exclusiveness of likelihood methods is nevertheless worth reconsidering. In
some form or another, it is well-known that “maximum likelihood does the ‘right’
efficient thing if the model is true. It does not necessarily do the ‘reasonable’ thing
for ‘approximate’ models” (Cochrane, 2001, p.293). This remark, which certainly
carries over to the marginal likelihood in the Bayesian estimations, should not be
neglected since after all, any model in economics can only be an approximation to the
hypothetical construct of a true real-world data generation process. For this reason
it is desirable, unless vital, to work with alternative system estimation methods as
well.
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While likelihood methods concentrate on predictions of a model for the next
period, the method of moments (MM) estimation approach, as we understand this
term here, is concerned with the dynamic properties of a model in general. Their
quantitative representation refers to a number of summary statistics, or ‘moments’,
and the estimation seeks to identify numerical parameter values such that the model-
generated moments come as close as possible to their empirical counterparts.

The crucial point of MM is obviously the choice of these moments, which by
critics is branded as arbitrary.! Again, however, the approximate nature of struc-
tural modelling must be taken into account, which at best allows a model to match
some of the ‘stylized facts’ of an actual economy. Limited-information methods like
MM are therefore not necessarily inferior to a full-information estimation approach.
Moreover, MM requires the researcher to make up his or her mind about the dimen-
sions along which the model should be most realistic, and it is just this explicitness
and, in practice, easy interpretation of the moment matching that are strong argu-
ments in favour of MM. This begins informally with diagrams comparing the profiles
of the theoretical to the empirical moments and their inspection with the naked eye,
but also more formal methods are available to assess a model’s goodness-of-fit. In
fact, learning in these ways which of the empirical moments are more, and which are
less adequately matched can provide useful information about the particular merits
and demerits of a model.

The present chapter takes a New-Keynesian three-equations model from the shelf
and contrasts its Bayesian estimations with the results from MM estimations. As far
as we know, such a direct comparison has not been undertaken before. Specifically,
we start out from the Bayesian estimations of a version that enabled Castelnuovo
(2010) to demonstrate the superiority of a positive and time-varying inflation target
over a steady state rate of inflation fixed at zero. Our interest is, however, more
elementary, which is the reason why we circumvent this issue by having the structural
equations directly referring to the deviations of inflation and the interest rate from
an exogenous trend. We rather concentrate on the sources of inflation persistence
in the Phillips curve as they are caused by exogenous or endogenous factors, i.e.,
by serial correlation in the shock process or by price indexation of firms, where the
latter yield a positive coefficient on lagged inflation and a corresponding reduction
of the coefficient on expected inflation.

In this respect, Castelnuovo in line with several other examples in the literature
obtains evidence for strong forward-looking behavior (low indexation) and high cor-
relation in the random shocks. This feature is once again confirmed by the Bayesian
estimations of our slightly modified model. By contrast, to anticipate our most im-
portant finding, the MM estimations show a strong tendency towards the opposite:
high price indexation in combination with white noise shocks. This new result has
to be taken seriously, since it will be pointed out that the implied matching of the

! The estimation approaches of indirect inference (IT) or the efficient method of moments (EMM)
can be viewed as endogenizing this choice. On the other hand, this shifts the issue of arbitrariness,
or judgement, to the choice of the auxiliary model that these methods employ. Carrasco and
Florens (2002) provide a succinct overview of II, EMM and the method of (simulated) moments.
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moments is entirely satisfactory.

The chapter is structured as follows. The next section introduces the MM esti-
mation procedure together with a sketch of the bootstrap re-estimations that we will
utilize. Section 3 describes the small New-Keynesian model to which this method is
applied and lists the second moments the model is supposed to match. The results
that we thus obtain are presented in Sections 4 and 5, where Section 4 deals with
the period of the so-called Great Inflation and Section 5 with the Great Modera-
tion. The main conceptual discussions are contained in Section 4, which is therefore
subdivided into several subsections.

After contrasting the Bayesian with the MM estimation in Section 4.1, the next
subsection examines in greater detail the problem of disentangling the endogenous
and exogenous sources of inflation persistence. Section 4.3 subsequently employs a
new econometric test by Hnatkovska et al. (2009) to decide whether our benchmark
estimation is significantly superior to other, more special versions of the model. In
Section 4.4 we temporarily step outside the model and ask if a still higher (compos-
ite) coefficient on lagged inflation would outperform the previous matching. Back
in the original framework, Section 4.5 sets up the confidence intervals for the struc-
tural parameters, which invokes the abovementioned bootstrap re-estimations of
the model because some of the parameters are estimated at their upper- or lower-
bounds. In addition, this method allows us to compute a moment-specific p-value
to characterize the model’s validity. The organization of Section 5 for the Great
Moderation period is similar, except that after the previous discussions the presen-
tation of the results can now be much shorter. Section 6 concludes. Several more
technical details are relegated to an appendix.

2.2 The moment matching estimation approach

As mentioned above, the MM estimation procedure computes a number of summary
statistics, i.e. moments, for a model and searches for a set of parameter values that
minimize a distance between them and their empirical counterparts. The method
has also been applied to New-Keynesian DSGE models. The major part of this
work is concerned with the matching of impulse-response functions (IRFs), where
almost all of these contributions consider the responses to only one shock, namely,
a monetary policy shock.? An exception is Altig et al. (2011), who add two types
of technology shocks to the monetary impulse.

While this treatment avoids consigning itself to a choice about which other in-
novations to include in the modelling framework, a good matching of one type of
IRFs does not necessarily imply a similar good match of another type. In this re-
spect our situation will be different in that we deal with a model that has been
subjected to a Bayesian estimation before. So the model has already as many shock

2 Besides the early contribution by Rotemberg and Woodford (1987), examples from the last
few years are Christiano et al. (2005), Boivin and Giannoni (2006), Henzel et al. (2009), Hiilsewig
et al. (2009). In contrast, Avouyi-Dovi and Matheron (2007) study the responses to a technology
shock.



10 2. Backward-Looking Behavior in the New-Keynesian Model

processes prespecified as there are endogenous variables. This allows us to consider
a broader range of dynamic properties, which are conveniently summarized by the
second moments of the economic key variables (which in the present case will be
the output gap and the rates of interest and inflation). That is, we will be con-
cerned with their unconditional contemporaneous and lagged auto-covariances and
cross-covariances, which incidentally contain similar information to the IRFs of the
(three) shock variables of the model.

Such a choice of moments has been more usual for the M(S)M estimation of,
in a wider sense, real business cycle models (the ‘S’ refers to the cases where these
moments cannot be computed analytically but must be simulated).® Closest to our
work is the MM estimation of a New-Keynesian model by Matheron and Poilly
(2009). Their model is, however, richer than ours and instead of the output gap as
a level variable they are interested in the comovements of the output growth rate.
Hence one would have to be careful with a comparison of their results and ours.*

It may be emphasized that we fix our moments in advance and their number
will not be too small, either. This commitment is different from an explicit moment
selection procedure as it was, for example, used by Karamé et al. (2008). They
begin with a large set of moments, estimate their model on them, and then step
by step discard the moments which the model reproduces most poorly until an
over-identification test fails to reject the model any longer.

Let us then turn to the moments that we adopt, which fortunately can be treated
in an analytical manner. To explain this, we should first describe the general struc-
ture of our model. It is a hybrid variant of the New-Keynesian three-equations
model, with forward-looking as well as backward-looking elements in the Phillips
curve and the IS equation. Its canonical form reads,

AEiyv1 + By + Cypr + v¢ = 0

(2.1)
vy = Nwv1 + &, g~ N(0,%;)

The matrices A, B, C, N, ¥, with the structural parameters are here all (n x n)
square matrices (specifically, n = 3). The vector y; € R™ contains the endogenous
variables (with zero steady state values) and v; € R™ collects the random shocks,
which are supposed to be governed by an autoregressive process (certainly, N is a
stable matrix). The i.i.d. innovations ¢; follow a normal distribution with a diagonal
(n x n) covariance matrix ..

The equilibrium law of motion of (2.1) is described by the recursive equations

v = Qy1 + Py

(2.2)
vy = Nuvy1 + &

% These applications seem rather scattered, though; see Jonsson and Klein(1996), Hairault et
al. (1997), Collard et al. (2002) and, more recently, Karamé et al. (2008), Gorodnichenko and Ng
(2010), Ambler et al. (2011), Kim and Ruge-Murcia (2011).

* Another difference is that they do not match directly the empirical second moments, which
we do, but the moments deriving from the estimation of a canonical vector autoregression. This
might somewhat favour a better match.
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where Q and ® are two (nxn) matrices and € is required to be stable. Using the
method of undetermined coefficients, 2 and ® are successively obtained as the solu-
tions to the following two matrix equations, which under determinacy are uniquely
determined (I,, being the (nxn) identity matrix),

AQ? + BQO+C = 0
(AQ+B)® + A®N + 1, = 0

As indicated, our aim in the moment matching estimation is that the stochastic
process (2.2) reproduces the autocovariances of the empirical counterparts of the
variables in the vector y;. It is convenient in this respect that (2.2) is essentially
a first-order vector autoregression (VAR). The theoretical autocovariances can thus
be easily obtained from the closed-form expressions given, e.g., in Liitkepohl (2007).
We only have to adjust the notation by changing the dating of the shocks and rewrite

(2.2) as
[vfﬂ - [%J%Hyiﬂ + [?]&H (23)

With 2z = (y;,vi41)"s, D = (0 1), uy = Degyq, and Ay the (2nx2n) matrix on the
right-hand side associated with the vector (y;_,,v;) = zi—1, eq.(2.3) can be more
compactly written as

Zt = Al Z¢—1 + U, Ut ~ N(O, Eu) s Eu = DEa D/ (24)

The (asymptotic) contemporaneous and lagged autocovariances of this VAR(1) are
given by the matrices

I'(h) = E(zz_,) e R, K=2n h=0,12 ... (2.5)

Following Liitkepohl (2007, pp. 26f), their computation proceeds in two steps. First,
I'(0) is obtained from the equation I'(0) = A; I'(0) A} 4+ 3, which yields

vecT(0) = (Ix2— A1 ® A))~ ! vecs, (2.6)

(the symbol ‘®’ denotes the Kronecker product and invertibility is guaranteed since
A1 is clearly a stable matrix). Subsequently the Yule-Walker equations are employed,
from which the lagged autocovariances are recursively obtained as

T(h) = AT(h-1), h=1,2,3, ... (2.7)

The estimation seeks to match a subset of the coefficients in the matrices I'(h) to
their observable empirical counterparts. In sum, let there be n,, of these moments,
which are collected in a vector m. Furthermore, denote by 6 the vector of the
structural coefficients in (2.1) that are to be estimated, its dimension being ng.
To make the dependence of the theoretical moments on the particular values of
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0 explicit, we will write m = m(6). On the other hand, let mp designate the
corresponding empirical moments from a sample of T" observations. Below, reference
will also be made to f]m as an estimate of the covariance matrix of the moments
(index T is here suppressed to ease notation).

The distance between the vectors of the model-generated and empirical moments
is measured by a quadratic function that is characterized by an (n,,xn,,) weighting
matrix W. Accordingly, the model is estimated by the set of parameters 0 that
minimize this distance over an admissible set © C R™, that is,’

6 = argmin J(6; 7y, W) := arg min T [m(0) — g W[m(0) — mg] (2.8)

0c® /e

Regarding the weighting matrix in (2.8), an obvious since asymptotically optimal
choice would be the inverse of an estimated moment covariance matrix (Newey and
McFadden, 1994, pp.2164f). The optimality, however, does not necessarily carry
over to small samples and a bias may arise in the estimations. As a consequence, in
the context of estimating covariance structures even the identity matrix may be a
superior weighting matrix (Altonji and Segal, 1996). In addition and not surprisingly
in view of (2.7), with the choice of the above moments a matrix S is so close to
being singular that its inverse could not be relied on. The usual option in such a
situation is to employ a diagonal weighting matrix the entries of which are given by
the reciprocals of the variances of the single moments. This gives us

Wi = 1/Smai, i=1, ... nm (2.9)

(and of course W;; = 0 for i#j). Clearly, the less precisely a moment is estimated
from the data, that is, the higher is its variance, the lower is the weight attached
to it in the loss function. Since the width of the confidence intervals around the
empirical moments My ; is proportional to (1/7) times the square root of imu, it
may be stated that the model-generated moments mz(a) obtained from the estimated
parameters lie “as much as possible inside these confidence intervals” (Christiano et
al., 2005, p. 17). Nevertheless, a formulation of this kind, which with almost the same
words can also be found in several other applications, should not be interpreted too
narrowly. In particular, it will be seen that a minimum of the loss function in (2.8)
need not simultaneously minimize the number of moments outside the confidence
intervals.

It is well-known that under standard regularity conditions the parameter esti-
mates 0 are consistent and asymptotically follow a normal distribution around the
(pseudo-) true parameter vector 6°. There is moreover an explicit formula in the
literature (Newey and McFadden, 1994, pp. 2153f) for estimates of the correspond-
ing covariance matrix, which allows one to compute the standard errors of 9 as the

® The sample size T is included in the specification of the loss function to have the notation
consistent with the literature that will be referred to below. It may also be added that if, in
the course of the minimization search procedure for (2.8), some parameter leaves an admissible
interval, it is reset to the boundary value, the distance of the thus resulting moments is computed,
and then a sufficiently strong penalty is added that proportionately increases with the extent of
the original violation. In this way also corner solutions to (2.8) can be safely identified.
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square roots of its diagonal elements. In the present case, however, this approach
faces two problems. First, it will turn out that locally the objective function J reacts
only very weakly to the changes in some of the parameters. Hence these standard
errors become extremely large and, beyond this (locally relevant) fact, are not very
informative. The second point is that one of the regularity conditions will be vio-
lated if the minimizing parameter vector is a corner solution of (2.8); trivially, for
some components ¢ the distributions of the estimated parameters cannot be centred
around the point estimates 52 then.

These reasons induce us to use a (parametric) bootstrap procedure as an alter-
native determination of standard errors or, more instructively, confidence intervals.
To this end we work with the null hypothesis that the estimated model is the true
data generating process. Thus, we take the estimated parameters ) and, starting
from the steady state (i.e. the zero vector), run a stochastic simulation of the model
over 500 + T periods, from which the first 500 periods are discarded to rule out any
transient effects. The underlying random number sequence may be identified by an
integer index b. Repeating this a great number of times B, with different random
number seeds of course, b =1, ... , B artificial time series of length T are obtained.
For each of them we compute the vector of the resulting moments, denoted as ﬁzl},
and use their variances to set up the diagonal sample-specific weighting matrix TW?.
Subsequently, for each b, the function J(6; fr\LbT, W?) is minimized over the parameter
space ©. Finally, the frequency distribution of the re-estimated parameters

{:b=1,...,B} (2.10)

can serve as a proxy for the probability distribution of the f. From (2.10), we can es-
tablish two types of 95% confidence intervals for the i-th component of the originally
estimated vector 5, the standard percentile interval and Hall’s percentile confidence
interval. Hall’s method has the advantage that it is asymptotically correct, but it
may violate the admissible range of a parameter. Therefore we use Hall’s interval if
no such violation occurs and the standard interval otherwise. The details are spelled
out in Appendix A2.

The bootstrap re-estimation experiment can also help us to decide at what sig-
nificance level the null hypothesis may or may not be rejected. We only have to
consider the frequency distribution of the values of the loss function,

J'o=  J@;mLwh,  b=1,... B (2.11)

and compare, let us say, the 95% quantile Jy g5 of (2.11) to the value J:= J(@; mp, W)
that was obtained from the original estimation on the empirical moments in (2.8).
At the conventional 5% significance level, the model would have to be rejected as
being inconsistent with the data if J exceeds Jo.g5, otherwise it would have passed
the test. In this way we can also readily construct a p-value of the model. It is
given by the value of p that equates the (1—p)-quantile of the distribution {J°} to
J which says that if J were employed as a benchmark for model rejection, then p is
the error rate of falsely rejecting the null hypothesis that the model is true. Hence,
in short, the higher this p-value the better the fit.
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It goes without saying that these statements are conditional on the special choice
of the moments that the model is required to match. Certainly, if more and more
moments were added to our list, the p-value will dwindle.

2.3 The three-equations model

It should be explicitly made clear from the beginning that our estimations are con-
cerned with a New-Keynesian model in gap form. That is, generally the trend rates
77 and r} of inflation and interest (or the rates of these variables in a frictionless
equilibrium) are allowed to vary over time, and what is showing up in the three
key equations of the model are not the raw rates of inflation and interest 7; and ry
(i.e. their deviations from the zero steady state values in the simpler models), but
the inflation gap 7y := m — 7 and the interest rate gap 7; := r; — r}.5 There are
several ways to interpret the occurrence of these more general gaps in, especially,
the Phillips curve, and the persuasiveness of the microfoundations presently avail-
able for them in the literature is still another issue. We nevertheless join most of
the empirical applications and leave this discussion aside. For simplicity, the trend
variations themselves are treated as purely exogenous, so that 7} and r} can remain
in the background.

Regarding possible sources of persistence in the endogenous variables, which we
then try to disentangle in the estimations, we concentrate on the Phillips curve.
Here we include both lagged inflation in its deterministic core and serial correlation
in the exogenous shocks. This is in contrast to the common practice that from
the outset assumes either white noise shocks or purely forward-looking price setting
behavior.” On the other hand, the random shocks in the IS equation and the Taylor
rule are supposed to be i.i.d. and persistence is only brought about by a lagged
output gap and a lagged rate of interest, respectively. Denoting the output gap in
period t by x, the model thus reads,

Qo
~ _ Ba o _

T 1+ 0B t Tl + 1+aﬁﬂt1+lﬂ%+v,t

X ~ ~
= — F R — F

Tt Ty t T4l T+ T+ Tp—1 (7 tT1) Fofar (2.12)
Tt = ¢prTi1 + (1—¢r)(¢7r7Tt + ¢mxt) + &t
Un t =  PrUgt—1 + Emt

The time unit is to be thought of as one quarter. The three shocks ¢, ; are normally

2

2 (2 = mx,r). All of the parameters

distributed around zero with variances o

6 As for example remarked by Cogley et al. (2010, p.43, fn1) when discussing inflation persis-
tence, it is not always completely plain in the literature whether the focus is on raw inflation or
the inflation gap.

7 In similar models to ours, examples of excluding autocorrelated shocks in a hybrid Phillips
curve are Lindé (2005), Cho and Moreno (2006) or Salemi (2006), while the purely forward-
looking models studied by, e.g., Lubik and Schorfheide (2004), Del Negro and Schorfheide (2004),
Schorfheide (2005) allow for some persistence in the shock process. We have chosen these references
from the compilation in Schorfheide (2008, p.421, Table 3).
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are nonnegative. Specifically, 8 is the discount factor, x a composite parameter
that depends on the degree of price stickiness and assumptions on the production
technology of firms, the coefficient « represents the degree of price indexation (0 <
a < 1), and the persistence in the supply shocks is given by the autocorrelation p,
(0 < pr < 1).8 In the IS equation, Y is the representative household’s degree of habit
formation (0 < y < 1) and 7 a composite parameter containing its intertemporal
elasticity of substitution. In the Taylor rule, ¢, determines the degree of interest
rate smoothing (0 < ¢, < 1), and ¢, and ¢, are the policy coefficients that measure
the central bank’s reactions to contemporaneous output and inflation.

It depends on the particular kind of microfoundations whether or not « and
x also enter the determination of the composite parameters k and 7, respectively,
and whether the latter continue to be positive and well-defined in the polar cases
a =1 or x = 1. In the estimations, however, x and 7 will not be subjected to any
theoretical constraints in this respect.

The moments constituting the estimation of the model are based on the the-
oretical covariances of the interest rate gap 7, the output gap z and the inflation
gap 7. Referring to the autocovariance matrices I'(h) from (2.6) and (2.7), we are
thus concerned with the nine profiles of Cov(p, g;—p) = I';j(h) for p,q =7, z,7 and,
correspondingly, i,j = 1,2,3, while the lags extend from h = 0,1, ... up to some
maximal lag H. Given that the length of the business cycles in the US economy
varies between (roughly) five and ten years, the estimations should not be based on
too long a lag horizon. A reasonable compromise is a length of two years, so that
we will work with H = 8. In this way we have a total of 78 moments to match: 9
profiles with (1+8) lags, minus 3 moments to avoid double counting the zero lags in
the cross relationships.

The empirical data on which the estimations of (2.12) are carried out derive from
real GDP, the GDP price deflator, and the federal funds rate. To determine the
exogenous trend rates underlying the model’s gap formulation, we content ourselves
with a deterministic setting and specify them by the convenient Hodrick-Prescott
filter (as usual, although debatable, the smoothing parameter is A=1600).”

The total sample period covers the time from 1960 to 2007.'° Despite focussing
on trend deviations instead of levels, one has to be aware that there are still great
changes over these years in the variance of the three variables and partly also in

8 As it turns out, in some few estimations the fit could be improved by admitting negative
values of pr. We will, however, disregard this option since it seems too artificial, conceptually and
since it implies a somewhat ragged profile of the autocovariances of the inflation rate.

% Ireland (2007) and, more ambitiously, Cogley and Sbordone (2008) are two proposals of how
to endogenize trend inflation as the target set by the central bank. Ireland (p.1864), however,
concludes from his estimations that still “considerable uncertainty remains about the true source of
movements in the Federal Reserve’s inflation target”. Laubach and Williams (2003) and Messonier
and Renne (2007) are attempts at an estimation of a time-varying natural rate of interest.

10 The Hodrick-Prescott trend is computed over a longer period, to avoid end-of-period effects.
The time series of the gaps that we thus obtain can be downloaded from
http://www.bwl.uni-kiel.de/gwif/downloads_papers.php?lang=en (if this string is copied into

the browser address bar, the underscore character ¢ > may have to be retyped manually).
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the pattern of their cross covariances. This makes it necessary to subdivide the
period into two subsamples, which are commonly referred to as the periods of the
Great Inflation (GI) and the Great Moderation (GM). We define the former by
the interval 1960:1-1979:2 and the latter by 1982:4—-2007:2; the time inbetween
is excluded because of its idiosyncrasy (Bernanke and Mihov, 1998). To give an
immediate example for the need of the subdivision, the standard deviation of the
annualized inflation gap in GI is 1.41% versus 0.77% in GM; for the output gap it
is 1.77% in GI wersus 1.15% in GM.

2.4 The Great Inflation period

2.4.1 Basic results
The three-equations model (2.12) includes 12 structural parameters. Among them,

the discount factor 3 is not a very critical coefficient and is therefore directly cali-
brated at =0.99. So the following 11 parameters remain to be estimated: «, k, px,
o in the Phillips curve and its shock process; x, 7, o, in the IS equation; and ¢,
¢z, Or, 0 in the Taylor rule. The inflation and interest rate gap in (2.12) are annu-
alized, which may be taken into account when considering the order of magnitude
of kK, 7, ¢, and the two noise levels o, o,.

We begin with a Bayesian reference estimation (BR) of the model. The mean
values of the posterior distribution of the parameters are reported in the first column
of Table 2.1 (the priors are documented in Appendix Al). Except perhaps for the
relatively high policy coefficient ¢,, the results are not dramatically different from
other Bayesian estimations in the literature. In particular, regarding the sources of
inflation persistence, low coefficients on expected inflation in the Phillips curve (i.e.,
low values of «) and a high autocorrelation p, in the shock process are typical for
them.'! Tt is, however, interesting to note an exception to this rule. Del Negro et
al. (2007, p.132, Table 1) obtain high price indexation (o = 0.76) and low shock
persistence (p; = 0.12), despite their setting of rather opposite priors.!? This out-
come exemplifies that even within the Bayesian framework, the tendency towards a
purely forward-looking Phillips curve with persistent random shocks is possibly not
an unequivocally established property, yet.

The original motivation of this chapter was to check the role of « and p; from
the outside, by an alternative estimation approach. The pivotal result of our MM
estimation is given in the second column of Table 2.1, which we will refer to as
estimation A, or model A. As a matter of fact, the most immediate observation is
on « and p,, for which the contrast to the Bayesian estimation could not be more
striking: « is estimated at its maximum value of unity and p, at its minimum value
of zero.

' For examples from more general models, see Smets and Wouters (2003, 2007), Adolfson et
al. (2007), Benati and Surico (2007), Féve et al. (2009), Cogley et al. (2010). Apart from the
determination of trend inflation, estimation BR can be directly compared to Castelnuovo’s (2010)
results for his so-called TT model, on which he (arguably) imposes o = 0.

12 The present symbols « and p, correspond to their ¢, and Py
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Table 2.1: Parameter estimates for GI.

Bayesian Moment Matching

o) 0.067 1.000 0.000 0.700
(0.000 — 0.144)  (0.543 — 1.000)

K 0.198 0.051 0.242  0.067
(0.119 — 0.275)  (0.000 — 0.085)

P 0.552 0.000 0.692  0.550
(0.433 — 0.668)  (0.000 — 0.334)

Or 0.666 0.571 0.664 0.274
(0.492 — 0.827) (0.242 — 0.838)

X 0.758 1.000 1.000  1.000
(0.672 — 0.844) (0.730 — 1.000)

T 0.034 0.096 0.062  0.080
(0.018 — 0.049) (0.008 — 0.155)

Og 0.612 0.610 0.440  0.590
(0.511 — 0.706) (0.296 — 0.887)

O 1.173 1.482 1.524 1.574
(1.000 — 1.361) (1.338 — 1.690)

o 1.336 0.030 0.000  0.068
(0.705 — 1.965)  (0.000 — 0.210)

Or 0.792 0.333 0.421 0.383
(0.717 — 0.866) (0.136 — 0.457)

or 0.729 0.000 0.000  0.000
(0.630 — 0.827)  (0.000 — 0.595)

J 209.1 47.6 119.4 776
MCI missed 21 0 5 1

Note: The discount factor is § = 0.99 throughout. In estimations B and C, « is
fixed at 0.00 and 0.70, respectively. The smaller numbers indicate the confidence
intervals; from the posterior distribution in a Bayesian reference estimation (BR),
while in estimation A they are computed from (A1) in Appendix A2 for a, pr, X, ¢z,
o, and from (A2) for k, o, T, Ox, ¢r, ®r. The last row gives the number of moments
(‘M’) that miss the confidence intervals (‘CI’) of the empirical moments. The bold
face figures emphasize certain results (model A) or assumptions (model B and C).
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Before we turn to a more comprehensive discussion of these parameters and the
other results in the table, let us consider the matching properties of estimations BR
and A. While it is trivial that BR implies a higher loss J than model A, the differ-
ences are so substantial that in effect the two estimation approaches may appear to
concentrate on rather distinct features of the data, which show no general tendency
to imply each other. This is, however, a preliminary and informal evaluation. In
Section 2.4.3 a rigorous econometric test will be applied in order to see whether or
in what sense it can be maintained.

It is one purpose of Figure 2.1 to illustrate the differences from the point of
view of moment matching. The thin dashed lines in the diagrams are the empirical
auto- and cross-covariances of the interest rate, output and inflation (since there will
be no more risk of confusion, we will from now on omit the expression ‘gap’ when
discussing these variables). The shaded area is the 95% confidence band around
them. The bold (red) lines depict the moments obtained from the MM estimation
A, while the dotted (blue) lines are the moments implied by the Bayesian estimation
BR. Recall that in order to evaluate their goodness-of-fit as our loss function defines
it, only the first eight lags are relevant.

Inspecting the performance of the MM estimation with the naked eye, the match
it achieves looks very good over the first few lags and still fairly good over the higher
lags until the maximal lag H = 8. In any case, it is remarkable that all of the
moments are contained within the confidence intervals of the empirical moments.
This even holds true for the covariances up to lag 20. Hence, at the usual 5%
significance level and as far as the (asymptotic) second moments are concerned that
we chose, the model could not be rejected as being inconsistent with the real-world
data generation process.

In finer detail, the model-implied moments show less persistence than the em-
pirical covariances, in that they return more quickly to the zero level and then stay
there. In other words, with respect to the covariances of its state variables the model
predicts a shorter memory than it seems to prevail in reality. Reproducing a longer
memory would, however, ask too much from a small model such as the present one,
if the longer memory is a reliable phenomenon at all.

The covariances implied by the parameters of the Bayesian estimation are far
less satisfactory. In sum, as reported in the first column of Table 2.1, 15 of their
moments are outside the empirical confidence intervals, although the violation is
not overly strong.'”®> The best match, actually a very good one, is obtained for
the auto-covariances of inflation, Cov(7, m;—p). Still acceptable is the persistence
in these statistics for output and the interest rate, while their initial levels are
too low. Mainly responsible for the high value of the loss function (J = 209.1)
in Table 2.1 are the cross-covariances, the performance of which is rather poor,
especially if one has a look at the practically vanishing Cov(xy, Tirp) statistics.
Conclusions from the Bayesian estimation that concern the central features of the
dynamic output-inflation nexus may therefore be taken with some care; at least in

'3 The highest t-statistic is around 2.30.
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Figure 2.1: Estimated versus empirical covariance profiles (GI).

Note: The bold (red) line results from the MM estimation A of Table 2.1, the solid
(blue) line with dots from the Bayesian reference estimation BR. The shaded area is
the 95% confidence band around the empirical moments.

the present context the relatively good one-period ahead forecasting properties of
this approach do not seem well suited to deliver authoritative statements about the
general interrelationships of these variables.'®

2.4.2 Price indexation versus shock persistence
The MM estimation makes a definite statement about the relative importance of

price indexation and the shock autocorrelation as the two main sources of per-
sistence in the Phillips curve. The outcome of @« = 1 and p, = 0 is the exact
opposite of the message from the papers by, for example, Ireland (2007, p.1864)
and Cogley and Sbordone (2008, p.2113), who found no significant evidence for
backward-looking behavior in similar price setting specifications. They argue that

' With respect to likelihood methods in general, the different properties of estimation A and
BR tend to contradict the intuition expressed, for example, by Schorfheide (2008, p.402) that
“[s]uperficially, the likelihood function peaks at parameter values for which a weighted discrepancy
between DSGE model-implied autocovariances of [state vector] z; and sample autocovariances is
minimized.”
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a purely forward-looking Phillips curve proves fully sufficient because their models
appropriately account for time-variation in the inflation target, which can substi-
tute for the backward-looking terms in previous estimations on raw inflation data
or their deviations from the mean.

min J

Figure 2.2: Minimized values of J given a and p, (GI).

Since our inflation gap variable is based on a time-varying trend, too, the con-
tradistinctive results appear somewhat puzzling. There are several possible expla-
nations for this, beginning with different estimation methods and different sample
periods.!?
than a short description of their basic ingredients suggests. Another point makes
things even more complicated, which is to realize that identification of forward-

Also the specific details in the Phillips curves may be less innocent

and backward-looking terms in a Phillips curve may easily depend on assumptions
about other structural equations in a general equilibrium model, including the pre-
cise auxiliary assumptions about the shock processes. To paraphrase the concluding
sentence in Beyer and Farmer (2007, p. 527), any attempt to categorize an observed
data series as arising from two different Phillips curve specifications “is determined
as much by subtle choices over the way to model the dynamics as it is by the data
themselves”.!'® Our estimation is therefore far from being able to settle the contro-
versial subject of backward-looking versus forward-looking behavior. For the time

!5 In particular, Ireland and Cogley & Shordone estimate their models over longer sample periods,
namely 1959:1 -2004:2 and 1960:1 —2003:4, respectively. The common wisdom is that for the years
after 1984, the New-Keynesian Phillips curve needs to explain only a moderate degree of persistence.
We may, however, anticipate that in our estimations of the Great Moderation below the coefficient
on lagged inflation in the Phillips curve is not driven to zero, either.

6 Their paper illustrates this with the distinction between determinacy and indeterminacy.
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being, we can only point out the strikingly different results and must leave it to
further effort to find out more about what essentially is responsible for them.

Within the present framework, one may now scrutinize the reliability of the
estimates « = 1 and p, = 0. Because of their common role to generate persistence
in the Phillips curve, the two parameters are also the first candidates the variations
of which might give rise to multiple local minima. This idea motivates the following
complementary estimations: treat both a and p, as exogenous parameters, consider
a grid of the pairs (a, pr), and estimate the nine remaining parameters for each of
the grid points.

Figure 2.2 plots the thus minimized values of J in the three-dimensional space
above the («, pr)-plane, for 0.70 < a < 1.00 and 0.00 < p, < 0.70. What imme-
diately leaps to the eye is the perfect smoothness of the surface and the absence of
any local valley. Overall, Figure 2.2 can instil additional confidence in us that the
corner point («, pr) = (1.00,0.00) does indeed constitute the global minimum.

A second feature of Figure 2.2 can shed more light on the informal question for
the relative importance of price indexation («) wversus the persistence in the shock
process to inflation (p;). In the present context, ‘importance’ may be measured by
the relative changes in minJ brought about by the variations in o and p,. The
bold lines on the surface along the p,-axis clearly show that, for fixed values of «,
the variations in p, have only a minor impact on the goodness-of-fit, at least for
values of p, in the range between 0.00 and 0.40, say. For fixed values of p,, on the
other hand, the deterioration is much more serious when « is gradually decreased.
Indexation is therefore a crucial parameter for the moment matching and higher
persistence in the shocks is not nearly capable of making up for the negative effects
of lower indexation. As this is a global phenomenon in GI, the best fit for this period
entails maximal price indexation, a = 1.

After establishing indexation as the parameter of primary concern in the Phillips
curve, it is interesting to see the changes in the estimation results when only « is
exogenously varied and J is minimized across the remaining ten parameters, which
now include p,. Figure 2.3 presents the most important reactions. First of all, the
loss function in the upper-left panel is monotonically rising as « decreases over the
entire admissible range from unity down to zero. This underlines what has just been
said about the dominance of the effects from « over the effects from p,, not only
locally but over the full domain of o. The worsening from J = 47.6 at « = 1 to
J = 119.4 at zero indexation (cf. estimation B in Table 2.1) appears rather severe,
though a discussion of whether it can also be categorized as statistically significant
will be postponed until the next subsection.

The next effect of interest are the implied changes in the autocorrelation p, of the
shocks. As expected, lower indexation gives more scope for higher shock persistence,
and again this holds over the entire range of «; see the upper-right panel in Figure
2.3. It is, however, remarkable that between o = 0.95 and o = 0.94 an almost
discontinuous change in the optimal value of p, occurs, when p; jumps from 0.051
to 0.262. The reason for this is that the functions p, — J(pr) in Figure 2.2 for fixed
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min J rho_pi
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Figure 2.3: MM estimation of the model under exogenous variations of a (GI).

values of « are all very flat in that region, which implies that already small changes
in their shape brought about by small changes in « can shift the minimum of these
functions considerably.'”

Our reasoning concerning the Phillips curve has so far left aside the output gap
as a source of inherited persistence. The lower-right panel in Figure 2.3 for the
optimal values of the parameter k reveals a stronger influence of this variable as
compensation for a reduced persistence from price indexation.

The results illustrated in these three panels can be related to Fuhrer’s (2006)
analysis of the constituent factors contributing to inflation persistence. For this, he
concentrates on the autocorrelations of the inflation rate as they are brought about
by a hybrid Phillips curve and a simple AR(1) process for the driving variable. Our
study is more general in that it incorporates additional criteria the model is desired
to match, and also discusses the possible influence of persistence in the shock process

18 Fuhrer’s main message from his GMM and maximum likelihood

to inflation.
estimations is nevertheless maintained: little is inherited from the persistence of
(the shock and) the driving variable—and if so, this deteriorates the performance of
the model. Hence, “the predominant source of inflation persistence in the NKPC is
the lagged inflation term” (Fuhrer, 2006, p.79). Actually, his coefficient on lagged
inflation is typically even higher than 0.5025, which is the maximal value that we
can get in eq. (2.12) when o = 1. This is a numerical issue that we return to in

Section 2.4.4.

7 Tt actually required special care to spot the jump of the optimal p, precisely between 0.94
and 0.95.

'8 Fuhrer assumes white-noise i.i.d. shocks and makes a remark that the serial correlation that
might be added to the shock variable will plausibly be relatively low (Fuhrer, 2006, p.70).
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Among the other parameters in the estimations of the model and their reac-
tions to diminished indexation, the lower-left panel of Figure 2.3 shows the policy
coefficient ¢, on the inflation gap in the Taylor rule. Higher values of it might be
interpreted as an indirect source of inflation persistence, acting through the interest
rate channel. This point of view is confirmed by the moderate increase of ¢, in
response to a reduction in «. Nevertheless, as indexation decreases further, other
mechanisms become more influential and eventually reverse this effect. Besides, the
estimated order of magnitude of ¢, (and also ¢,) appears to be more reasonable for
MM than BR.

2.4.3 Is full price indexation significantly superior?

In the discussion of Figure 2.1 we have emphasized the much better match of our
estimation A with price indexation o = 1 wersus the Bayesian reference estimation
BR with an indexation close to zero. In terms of the loss function, this amounts
to a comparison of J = 47.6 versus J = 209.1. In the previous subsection, when
assessing the role of « in finer detail, it has furthermore been pointed out that
imposing the purely forward-looking case « = 0 on the MM estimation deteriorates
J from 47.6 to 119.4 (see Table 2.1). Nevertheless, these figures as such are not yet
sufficient to characterize the differences as ‘significant’. Especially because J is a
quadratic function of the moment deviations, the apparently large differences might
be somewhat misleading.

Table 2.1 also reports that the two models BR and B have, respectively, 21
and 5 of the model-generated moments outside the empirical confidence intervals.
Since all of the moments of model A are inside the intervals, it might be said that
this model cannot be strictly told apart from the hypothetical true data generation
process, whereas the matching obtained for models BR and B can. On the other
hand, this need not necessarily imply that BR and B are significantly inferior to the
unconstrained model. For example, we would hesitate to subscribe to this statement
if, in the comparison of two models, the set of critical moments were close to the
boundaries of the confidence intervals—one inside, the other outside the intervals.

As a matter of fact, as has been remarked above (see footnote 13), the violations
of the confidence interval conditions by model BR are not very strong, and a similar
statement holds true for model B. In order to decide whether these estimations
are significantly inferior to model A, a test procedure for MM-estimated models
proposed by Hnatkovska, Marmer and Tang (2009; HMT henceforth) seems tailor-
made for the present framework; although the comparison of model A and BR
requires a slight modification of the latter, which is explained further below. It is
particularly charming that the authors are explicitly concerned with misspecified
models. ™

19 See Definition 2.1 in HMT for a precise definition of misspecification, which is here moment-
specific. There is no reason to believe that a small macroeconomic model such as (2.12) should
not satisfy it, despite the conventional formulation above that model A “cannot be rejected by the
data”.
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The following description recapitulates what is needed to apply the econometric
theorems of HMT as a recipe. To set the stage in general, let X and Y be two
arbitrary models that are estimated on the same set of empirical moments. With
respect to I = X, Y, let @1 be the vector of free parameters entering model I and
m!(67) the vector of the moments generated by 67 in model I. Three cases need
to be distinguished: (a) Model Y is nested in model X, which means that for all
moments mY (#Y) there is a parameter vector X with m*(6%) = m¥(Y); (b) X and
Y are strictly non-nested, which means they have no moment vector in common; (c)
X and Y are overlapping, according to which the models are non-nested and have
at least one moment vector in common.

As our estimations were laid out, model A nests model B with its constraint
a = 0. Model A’s optimal value of « is, however, a corner solution (@ = 1), whereas
the test statistics put forward by HMT assume that the estimated parameters are
in the interior of the admissible region (see their Assumption 2.5(b)). Hence o must
be treated as being exogenously fixed at unity, by which the two models become
strictly non-nested or overlapping. The same applies to any model and to any of its
parameters that has been estimated at an end-point of the admissible interval.

The basic question of the model comparison approach is whether the lower value
of the loss function of a model indicates a significantly superior performance. If
the models are nested or overlapping, an answer first has to carry out a test that
establishes whether or not model X and Y have the same pseudo-true moments. If
they have, one concludes that the two models have the same fit and the testing is
done. If not, and the models are nested, unequal moment vectors also mean rejection
of the null hypothesis of an equal fit; that is, under these circumstances the model
with the lower loss has a significantly superior fit.

On the other hand, if the moments are found to be significantly different in the
overlapping case, or if they are strictly non-nested, the fit of one model might still
be similarly good (or bad) to the fit of the other model. It is now the task of another
step to decide on the significance of the difference in the loss.

Both steps in the test procedure are based on a direct comparison of the loss
functions of the two models, which in the present context we write as

JLO  mp, W) = T [m! (1) — mg) W [m! (87) — g , I=X,Y (213)

(recall that my is the vector of the empirical moments). Letting X be the candidate
of a significant superiority, reference is made to the (positive and scaled) difference
between the two minimized values of JY and J¥, as they are brought about by
Y and (/9\X, respectively. HMT use the acronym QLR for it (alluding to the term
‘quasi-likelihood ratio’).?? With respect to the notation in (2.13), it is defined as

QLR(0,0%) == (1/T) [JY(0 g, W) — JXO g, W)] (2.14)

In the first step, for two nested or overlapping models, HMT derive an explicit ex-
pression for the probability distribution P to which T"- QLR converges in probability

20 Since we only use QLR. as a recipe, notational reference to the sample length 7', which is
helpful for the formulation of asymptotic statements, is suppressed.
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under the null hypothesis that both models have the same pseudo-true moments (for-
mally introduced shortly below). This proposition involves the weighting matrix W,
the covariance matrix of the moments >, and its square root 271,{2
and rather complicated matrices V¥, V¥ pertaining to model X and Y, respectively;

all of these matrices have format (1, xn,,).2! The probability element is represented

, and two special

by a random vector z the n,, components of which are independent and follow the
standard normal. Then, the asymptotic distribution P we are looking for reads,

P ~ 2wy v w2 (2.15)

In their paper, HMT describe P as a mixed x? distribution. The term is somewhat
delusive as the latter has a positive support, while from P also negative values
could be obtained with positive probability, even if model Y is nested in model X.??
Intuitively, this may happen if, compared to the estimated model Y, the estimate
0% of model X does not lead to an equal or superior match in all of the moments. In
this case a non-negligible subset of the realizations of the vector z can put sufficient
weight on exactly the moments in which model X is slightly inferior to Y.

The distribution P is nonstandard and, in particular, depends on the unknown
true moments and their covariance matrix. However, the distribution and its critical
values can be approximated by simulations that use (a) consistent estimates of the
matrices entering P, and (b) sufficiently many random draws of the vector z. To
be more explicit, let a hat over %,,, VX, V¥ denote the estimates of these matrices
(Appendix A3 and A4 give the further details), and consider ¢ = 1, ... , 1000 random
draws z. € R™ from the multivariate standard normal. This gives us a collection
of 1000 realizations of the estimated version of (2.15),

{(2S12Pw WY - VOYWEY2 20 2.~ N(0,1,,), c=1,...,1000}  (2.16)

It is the 95% quantile of these simulated values, which may be designated Qg.g5,
that enables us to test whether the two models have identical pseudo-true moments,
that is, whether the hypothesis

mY (0V°) =  mX(%°) (2.17)

is satisfied, where #° are the pseudo-true parameters of model I (I = X,Y).23
Accordingly, at a 5% significance level, the recipe is:

reject (2.17) if T-QLR(6%,60%) >  Qoos (2.18)

21 To be precise, for the following HMT suppose that the covariance matrix 3. is positive-definite,
whereas our moments are not independent so that our estimated S is only semipositive-definite
(which we checked). HMT employ the assumption to ensure that the test statistics involving )
are strictly positive (private communication with Vadim Marmer). However, the condition is by
no means necessary for that. If ¥ is semipositive-definite then, for reasons of continuity, all of the
statements remain true if the statistics happen to be nonzero, the only possible difference being
that a strict inequality may turn into a weak inequality.

22 Vadim Marmer clarified this point to us in a private communication, where he also identified
this possible phenomenon in a formal decomposition of the QLR statistic.

23 Formally, with respect to the notation in eq. (2.8) and to m® as the moment vector resulting
from the unknown true model of the economy, 67° satisfies J! (7%, m°, W) < J'(87;m°, W) for
all 67 in the set of feasible parameters.
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If (2.18) applies and the models are nested then, as mentioned above, we can at
the same time conclude that the one with the lower loss succeeds in a significantly
better fit. On the other hand, a failure to reject (2.17) tells us that the two models
have essentially the same fit, so that the testing is completed.

Taking the second step in the test procedure, let us suppose that the inequality
in (2.18) is satisfied, or that we already know that model X and Y are strictly
non-nested. Regarding the relative quality of the fit, the precise formulation of the
null and the alternative hypothesis, Hy and H 4, reads,

Hy :  JX@%°me, W) = JY(0V%mo, W)

2.19
Hy JXOX0me, W) < JY(0Y°;me, W) ( )

where m? is the vector of the moments generated by the unknown true data gener-
ation process of the economy. The test of (2.19) utilizes QLR once again to set up a
t-statistic. To this end, the following estimate of an asymptotic standard deviation
is specified,

5= 2 \{SHPWmY@) — m¥E) ¥ {SH2WmY@) - m¥@))}  (220)

Letting z1_g,05/2 be the conventional critical quantile of the standard normal distri-
bution, the second step of the model comparison procedure is:

reject Hy in favour of Ha if VT QLR(6Y,0%) /3> 21 g0s52 = 1.96  (2.21)

To sum up, HMT’s model comparison test is constituted by the results from (2.18)
and, if the second step is still to be taken, from (2.21).

When now, in a first application, we want to compare our model A to the
Bayesian reference model BR, we meet with the obstacle that BR has not been
estimated by MM. To fit BR into the MM framework, we help ourselves by fixing
all of the numerical parameters of BR except o, which is treated as the one and
only free parameter for an MM estimation. The value that thus minimizes the loss
function changes slightly from 0.666 to o, = 0.690, reducing the loss from 209.1 to
208.3. Let us call this modified model BR’,

or = 0.690, other parameters from BR (BR?)

and instead of BR, compare model A to BR’.2* Clearly, A and BR’ are non-nested,
though we do not know whether they are strictly non-nested or overlapping. Since
the latter cannot be ruled out, we should begin with computing the statistics needed
for the test in eq. (2.18). The basic figures are reported in the first two rows of Table
2.2. First, the difference between the minimized values of J, which equals T- QLR,
clearly exceeds the 95% quantile Qg g5 of the simulated test distribution (2.16). At
the 5% significance level we can therefore discard the hypothesis that model A and
BR’ have equal moments in the sense of eq. (2.17), so that we continue with step 2
of the test.

24 For model A, the parameters o, px, X, ¢z, 0r are exogenously fixed since they were estimated
at (or close to) the boundary of their feasible range.
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For the standard deviation in (2.20), s = 13.09 is obtained. Together with
VT QLR = T- QLR /VT = 160.7/+/78 = 18.20, the test statistic in (2.21) is
computed as 1.39. As this falls short of the critical value, we are not legitimated
to conclude that the moment matching implied by the slightly modified Bayesian
estimation BR’ with J = 208.3 is significantly inferior to the match of our basic
MM estimation A with J = 47.6, even though the two models are sure to have
different moments. The same result is obtained when comparing model A with the
MM estimation B of the purely-forward-looking model variant, which has a = 0
imposed.?®

Table 2.2: Comparison of alternative estimations.

Model « J T |QLR| Qog95 VTIQLR|/5 | Conclusion
GI:
A 1.00 47.6 —— —— —— ——
BR’ vs. A 0.07 208.3 160.7 130.1 1.39 different moments,
but equivalent fit
Bvs. A 0.00 119.4 71.8 39.0 1.51 different moments,
but equivalent fit
Cvs. A 0.70  77.6 30.0 29.8 —— same moments
(at the 5% margin)
F’vs. BR’ 2.48 13.0 195.3 149.3 —— different moments,
F’ superior to BR’
Fvs.B 2.48 12.7 106.7 48.3 == different moments,
F superior to B
Fvs A 2.48 12.7 34.9 21.8 —— different moments,
F superior to A
GM:
A 0.82 54.1 —= == —= —=
BR’ vs. A 0.03 157.7 103.6 121.7 —— same moments
Bvs. A 0.00 68.4 14.3 50.6 == same moments

Note: Models F, F’ for GI and A, B for GM are introduced below. Column «
reproduces the values for the first model.

An intuitive argument to understand this finding is that there are some mo-
ments of the two models that are on opposite sides of the profile of the empirical
moments. This holds for a comparison of A and BR’ as well as A and B. So the
moments are relatively far apart from each other, while their deviations from the
empirical moments are more moderate. The first phenomenon contributes to the

%5 Treland (2007, p.1864) with his maximum likelihood approach obtains a significant result to
the opposite. As already indicated above, in his estimations the parameter « leans up against its
lower bound of zero. He checked this estimate by alternatively imposing the constraint & = 1 and
found that this specification was firmly rejected by a likelihood ratio test.
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overall conclusion of significantly distinct moments of, say, model A and B in the
first step of the test procedure. The latter deviations are evaluated by the loss func-
tion as JA(é\A; mp, W) and JB(/H\B;T/Y\LT, W), respectively, and although naively the
difference between these two values may appear rather large, the second step of egs
(2.20), (2.21) does not yet classify it as significant. If this is not exactly what one
has expected then, given the empirical and asymptotic moments of the two estima-
tions, the failure of the inequality in (2.21) to hold true might be viewed as being
due to the fact that our sample size T=78 is too small.?6

After establishing that the two MM estimations A and B yield at least sig-
nificantly different moments, let us utilize once more the first step of the model
comparison test. Again treating the degree of price indexation « as an exogenous
parameter, we gradually increase it from o = 0 and ask from what value of a on
do the moments from the corresponding estimations differ no longer significantly
from the moments of model A with o = 1. The borderline case is brought about by
« = 0.70, which gives rise to estimation C in Table 2.1. As shown in Table 2.2, the
resulting test statistic T - QLR(@C, 5‘4) is 30.0 and thus essentially equal to the 95%
quantile Q.95 = 29.8 of the simulated distribution from (2.16). Estimations where
« is fixed at higher values than 0.70—and only these—lead to T - QLR < Q.95 and
therefore do not reject the hypothesis of equal moments.

The basic feature of these model comparisons is the scope for obtaining signifi-
cantly different moments, which was established in the first step of the test procedure
for overlapping models. The second step, however, showed that this is not yet suffi-
cient to conclude that the model with the lower loss is also significantly better than
the other. Hence, if we like to get the more pronounced result of one model signifi-
cantly outperforming the other, we have to broaden the framework of the discussion.
This is an issue that we can return to below.

2.4.4 Admitting stronger backward-looking behavior

Having identified the momentous role of full indexation in the price adjustments of
the non-optimizing firms, we may take one step further. In fact, the unchecked fall of
the function o — min J towards the end-point a = 1 in the top-left panel of Figure
2.3 suggests that still higher values of a would lead to a further improvement in the
matching of the moments. This idea could be pursued in another framework that
allows for wider intervals of the two coefficients on expected and lagged inflation in
the Phillips curve. In the simplest case, a parameter u € [0, 1] may be introduced
and the coefficients on Ey7. 1 and 7,1 directly specified as (—u) and p, respectively,
without much caring about the exact microfoundations.?”

The range of the composite coefficients on the two inflation rates could also be

extended if, to economize on notation, we leave the economic interpretation of the

26 1f §A, 67 and the matrices in the above equations remained unchanged, \/IT’QLR/Q > 1.96
would obtain if 77 > (1.96/1.51)* - T, i.e. T" > 132.

27 This is the version that, without discussing further details of its theoretical background, Fuhrer
(2006, p.53) presents as the “canonical hybrid New Keynesian Phillips curve”.
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parameter « aside and allow it to exceed unity. This is how we proceed in the present
subsection. Formally, the Phillips curve equation in (2.12) need not be altered then.
Carrying out the estimation once more without the constraint does indeed drive «
further up to a value larger than 2; see model D in Table 2.3. With the estimated
a = 2.214, the composite coefficient on lagged inflation amounts to 0.69, which
is higher than the values that Fuhrer (2006) got from his GMM estimations in a
simplified framework but lower than his value of 0.94 from a maximum likelihood
estimation of the same coefficient (for a sample eight years longer than our GI
period; cf. Fuhrer, 2006, pp. 67-69). Although we abstain here from a discussion of
the precision of these results, they underline the important role of backward-looking
behavior in the firms’ price setting even more strongly than before.

Table 2.3: GI estimations (the economic constraints on o and x are dropped).

Model o K Orn X T Oy ¢7T ¢x ¢7" ]
A 1.000 0.051 0.571 1.000 0.096 0.610 1.482 0.030 0.333 | 47.6
D 2.214 0.114 0.419 1.000 0.18 0.476 1.115 0.000 0.115 | 29.6
E 1.000 0.043 0.536 1.460 0.122 0.488 1.616 0.298 0.484 | 37.7
F 2.484 0.103 0.303 1.574 0.202 0444 1.606 0.016 0.000 | 12.7

Note: In all cases, p = 0 and o, = 0 results. Values of a and x exceeding one
are admitted for notational convenience; they are not meant to have a meaningful
economic interpretation. In model F, the implied coefficients on lagged inflation and
lagged output in (2.12) are 0.72 and 0.61, respectively. Bold face figures emphasize
the kind of ‘excessive’ backward-looking behavior admitted in the estimations.

As a somewhat surprising side result we note that the influence of the inherited
persistence in the Phillips curve increases, too, rather than decreases, i.e., the esti-
mate of the slope coefficient x doubles from 0.051 to 0.114. The effect on the entire
output-inflation nexus is a simultaneous doubling of 7, the coefficient on the real
interest rate in the IS equation.

The improvement in the moment matching to which the higher values of « can
give rise is more than only marginal. It is, in particular, remarkable that in the
autocovariance diagrams such as those in Figure 2.1, they would now succeed in
bringing about a nonnegligible overshooting in all of the nine profiles after their
first return to the zero line. Although this reproduces an empirical feature that
takes place at lags beyond the horizon of our loss function, the matching over the
first eight lags alone diminishes J by already more than one-third, from 47.6 (for
a=1)to J=29.6.

Since with respect to the indexation parameter « it proved useful to step outside
the original model formulation, we may try the same with the habit parameter x in
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the IS equation, which so far was consistently estimated at its upper bound x = 1.
Reintroducing the upper bound a = 1 in the Phillips curve, model E in Table 2.3
shows that also in this way a better fit can be obtained, although with J = 37.7 less
so than with model D. It is brought about by x = 1.460, by which the coefficient
on lagged output in the IS equation increases from 0.50 to 0.59.

Lastly, it is only natural to drop the constraints simultaneously on both parame-
ters a and yx, which constitutes our model F. The inertia thus made possible do not
tend to replace each other but « as well as x are estimated at similar values to the
previous results with only one of the relaxations. Interestingly, no more persistence
is now required on the part of the interest rate (¢, = 0), and the noise levels o, and
o, of the exogenous shocks can subside. Hence the deterministic core of the model
gains in importance.

Most remarkable of all, however, is the final improvement in the performance of
system (2.12) that is thus achieved. Not only that the two persistence effects from
higher values of o and x do not cancel out, they even reinforce each other. That
is, if starting from model A each effect were maintained irrespective of the rest, the
value of J would fall to 47.6 — (47.6—29.6) — (47.6—37.7) = 19.7. Instead, estimation
F reduces the value of the loss function further down to 12.7. With respect to model
A this is as strong an improvement as 73%.

While the fit of model A was already fairly good, the fit of model F could
therefore be summarized as, we dare say, excellent. The diagrams of the covariance
profiles in Figure 2.4 illustrate this to the naked eye. If there still is something
to be desired it is a higher variance of the inflation rate in the lower-right panel,
and a stronger fall from there to its first-order autocovariance. We would also like
to stress that the good matching of the moments considerably extends beyond the
8-lag horizon of the estimation itself.

Despite our excitement about the close fit of estimation F, it is yet another ques-
tion if F can be said to be significantly better than the other estimations. Here,
if anything, F should significantly outperform estimation B with its high value of
J = 119.4 for the loss function when fixing « at zero. For this comparison, B
can be regarded as being nested in F.?® Calculating the 95% quantile of distribu-
tion (2.16) as Q.95 = 48.3, which falls short of the difference in the loss functions
106.7 = (119.4 — 12.7) = T - QLR, we do not only know that B and F have signif-
icantly different moment vectors, but we can also conclude that model B is signifi-
cantly inferior to model F; see Table 2.2. Perhaps somewhat surprisingly, the same
table shows that (with the analogous procedure to footnote 28) model F is even
significantly better than model A, which previously seemed so satisfactory.?? These

28 Model B has fixed parameters o = 0, y = 1 and o, = 0, while model F only treats ¢, = 0 as a
fixed parameter. Fixing the latter is necessary since otherwise the matrices F! (I = B, F) entering
the determination of V! in (2.16) would not be invertible (owing to dm!/do, = 0 at o, = 0; cf.
Appendix A4). We should add that even though the restriction p= > 0 is now dropped for model
F, the coefficient continues to be estimated at zero. Hence all parameters that are free in B are
also free in F.

29 In order to compare F to the modified Bayesian estimation BR’ from above (with its slightly
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Figure 2.4: Covariance profiles of model F from Table 2.3 (bold lines).

two results give strong emphasis on the beneficial role of backward-looking behavior
in the Phillips curve and IS equation, if we adopt a moment matching perspective.
Our investigation thus calls for a reconsideration of the microfoundations that would
permit the resulting coefficients on lagged inflation and lagged output to become
larger than one-half.

2.4.5 Evaluation of the estimated parameters
After temporarily transgressing the interpretational framework for the indexation

and habit persistence parameters, we return to our main estimation A with the
corner solution & = 1 and xy = 1. Let us now have a closer inspection of its parameter
estimates. Apart from the issue of the degree of ‘backwardness’ in the Phillips
curve and the IS equation, another remarkable result concerns the coefficients in
the Taylor rule. Straightforward conventional wisdom has it that over the Great
Inflation period the central bank paid (perhaps unduly) strong attention to the
variations of economic activity at the cost of price stability, an idea that would be
captured by a high policy coefficient ¢, on the output gap and a low coefficient ¢,
on the inflation gap not much above one. This is what we indeed find in the Bayesian

improved fit), where again we want to take advantage of the nested case treatment, we can fix o, at
or = 0.729 from BR’ and re-estimate all of the remaining parameters. This gives us estimation F’
(with a deteriorated fit). The test statistics reported in Table 2.2 show that then F’ is significantly
superior to BR’.
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reference estimation BR in Table 2.1. The moment matching approach, however,
reverses the role of the two parameters: the inflation gap coefficient of model A is
almost equal to Taylor’s famous rule-of-thumb value of 1.50 (Taylor, 1993, p.202),
while the output gap takes practically no effect at all. Again in contrast to the
Bayesian estimation, with ¢, =0.33 there is furthermore only weak own-persistence
in the rule, which appears all the more surprising as the interest rate inherits no
persistence from the output gap.

The complete absence of noise in the monetary policy rule, o, = 0 (something
that would imply a stochastic singularity in likelihood estimations), may not be
overrated. If for conceptual reasons in a broader context a certain randomness in
the conduct of monetary policy were required, we have a wider range over which
ceteris paribus increases of this parameter have no more than a minimal impact on
the loss function, such that in the autocovariance diagrams in Figure 2.1 the human
eye would hardly notice any difference. For example, the model-generated variance
that the interest rate gap in indirect ways inherits from the other two random shocks
is as high as 3.21 for o, = 0, and a rise of ¢, to 0.50 would increase it to just 3.46.3°
Technically speaking, o, is thus only weakly identified, or white-noise effects in the
policy rule have an almost negligible bearing on the overall fit of the model.

The observation on o, brings us to the general question of the accuracy of the
estimated parameters. As indicated at the end of Section 2.2, we use re-estimations
on the model-generated moments to construct 95% confidence intervals for them.
Here Hall’s method (specified in Appendix A2) serves to obtain the confidence in-
tervals if the parameters are estimated at an interior value (these are the coefficients
Ky On, Ty Oz, Ox, ¢r), while the standard percentile intervals are preferred if they
are estimated at, or close to, one of the end-points of their admissible range (these
are a, pr, X, ¢z and o,.). A sample size of B = 1000 is sufficient for the bootstrap.
In this way we arrive at the intervals given in column A of Table 2.1.

Most of the confidence intervals of the MM estimation are wider than those from
the Bayesian approach. Apart from o, all of the other parameters are nevertheless
reasonably well identified. The frequency distributions of the re-estimated parame-
ters are plotted in the last 11 panels of Figure 2.5,3" where the shaded areas indicate
a 95% probability mass with the end-points being determined by the standard per-
centile intervals. In particular, the re-estimations confirm that the polar results
a =1, pr =0and y = 1 are no outliers. Note also that even several intervals in the
interior of the admissible range are not symmetric around the estimated parameter
values, so that the standard intervals shown here differ from the Hall percentile
intervals in Table 2.1. Examples for this are the parameters s, 7 and ¢,..

30 A further increase of the noise level up to o, = 1.00, say, would have a stronger effect as it
raises the variance to 4.21. Regarding the “the indirect ways” in which the other shocks act on the
interest rate, it may be noted that in spite of ¢, =~ 0, a fall of o, to zero in the IS equation would
cause a drop of Var(7;) from 3.21 to 1.98. The main reason for this is the fall of Var(7;) from 1.80
to 1.23.

3! The density functions are estimated by means of the Epanechnikov kernel; see Davidson and
MacKinnon (2004, pp. 678-683) for the computational details.
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Figure 2.5: Frequency distributions of the re-estimations of the bootstrapped model
A (GI).

Note: The bold bars at the bottom indicate the estimates on the empirical moments,
the shaded areas show a 95% probability mass of the distributions.

Of course, the re-estimated parameter values are not all independent of each
other. On the basis of the discussion of the different sources of persistence in the
Phillips curve it will, in particular, be expected that the estimates of o and p,
are inversely related. With a negative correlation coefficient of —0.71, Table 2.4
documents that this is indeed the tightest relationships between two parameters that
we can find. As indicated by the bold type numbers there are, however, also other
parameters that are closely connected, where most of the pairwise dependencies are
within each of the three equations of the model. Two remarkable exceptions are
a certain tendency that an increase of k in the Phillips curve goes along with an
increase of 7 in the IS equation, and an increase in the supply shock level o (but not
persistence p;) in the Phillips curve goes along with an increased persistence ¢, in
the Taylor rule (and therefore with a decrease in o). The other interdependencies
do not seem too surprising and may stand for themselves.

Let us finally turn to the top-left panel of Figure 2.5, which displays the dis-
tribution of the minimized values J of the loss function in the re-estimations; see
eq. (2.11). Asindicated by the shaded area, its 95% quantile is Jy.95 = 65.0. The es-
timated value J = 47.6 is clearly below this benchmark, so the bootstrap test under
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Table 2.4: Pairwise correlations of parameter re-estimates of model A (GI).
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1.00 -0.08 —0.71 0.29 0.13 —0.06 0.02 0.05 0.04 0.30 —0.11
1.00 0.35 0.26 —-0.14 0.39 0.07 0.18 0.03 0.18 —0.33
1.00 -0.35 —-0.10 0.11 —0.02 0.04 0.05 —0.08 —0.02

1.00 0.24 0.27 0.03 —-0.01 -0.02 0.35 —-0.41

1.00 0.12 —-0.44 -024 —-0.12 0.23 —0.11

1.00 0.21 —-0.14 —-0.01  0.00 —0.19

1.00 0.20 0.13 0.01 0.01

1.00 0.39 0.28 —0.22

1.00 0.47 —0.10

1.00 —0.49

1.00

Note: Bold face figures emphasize higher correlation coefficients.

the null hypothesis cannot reject the model. Since the quantile of J is 88.38%, the
model may be said to have a moment-specific p-value of 11.62%. We nonetheless
formulate this only as a conventional statement to succinctly evaluate the overall
goodness-of-fit; of course, it is not meant to imply that model A could be the “true”
model of the economy.

2.5 The Great Moderation period

In this section we consider the period of the Great Moderation, where in other
respects we can proceed along the same lines as above. Our main result is the
comparison of estimation A with a Bayesian reference estimation BR in Table 2.5.
Again, as in the Great Inflation sample and emphasized by the bold face figures,
in contrast to BR estimation A needs no persistence from the shock process in the
Phillips curve (pr = 0), and it yields a high degree of price indexation «, although
it is here not maximal.

Apart from that, the general wisdom that inflation during the GM period was
less exposed to exogenous shocks than during GI is corroborated by the estimation
of the noise level o, which is reduced by almost two-thirds (cf. estimation A in
Table 2.1). Also the driving variables in the Phillips curve and the IS equation
have a somewhat weaker influence than in GI (lower estimates of x and 7 and
narrower confidence intervals). On the other hand, the Taylor rule exhibits stronger
persistence ¢,. In addition, it is more responsive to the output gap (higher value
of ¢, ), while the estimated coefficient on the inflation gap ¢, has a similar order of
magnitude to GI. These statements have, however, to be qualified since, in striking
contrast to the Bayesian reference estimation BR shown in the first column of Table
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Table 2.5: Parameter estimates for GM.
Bayesian Moment Matching
BR A B C D
«@ 0.033 0.816 0.000 0.459 0.863
(0.000 — 0.071) (0.475 — 1.000)
K 0.163 0.030 0.139 0.049 0.020
(0.103 — 0.221) (0.000 — 0.046)
O 0.389 0.000 0.712 0.000 0.000
(0.274 — 0.510) (0.000 — 0.453)
On 0.517 0.200 0.176 0.455 0.163
(0.420 — 0.611) (0.140 — 0.373)
Y 0.825 1.000 1.000 1.000 00
(0.759 — 0.891) (0.669 — 1.000)
T 0.017 0.047 0.045 0.040 0.275
(0.009 — 0.025) (0.000 — 0.085)
O 0.346 0.532 0.515 0.504 0.555
(0.296 — 0.399) (0.295 — 0.702)
Or 1.181 1.626 2.412 2.784 1.418
(1.001 — 1.383) (0.295 — 3.746)
O 1.014 1.031 0.664 0.687 1.296
(0.602 — 1.419) (0.176 — 2.129)
O 0.814 0.776 0.753 0.786 0.760
(0.762 — 0.867) (0.673 — 0.958)
Onr 0.449 0.472 0.527 0.393 0.348
(0.395 — 0.502) (0.296 — 0.942)
J 170.1 54.1 68.4 72.8 39.6
MCI missed 15 3 4 1 2
p-value — 5.4% — — —
Note: The discount factor is =0.99 throughout. In estimation B, « is fixed at 0.00.

The smaller numbers indicate the confidence intervals; from the posterior distribution
in a Bayesian reference estimation (BR), while in estimation A they are computed
from (A1) for o, px, X, ¢, ¢o and from (A2) for k, ox, 7, 0z, ¢r, 0. The last row
gives the number of moments (‘M’) that miss the confidence intervals (‘CT’) of the
empirical moments.
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2.5, both of these parameter estimates have extremely wide confidence intervals.3?
In our moment matching estimation approach we have therefore no firm basis to
compare the two policy coefficients ¢, and ¢, between GI and GM. Incidentally,
the width of the confidence intervals is not so much different from the intervals
that Cho and Moreno (2006, pp. 1467ff, Tables 2, 4, 5) obtain from their maximum
likelihood bootstrap re-estimations of a similar three-equations model (their sample
period is 1980:4-2000:1).

The distributions of the re-estimates from the bootstrap for these and the other
parameters, on the basis of which the confidence intervals are computed, are shown
in Figure 2.6. Note that just as for GI, the distribution of y strongly leans against
one, and the distribution of p, against zero. Regarding the indexation parameter
a, the distribution has most of its probability mass not very far below unity (the
median is 0.846).

Figure 2.6 is accompanied by the pairwise correlations for these estimates in
Table 2.5. Comparing it to Table 2.4 for GI, the following four changes are notewor-
thy. (1) Not only is the correlation coefficient between x and 7 reduced by one half,
but there is now also a positive correlation between o and 7, which was previously
negligible. (2) There is a moderate positive correlation between o, and ¢, and a
moderate negative correlation between o, and ¢;, both of which were not present
in GI. (3) The previously weakly positive connection between the re-estimates of x
and 7 has strengthened, and the previously strongly negative connection between
x and o, has weakened. (4) While in GI the policy coefficients ¢, and ¢, were
positively correlated, this has become a negative relationship in GM.

Turning to the quality of the match of estimation A in GM, with a minimized
value J = 54.1 of the loss function versus J = 47.6 in Table 2.1 it appears slightly
worse than estimation A in GI. This impression is confirmed by the moment-specific
p-value as it was discussed at the end of Section 2.4.5. In the top-left panel of
Figure 2.6, which presents the distribution of the minimized values J® of the re-
estimations, it can be seen that its 95% quantile Jyg5 almost coincides with the
originally estimated J. The exact numbers are Jo.gs = 55.0 and J = 54.1, which
constitutes a quantile of 94.6%. The model’s p-value therefore amounts to 5.40%,
compared to 11.63% for GI.33

32 Several of the low estimates of ¢, might imply indeterminacy with one stable root too many
in the Blanchard-Kahn condition. This poses no problem for us since the solution matrix 2 in
(2.2) was computed by employing the brute force iteration procedure mentioned in Binder and
Pesaran (1996, p. 155, fn 26). First, for the present model even a crude initialization like 0.80 times
the identity matrix proves good enough to ensure convergence. Second, in the case of multiple
solutions the iteration selects one of the solution matrices automatically and, as we have checked
by a number of examples, the most appropriate one—which means that 2 changes continuously
when ceteris paribus variations of ¢, lead the system from determinacy to indeterminacy. By the
way, the high robustness of the method is in contrast to the sufficient, somewhat special conditions
for local convergence given by Bai et al. (2005, pp. 116f).

3% Cho and Moreno (2006) evaluate their three-equations model by bootstrapping and re-
estimating the model and a low-order unconstrained VAR, from which subsequently a likelihood
ratio test statistic can be computed. The resulting p-value is zero for their base model but inter-
estingly, with p = 3.90% (see their Table 6 on p.1474, panels A and B) this statistic is not too
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Figure 2.6: Frequency distributions of the re-estimations of the bootstrapped model
A (GM).

Note: The bold bars at the bottom indicate the estimates on the empirical moments,
the shaded areas show a 95% probability mass of the distributions.

Considering the matching of the single moments, there are now three moments
that miss the empirical confidence intervals, versus none in GI. Figure 2.7 shows
that responsible for this is the steep initial decline of the auto-covariance profile
of the inflation gap, which means that in GM there is noticeably less persistence
in 71; than in GI. As it turns out, the model is not too well prepared for that,
so that one may be even tempted to say that in its entirety the model tends to
exhibit too much, rather than too little, inflation persistence. Specifically, it seeks
to find a compromise by first strongly underestimating the level of the variance of
¢, the corresponding t-statistic being —3.17, and then moderately overestimating
Cov (7, m¢—1) and Cov (7, Tp—2) with a t-statistic of 2.30 in both cases; see the bold
(red) line in Figure 2.7. In this—but only in this—respect, the Bayesian reference
estimation BR (see the dotted (blue) line) proves to be somewhat superior; for the
other types of moments, BR displays a similar inferiority to that in GI.

In an attempt to force all of the model-generated moments into the empiri-

different from ours if they admit auto- as well as cross-correlations in all of the random shocks
(which on the other hand are features that our estimates can dispense with).
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Table 2.6: Pairwise correlations of parameter re-estimates of model A (GM).
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1.00 -0.08 —-0.62 —0.05 0.22 0.35 0.27 0.11 0.01 0.11 —0.08
1.00 0.22 —-0.12 -0.21  0.20 0.18 —0.03 0.22 0.10 —-0.11
1.00 -0.39 -0.10 -0.17 -0.16 —0.06 0.02 —0.05  0.01

1.00 0.00 0.11 0.03 0.29 —-0.22 —-0.04 —0.05

1.00 0.33 —-0.16 0.15 —0.04 0.04 —0.08

1.00 0.45 0.06 —-0.03 —-0.18 —0.05

1.00 0.09 0.05 0.03 —0.09

1.00 —-0.26 0.20 —0.11

1.00 0.59 —0.22

1.00 —0.33

1.00

cal confidence intervals, we also experimented with an ad-hoc modification of the
present loss function. It is essentially the sum of the skilfully weighted and nonlin-
early transformed ¢-statistics of the single moment deviations (m;(#) — m; ), which
tolerate small and medium deviations and heavily penalize t-statistics close to or
above 2. However, our effort in thus tuning the function was not fully successful.
The best we could achieve is a miss of just one confidence interval, which by the
way requires a lower degree of price indexation and still no persistence in the supply
shocks. Table 2.5 reports this parameter set as estimation C. It goes without saying
that the price for this kind of improvement is a larger deterioration of the original
loss function J. The remaining moment that is not satisfactorily matched is again
an autocovariance of the inflation gap, this time Cov(7s, 7—4) with a ¢-statistics of
—3.63. This underestimation may nevertheless be considered to be pardonable given
the peculiar peaks every four quarters in Cov(7, T¢—p), h = 4,8, ... (although the
data is seasonally adjusted and the phenomenon is completely absent in GI).

After discussing the main estimation A, we can follow the second part of the
analysis in Section 2.4.2 (neglecting the more detailed first part for reasons of space).
Accordingly, we study the impact of varying degrees of price indexation a on the
estimated shock persistence p, and the resulting overall fit of the model. Again
including the estimates of k and ¢, in this exercise, Figure 2.8 is obtained. Its main
difference from Figure 2.3 for GI is, of course, that the function o + minJ has an
interior minimum, although the performance of the model for & = 1 is not much
worse. Also to the left of the estimated (i.e. minimizing) «, the deterioration of J
is not very dramatic. Actually, the test procedure introduced in Section 2.4.3 tells
us that the value J = 68.4 for the purely forward-looking case o = 0 (which is
estimation B in Table 2.5) is not significantly different from J = 54.1 for @ = 0.816
in estimation A. More precisely, as documented in the lower part of Table 2.2, even
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Figure 2.7: estimated versus empirical covariance profiles (GM).

Note: The bold (red) line results from the MM estimation A of Table 2.5, the solid
(blue) line with dots from the Bayesian reference estimation BR. The shaded area is
the 95% confidence band around the empirical moments.

the moments generated by the two estimations cannot be significantly told apart.
Incidentally, a comparison of model A with the Bayesian reference estimation leads

to the same conclusion.?*

Regarding the estimates of p;, k and ¢, that are associated with the exogenous
variations in «, Figure 2.8 shares with Figure 2.3 the feature that these parameters
are low if « is high and wvice versa. Again, there is also a discontinuous jump of p.
In Figure 2.8 it is, however, extreme and instead of the monotonic increase of p, as
« decreases, there are practically just two states of shock persistence: the estimated
pr is zero for 0.64 < o < 1, and it marginally falls (rather than increases) from 0.739
to 0.712 as « decreases from 0.63 down to zero. The jump of p, is furthermore so
strong that it makes itself also felt in the estimates of £ and ¢;.

At the end of this section, we again step outside the interpretational framework
of the parameters o and y and generally admit values exceeding unity for them.

34 Analogously to the treatment for the GI period in Section 2.4.3, BR is modified to BR’ by
using o, as the one and only parameter that is reset to minimize the MM loss function; the new
value is then o, = 0.428, which reduces the loss from 170.1 to J = 157.7.
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Figure 2.8: MM estimation under exogenous variations of o (GM).

Estimation D in the last column of Table 2.5 shows that the price indexation «
makes no use of this option; even if the minimum search procedure for the loss
function initializes « considerably above unity, the parameter soon returns into a
region of roughly 0.80 or 0.90 (before the other parameters settle down on their final
values of the estimation). By contrast, the habit persistence y strongly tends away
from unity, even extremely so. Practically, x can be said to head towards infinity,
which only means that the full weight in the IS equation is on lagged output and
the forward-looking component completely disappears. As far as we know, a purely
backward-looking IS equation has not yet been obtained in the estimation of New-
Keynesian models of similar complexity.

2.6 Conclusion

Being concerned with the estimation of contemporary macroeconomic DSGE mod-
els, the main purpose of this chapter was a challenge of the dominant position of
the Bayesian approach. Our alternative was the method of moments (MM). In the
present application it seeks to match the model-generated second moments of the
economic variables to their empirical counterparts, thus summarizing the basic dy-
namic properties of the model. Besides the relatively low computational cost, a
main advantage of the method is its transparency. In this respect, MM allows the
researcher to concentrate on what he or she considers to be the most important
stylized facts of the economy, and requires him or her to make them explicit. While
in the end the choice of moments is a matter of judgement, it is a useful and in-
formative decision to make since a model, at whatever level of complexity, cannot
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possibly reproduce all of the empirical regularities that we observe. In addition, the
MM approach provides us with an intuitive notion of the goodness-of-fit of a model,
which may be checked by visual inspection of suitably organized diagrams or more
formally by an econometric assessment of the minimized value of a loss function.

A novel feature of the chapter is that it contrasts the MM with the Bayesian
estimation results. To this end we limited ourselves to an elementary three-equations
model of the New-Keynesian macroeconomic consensus, where the inflation and
interest rates in the structural equations are specified as the deviations from an
exogenous flexible trend. Special emphasis was placed on a comparison of the degree
of backward-looking behavior in the hybrid Phillips curve. A typical result of many
(though not all) Bayesian estimations, to which our framework was no exception, is
that lagged inflation tends to play only a minor role in the Phillips curve. Inflation
persistence is here brought about by serial correlation in the shock process, besides
the inherited persistence from the output gap.

Our MM estimations may add new insights into this discussion. In fact, they
found strong evidence to exactly the contrary. With o = 0.80 the degree of price
indexation is high in the Great Moderation (GM) period and it is estimated at its
maximal value of a = 1.00 in the sample of the Great Inflation (GI), whereas in
both cases the supply side shocks are white noise and inherited persistence is weak.

We even took one step further and showed that if, hypothetically, the parameter
« were permitted to exceed unity, then in GI it would be as high as almost 2.50.
This means that the composite coefficient on lagged inflation in the Phillips curve
would be larger than 0.70. The habit persistence parameter x in the IS equation,
by the way, would also be higher than one if it were free in this respect (in both GI
and GM).

The much stronger role for the backward-looking elements is all the more impor-
tant since, already in the presence of the constraints o < 1 and x < 1, the matching
of the empirical moments proves to be fairly good. The general qualitative im-
pression is supported by (moment-specific) p-values above the 5% significance level.
Moreover, if the constraints were dropped, the match for GI is so strongly improved
that we dared to characterize it as excellent. In that case a new econometric test by
Hnatkovska et al. (2009) enabled us to conclude that it is significantly better than
our MM benchmark estimation with o = 1.

From our perspective there are thus primarily two issues that future research
may turn to. First, reconsider the microfoundations for lagged inflation and output
in the Phillips curve and IS equation, which still are arguably ad hoc—if they at all
allow for coefficients on these variables that are larger than one-half.?® Second, apply
the MM approach to models with a richer theoretical structure, which would also
extend the scope for the moments entering the estimations. The obvious question

35 For the ad hoc nature of the common microfoundations of a hybrid Phillips curve, see Rudd
and Whelan (2005, pp. 20f), which is the longer version of Rudd and Whelan (2007, p. 163, fn 7).
An interesting new concept to make the Phillips curve more flexible is the hazard function studied
by Sheedy (2010), although it comes at the cost of a more complicated structure of lagged and also
expected inflation.
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would then be whether or not the present results will survive.

Appendix A: Prior densities of the Bayesian reference es-
timation

The prior densities are essentially taken over from Castelnuovo (2010). One excep-
tion is that we mistrust his relatively high estimate of the policy parameter ¢, in
the GI period, the posterior mode of which, guided by his prior normal distribu-
tion around 1.70, amounts to more than 1.80. Following the results by Lubik and
Schorfheide (2007) and Benati and Surico (2009), we prefer a lower prior mean and
decide on ¢, ~ (1.3,0.2) for this distribution.

Regarding the prior for the price indexation parameter o we cannot draw on
Castelnuovo since, basically (apart from some other specification details), he alter-
natively fixes « either at zero or one. As his results, like the ones by Ireland (2007)
and Cogley and Sbordone (2008) mentioned in the text, favour the purely forward-
looking Phillips curve with o = 0, we choose a prior mean less than 0.50 but still
with some scope for a to move to higher values in the estimation process. So we
assume « ~ [3(0.3,0.2). Nevertheless, as reported in both Table 2.1 and 2.5, with
this setting our estimations show a strong tendency, too, for « to lean against zero.
To be self-contained, the priors are all listed in Table A2.6.3¢ We checked that the
posterior densities to which they give rise are in fact well-behaved. This concerns
their relationship to the prior densities as well as the convergence checks by Brooks
and Gelman (1998), which are summarized in the uni- and multivariate diagnostics
provided by Dynare.

Table 2.7: Prior densities of the BR estimations in Tables 2.1 and 2.5.

(0 K Pr Ox
5(0.370.2) F(0.4,0.1) 5(0.670.1) IP(l.O,&O)
X T — Og
5(0.5,0.1)  T(0.037,0.0125) — IT(0.25,2.0)
O Gz Or Or
5(1.370.2) F(1.270.8) ,8(0.5,0.28) IP(l.O,&O)

36 Note that our rates of interest and inflation are annualized, while Castelnuovo’s are not.
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Appendix B: The standard percentile and Hall’s percentile
confidence interval

Let a collection {é\b b=1,...,B} of parameter re-estimates be given, as stated
in (2.10). With respect to a significance level o = 0.05, let 6; ;, be the estimate
from (2.10) such that only a fraction «/2 of all the bootstrap estimates 55’

than this value, and likewise 6;  the estimate that is exceeded by only /2 of the

are less

bootstrap estimates. The standard percentile confidence interval is then given by
Cls(0;)) = [0ir, 0in] (A1)

(the index S indicating that (A1) is regarded as the standard method.) If the original
estimate @ from (2.8) lies on the boundary of the admissible set of the parameters,
O, and @-L (or @H) coincides with it, then @H (or @L) itself will be the (1 —a/2)-
quantile (the a/2-quantile, respectively).

Although (A1) is a straightforward specification, it has to be taken into account
that it may not have the desired coverage probability. In particular, if (/9\, is a biased
estimate of 67, the bootstrap distribution may be asymptotically centred around 67
plus a bias term and, hence, CIg(6;) is a (1 — @)% confidence interval for the latter
quantity and may thus have a grossly distorted range as a confidence interval for 67.

An alternative to (Al) that fixes this problem is Hall’s percentile confidence
interval, which essentially is defined as

(20, — 0; 1, 26, — 0, 1) (A2)

It is based on the idea that the bootstrap distribution ((/9\5’ — (/9\,) approximates the
distribution (8; — 62). This implies that Prob(6;, — 0; < 0; — 0% < O, — 0;) ~
Prob(@L — @ < @Z’ — @ < @H — @) = 1 — «, and the first probability expression is
easily seen to be equal to Prob(25,~ — (/9\,H < 0) < 2@' — (/9\“;) = Prob(6¢ € CIy(0;)).
Hence Hall’s percentile method is asymptotically correct.

It can, however, happen that 2@ — 6A?ZH falls short of a lower bound 6; 47, of the
admissible range of the parameter (something which by construction is not possible
with the standard percentile interval). The lower end of the confidence interval may
then be set equal to 0; 7. Similarly so if 2@' — @,L exceeds an upper bound 0; op
of the admissible range. We leave such a modification of (A2) aside since in these
cases it seems more meaningful to resort to (Al).

Appendix C: Estimation of the moment covariance matrix
2im

Let p;, ¢ stand for the empirical interest rate (gap) r¢, the output gap z; or
the inflation (gap) 7, as the case may be (the hat on r and 7 is here omitted).
The theoretical covariance of p; and ¢;_p is given by E[(p: — Ept)(qt—n — Eq)] =

E(piqi—1n) — (Ept)(Eqi—p) = E(ptqi—n) — (Ept)(Eq:). Correspondingly, with respect
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to a sample period of length T', we specify the empirical covariance Cov(ps, ¢;—p)
as being equal to the time average of the products p:q;_j minus the product of the
time averages of p; and ¢;. For the n,, covariances of interest, let there be a total of
n, such average values involved and collect them in a vector @ € R™. For a suitable
function g(-) defined on (a subset of) R™ and attaining values in (a subset of) R"™,
the empirical moments can be expressed as

mr = g(a) (A3)

In order to obtain the covariance matrix of the moments, we first estimate the
covariance matrix of the average values a. If z; is a vector the components of which
contain all of the lags h of ry, y;, m that we need (h = 0,1, ... H), and f;(-) for
j =1, ... ng are suitable real functions (to be detailed in a moment) that are defined
on these stretches z;, the time averages can be written as being given by

T
~ 1 .
aj = thl fj(Zt) s ] = 1, A ) (A4)

While a® is the ‘true’ value of the real-world data generation process, the vector of
its estimates @ is distributed around it as

VT (@—a®) < N(0,%q) (A5)

For some suitable lag length p (the usual symbol, not to be confused with the above
pt representing 7y, x4 or m¢), a common HAC estimator of the covariance matrix X,
is the following (ng xn,) Newey-West matrix,

S, = 60 + Y (-8 + Emy)
h=1 p +1
i o (A6)
C(h) = ? Z [f(zt) - CL] [f(zt—h) - (Z]/ ; h = Oa 1, D
t=h+1

Specifically, we follow the advice in Davidson and MacKinnon (2004, p.364) and
scale p with T3, Accordingly we may set p = 5 for the two subsamples of the
Great Inflation and Great Moderation.

Next, put m® = g(a®) and G, = [9g;(a®)/0a;] € R"*"+. Employing the delta
method (¢f. Davidson and MacKinnon, 2004, pp. 207f), we know that asymptotically

VT (inp —m®) & N(0, Go%a G)) (A7)

Thus, on the basis of (A6) and the estimated matrix of the partial derivatives G,
which is constituted by the elements dg;(a)/0a;, the (n,, x n,) covariance matrix
of the moments 77 from the finite sample {2 }7_; can be estimated as

S = G S, & (A8)



2.6. Conclusion 45

Entering the calculation of the moments Cov(py, ¢;—p,) mentioned in the text (p,q =
r,x, ) are the mean values of the products p; ¢;_, and, in addition, the three mean
values of 7¢, y; and m; (as already indicated above). This gives us the dimension
Nng = Ny, + 3. Denoting the mean value of a series p; by a, and the means of the
products pt qi—p by apq(h), the n,, covariances can be written as being given by
Cov(pt gr—n) = apq(h) — ap aq.

There are nine different types of covariance profiles. We organize these mo-
ments in nine index sets Iy, ... ,Ig. They do not all contain the same number of
indices since for two distinct variables p and ¢ it has to be taken into account that
Cov(pt, qi—p) is included with the lags h = 0,1, ... , H in the objective function, but
the reverse covariances Cov(q¢, ps—p) only with lags from h =1 onwards. The first
and last index in the index sets and the type of covariances assigned to these sets are
detailed in the following table. Besides, it once again makes it clear that with H =8,
the total number of moments in the objective function is n,, =9 (H+1) —3 = 78.

Table 2.8: Specification of the index sets.

number of functions
Cov  set first index last index indices gi(+)

rere—n 1 H+1 H+1 arr(h) — a?
reTi_p 1o (H+1)+1 2(H+1) H+1 arg(h) — aray
rem—p I3 2(H+1)+1 3(H+1) H+1 arr(h) — arar
TeTi—p s 3(H+1)+1 4(H+1) -1 H azr(h) — aray
rexep I 4(H+1) 5(H+1) —1 H+1 azz(h) — a2
vem—n g 5(H+1) 6(H+1)—1 H+1 azr(h) — agar
mer—n 17 6(H+1) T(H+1)—2 H arr(h) — arar
Xy g T(H+1) -1 8(H+1) -3 H Uy (h) — agar
LT P N 1 8(H+1) -2 9(H+1) -3 H+1 Anr(h) — a2

Regarding the n, functions f;(-) in (A4), the first n,, of them are defined in
accordance with the pairs of variables that are associated with index ¢ in Table
A2.6, that is, f1(z¢) = reri—o, fo(ze) = rer—a, ete., until f,,, (2¢) = m¢m—g . The
remaining three functions capture the average values of the single variables in the
obvious order,

Jrm1(zt) = 70, frmt2(zt) = @, frm+s(zt) = m

All ingredients are thus available to compute S, from (A6).

With a1 = a,+(0), az = a,(1), etc., the matrix G can be readily set up from
the last column in Table A2.6. For i,j =1, ... ,n,, we simply have dg;(a)/0a; =1
if =4, and the partial derivatives are zero otherwise. The last three columns of
CAl, which are the derivatives with respect to an,,+1 = ar, Gn,,+2 = Az, Ap,,+3 = Or,
are given in Table A2.6. It remains to plug this matrix into eq. (A8) to obtain the
covariance matrix f]m of the estimated moments.
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Table 2.9: The last three columns of matrix G.

rOWS column

corresponding to Ny, + 1 N, + 2 Ny, + 3
I -2a, 0 0
I —ay —a, 0
I3 —ar 0 o
1 —Qy o 0
I5 0 -2, 0
I 0 —ar —0y
I; —Qr 0 —ay
Ig 0 —ar —0y
I 0 0 -2,

Appendix D: Specification of the matrices V¥ and V¥ in
equation (2.15)

First, compute for each model I (I = X,Y) the following matrix F!, which in the
specifications further below will be assumed to be non-singular:

oml 0Ty om! (67
s . I
F oor " " oer M
0 am! (6")
7 . ~ I/nl\\/
M= (B @[y —m! (0) W]} o vee| |

It is understood that the derivatives are evaluated at the estimated parameter
vector 67 (we currently omit the hat). These derivatives are well-defined since in the
present context only those parameters are treated as free parameters the estimated
values of which happen to be in the interior of the admissible set.?” Letting né be
the dimension of the vector of the free parameters in model I, Ey is here the né X né
identity matrix. The matrices dm! /90" and dm!/00" have format n} x n,, and
Ny, X né, respectively, so that FX and M7 are né X né square matrices. The format of
M derives from the fact that the matrix in square brackets is a (1 x n,,) row vector,
so that the matrix in curly brackets from the Kronecker product is n} x (n} - n,,),
while the matrix of the derivative of the vec-expression has the suitable format
(n} - nm) x nk.

The matrix F! enters three matrices VII , VQI , V31 , which are now easily seen to
be n,, X n,, square matrices:

37 For the numerical derivatives the built-in procedures gradp and hessp in the GAUSS software
package are used. The optimal step size for the second derivatives is carefully adjusted because
the difference approximations might not be precise when the first derivative is small; see Gill et al.
(1981, pp. 127-133) for the details of determining the step size.
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omr(01) . oml(eT) om!(67) _,omI0y
I _ I'\—1 In—1
Vi N 001" (F7) 001 W 001’ (F7) 001
om!(67) " 1, omI(0Y
I _ I'\—1 IN—1
I aml(al) I'\—1 I I Iy—1 5m1(91)/
vioo= S E Ty ()

Finally, the matrices V! in (2.15) are given by

vl = vl — v - v, I=X,Y






3
Structural Estimation of the
New-Keynesian Model

This chapter analyzes the empirical relationship between the price-setting/consumer
behavior and the sources of persistence in inflation and output. First, a small-scale
New-Keynesian model (NKM) is examined using the method of moment and max-
imum likelihood estimators with US data from 1960 to 2007. Then a formal test
compares the fit of two competing specifications in the New-Keynesian Phillips
Curve (NKPC) and the IS equation; i.e. backward- and forward-looking behavior.
Accordingly, the inclusion of a lagged term in the NKPC and the IS equation im-
proves the fit of the model while offsetting the influence of inherited and extrinsic
persistence; it is shown that intrinsic persistence plays a major role in approximat-
ing the inflation and output dynamics for the Great Inflation period. However, the
null hypothesis cannot be rejected at the 5% level for the Great Moderation pe-
riod; i.e. the NKM with purely forward-looking behavior and its hybrid variant are
equivalent. Monte Carlo experiments are used to investigate the validity of moment
conditions and the finite sample properties of the estimation methods. Finally, the
empirical performance of the formal test is discussed along the lines of the Akaike’s
and the Bayesian information criterion.

3.1 Introduction

In the New-Keynesian model (NKM), some extensions such as habit formation and
indexing behavior have gained popularity for the ability to fit the macro data well;
see Christiano et al. (2005), Smets and Wouters (2003, 2005, 2007), and Rabanal
and Rubio-Ramarez (2005). For example, the forward-looking behavior of price in-
dexation has been challenged by macroeconomists over the last decade, because a
hybrid variant of the model with backward-looking behavior provides a good ap-
proximation of inflation dynamics; see also Gali and Gertler (1999), Fuhrer (1997),
Rudd and Whelan (2005, 2006). In the same way, inertial behavior in the dynamics
of the output gap can be better explained by the presence of habit persistence in
consumption rule; e.g. see Fuhrer (2000). Accordingly, the lagged dynamics in the
NKM influence the transmission of shocks to the economy; the backward-looking
behavior in the price-setting and consumption rules affects the degree of endogenous
persistence in inflation and output. This also implies that a good approximation of
the NKM to the data (e.g. the persistence of aggregate macro variables) can pro-
vide a potential explanation for the monetary transmission channel to inflation and
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output; see Amato and Laubach (2003, 2004) as well as Woodford (2003, Ch.3).

In a small-scale hybrid NKM, however, current inflation and output depend on
its expected future and lagged values, which can give rise to a highly non-linear map-
ping between structural parameters and the objective function during estimation.
Because of this, we cannot easily overcome identification problems in the struc-
tural model; in other words, the minimization problem in extreme estimators often
does not have a unique solution asymptotically; e.g. see Canova and Sala (2009).
The purpose of this chapter is to show to what extent classical estimation methods
cope with structural parameter estimates and how these can be used to evaluate
the model’s empirical performance. Especially, we draw attention to an analytic
solution of the model and conduct a structural econometric analysis to identify the
effects of a lagged term in inflation and output.'

More generally, we apply the formal test of Hnatkovska, Marmer and Tang
(2012) [HMT henceforth| and examine the significant influence of the lagged term
on the inflation and output dynamics. According to HMT, the Vuong-type x? test
evaluates the adequacy of a broad class of goodness-of-fit measures and allows for
model misspecification; see also Linhart and Zucchini (1986) for model selection.
Hence, the test statistic used in our study can simply indicate the goodness-of-fit
of the model in hypothesis testing, which measures the discrepancy between the
model-generated and empirical moments. For example, Vuong (1989) demonstrates
how to use the likelihood ratio test for non-nested models. Rivers and Vuong (2002)
generalize the hypothesis testing procedure to empirical applications involving a
wide range of estimation techniques. Their procedure extends to complex model
selection situations where one or both models may be misspecified and the models
may or may not be nested; see Golden (2000, 2003).

The advantage of the formal test of HMT is that the model’s empirical perfor-
mance can be flexibly evaluated according to the chosen moment conditions. The
flexibility is commonly associated with the transparency to the fit of the model
when the moment conditions are directly binding for parameter estimation. Indeed,
the limited information approach has been widely used to estimate parameters of
a monetary DSGE model starting from Rotemberg and Woodford (1997). For ex-
ample, one common approach to this problem is to use impulse responses that are
most informative about the DSGE model; Dridi et al. (2007) and Hall et al. (2012)
discuss the choice of binding function - i.e. a function which can connect the pa-
rameters of the model to the parameters of an auxiliary model - and information
criteria for the selection of valid response. Especially, when the model misspeci-
fications and complex structural system do not allow for efficient estimation, the
adequacy of the model in fitting the data can be judged by using binding functions;
see Gourieroux and Monfort (1995). To conduct empirical analysis without the aux-
iliary model, Franke et al. (2011) examine a small-scale DSGE model using analytic
second moments of the sample auto- and cross-covariances up to lag 8 (two years)

! Alternatively, the common and simple strategy to provide a quantitative assessment of inflation
and output is to use a reduced form (or single equation) estimation, calibration or simulation based
inference; see also Gregory and Smith (1991) as well as Nason and Smith (2008).
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for estimation as well as model selection. While the empirical results using the mo-
ment matching approach are contrasted with the Bayesian estimation, however, the
validity of their chosen moment conditions is not indicated by a statistical test.

In this study, we discuss the efficiency of the method of moments (MM) estima-
tion and examine the validity of moment conditions along the lines of the maximum
likelihood (ML) approach. To see this, first, we investigate the NKM’s empirical
performance by using the relationship between interest rate, inflation and output of
US data. In particular, we attempt to assess the significance of the lagged dynamics
in inflation and output. From the ML and MM estimations, we pinpoint an em-
pirical link between the hybrid model structure and the persistence in inflation and
output. Next, the empirical performances of the model with purely forward-looking
behavior and its hybrid variant are evaluated using the model selection criterion.
Accordingly, the inclusion of a lagged term in the New-Keynesian Phillips Curve
(NKPC) and the IS equation improves the fit of the model while offsetting the in-
fluence of inherited and extrinsic persistence; it is shown that intrinsic persistence
plays a major role in approximating inflation and output dynamics for the Great
Inflation period. However, the null hypothesis cannot be rejected at the 5% level for
the Great Moderation period; i.e. the NKM with purely forward-looking behavior
and its hybrid variant are equivalent. Finally, we carry out a Monte Carlo study to
examine the statistical efficiency of the estimation methods.

This chapter is organized as follows: Section 2 reviews the standard New-
Keynesian three-equations model and examines the importance of intrinsic persis-
tence (or backward-looking behavior) for the co-movement between inflation and
output. Estimation methodologies and model selection procedures are described
in section 3. Section 4 presents the empirical results and the model comparison
between the NKM with the forward-looking behavior and its hybrid variant. More-
over, the finite sample properties of the estimators are investigated using the Monte
Carlo experiments in section 5. Finally, section 6 concludes. All technical details
are collected in the appendix.

3.2 Expectation formation in a DSGE model

In this section, we present the standard New-Keynesian model featuring aggregate
supply, aggregate demand (IS), and monetary policy equations.?
model specifications of the lagged dynamics in the NKPC and the IS equation, with
a focus on the backward- and forward-looking behavior.

We explore the

2Smets and Wouters (2003, 2007) empirically examine a medium-scale version of the NKM.
They estimate structural parameters and idiosyncratic shocks with the Bayesian techniques. In
our study, however, we study a small-scale general equilibrium model and investigate the role of
optimizing behavior in the dynamics of inflation and output.
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3.2.1 The New-Keynesian three-equations model

Microfoundations of supply- and demand-side economy have been established as
the key components of a New-Keynesian model framework; e.g. the behavior of
optimizing economic agents. The monetary policy behavior is described by the
Taylor rule where the lagged interest rate reflects the gradual adjustment of a central
bank. Thus the model is a convenient tool for modeling systemic changes in the
economy. Especially, in our current study, we attempt to examine to what extent
the gaps of interest rate, inflation and output are related to each other and to what
extent they affect the economy (7 := my — 7}, 7 := r—7rf). The trend components
of the quarterly data are estimated by using the Hodrick-Prescott filter with the
smoothing parameter of A=1600.> The standard model reads as follows:

~ B ~ ~
= E —_ s
Tt 1+ aB t Te+1 T 1—}—(1,87Tt1 + KTt + VUng
1
n = — Bz + v — TMm—-E T + vz4(3.1
¢ T D Tox o (s — By Tyg1) 2t (3.1)
?t = ¢ ?tfl + (1 - ¢7’) (¢7‘(’§T\t + ¢x$t) +  Ert
Unt = palat—1 + €Ex¢ (for indexing behavior) (3.2)
Upt = paVgt—1 + €Ex¢ (for consumption behavior)

where the variable x; is the output gap, 7; is the inflation gap and 7} is the interest
rate gap. The discount factor and the slope coefficient of the Phillips curve are
denoted by the parameters 8 and &, respectively. The parameters a and x measure
the degree of price indexation in the NKPC (0 < o < 1) and habit persistence of the
household (0 < x <1). And 7 is a parameter that refers to the intertemporal elas-
ticity of substitution of consumption (7 > 0). In the Taylor rule, ¢, determines the
degree of interest rate smoothing (0 < ¢, < 1). The other parameters ¢, and ¢, are
the policy coefficients that measure the central bank’s reactions to contemporaneous
output and inflation (¢, ¢ > 0).

The shocks ¢, ; are normally distributed with standard deviation o, (i.i.d. with
z =m,x,r). Since vrt and v, are autoregressive processes, the persistence of the
cost-push and demand shocks are captured by the parameters p, and p,., respectively
(0 < prype < 1). In estimation, we do not take them together, but treat them as
being an independent case in order to directly disentangle the sources of inflation
and output persistence in the model.*

3Note here that we use the gaps instead of the levels for interest rate and inflation. Indeed,
many empirical studies provide evidence for a time-varying trend in inflation and the natural rate of
interest; see Castelnuovo (2010), Cogley and Sbordone (2008), and Cogley et al. (2010). Moreover,
the second moments are chosen to match the data when we estimate the model parameters. As
a result, if we would use the non-stationary data without making assumptions about the data
generating process, it would cause substantial bias in parameter estimates of the structural model.

“In the current study, we do not consider the presence of serially correlated shocks in the
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For the sake of simplicity, we present the above structural equations in canonical
form. We denote by y; and v, the vector of three observable variables and the shocks
respectively: y; = (T4, @4, Tt)', ve = (Wrt, Vay, 0).

AEyiy1 + By + Cyimr + v =0 (3.3)
vy = NVt—l + &ty gtNN(0728)

where the matrices A, B, C, N are defined in appendix B.

To solve the system, we can express the derivation of the solution as the recursive
equation with matrices 2 and ®. First, we use the method of undetermined coeffi-
cients to obtain the unique solution of the system under determinacy (i.e., ¢ > 1).
Second, we apply the brute force iteration method of Binder and Pesaran (1995) to
numerically evaluate the matrix €2; see appendix B for some intermediate steps.

vy = Qu1 + Pu (3.4)

v = Ny + &

From the matrices 2 and @, it follows that the contemporaneous and lagged
autocovariance process of the model can be computed recursively using the Yule-
Walker equations; see chapter 2 of Liitkepohl (2005). On the whole, we adjust the
notation by changing the dating of the shocks and rewrite Equation (3.4) as

[V?;]:[gJ?;Hytytl]Jr[H&tﬂ (3.5)

Moreover, we can transform Equation (3.5) into the law of motion of z; =
(¥i,» v,41)"- This can be more compactly written as

Zt = Alzt_l + Uy, Ut ~ N(O, Eu), Eu = DEED/ (36)

where the matrix A; and the covariance matrix ¥, are functions of the parameter
vector 6. The shocks are mapped into the vector of uy = D - e441 with D = (0 I)".
The estimation methodologies will be discussed later.

realizations of interest rate. It is assumed here that the shock persistence parameter of interest
rate p, is explained by its lagged term with the smoothing parameter ¢,. See also Carrillo et al.
(2007).
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3.2.2 Sources of persistence: backward- and forward-looking be-
havior

In the study of the model comparison, we put an emphasis on two polar cases of
the behavior of economic agents. For example, when the price indexation parameter
« is set to zero, it is assumed in the model that expectations are purely forward-
looking. In this case, inflation persistence is exclusively driven by the exogenous
shock process and inherited persistence from the output gap (see Table 3.1). But
allowing it to be a free parameter, we assume that agents in the market can choose
naive expectations. As a result, the NKPC is affected by both expected future and
lagged inflation. This allows the model to have a degree of inertia in the dynamics,
which can provide structural insights on the comovement between inflation and

output.
Table 3.1: Sources of persistence in the NKPC and the IS equation
persistence inflation output
intrinsic indexing behavior () habit formation ()

extrinsic | AR (1) of the shock (pr) AR (1) of the shock (pg)
inherited | slope of Phillips curve (k) | intertemporal substitution (7)

In the same vein, Table 3.1 shows that we can distinguish between the backward-
and forward-looking behavior in the IS equation. Aslong as each household chooses
consumption optimally (i.e., without habit formation x = 0), the output dynamics
in the economy are only driven by the exogenous shock and the inherited persistence.
The latter is implied by rational-expectations equilibrium in the intertemporal al-
location of consumption. On the contrary, if habit persistence is present in the
consumption rule (i.e., x is now a free parameter), then the output dynamics is en-
dogenously sustained by the optimizing behavior; the inclusion of habit formation
in consumption can explain the dependence of the current expenditure on the past
level of expenditure. As a result, the NKPC also depends on the lagged term in the
IS equation.

In the current study, we aim to disentangle the sources of inflation and output
persistence using classical estimation methods. Especially, we investigate the degree
of endogenous dynamics in the model with the lagged term. In other words, it
can be seen that the inclusion of the backward-looking behavior in the NKPC and
the IS equation offsets the effects of the extrinsic and inherited persistence while
strengthening the comovement between inflation and output. Note here that we
pinpoint the sources of persistence by separately considering AR, (1) of the shocks

for the price indexing and consumption behavior.’

SWe also investigated the case where two extrinsic persistence are allowed in the model at
the same time; i.e. pr, pz # 0. But in this case we found unreliable parameter values, and the
sources of persistence are not clearly identified. For example, in inflation persistence, the results
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3.3 Estimation methodologies and model selection

In this section, we explain our estimation methodologies, which must be based on the
solution of the model: the method of moment and maximum likelihood estimation.
And we present a formal testing procedure such that the empirical performance of
the models can be compared.

3.3.1 Method of moment and model comparison: HMT (2012)

From the law of motion in Equation (3.6), it follows that a set of the second mo-
ments of z; can be analytically computed. Thus the contemporaneous and lagged
autocovariances of the first-order vector-autoregressive (VAR (1)) are given by:

[(h) := E(zz_,) € R**F K=2n, h=0,1,2, - (3.7)

where n is the dimension of the vector of observable variables y;. Their computation
proceeds in two steps. First, I'(0) is obtained from the equation I'(0) = A;T°(0)A} +
>, which yields

vecl'(0) = (Ig2 — A1 ® Ay) 'vecE, (3.8)

where the symbol ’®’ denotes the Kronecker product. The invertibility of the term
I — A1 ® Ay is guaranteed, because A; is clearly a stable matrix; i.e. ¢, > 1.
Second, the Yule-Walker equations are employed, from which we can recursively
obtain the lagged autocovariances as

I'(h) = AT(h—1) (3.9)

This formula relates to a vector autoregressive process of the model. From Equa-
tion (3.9), we can compute analytic second moments of the model, which will be
used to match the empirical counterparts during the MM estimation.

For the purposes of comparison between two models (A and B), we must esti-
mate the model parameters by minimizing a weighted objective function (the chosen
goodness-of-fit measures):

of the model estimation indicate high degree of intrinsic persistence in the output dynamics (x =
1.0). This effect will enter into the Phillips curve, and eventually have influence on the inflation
dynamics. If the model allows for extrinsic persistence in the supply shock (p, # 0), then the effect
of intrinsic persistence from the output will be offset by extrinsic persistence, and will affect the
intrinsic persistence in inflation. These make it inherently difficult to provide a distinct analysis
on the identification of the sources of persistence in the model. Therefore we decide to separately
consider the AR (1) shocks in inflation and output.
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Ji0) = min T (g —m!(07)) W (g —m!(6")), I=A,B (3.10)
01co
where m! is a vector of moments, and 7 is a consistent and asymptotically normal

estimator of true moments mg.5

To examine the macroeconomic effects of the expected future and lagged term
on the NKPC and the IS equation, we use auto- and cross-covariances at lag 1 (15
moments) from the interest rate gap (7;), the output gap (z;), and the inflation rate
gap (7¢); see also appendix A. With reference to the alternative moment conditions,
we present a case for the auto- and cross-covariances up to lag 4 (42 moments). The
empirical results of moment estimates and their robustness will be discussed later.
Note here that we use a set of the second moments to evaluate the model’s empirical
performance and apply a formal test to the model of purely forward-looking behavior
and its hybrid variant.

In order to construct the objective function, we must estimate the weight matrix
W. Here we simply use the Newey-West estimator (Newey and West (1987)):

5
S =Tr(0)+ 3 (fT(k) + FT(k)’) (3.11)

where T'7(j) is %ZtT:jH(mt —m)(my —m), and k is the number of lags.” In
particular, we ignore off-diagonal elements of the weight matrix and compute the
inverse of f]m; ie. W = 1/§m,ii7 i =1,---,n,,. The reason for this restriction is
two-fold: (i) when the sample size is small, the correlation between the elements of
the weight matrix and the second moments is likely to be high; e.g. see Altonji and
Segal (1996). (ii) If we consider a large set of the moment conditions up to lag of
two or three years, the rows in the weight matrix are correlated to some extent. To
avoid the dependence between the moments, we only use the diagonal components
of the variance-covariance matrix.

Under the standard regularity conditions, the asymptotic distribution of the
parameter estimates is given by:

VT (01 — 6) ~ N(0,A) (3.12)

5The objective function in Equation (3.10) is multiplied by the sample size T, since this gives
an asymptotic x? test statistic for testing the null hypothesis that the moment conditions hold;
i.e. the model misspecification.

"The lag order is chosen following a simple rule of thumb for sample size (~ T/4). For the GI
and GM data, we have 78 and 99 quarterly observations respectively. Therefore k is set to 5.
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where we can numerically compute the covariance matrix A using the first derivative
of the moments at optimum; i.e. A = [(DWD') ) D'WX,,WD[(DWD')~']'® Note
here that D is a gradient vector of moment functions evaluated at the estimated
values:

D= 9m(0; X7) (3.13)
00 9=br

Next, we consider hypotheses comparing the goodness-of-fit of the competing
models. The null hypothesis Hy is that two non-nested models fit the data equally:

Ho: |[W2 (g —mA04)[| = W2 (g —mP (67))]] = 0 (3.14)
The first alternative hypothesis is that model A performs better than model B when
H,: HWl/Z(T/r\LT _ mA(HA))H _ le/Q(mT _ mB(HB))H <0 (3.15)

The second alternative hypothesis is that model B performs better than model A
when

Hy : [|[W'2 (g —mA(04)] — [ (e — mP(67))]| > 0 (3.16)

To carry out the model comparison, we define the quasi-likelihood-ratio (QLR)
statistic as

QLR = JB(5) — J4(6%) (3.17)

According to HMT, the relationship between two models (A and B) can be
defined in terms of the following terminologies: (i) nested, (ii) strictly non-nested
and (iii) overlapping models. Especially, if the two models share moment conditions
for the data generating process and neither model is nested within the other, we
assume that two models are overlapping; note here that the two models can not

8If the weight matrix is chosen optimally (W = %), the estimated covariance matrix A
becomes (DWD')™'; see chapter 1 of Anatolyev and Gospodinov (2011) among others. However,
in our study, the estimated confidence bands become wider, because the weighting scheme in the
objective function is not optimal.
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be identical, because they can still generate different moment conditions by using
different numerical values for the parameters. Then we can conduct two sequential
procedures of the hypothesis testing a4 la Vuong (1989). To begin, we compute
critical values of the QLR distribution for the first step of the model comparison.’
The simulated QLR distribution is defined as the following x2-type formula:

7' SVPw B —vAw EY2z. Z~N(0,E,,) (3.18)

where X is a positive definite covariance matrix of the moment estimates, and Z is
drawn from the multivariate (n,,) normal distribution; appendix E defines the né
by nl matrix V! with I = A, B in Equation (3.18). If QLR exceeds the critical
value from a 95% confidence interval, then the null hypothesis is rejected. Next, the
second step investigates whether or not the source of the rejection asymptotically
comes from the same goodness-of-fit. The suggested test statistic has a standard
normal distribution (z):

wo = 2-\/(mB(OB) — mAOA) W (mP(08) — mA(64)) (3.19)

The standard deviation wg measures the uncertainty of the @i estimates of
two models. Accordingly, the null of the equal fits can be rejected when /T -
QLR(@B,é\A)/ﬂ}\O > 21_0.05/2 in which case A is the preferred model, or VT -
QLR(@B, 5‘4)/@0 < —21_0.05/2 in which case B is preferred.

3.3.2 Maximum likelihood and model selection

Likelihood inference has been widely used to estimate the parameters of DSGE
models over the last decade; see Ireland (2004), Lindé (2005) and others. We briefly
summarize the econometric steps for the ML estimation and model selection. From
Equation (3.4), we may write that:

Y = Qyt—l + P - (N Vi1 + Et) (320)
= (Q+ON® Ny, — BN 'Qyy + & -

where we define the variable ®-&; as 1;. Now we assume that 7; follows a multivariate
normal distribution.

9Appendix E presents intermediate steps for simulating the QLR distribution. The theoretical
QLR distribution is derived from the mean value expansion to a binding function (or moment
conditions).
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m ~ N0,3,), 3,=0-%.-0 3.21
n n

Hence we can obtain the following conditional probability for the vector of observable
variables y;:

Yelye—1,y—2 ~ N(Q+ONP Ny — ONO 'Qy; 5, %) (3.22)

Given the normality assumption of shocks and data set, the likelihood function can
be constructed as:

n-T T 1 o
L(0) = ———(2m) — 5 I [Sy| = 5 > - 3,0 e (3.23)
t=2

where n is the dimension of y;. Finally, we arrive at the ML estimates for the
parameter 6 by maximizing Equation (3.23):

- L 24
Oy = arg max ©) (3.24)

Under standard regularity conditions, the ML estimation is consistent and asymp-
totically normal:

VT (O — o) ~ N(0,(T/T)71) (3.25)

where T = E(0?L(0)/9000") is the information matrix. In our study, T is numeri-
cally computed using the Hessian matrix of the log likelihood function at optimum.
For the purposes of the formal test, we use the well-known approach to model se-
lection, the Akaike information criterion (AIC):

2 2p
AIC = T -InL(0) + T (3.26)

where p is the dimension of the parameter 6. Then, we choose the model for which
AIC is the smallest. As an alternative to the AIC, we also consider the Bayesian
information criterion (BIC):

p-InT
T

2
BIC = ——-InL(6) + (3.27)

where the second term, p - InT penalizes the model with additional parameters.
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3.4 Empirical application

In this section, we present empirical results of the model using the US data. First,
we attempt to disentangle the sources of persistence in inflation and output; we
examine the empirical performance of the model using the formal test of HMT.
Second, the similarities and dissimilarities between the MM and ML estimations are
discussed. Finally, we investigate the validity of extra moment conditions based on
the model’s empirical performance.

3.4.1 Data

The data we use in this study comprise the GDP price deflator, the real GDP and
the federal funds rate. The series are taken from the US model data sets by Ray C.
Fair; http://fairmodel.econ.yale.edu/main3.htm. The trend rates underlying
the gap formulation are treated as exogenously given. The trend from a Hodrick-
Prescott (HP) filter is used with the smoothing parameter A =1600. The data
set covers the period 1960-2007. Due to the structural break beginning with the
appointment of Paul Volcker as chairman of the U.S. Federal Reserve Board, we
split data into two sub-samples: the Great Inflation (GI, 1960:Q1-1979:Q2) and the
Great Moderation (GM, 1982:Q4-2007:Q2). The data split in the US economy is

standard in most existing empirical works.

3.4.2 Basic results on method of moments estimation and model
comparison

In this section, we apply the MM estimation to the model and discuss the im-
portance of the lagged dynamics for inflation and output persistence. Auto- and
cross-covariances at lag 1 are used as chosen moment conditions. Next, the model
comparison method is used to provide a formal assessment of the performance of
competing specifications.

3.4.2.1 Assessing the fit of the model to inflation persistence: 15 mo-
ments

A set of second moment conditions is used to assess the performance of the two
models to fit inflation persistence in the GI data. Table 3.2 shows the parameter
estimates for the model with forward-looking behavior and its hybrid variant. As
long as the profit maximizing rule without indexation to past inflation (or purely
forward-looking) determines the total amount of output in the economy, the inflation
dynamics are primarily captured by inherited and extrinsic persistence. Indeed, from
the model with purely forward-looking behavior, we obtain much higher estimated
values for the parameters x and p, than its hybrid variant; i.e. & = 0.12 (forward)
> 0.05 (hybrid), p, = 0.51 (forward) > 0.0 (hybrid).
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Table 3.2: Parameter estimates for inflation persistence with 15 moments

GI GM
hybrid forward hybrid forward
o 0.768 0.0 (fixed) 0.105 0.0 (fixed)

(0.007 - 1.000) (-) (0.000 - 1.000) (-)

K 0.047 0.123 0.052 0.058
(0.009 - 0.084) (0.000 - 0.318) (0.000 - 0.136) (0.008 - 0.107)

Pr 0.000 0.506 0.000 0.086
(-) (0.078 - 0.933) (-) (0.000 - 0.269)

On 0.679 0.778 0.638 0.644
(0.103 - 1.255)  (0.603 - 0.952) (0.454 - 0.823) (0.491 - 0.798)

X 1.000 0.999 0.774 0.802
(-) (0.441 - 1.000) (0.497 - 1.000)  (0.499 - 1.000)

T 0.094 0.089 0.000 0.000

(0.015 - 0.174)  (0.000 - 0.192) (-) (-)

Pz 0.0 (fixed) 0.0 (fixed) 0.0 (fixed) 0.0 (fixed)

(-) (-) (-) (-)

Oy 0.727 0.662 0.404 0.369
(0.547 - 0.907)  (0.416 - 0.909) (0.118 - 0.691)  (0.068 - 0.671)

On 1.659 1.744 1.798 1.943
(1.000 - 2.334)  (1.084 - 2.404) (1.000 - 4.039)  (1.000 - 4.465)

(o) 0.378 0.181 0.729 0.652
(0.026 - 0.731)  (0.000 - 0.452) (0.226 - 1.231)  (0.087 - 1.217)

Or 0.544 0.463 0.841 0.849
(0.323 - 0.765)  (0.248 - 0.678) (0.698 - 0.984)  (0.707 - 0.991)

or 0.786 0.662 0.391 0.384
(0.382 - 1.190) (0.155 - 1.169) (0.099 - 0.684) (0.080 - 0.688)

J(0) 1.30 3.24 2.26 2.44

Note: The discount factor parameter 3 is calibrated to 0.99. The 95% asymptotic
confidence intervals are given in brackets.

Turning to the formal test, we classify the two models into the nested case.
Since the hybrid variant of the model can generate richer dynamics due to the
lagged inflation with the price indexation parameter «, it nests the other model;
the model with the forward-looking expectations does not allow for the effects of
intrinsic persistence on the NKPC.

To test the null hypothesis that the two models have an equal fit to the data,
we compare the estimated loss function values (J(6)). We find QLR — 1.94. The
simulated 1% and 5% critical values for the hypothesis testing are 2.42 and 1.31,
respectively; see the left panel of Figure 3 in appendix F. Therefore we reject the
null hypothesis at 5% level; the backward-looking behavior plays a significant role
in approximating the inflation persistence of the GI.

This finding is summarized in Table 3.3. The results show that the hybrid
variant of the model can approximate the inflation dynamics better than the other.
The inclusion of the lagged term can almost provide perfect fit to the comovements
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between interest rate, inflation and output; e.g. see Cov(ry, x4_r), Cov(xy, m_k),
Cov(mt, mt—k). However, this result does not indicate that the effects of the inherited
and extrinsic persistence alone cannot explain the empirical regularities in the US
economy. This point should be clear, since the evaluation of the fit of the nested
model is not so bad; the estimated values of auto- and cross-covariances at lag 1
lie within the 95% confidence intervals of the empirical moments. According to the
formal test, we can only say that there is a significant difference between model-
generated moments of the two model, and the fit of the hybrid variant to the data
is superior. Note here that we do not aim to match the auto- and cross-covariances
up to higher lags; this will be discussed later.

Table 3.3: Empirical and model-generated moments for inflation persistence: 15 moment conditions

Label Emp. 95% CI hybrid forward Label Emp. 95% CI hybrid  forward
Var(7%) 3.296 1.297-5.296 3.400 3.524 Cov(zt,x—1) 2.523 1.356-3.690 2.365 2.495
Cov(7s,7—1)  2.886 1.142-4.629  2.572 2.388 Cov(xe, ) 0.069 -0.415-0.552 0.160 0.236
Cov(7e, ) 0.232 -0.611-1.075 0.256 0.270 Cov(w¢,—1) -0.350 -1.239-0.539 -0.342  -0.234
Cov(7s, x—1)  0.991 0.235-1.746  0.946 0.782 Cov(7e, 7—1) 1.288 -0.021-2.597 1.067 0.846
Cov (7, 7t) 1.535 -0.026-3.097 1.854 2.155 Cov(me, x—1) 0.588  0.199-0.977 0.527 0.442
Cov(we,7T-1) 1.401 0.038-2.765 1.731 1.714 Var(7:) 1.989  0.615-3.364 1.713 1.921
Cov(z:,7-1) -0.450 -1.622-0.722  -0.490 -0.369 Cov(7, T-1) 0.893 -0.216-2.001 1.033 0.789
Var(x¢) 3.001 1.728-4.275 3.191 3.176

Note: 95% CI means the 95% asymptotic confidence intervals for empirical moments. Bold face figures emphasize
a better fit of the hybrid model to the empirical moments.

Next, we consider the same steps for the model comparison using the GM data.
However, most parameter estimates of the two models do not differ too much. For
example, the estimated value for the price indexation is close to zero in the hybrid
variant of the model; i.e. @ = 0.105. Accordingly, the result of the formal test
shows that the two models fit the data equally well. We find that the estimated
QLR statistic is small: QLR = 0.17. The simulated 1% and 5% criteria for the
hypothesis testing are 0.51 and 0.27, respectively; see the right panel of Figure 3 in
appendix F. Therefore the null hypothesis cannot be rejected.

To save space, we do not report the model-generated moments for GM. Indeed,
when we compare trajectories of the model-generated moments (i.e. hybrid and
forward), the model covariance profiles overlap each other. The two models provide
a good fit to auto- and cross-covarainces at the short lag. In other words, we
conclude that the two models are not significantly different at 5% level. We discuss
the evaluation of the fit of the model using alternative moment conditions later,
because the model has a bad fit to the sample autocovariances up to relatively large
lags (two or three years).
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3.4.2.2 Assessing the fit of the model to output persistence: 15 moments

Turning to the output dynamics in the IS equation, we estimate the effects of habit
persistence on the model. The estimated parameters for the model with or without
a habit formation are presented in Table 3.4; in the purely forward-looking behavior
X is set to zero, whereas this parameter is subject to the estimation in the hybrid
variant of the model. The MM estimates of the two models have similar values
except for the degree of the supply shock o,, monetary policy shock ¢, and the
Taylor rule coefficient ¢.

Table 3.4: Parameter estimates for output persistence with 15 moments

GM
hybrid forward hybrid forward

lo" 0.517 0.740 0.039 0.036
(0.044 - 0.990) (0.204 - 1.000) (0.000 - 0.215)  (0.000 - 0.205)

K 0.061 0.066 0.064 0.057
(0.011 - 0.112)  (0.004 - 0.128) (0.000 - 0.130)  (0.000 - 0.117)

P 0.0 (fixed) 0.0 (fixed) 0.0 (fixed) 0.0 (fixed)

(-) (-) (-) (-)

Or 0.876 0.715 0.684 0.687
(0.576 - 1.175)  (0.447 - 0.983) (0.545 - 0.824)  (0.547 - 0.826)

X 0.931 0.0 (fixed) 0.585 0.0 (fixed)

(0.000 - 1.000) (-) (0.000 - 1.000) (-)

T 0.441 0.422 0.480 0.506
(0.000 - 0.943) (0.000 - 0.995) (0.000 - 1.223)  (0.000 - 1.315)

Pa 0.914 0.868 0.930 0.941
(0.756 - 1.000)  (0.725 - 1.000) (0.864 - 0.996)  (0.878 - 1.000)

Oz 0.214 0.445 0.197 0.218
(0.039 - 0.390) (0.154 - 0.736) (0.000 - 0.452) (0.011 - 0.425)

Or 1.857 2.256 1.109 1.354
(1.000 - 2.729)  (1.000 - 3.661) (1.000 - 2.395) (1.000 - 2.905)

Oz 0.838 0.797 1.526 1.438
(0.227 - 1.449)  (0.244 - 1.349) (0.537 - 2.515)  (0.464 - 2.412)

Or 0.725 0.835 0.863 0.898
(0.482 - 0.968) (0.681 - 0.989) (0.773 - 0.953)  (0.804 - 0.993)

o, 0.695 0.240 0.294 0.215
(0.207 - 1.183)  (0.000 - 1.326) (0.060 - 0.528)  (0.000 - 0.612)

J(0) 0.44 1.91 0.40 0.57

Note: The discount factor parameter 3 is calibrated to 0.99. The 95% asymptotic
confidence intervals are given in brackets.

It can be seen from the GI data that the estimated demand shock is two times
higher in an optimal consumption behavior without habit persistence than the other
model (o, = 0.45 (forward) > 0.21 (hybrid)). This result shows that the output
dynamics are more or less driven by the high level of the demand shocks when a
simple rule of thumb behavior is not allowed in the IS equation. As a result, the per-
sistence from the demand shocks also affects inflation dynamics while offsetting the
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effects of inherited persistence. This is indicated by a relatively moderate degree of
backward-looking behavior; i.e. @ = 0.517 (hybrid) and 0.740 (forward). Moreover,
concerning the hybrid model specification, which allows a fraction of consumers to
have a rule of thumb behavior, the estimation results indicate a low value for the
monetary coefficients on inflation; i.e. ¢r — 2.26 (forward) > 1.86 (hybrid). Put
differently, central banks react weakly to shocks due to the fact that the transmis-
sion of the shocks endogenously affects the output persistence; since the parameter
estimates are poorly determined with a large confidence interval, however, we might
raise doubts about appropriateness of this implication especially when the sample
size is small. The reliability of the parameter estimates will be investigated later
via a Monte Carlo study.

Now, we compute the loss function values to apply a formal test to the two
specifications in the IS equation. In GI, these values are respectively 0.44 and 1.91
for the model with and without habit formation. The simulated 1% and 5% criteria
for the hypothesis testing are 1.89 and 1.08, respectively; see the left panel of Figure
4 in appendix F. Since the estimated value for QLR exceeds the criterion at 5%
level, we reject the null hypothesis that the two models are equivalent. This implies
that the output dynamics are better approximated by the consumption behavior
in a rule of thumb manner. This finding is shown in Table 3.5. For example, the
hybrid variant of the model can almost provide perfect fit to the covariance profiles
of (r¢, xi—i), (x4, x4—p) and (mg, m_g).

Table 3.5: Empirical and model-generated moments for output persistence: 15 moment conditions

Label Emp. 95% CI hybrid  forward Label Emp. 95% CI hybrid forward
Var(7%) 3.296 1.297 ~ 5.296 3.305 3.196 Cov(ze,r—1) 2.523 1.356 ~ 3.690  2.468 2.187
Cov(7rs,7—1)  2.886 1.142 ~ 4.629 2.873 3.041 Cov(zt,7t) 0.069 -0.415 ~ 0.552  0.094 0.073
Cov (7T, Tt) 0.232 -0.611 ~ 1.075 0.164 0.342 Cov(we,7-1) -0.350 -1.239 ~ 0.539 -0.417 -0.368
Cov(7g,x—1)  0.991 0.235 ~ 1.746 0.984 0.789 Cov(m,7—1) 1.288  -0.021 ~ 2.597  1.048 1.025
Cov (7T, Tt) 1.535 -0.026 ~ 3.097 1.657 1.525 Cov(7, w—1) 0.588  0.199 ~ 0.977 0.578 0.579
Cov(zt, T—1) 1.401 0.038 ~ 2.765 1.582 1.638 Var(7:) 1.989 0.615 ~ 3.364 1.907 1.810
Cov(xt,7—1) -0.450 -1.622 ~ 0.722 -0.252 -0.073 Cov(we, 7—1) 0.893  -0.216 ~ 2.001 0.934 1.109
Var(z:) 3.001 1.728 ~ 4.275 3.067 3.331

Note: 95% CI means the 95% asymptotic confidence intervals for empirical moments. Bold face figures emphasize a
better fit of the hybrid model to the empirical moments.

In the period of GM, the parameter estimates for the two models are found to
be similar. The difference in the loss function values is small (i.e., QLR = 0.17).
The simulated 1% and 5% criteria for the hypothesis testing are 7.58 and 12.37,
respectively; see the right panel of Figure 4 in appendix F. We cannot reject the
null hypothesis that the two models are equivalent. To save space, we do not report
the model-generated moments for the GM period; the covariance profiles of the two
models overlap each other.
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3.4.3 Basic results on maximum likelihood estimation

For comparison purposes, we present the empirical results of the ML estimation of

the NKM; it is known in empirical literature that likelihood inference has satisfactory

asymptotic properties when the model is correctly specified. In addition, we will

examine the large sample properties and statistical efficiency of the estimators in

terms of our choice of moments via extensive Monte Carlo experiments later.

Table 3.6: ML estimates for inflation and output persistence

inflation persistence

output persistence

GI GM GI GM
o 0.446 0.157 o 0.478 0.126
(0.241 - 0.652)  (0.149 - 0.164) (0.230 - 0.726)  (0.008 - 0.243)
K 0.000 0.036 K 0.018 0.046
(-) (0.034 - 0.037) (0.000 - 0.099) (0.015 - 0.077)
Pr 0.000 0.000 Pr 0.0 (fixed) 0.0 (fixed)
(-) (-) (-) (-)
fo 0.879 0.654 On 0.869 0.663
(0.740 - 1.019) (0.649 - 0.660) (0.737 - 1.002) (0.597 - 0.729)
X 1.000 0.998 X 0.281 0.254
(-) (0.978 - 1.000) (0.245 - 0.316) (0.133 - 0.374)
T 0.037 0.016 T 0.081 0.027
(0.001-0.073)  (0.014 - 0.019) (0.038 - 0.125)  (0.014 - 0.040)
P 0.0 (fixed) 0.0 (fixed) P 0.808 0.763
(-) (-) (0.735 - 0.880) (0.692 - 0.835)
Oy 0.523 0.253 Oy 0.211 0.098
(0.442 - 0.604)  (0.252 - 0.255) (0.174 - 0.248)  (0.093 - 0.104)
O 1.353 1.001 o 1.394 1.000
(1.000 - 2.760)  (1.000 - 1.112) (1.000 - 2.661) (-)
(o) 1.180 1.275 (o) 1.352 1.456
(0.295 - 2.064)  (1.225 - 1.324) (0.710 - 1.995)  (1.135 - 1.777)
Or 0.809 0.830 Or 0.803 0.843
(0.690 - 0.927)  (0.827 - 0.833) (0.754- 0.852)  (0.828 - 0.857)
or 0.734 0.477 or 0.741 0.476
(0.618 - 0.850) (0.472 - 0.481) (0.622 - 0.859) (0.435 - 0.518)
L(0) -308.86 -233.99 L(0) -309.53 -231.84

Note: The discount factor parameter 3 is calibrated to 0.99. The 95% asymptotic
confidence intervals are given in brackets.

Table 3.6 shows that ML and MM give somewhat similar parameter estimates
to the hybrid variant of the model for inflation persistence.!® For example, the

0We also investigated the likelihood ratio test between the model with purely forward-looking
behavior and its hybrid variant. However, we found that its likelihood value does not differ too
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parameter estimates for the price indexation « are 0.45 and 0.16 for the GI and GM
data, respectively. The likelihood inference also provides evidence of (moderate)
intrinsic inflation persistence in the model. In other words, the backward-looking
behavior in the pricesetting rule accounts for inflation persistence. Moreover, the
ML estimation gives a very small value for the slope of the Phillips curve (K = 0.0
(GI) and 0.04 (GM)); individual firms are likely to be less responsive to changes in
economic activity (i.e., the Phillips curve is flat). Hence, inflation dynamics in GI
are primarily driven by intrinsic (moderate) and extrinsic (strong) persistence; i.e.
a = 0.446, o, = 0.879.

As far as the output persistence is concerned, we find a slight difference between
the ML and MM estimation. For example, the comparison of the estimation results
between the two estimators shows that the former gives a much lower value for the
habit formation parameter (x=0.28 and 0.25 for the GI and GM data). Further
interesting observation from Table 3.6 is that the ML estimate for the intertemporal
elasticity of substitution is found to be much lower (7=0.08 and 0.03 for the GI
and GM data). This implies that output persistence is not best captured by the
substitution effects from the Fisher equation.

Overall, the slight difference in estimates can be attributed to the assumption
of normality of the shocks; if the model is correctly specified, the ML estimation
method is more accurate for estimating the NKM than the MM estimation. Since
we consider that the model is possibly misspecified to capture the reality (or the
true data generating process is not known), however, MM is likely to be a relevant
choice for evaluating the model’s goodness-of-fit to the data; the moment matching
can provide a closer fit to the sample autocovariance. The statistical efficiency and
consistency of the parameter estimation adopted in this study will be investigated
via a Monte Carlo study later.

Another important point is that the high dimension of the parameter space
can give rise to multiple local optima in the likelihood function. However, in the
current study, we have a strong confidence in the identification of the structural
parameters, because the convergence of the optimization procedure is examined
using different starting values. We found that our empirical results converge to a
global optimum and are verified by using a set of different optimization such as
iterative minimization, Nelder-Mead simplex, and random search method. In this
respect, the structural estimation based on the analytic solution of the system is able
to cope with the parameter identification problems in a small-scale hybrid NKM.
To make a more systemic investigation on our choice of moments, the next section
is devoted to examine the parameter estimation of the model using a large set of
moment conditions.

much, because the model with purely forward-looking behavior does not make a drastic change
in the parameter estimates. In this case, the formal test based on the likelihood function is not
effective. We do not report these results to save space.
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3.4.4 Validity of extra moment conditions

In this section, we examine the sensitivity of the MM estimation to the chosen
moment conditions. From this investigation, we will find that alternative moment
conditions do not induce qualitative changes in the parameter estimation. To make
our choice of moment conditions more reliable, we make a case for the vector autore-
gressive (VAR) model with lag 4 as a reference model; see appendix C for optimal
lag selection criteria. Accordingly, we analyze the persistence of the macro data in
the U.S. economy using auto- and cross-covariances up to lag 4.

3.4.4.1 Assessing the fit of the model to inflation persistence: 42 mo-
ments

With a focus on alternative moment conditions of auto- and cross-covariances up
to lag 4 (42 moments), we now estimate two specifications of the NKM: forward-
looking (o = 0) and hybrid case (i.e. « is a free parameter). In Table 3.7, we find
evidence of strong backward-looking behavior in the NKPC; @ = 1.0. Moreover,
the MM estimates with a small and large set of moments give qualitatively similar
values except for the policy shock parameter (o,=0.0).!'" For example, in the model
with purely forward-looking behavior, the inherited and extrinsic persistence have
a substantial influence on the system, compensating for the absence of intrinsic
persistence in the NKPC: x = 0.155 (forward) > 0.044 (hybrid), pr = 0.675
(forward) > 0.0 (hybrid).

Next, we draw attention to the model comparison. In the GI data, we found
that the price indexation parameter is a corner solution. Accordingly we treat « as
being exogenously fixed at unity, because it is assumed in HMT that the estimated
parameters are in the interior of the admissible region (see their assumption 2.5
(b)). Put differently, since we consider the price indexation parameter as being
exogenously set to different values, it can be seen that two models are now equally
accurate and identical in population. In this respect, we treat two models as being
overlapping and apply a two step sequential test for model comparison. On the
contrary, the value for the estimated price indexation parameter lies in the interior
of the parameter space for fitting the GM data (o = 0.525). In this case, the hybrid
version of the model nests the one with the purely forward-looking expectations.

In the period of GI, the hybrid variant has a better goodness-of-fit to the data
(J = 11.93) than the purely forward-looking version of the model (J = 42.77). As
it is discussed above, the estimated AR (1) coefficient for the cost-push shock has
no influence on the hybrid NKPC; pr = 0.0.'? The results also show that inherited
persistence has a smaller impact on the output dynamics in the hybrid variant of

"Tndeed, likelihood inference would avoid such an estimate provided that there is a stochastic
singularity with zero policy shock (i.e., the likelihood value becomes negative infinity at this point).

12The estimated value for the parameter o, hit the boundary. This makes the objective func-
tion ill-behaved and partial derivatives numerically unstable. We set it to zero and compute the
numerical derivatives of the other parameters for the model comparison. See appendix D for the
matrix notation.
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the model (kK = 0.044). This implies that the persistence is best captured by the
backward-looking behavior in the hybrid variant. As a result, we find almost perfect
fit to the comovements between inflation and output from the hybrid NKM.

Table 3.7: Parameter estimates for inflation persistence with 42 moments

GI GM
hybrid forward hybrid forward
a 1.0 0.0 (fixed) 0.509 0.0 (fixed)
(-) (-) (0.126 - 0.924) (-)
K 0.044 0.155 0.037 0.102
(0.018 - 0.069) (0.000 - 0.395) (0.000 - 0.075) (0.017 - 0.187)
Pr 0.000 0.675 0.000 0.596
(-) (0.387 - 0.964) (0.000 - 0.813)  (0.367 - 0.825)
On 0.470 0.518 0.364 0.231
(0.000 - 1.686)  (0.233 - 0.790) (0.048 - 0.680)  (0.093 - 0.369)
X 1.0 1.0 0.770 0.915
(-) (-) (0.515 - 1.000) (0.518 - 1.000)
T 0.092 0.063 0.020 0.027
(0.045 - 0.140)  (0.008 - 0.118) (0.000 - 0.055)  (0.000 - 0.074)
Pz 0.0 (fixed) 0.0 (fixed) 0.0 (fixed) 0.0 (fixed)
(-) (-) (-) (-)
Oy 0.716 0.600 0.547 0.468
(0.462 - 0.970) (0.348 - 0.853) (0.202 - 0.820) (0.185 - 0.751)
On 1.740 1.809 2.025 2.218
(1.255 - 2.225)  (1.221 - 2.397) (1.000 - 2.870) (1.141 - 3.114)
o) 0.080 0.157 0.563 0.564
(0.000 - 0.542) (0.000 - 0.528) (0.216 - 1.059) (0.154 - 0.974)
Or 0.267 0.458 0.765 0.732
(0.000 - 0.905) (0.224 - 0.692) (0.619 - 0.881) (0.592 - 0.872)
o 0.000 0.000 0.486 0.545
(-) (-) (0.303 - 0.727)  (0.351 - 0.739)
NQ) 11.03 42.77 23.97 9747

Note: The discount factor parameter § is calibrated to 0.99. The 95% asymptotic
confidence intervals are given in brackets.

In order to examine the significant difference of the fit of the two models, we
subtract the objective function value of purely forward-looking NKM from its hybrid
variant; i.e. QLR — 30.83. According to the simulated test distribution, critical
values for the 99% and 95% confidence intervals are 16.99 and 9.96, respectively
(see the left panel of Figure 5 in appendix F). Since the test statistic exceeds the
critical value at 5% level, we proceed to take the second step of the hypothesis
testing, which asymptotically evaluates the estimated moments of two models from
the empirical data.

In the second step of the formal test, we examine the uncertainty of the estimated
difference between the two models for evaluating their fit to the data. We compute
the plug-in estimate of wy (2.54). Under the null hypothesis, the test static follows
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Figure 3.1: Covariance profiles for inflation persistence in GI (dashed: empirical,
A: hybrid, *: forward)

Note: The empirical auto- and cross-covariances are computed using an unrestricted
fourth-order vector autoregression (VAR) model. The asymptotic 95% confidence
bands are constructed following Coenen (2005).

a standard normal distribution; i.e. VT - QLR(04,07) ~ N(0,w?). The estimate of
VT - QLR/® is 1.37, which is smaller than a critical value at the 5% significance
level of the two-tailed test. Therefore the results show that both models have the
same goodness-of-fit to the profile of the empirical moments, and the null hypothesis
cannot be rejected.'® Figure 1 depicts the model-generated moment conditions at
three years for GI and contrasts them with the empirical counterparts of the VAR
(4) model. Indeed, a visual inspection of this figure indicates that the two models
have different moments, but their matching to the empirical counterparts is not
significantly different.

In the period of GM (Table 3.7), it is shown that the hybrid variant fits the data
better (23.97). The estimation results provide evidence of the (strong) inherited and

13This statistical inference does not remain the same if the price indexation parameter is allowed
to exceed unity. The constraint on habit formation parameter (x) is also removed. See Franke et
al. (2011) for details.
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Figure 3.2: Covariance profiles for inflation persistence in GM (dashed: empirical,
A: hybrid, *: forward)

Note: The empirical auto- and cross-covariances are computed using an unrestricted
fourth-order vector autoregression (VAR) model. The asymptotic 95% confidence
bands are constructed following Coenen (2005).

extrinsic persistence in the model with purely forward-looking behavior, because
these can offset the impact of inherited persistence on the output dynamics; i.e. kK =
0.102 (forward) > 0.037 (hybrid), pr = 0.596 (forward) > 0.0 (hybrid). However,
the other parameter estimates are not different in both specifications.

These empirical findings seem to strengthen the relevance of backward-looking
behavior for the GM data. However, the difference between the two models (3.49)
does not exceed the critical value for the 95% confidence intervals in the formal
test; i.e., critical values for 99% and 95% confidence intervals are 38.39 and 21.46,
respectively; also see the right panel of Figure 5 in appendix F. Put differently,
the effects of intrinsic persistence on inflation can be adequately replaced by the
inherited and extrinsic persistence. From this, we cannot identify the sources of
the persistence in the system. Therefore we do not proceed to take the second
step of the model comparison method and conclude that the null hypothesis cannot
be rejected. Figure 3.2 depicts the model-generated moment conditions at three
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years for the GM data; the comparison between the model-generated and empirical
moments by a VAR (4) process is displayed here.

3.4.4.2 Assessing the fit of the model to output persistence: 42 moments

Table 3.8 reports the MM estimation for the output persistence using alternative
moment conditions. The results show that the output dynamics are strongly influ-
enced by the inherited persistence. Indeed, in the case of the intertemporal elasticity
of substitution, we obtain high estimated values for the two models: e.g. in GI, 7 =
0.205 (hybrid), 0.676 (forward). In addition, we find that all the estimated values
for p, exceed 0.7. Especially regarding the GI data, this value increases substan-
tially in the model with purely forward-looking expectations, which can cover the
absence of intrinsic persistence in the IS equation; i.e. x=0.0 (fixed), 7 = 0.676.

Table 3.8: Parameter estimates for output persistence with 42 moments

GI GM
hybrid forward hybrid forward
! 1.0 0.998 0.186 0.203
(-) (-) (0.000 - 0.396) (0.000 - 0.441)
K 0.054 0.037 0.086 0.088
(0.005 - 0.102) (0.010 - 0.065) (0.037 - 0.134) (0.027 - 0.149)
P 0.0 (fixed) 0.0 (fixed) 0.0 (fixed) 0.0 (fixed)
(-) (-) (-) (-)
Or 0.519 0.428 0.609 0.579
(0.099 - 0.939) (0.108 - 0.747) (0.461 - 0.757)  (0.410 - 0.749)
X 1.0 0.0 (fixed) 0.991 0.0 (fixed)
(-) (-) (-) (-)
T 0.205 0.676 0.237 0.236
(0.000 - 0.436) (0.000 - 1.897) (0.000 - 0.547) (0.000 - 0.803)
Pz 0.707 0.890 0.854 0.790
(0.290 - 1.000) (0.743 - 1.000) (0.686 - 1.000) (0.583 - 0.997)
T 0.213 0.519 0.140 0.340
(0.016 - 0.410)  (0.169 - 0.869) (0.000 - 0.298)  (0.037 - 0.642)
Or 1.741 2.046 2.133 2.224
(1.154 - 2.327)  (1.000 - 3.134) (1.000 - 3.279)  (1.000 - 3.764)
b 0.169 1.103 0.762 0.588
(0.000 - 0.584)  (0.275 - 1.931) (0.189 - 1.335)  (0.000 - 1.202)
br 0.389 0.889 0.770 0.783
(0.000 - 0.853) (0.753 - 1.026) (0.640 - 0.900) (0.648 - 0.917)
@ 0.012 0.016 0.447 0.448
(-) (-) (0.248 - 0.645) (0.212 - 0.685)
J(0) 10.54 31.64 20.79 23.85

Note: The discount factor parameter 3 is calibrated to 0.99. The 95% asymptotic
confidence intervals are given in brackets.

Another point worthwhile mentioning here is that the estimation results of the
purely forward-looking model indicate high monetary policy coefficients on interest
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rate, inflation and output in GI; i.e. QASW = 2.05, $I = 1.10, QAST = 0.89. Moreover,
in the hybrid variant, the parameter y is almost a corner solution for both the GI
and GM data, which strengthens a rule of thumb behavior in consumption. In other
words, the rule of thumb behavior reinforces the degree of endogenous persistence
in the output dynamics. However, as long as the model predicts that the optimal
behavior of household is described by consumption without a simple rule of thumb
behavior (x = 0), the result indicates the strong degree of the demand shocks; the
estimated value is more than twice as high as the one of the hybrid model; i.e.
0,=0.519 (forward) > 0.213 (hybrid) for GI, 0.340 (forward) > 0.140 (hybrid) for
GM.

Turning to the model comparison by using the GI data, we treat the two mod-
els as being overlapping, because the habit formation parameter is now a corner
solution. In the first step of the model comparison, we compare the objective func-
tion values (QLR = 21.10). The simulated 5% and 1% criteria for the hypothesis
testing are 19.63 and 34.59, respectively (see the left panel of Figure 6 in appendix
F). Since the estimated QLR exceeds the 5% criterion for the model comparison, we
support the hypothesis that two models have different moments. In the second step,
we estimate /T - QLR /@ which is 1.02. However, this value does not exceed the
criterion in the standard normal distribution. As a result, we conclude that there
is no significant difference between two models in matching the empirical moments;
i.e. the two models have different moments, but an equivalent fit to the empirical
moments. To save space, we do not provide the model covariance profiles for the
output persistence. Note here that the result of the MM estimation with a large
set of moments provides a closer fit to the sample auto- and cross-covariances up to
large lags.

Now we draw attention to the model comparison by using the GM data. To
begin, we treat the two models as being a nested case, since the estimated value for
the habit formation parameter lies at an interior point. The model without habit
persistence is nested within the other. Next, we compute the difference between the
objective function values of the two models (QLR = 3.06). Then this value is used
to evaluate the null hypothesis of the equal fit of the two models. Since the 5% and
1% criteria for the hypothesis testing are 18.52 and 29.05, respectively (see the right
panel of Figure 6), the null hypothesis cannot be rejected. Therefore we conclude
that two models have an equal fit to the empirical moments.

In sum, the MM estimation using a large set of moment conditions can provide
a stronger evidence for the backward-looking behavior in the pricesetting and con-
sumption rules compared to ML, and MM with 15 moment conditions. This result
is mainly attributed to the fact that the objective function to minimize is now the
norm of additional sample second moments. However, the result of the model com-
parison becomes inconclusive, because the estimated values for the price indexation
and habit persistence parameters were corner solutions; we used the two-step se-
quential hypothesis testing. We found that the null hypothesis cannot be rejected
when the sample size is small. An elaborate analysis of model selection will be
discussed in the next section.
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3.5 Attaining efficiency from moment conditions

In this section, first, we study the finite sample properties of the estimators for
the NKM; in addition, we investigate the effect of model misspecification on the
parameter estimation. Second, we discuss the empirical performance of the formal
test of HMT along the lines of the Akaike’s and the Bayesian information criterion.

3.5.1 Monte Carlo study

The Monte Carlo experiment attempts to clearly demonstrate the statistical effi-
ciency of the estimation methods, which are used in the previous section. In this
way, we aim to investigate the role of choice of moments and its influence on the
parameter estimation. To begin, we consider the model specification of inflation
persistence as the true date generating process; we simulate the artificial economy
by using the parameters near to the results of the MM estimation with 15 moments
(see Table 3.2): e.g. high degree of backward-looking behavior (a=0.750), moder-
ate inherited persistence (k=0.050) and no extrinsic persistence (pr=0.0). Next,
we generate 1,000 data sets each consisting of 550 observations. The first 50 ob-
servations are removed as a transient period. Three sample sizes are considered:
100, 200 and 500. We use the Matlab R2010a for this study. In optimization, we
use the unconstrained minimization "fminicon" with the algorithm ’interior-point’;
maximum iteration and tolerance level are set to 500 and 1075, respectively.

In the Monte Carlo experiments, we consider two cases of model specification;
i.e. correctly specified and misspecified. In the former, we discuss the finite sample
properties of the MM and ML estimation. Turning to the latter, we consider the
model with purely forward-looking expectations and examine the degree of bias
in the parameter estimates; i.e. (1) to what extent the extrinsic persistence (p;) is
inflated due to the misspecification and (2) to what extent the model misspecification
affects the estimates for the other structural parameters.

The main findings for the correctly specified case in Table 3.9 can be summarized
as follows:

e The estimate of the price indexation parameter « is downward-biased, whereas
the AR (1) coefficient of inflation shocks p, is estimated to be positive. Es-
pecially, in ML, we found that the sum of the estimated values for the price
indexation and extrinsic persistence parameters is close to the true value of a:
ie. a+ pr =~ 0.75.

e ML has slightly poorer finite sample properties than MM. If the sample size
is small, the conventional Gaussian asymptotic approximation to the sample
distribution is not as much precise as MM.

e The asymptotic efficiency of the ML estimation appears superior to MM, since
the mean of standard errors over 1000 estimations shows that the confidence
intervals for the MM estimates are noticeably narrow. However, the large
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sample size remarkably improves the asymptotic efficiency of MM with 15 and
42 moments; e.g. T=500.

e It can be seen from the Monte Carlo results that the overall parameter uncer-
tainty of MM with 42 moments is higher than ML and MM with 15 moments.
However, in this case, MM with 42 moments can provide the most precise
estimate on the price indexation parameter c. Note here that the accuracy
of statistical inference for the behavior of economic agents (i.e. backward- or
forward-looking) comes at the cost of allowing for large uncertainty in the
estimates of other structural parameters; in other words, incorporating more
second moments in the objective function improves the fit of the model to the
persistence of inflation dynamics, but reduces efficiency in the other structural
parameters.

e The results using MM with 42 moments show that we obtain the large asymp-
totic error for the policy shock parameter o,; i.e. S.E = 1.407 for T=100. This
is attributed to the fact that the estimated values sometimes hit the boundary
(i.e. o, = 0.0), which makes the numerical derivative of the moments unstable.
This problem does not occur when the large sample size is used (e.g. T=>500).

Turning to the misspecified case, the results show that there is high correlation
between the price indexation and AR (1) coefficient of the supply shocks; see ap-
pendix G. Indeed, it is shown in Table 3.13 that the AR (1) coefficient is strongly
upward-biased for both MM and ML. The parameter estimates offset the effects of
intrinsic persistence on the inflation dynamics; e.g. p, = 0.616 (ML), 0.632 (MM
with 15 moments), 0.598 (MM with 42 moments) when the sample size is 100. The
large sample size does not correct the bias of this parameter. Fortunately, the other
structural parameters are not influenced by the model misspecification; i.e. we ob-
tain parameter estimates near to the true ones by using both MM and ML. They
converge at some reasonable rate towards the true parameters as the sample size
gets larger (consistency).

Similarly, the degree of the inflation shock o, is more or less downward-biased.
In addition, the slope coefficient of the Phillips curve is upward-biased in ML, and
the results of the MM estimation show very strong bias: & = 0.096 (ML), 0.176 (MM
with 15 moments), 0.205 (MM with 42 moments) when T=100. We can see that
(strong) extrinsic and (moderate) inherited persistence offset the absence of intrinsic
persistence from the model misspecification. When this result is contrasted by the
correctly specified case, however, we obtain a relatively higher value for the estimated
objective function: e.g. J — 2.36 (misspecifed) > 0.30 (correctly specified) for T —
100, MM with 15 moments. In other words, redirecting the intrinsic persistence to
the inherited and extrinsic persistence is not satisfactory enough to provide a good
approximation to the data. This is in line with our empirical findings in the previous
section; the lagged terms in the NKPC and IS equation are empirically important.



Table 3.9: The Monte Carlo results on the MM and ML estimates, ( ): root mean square error, S.E : mean of standard error

ML MM with 15 moments MM with 42 moments
6° T =100 T = 200 T = 500 T = 100 T = 200 T = 500 T = 100 T = 200 T = 500
«a 0.750 0.523 (0.375) 0.573 (0.322) 0.651 (0.228) 0.614 (0.256) 0.654 (0.196) 0.692 (0.121) 0.700 (0.245)  0.702 (0.205) 0.729 (0.118)
S.E: 0.162 S.E:0.170 S.E:0.175 S.E:0.319 S.E :0.222 S.E :0.138 S.E :0.281 S.E : 0.190 S.E:0.113
K 0.050 0.074 (0.076) 0.066 (0.081) 0.056 (0.014) 0.083 (0.057) 0.068 (0.030) 0.058 (0.015) 0.093 (0.075)  0.073 (0.042) 0.058 (0.018)
S.E : 0.054 S.E : 0.048 S.E :0.041 S.E : 0.042 S.E : 0.025 S.E:0.013 S.E : 0.050 S.E : 0.030 S.E :0.014
Pr 0.000 0.218 (0.330) 0.172 (0.284) 0.097 (0.198) 0.175 (0.255)  0.129 (0.194) 0.082 (0.124) 0.194 (0.299)  0.147 (0.241) 0.078 (0.144)
S.E:0.112 S.E : 0.1000 S.E : 0.076 S.E :0.327 S.E : 0.238 S.E : 0.152 S.E :0.313 S.E : 0.230 S.E : 0.150
Or 0.675 0.602 (0.330) 0.619 (0.125) 0.640 (0.073) 0.613 (0.113) 0.624 (0.085) 0.639 (0.056) 0.564 (0.1778) 0.584 (0.136) 0.618 (0.088)
S.E : 0.044 S.E : 0.047 S.E : 0.048 S.E :0.143 S.E : 0.106 S.E : 0.068 S.E:0.172 S.E : 0.130 S.E : 0.086
X 1.000 0.935 (0.113)  0.949 (0.090) 0.967 (0.053) 0.932 (0.108) 0.948 (0.078) 0.962 (0.055) 0.941 (0.075)  0.956 (0.083) 0.966 (0.059)
S.E:0.159 S.E:0.183 S.E : 0.201 S.E:0.173 S.E:0.126 S.E: 0.082 S.E : 0.207 S.E: 0.151 S.E : 0.098
T 0.090 0.089 (0.031) 0.088 (0.023) 0.087 (0.014) 0.101 (0.039) 0.095 (0.026) 0.091 (0.016) 0.105 (0.044)  0.097 (0.030) 0.092 (0.018)
S.E : 0.045 S.E : 0.047 S.E : 0.048 S.E : 0.040 S.E : 0.028 S.E:0.017 S.E : 0.041 S.E : 0.029 S.E:0.018
Oz 0.700 0.695 (0.059) 0.697 (0.043) 0.699 (0.025) 0.743 (0.102) 0.735 (0.073)  0.724 (0.048) 0.738 (0.123)  0.729 (0.086) 0.721 (0.054)
S.E : 0.050 S.E : 0.052 S.E : 0.053 S.E : 0.086 S.E : 0.062 S.E : 0.039 S.E:0.121 S.E : 0.089 S.E: 0.057
Gr 1.650 1.666 (0.183) 1.654 (0.118) 1.652 (0.074) 1.681 (0.194) 1.664 (0.123) 1.659 (0.076) 1.705 (0.229) 1.679 (0.145) 1.665 (0.088)
S.E :0.345 S.E: 0.316 S.E:0.274 S.E :0.210 S.E : 0.147 S.E: 0.093 S.E:0.214 S.E: 0.151 S.E : 0.098
bz 0.375 0.362 (0.124) 0.361 (0.083) 0.366 (0.052) 0.337 (0.148)  0.343 (0.100) 0.352 (0.063) 0.294 (0.191)  0.317 (0.129) 0.344 (0.082)
S.E : 0.227 S.E:0.224 S.E : 0.228 S.E:0.137 S.E : 0.097 S.E : 0.062 S.E : 0.156 S.E : 0.110 S.E: 0.071
br 0.550 0.543 (0.048) 0.545 (0.034) 0.547 (0.021) 0.525 (0.063) 0.531 (0.045) 0.538 (0.027) 0.524 (0.080) 0.532 (0.056) 0.542 (0.034)
S.E : 0.068 S.E: 0.070 S.E:0.077 S.E:0.074 S.E : 0.052 S.E:0.033 S.E : 0.086 S.E : 0.061 S.E : 0.039
or 0.750 0.738 (0.056) 0.743 (0.038) 0.748 (0.024) 0.723 (0.087) 0.736 (0.057) 0.746 (0.034) 0.617 (0.269) 0.672 (0.173) 0.721 (0.053)
S.E: 0.053 S.E : 0.055 S.E : 0.056 S.E:0.109 S.E: 0.076 S.E :0.048 S.E : 1.407 S.E: 0.675 S.E : 0.087
L(0) or J(0) -385.76 -800.93 -2015.15 0.30 0.25 0.23 7.55 5.84 4.92
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3.5.2 Model selection and discussion

From the empirical investigation using MM with a large set of moments, we found
that the statistical power of the model comparison test is weak and the result be-
comes inconclusive; in this case, we treat two models as being overlapping. Note
here that we use the small sample to estimate the parameters of the NKM in which
the asymptotic test of the model comparison is likely to make a Type II error; i.e.
we accept the null hypothesis when the equal fit of moments is false.'

Table 3.10: Model selection using information criteria: inflation persistence

GI (T=78) GM (T=99)
ML  hybrid forward ML  hybrid forward
L0)/T -3.96 -4.41 -4.82 -2.36  -2.69 -2.69
AIC 820  9.02 9.90 495 561 5.58
BIC 853 943 10.20 524 590 5.84
Ranking 1 2 3 1 3 2

Note: The backward- and forward-looking behaviors are examined using the
MM estimation with auto- and cross-covariances at lag 1.

To make the formal test more elaborate, we rank the model according to the
well-known information criteria. For this purpose, we suppose that the parameter
estimates using MM are to be a possible minimum point in the likelihood function.
Table 3.10 and 3.11 report the mean value for the log-likelihood and the model se-
lection criterion: the cases of inflation and output persistence, respectively. Here we
present MM with a small set of the moment conditions (auto- and cross-covariances
at lag 1), because MM with alternative moments (auto- and cross-covariances at lag
4) yields the zero policy shock for the GI data.

According to AIC and BIC, by definition, we prefer the ML over the MM esti-
mation with 15 moments for both GI and GM data. If the assumption of normality
is not violated and the model is correctly specified, we can conclude that the ML
estimation is the most efficient; this statistical inference is verified by the Monte
Carlo study in the previous section. Nevertheless, the AIC and BIC of the MM
estimation do not differ too much from the ML estimation; matching the auto- and
cross-covariances at lag 1 can provide more or less the same efficiency as the like-
lihood inference. Also the statistical inference for the behavior of economic agents
does not change; i.e. the hybrid variant can approximate the dynamics in inflation
and output better than the model with purely forward-looking behavior when fit-
ting the GI data: e.g. AIC = 9.02 (hybrid) < 9.90 (forward). On the other hand,
the inconclusive result using the GM data shows that the pricesetting rule with-
out indexation to past inflation (or purely forward-looking) is preferred due to its
parsimonious description of the data: i.e. BIC = 5.90 (hybrid) > 5.84 (forward).

"Marmer and Otsu (2012) discuss the general optimality of comparison of misspecified models
and propose a feasible approximation to the optimal test, which is more powerful than Rivers and
Vuong (2002).
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Table 3.11: Model selection using information criteria: output persistence

GI (T=78) GM (T=99)
ML  hybrid forward ML  hybrid forward
L0)/T -3.97  -4.62 -7.88 -2.34  -3.09 -4.22
AIC 8.22 9.51 16.01 4.91 6.41 8.64
BIC 8.55 9.85 16.31 5.19 6.69 8.90
Ranking 1 2 3 1 2 3

Note: The backward- and forward-looking behaviors are examined using the
MM estimation with auto- and cross-covariances at lag 1.

In Table 3.11, we have found essentially similar results for the output persistence;
the results of the model comparison indicate that the backward-looking behavior in
the IS equation is more appropriate for both GI and GM data. These exercises in-
dicate that ML and MM have basically equivalent properties in statistical inference;
they result in the same conclusion for the model comparison.'® In other words, if
the chosen moment conditions are efficient, we do not find significant difference be-
tween the ML and MM estimations. Nonetheless, the formal test of HMT serves as
a convenient tool for evaluating the performance of the competing models; since the
data generating process is complex, we can attempt to find significant differences
between two models along the lines of chosen moment conditions.

In addition, we can see from our empirical application that the moment-matching
method achieves a high accuracy in taking the models to the data, but the parameter
estimation becomes more uncertain than likelihood inference; i.e. wide confidence
intervals. Indeed, these empirical findings show the variations in the model selection
for evaluating the effect of the lagged term on the NKPC and the IS equation.
Moreover, in our empirical application, if we include additional second moments in
the objective function, this improves the empirical performance of the two models,
but will make the comparison between them inconclusive. The take-home message
from this analysis is that the power of the test can decrease with a particular set of
moment conditions.

5However, remember that according to the formal test of HMT, the better fit of the hybrid
variant is not significantly superior to the other model when the GM data is used. In this sense,
the model comparison of HMT is more concerned with a direct comparison between the models
rather than the accuracy of the approximation to the underlying data generating process.
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3.6 Conclusion

This chapter considered the structural estimation of the NKM where we conducted
a formal comparison of the model with purely forward-looking behavior and its
hybrid variant. Especially, we examined the importance of the future expected and
lagged values in the inflation and output dynamics using US data; i.e. forward-
and backward-looking behavior in the NKPC and the IS equation. The models
are estimated by the classical estimation methods of MM and ML. In the former,
we derived the analytic moments of the auto- and cross-covariances from a linear
system of the NKM; we estimated the the parameters by matching the model-
generated moments with their empirical counterparts. These empirical findings are
compared with the ML estimation while their sensitivity to the moment conditions
is also examined.

According to the estimated loss function values obtained by MM, we evaluated
two competing models using the formal test of HMT when they are overlapping or
one model is nested within another. The empirical results show that the inclusion
of a lagged term in the NKPC and the IS equation improves the model’s empirical
performance. In other words, the backward-looking behavior in the model plays
an important role in approximating the persistence of inflation and output. This
result suggests intrinsic persistence as the main source of the inflation and output
dynamics in GI. However, in GM, we cannot reject the null hypothesis at 5% level,
because the model with purely forward-looking expectations and its hybrid variant
have an equal fit to the data. These empirical findings are verified using the Monte
Carlo experiments; we investigated the statistical efficiency of the estimators and
the implications for the model selection.

We close this chapter by pointing out that (analytic) moment conditions provide
a relevant information about the data generating process, which can be used to
estimate structural parameters in the model; from this, we can directly compare
the competing specifications in the NKM using the formal test. Moreover, if the
model does not have readily available expressions for moment conditions due to its
non-linear model structure, they can be replaced by an approximation based on
simulations. For example, the model of De Grauwe (2011) connects the discrete
choice theory to a monetary DSGE framework in which agents’ belief can display
endogenous waves of market optimism and pessimism. However, the non-linear
variant of the DSGE model does not have a simple closed-form expression for a
VAR (q) process. If this is the case, the simulated method of moments can offer an
empirical analysis of the model by approximating the non-linearity in the moment
conditions; e.g. see Jang and Sacht (2012) regarding simulation based inference
for the non-linear group dynamics. Another example would be a DSGE model with
recursive preference and stochastic volatility; i.e. see also Caldara et al. (2012) for the
comparison of the solution methods. The non-linearity from recursive preferences
and stochastic volatility can be simply simulated and estimated via the method
of moments adopted in this chapter. We leave it to future research to empirically
examine this kind of non-linear models.
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Appendix
A: Choice of moments

A1l: Auto- and cross-covariances at lag 1 (one quarter): 15 moment
conditions

This section lists the moment conditions for the method of moment estimation. The
auto- and cross-covariances at lag 1 include the following 15 moment conditions
after removing double counting of the interest gap (7;), the output gap (z;), and
the inflation gap (7).

1. mq: Var (1y) 9. mg: Cov (x¢, x4_1)
2. mg: Cov (T3, Ti—1) 10. myg: Cov (z¢, 7t)
3. mg: Cov (73, ) 11. mqy: Cov (x¢, Tp—1)
4. my: Cov (7y, x¢-1) 12. mqg: Cov (7, x4—1)
5. ms: Cov (13, 7t) 13. mq3: Cov (7, T¢—1)
6. mg: Cov (73, Tp—1) 14. mq4: Var (7y)

7. my: Cov (x¢, T3—1) 15. mq5: Cov (7, T—1)

8. mg: Var (zy)

A2: Auto- and cross-covariances at lag 4 (one year): 42 moment
conditions

In the same vein, there are nine profiles of the sample covariance functions. Counting
all the combination of three observable variables gives 42 moment conditions for the
auto- and cross-covariances at lag 4. To save space, we abstract its list here by using
the following notation:

Cov(ug, vi_p), u&v = 7y, x4, Ty (3.28)

where h denotes the lag length used in the auto- and cross-covarainces (h = 0, 1,2, 3,4).
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B: Reduced form of matrix and solution of the NKM

In this section we give a description of the matrix notation in Equation (3.3) and
the solution procedure for the system of the NKM. The matrices of A, B, C' and N
with ys = (¢, ¢, 7¢)" are defined as follows.

B
0 (1) TaB 0 K -1
A = 0 m T 5 B = —T -1 0
0 0 0 -1 (1 - r)(ﬁx (1 - ¢r)¢7r
0 0 2 0 0 pr
c=10 2 o [, N=|0 p. 0
6 0 0 0 0 0

Using Equation (3.4), we redefine the vector of observable variables y; as terms
of one-period-ahead.

yir1 = Que + P
Q(Qyt—l + ¢Vt) + (b(NVt—i_Et-i-l)
= Dy + (99 + Ny + Perpy (3.29)

Substitute Equations (3.29) and (3.4) into the canonical form of Equation (3.3).
E[AQ%y_1 + A(Q® + ON)vy + ADey1 + BQy—1 + BOuy + Cyp_1 +14] =0 (3.30)

Drop the expectation and rearrange things.
(AQ* + BQ + C)y1 + (AQ® + AGN + BO + L)y, = 0 (3.31)

where n=3. This implies that the following equations must hold for all y;_1 and 4.

AQ* + BQ + C =0 (3.32)
(AQ + B)® + A®N + I, = 0

An iterative method can provide the solution of the matrix 2. The matrix ®
can be obtained by using some matrix algebra; i.e. the solution of the Lyapunov
equation.
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C: VAR lag order selection

In our study, a VAR (q) model describes the relationship between the empirical auto-
and cross-covariances of interest rate, inflation and output. We employ the model

of a K-dimensional multiple times series y; := (y1t,- -+ ,yx¢)’ following Liitkepohl
(2005):

y=v+Ay+-+ Ay + (3.33)

where v is a fixed (K x 1) vector of intercept, and wu; is a K-dimensional innovation
process with F(u;) = 0, E(wu}) = X,. The matrices A; include fixed (K x K)
coefficients. The following lag order selection criteria are considered in Table 3.12:
final prediction error (FPE), Akaike information criterion (AIC), Hannan-Quinn
information criterion (HQ), Bayesian information criterion (BIC). The chosen lag
order for both periods is one year (VAR (4)).

Table 3.12: VAR lag order selection criteria

GI GM
Lag FPE AIC HQ BIC FPE AIC HQ BIC
0 14931.714 9.534 9.534 9.534 8926.601  9.036 9.036 9.036
1 194.525 5.309 5.302 5.466 205.437 5.554 5.558 5.699
2 106.200 4.822 4.805 5.137 112.227 4.843 4.851 5.136
3 24.202 3.462 3.435 3.936 26.806 3.505 3.515 3.945
4 1.136 0.522* 0.482* 1.156* 1.696 0.839*% 0.851* 1.427*
) 1.058 0.569 0.515 1.365 1.759 0.970 0.983 1.708
6 0.944* 0.571 0.501 1.528 2.094 1.238 1.251 2.127
7 0.970 0.709 0.620 1.830 1.611 1.068 1.081 2.110
8 1.050 0.893 0.783 2.177 1.563* 1.129 1.139 2.324

Note: The star (*) indicates an optimal lag length.
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D: Matrix notation

This section gives a matrix notation for the derivative of the moment conditions.
This notation is used to implement the procedures for the model comparison of
HMT; see appendix E. Let m(6) be a m,, by 1 vector. The parameter vector # has a

dimension of né. The gradient matrix ag;(/e ) has dimension m,,, X né. The second

Il
derivative matrix agl’ vec(arg GE? )) has dimension my,,, - n} x n}
- Oma omy . Omy ]
891 892 00 I
"9
8m2 8m2 A 8m2
am(e) B 001 002 Bﬁné
o0’
OMmm,, OMmy, L OMmm,
001 002 LW,
L 0 -
omy Omy . Om
001001 001002 00100 1
2
OMm,, OMum,, L OMm,,
001001 001005 a@laenl
om1 omq . omq 0
005001 005005 005 8€n1
2
0 om! (91) - OMmm, OMmm, . OMmy,
891/ vec 891/ - 002001 002002 39289n§
8m1 8m1 . 8m1
a0, I 001 00, I 004 a0, 1 a0, I
OMmm, OMmm, L OMmm,
8€n1 001 89n1 002 a@n] a@n]
L 6 ] [ 6
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E: Technical note on the model comparison method

This section recapitulates the equations for the model comparision method of HMT.
Assume that model B is nested within model A. The quantitative goodness-of-fit of
models to data is evaluated using the method of moments in section 3.1. The "full"
model is tested against the "restricted" model.

Let mp be a n,, vector of moments. m(#) is the consistent estimator of myp.
The uncertainty of moment estimates is asiessed by estimating a Newey-West type

weighted sum of autocovariance matrices (X,,). Given the assumption of normality,
we can consistently estimate the covariance matrix of moment conditions.

VT (mp — m(6)) = N, S (3.34)

The estimates 6 are obtained at the point where a weighted objective function
is minimized:
J(07) = min T |[W'2(@mg —m! (67))|,
67co

I=AB (3.35)

W2 (g — m! (67))|| is defined as \/ (v — mI ()W (g — m! (). The weight
matrix W is set to the diagonal components of l/ilm“ (i =1, -+ ,ny,). The quasi-
likelihood ratio test statistic is constructed as the difference in fits between two
models:

QLR(6Z,6%) = JB(67) — J4(8") (3.36)

JI (I = A, B) is a minimum value of the objective function given parameter
estimates from Equation (3.35). It is assumed that the chosen moment functions
in the models are twice continuously differentiable in neighborhoods of 6! C n.
Further, the matrix F' and M are non-singluar in neighborhoods of 6.'6:

om0y om!(67)

I _ gl

F! = a7 1% 57 M (3.37)
0 om!(67)

I ~ I/nl

M' = (E;® (mpr—m'(6 ))’W)ael a7 )

Fvec( I=AB (3.38)

E7 is the identity matrix of which dimension is né X né . Note here that the dimen-

We use the built-in procedures gradp and hessp in the GAUSS software package. The optimal
step size for the gradient vector and the Hessian matrix is carefully adjusted, because difference
approximations is likely to be imprecise provided that the first derivative is small. See Gill et al.
(1981, Ch.4, pp. 127-133) for the choice of the finite-difference interval.
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mI(67)

9 (amf 07

I I I
and =77 vec( =5 ) are ng, x np and np, - np x ng.

9!’ a9
The dimension of F! and M! are né by né.
The theorem 3.1 in HMT states that the quasi-likelihood ratio test QLR con-
verges in distribution to Equation (3.18). The né by né matrix V' is defined as

VIi=vV -V - V] with I = A, B:

sions of the matrices 2

omr(01) . _omI(0T) __om!(67) _ oml(ghy
I I 1 I\—1
i = —ggr () ot g (F) 9!
om!(67) " L omihy
I I 1 I\—1
(9ml 91 N ’ _ 8m1 91 !
V’BI — 89(1/ )(FI) I(MI +MI)(FI) 1 80([ )

However, it is sometimes observed that the estimated Vi — V4 is not a positive-
definite matrix where some negative values are drawn in simulations. We should not
discard the negative values of the test distribution when making statistical inference
for the model comparison. The hypothesis test is assessed by critical values at the 1%
and 5% confidence level (Qgg, Qo5) from the simulated asymptotic test distribution.
When one model is nested within another, one rejects the null hypothesis at 5%
level that two models are equivalent if QLR(@A, 53) > Qgs.
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F: Simulated QLR distribution for model comparison

F1: Auto- and cross-covariances at lag 1: 15 moment conditions

Figure 3.3: Test distribution for inflation persistence: GI (left) and GM (right)

QES%

Figure 3.4: Test distribution for output persistence: GI (left) and GM (right)
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F2: Auto- and cross-covariances at lag 4: 42 moment conditions
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Figure 3.5: Test distribution for inflation persistence: GI (left) and GM (right)

Figure 3.6: Test distribution for output persistence: GI (left) and GM (right)



Table 3.13: Monte Carlo results on the MM and ML estimates of the misspecified model, ( ): root mean square error, S.E : mean of standard errors

G: The Monte Carlo result of the misspecified case

ML MM with 15 moments MM with 42 moments
6° T = 100 T = 200 T = 500 T = 100 T = 200 T = 500 T =100 T = 200 T = 500

K 0.050 0.096 (0.186) 0.089 (0.212) 0.077 (0.031) 0.176 (0.140) 0.168 (0.125) 0.163 (0.118) 0.205 (0.175)  0.191 (0.152) 0.182 (0.136)
Pr 0.000 0.616 (0.621) 0.618 (0.620) 0.617 (0.618) 0.632 (0.635) 0.646 (0.647) 0.653 (0.654) 0.598 (0.604) 0.614 (0.617) 0.623 (0.624)
@ 0.675 0.491 (0.293) 0.487 (0.330) 0.474 (0.205) 0.560 (0.151) 0.543 (0.150) 0.531 (0.654) 0.661 (0.164) 0.633 (0.127) 0.612 (0.098)
X 1.000 0.921 (0.132) 0.938 (0.100) 0.955 (0.066) 0.981 (0.053) 0.994 (0.020) 0.999 (0.015) 0.970 (0.083) 0.986 (0.047) 0.997 (0.014)
T 0.090 0.085 (0.032) 0.085 (0.024) 0.085 (0.015) 0.089 (0.029) 0.086 (0.021) 0.084 (0.014) 0.088 (0.035) 0.083 (0.024) 0.080 (0.017)
Oz 0.700 0.688 (0.064) 0.691 (0.046) 0.694 (0.026) 0.637 (0.123) 0.636 (0.103) 0.636 (0.082) 0.654 (0.132) 0.644 (0.106) 0.639 (0.083)
Gr 1.650 1.667 (0.182) 1.657 (0.118) 1.657 (0.075) 1.691 (0.182) 1.681 (0.117) 1.679 (0.075) 1.848 (0.291) 1.783 (0.203) 1.775 (0.156)
o 0.375 0.352 (0.127) 0.352 (0.085) 0.356 (0.054) 0.227 (0.211)  0.227 (0.203)  0.226 (0.164) 0.315 (0.282) 0.238 (0.197) 0.237 (0.166)
br 0.550 0.540 (0.049) 0.541 (0.035) 0.356 (0.054) 0.488 (0.086) 0.487 (0.077) 0.489 (0.067) 0.527 (0.070) 0.524 (0.053) 0.525 (0.038)
or 0.750 0.738 (0.056) 0.743 (0.039) 0.748 (0.024) 0.733 (0.101) 0.744 (0.069) 0.756 (0.043) 0.597 (0.313) 0.616 (0.244) 0.649 (0.164)
L(0) or J(6) -398.38 -805.68 -2026.45 2.36 3.46 6.95 24.22 29.36 49.73

Note: The misspecified model does not include the parameter o« in the NKPC. To save space, we do not report the asymptotic standard errors for the parameter
estimates, because these are not qualitatively different from the correctly specified case.
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4
Identification of Animal Spirits in
a Bounded Rationality Model

In this chapter we empirically examine a heterogenous bounded rationality version
of a hybrid New-Keynesian model. The model is estimated via the simulated method
of moments using Euro Area data from 1975Q1 to 2009Q4. It is generally assumed
that agents’ beliefs display waves of optimism and pessimism - so called animal
spirits - on future movements of the output and inflation gap. Our main empirical
findings show that a bounded rationality model with cognitive limitation provides
a reasonable fit to auto- and cross-covariances of the data. This result is mainly
driven by a high degree of intrinsic persistence in the output and inflation gap due
to the impact of animal spirits on economic dynamics. Further, over the whole time
interval the agents had expected moderate deviations of the future output gap from
its steady state value with low uncertainty. Finally, we find strong evidence for an
autoregressive expectation formation process regarding the inflation gap.

4.1 Introduction

Rational expectations are a flexible and natural way of modeling market behav-
ior in dynamic stochastic general equilibrium (DSGE) models, which are widely
used by macroeconomists. Since the DSGE approach disposes a convenient an-
alytical tractability under the assumption of rational expectations, this modeling
framework serves as an efficient toolbox for analyzing monetary and fiscal policy
measures. As Selten (2001) states, however, "modern mainstream economic theory
is largely based on an unrealistic picture of human decision theory" since evidence
from experimental studies supports information processing with limited cognitive
ability of agents rather than perfect information (see Hommes (2011) among oth-
ers). Indeed, a plethora of studies have been done on alternative forms of informa-
tion processing mechanisms in macroeconomics; see e.g. the literature on learning
(Evans and Honkaphohja (2001)), rational inattention (Sims (2003)), sticky infor-
mation (Mankiw and Reis (2002)) or bounded rationality in general (Sargent (1994)
and Kahneman (2003)). Camerer (1998) also offers an informative overview of the
discussion on this topic in economics.

For the most part of the behavioral research, we can treat the realization of
economic decisions as being a complex and interactive process between different
types of agents. Keynes (1936) already attributed significant irrationality to human
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nature and discussed the impacts of waves of optimism and pessimism - so called
animal spirits - on economic outcome. According to Akerlof and Shiller (2009), the
emotional states are reflected in economic behavior - see also Franke (forthcoming)
for his extensive discussion about market behavior and how expectation formation
should be treated in macroeconomic models.

In this chapter we attempt to empirically examine the hypothesis that the be-
havioral heterogeneity will have a macroscopic impact on the economy. The point
of view taken here is that a behavioral model can provide a conceptual framework
for a cognitive ability as well as a substantial degree of inertia in the DSGE mod-
els. According to De Grauwe (2011), if agents are known to be either optimists
or pessimists, their ability (or better: limitation) to form their expectations affects
economic conditions, i.e. movements in employment, the output gap and inflation,
more appropriately than standard rational expectation models. Indeed, it is shown
in the expectation formation process under bounded rationality that we can ex-
plicitly model animal spirits by applying discrete choice theory on group behavior.
Then the behavior of optimists and pessimists is considered to be a by-product of the
switching mechanisms based on the performance measure from agents’ expectations
(see also e.g. Westerhoff (2008) as well as Lengnick and Wohltmann (forthcoming)
among others).

To the best of our knowledge, however, an empirical evaluation of a bounded
rationality model of this type discussed above is missing in the literature so far.
We fill the existing gap between the use of the models and their empirical evalu-
ations in the literature by measuring the effects of psychological behavior on the
economy under consideration of animal spirits. We show that the moment-based
estimation (Franke et al. (2011)) can be easily used to estimate a small-scale DSGE
model. Mainly, similarities and dissimilarities between two polar cases of expecta-
tion formation processes will be examined: while the underlying model structure is
identical to a standard three-equations New-Keynesian model (NKM), we also allow
both for rational expectations and for endogenously-formed expectations using the
behavioral specification by De Grauwe (2011). In particular, we study his behavioral
economic framework and provide an empirical investigation of bounded rationality
on economic dynamics in the Euro Area from 1975Q1 to 2009Q4. Accordingly, an
important aspect of this chapter is to test the bounded rationality hypothesis in
order to offer reliable parameter values that can be used for calibration in more
realistic-grounded future work, e.g. studying monetary and fiscal policy analysis in
a DSGE model without the assumption of rational expectations.

In our empirical application, we show that the NKM with rational expectations
or bounded rationality can generate auto- and cross-covariances of the output gap,
the inflation gap and the interest gap, which can mimic real data well. A quadratic
objective function is used in the estimation to measure the distance between the
model-generated and empirical moments. As the usual procedure of the method of
moments, the global minimum of the objective function provides consistent parame-
ter estimates of the model. Then we evaluate the goodness-of-fit of the model to the
data from the value of the quadratic object function; i.e. the lower this value, the
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better the fit of the model-generated moments to their empirical counterparts. The
empirical application using the method of moment approach stays in line with the
work of Franke et al. (2011), who estimate a similar version of the NKM presented
here for two sub-samples, i.e. the Great Inflation and Great Moderation period in
the US. They come to the conclusion that inflation dynamics are primarily driven
by intrinsic rather than extrinsic persistence - which is the total opposite of the re-
sults when applying Bayesian estimation. This is reflected by a high degree of price
indexation and a low degree of persistence in the assumed AR(1) cost-push shock.
In general, this kind of estimation technique is closely related to the approaches
of indirect inference with the difference that in our case the structural form of a
DSGE model is used instead of an auxiliary model like a SVAR (cf. Smith (1993)
and Christiano et al. (2005) among others).

Main findings can be summarized as follows. First, over the whole time interval
the agents had expected moderate deviations of the future output gap from its
steady state value with low uncertainty. Second, we find strong evidence for an
autoregressive expectation formation process regarding the inflation gap, which is in
line with the scientific consensus among experimental economists (Roos and Schmidt
(2012)).

The remainder of the chapter is structured as follows. Section 2 introduces a
small-scale NKM and discusses two model specifications, i.e. one with rational ex-
pectations and the other under consideration of the animal spirits. The estimation
methodology is presented in section 3. Section 4 then estimates two versions of the
model by the moment-based estimation and discusses their empirical results. After-
wards, the properties of the moment-based procedure for estimation are examined
through a Monte Carlo study and a sensitivity analysis in section 5. Finally, section
6 concludes. The appendix collects all relevant technical details.

4.2 The model: rational expectations vs. bounded ratio-
nality

The New-Keynesian three-equations model reads as follows:

1 .. Y .
= ——FJ + 1 —=T7(F — E7 + e 4.1
Yt T Ctben + v (P — B freq1) + eyt (4.1)
X Voo a
o= Bl T + Tt 4+ Ky + €y (4.2)
+ av av
Te = Gp(dame + dyye) + (1 — )1 + 5t (4.3)

where the superscript j = {RE, BR} refers to the rational expectation (RE) and
the bounded rationality (BR) model, which we describe below. The corresponding
expectations operator is E~g, which has to be specified for both models. It goes
without saying that all variables are given in quarterly magnitudes. Equation (4.1)
describes a hybrid dynamic IS curve and results from the standard utility maximiza-
tion approach of a representative household. Here the current output gap depends
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negatively on the real interest rate, i.e. it is stemming from intertemporal optimiza-
tion of consumption and saving resulting in consumption smoothing. The parameter
7 > 0 denotes the inverse intertemporal elasticity of substitution. Equation (4.2) is
known as the hybrid New-Keynesian Phillips Curve (NKPC) where the output gap
(y¢) is the driving force of inflation due to monopolistic competition and the Calvo
price-setting scheme. The slope of the Phillips Curve is given by the parameter
k > 0. The parameter v denotes the discount factor (0 < v < 1). According to
the Taylor rule with interest rate smoothing (4.3), the nominal interest gap is a
predetermined variable while the monetary authority reacts directly to movements
in the output (¢, > 0) and inflation (¢# > 0) gap. We account for intrinsic persis-
tence in this stylized version of the well-known Smets and Wouters (2003, 2005 and
2007) model due to the assumption of backward-looking behavior indicated by the
parameters for habit formation y, price indexation « and interest rate smoothing
o7, respectively (0 < x < 1,0 < a <1,0 < ¢ <1). We assume that the ex-
ogenous driving forces in the model variables follow idiosyncratic shocks ¢, ¢, which
are drawn from multivariate normal distributions around mean zero and variance
o2 with variables z = {y, 7,7}

Note here that we consider the gaps instead of the levels and therefore account
explicitly for a time-varying trend in inflation and the natural rate of interest. The
corresponding gaps are simply given by taking the difference of the actual value for
output, inflation and the interest rate from their trends (i.e. time-varying steady
state values) respectively where the latter is computed by applying the Hodrick-
Prescott filter with a standard value of the corresponding smoothing parameter of
1600. Accordingly, the set of equations is used to describe the dynamics in the
output gap ¢, the inflation gap 7; and the nominal interest rate gap 7, where &y
with = = {m,r} denotes the deviations in both variables from the time-varying trend
explicitly.

The results of many studies show that assuming a constant trend, like a zero-
inflation steady state, leads to misleading results. For example, Ascari and Ropele
(2009) observe that the dynamic properties (i.e. mainly the stability of the system)
depend on the variation in trend inflation. Cogley and Sbordone (2008) also provide
evidence for the explanation of inflation persistence by considering a time-varying
trend in inflation. In the same vein, we can abandon the assumption of a constant
natural rate of interest as being empirically unrealistic. In this chapter, we follow the
empirical approaches proposed by Cogley et al. (2010), Castelnuovo (2010), Franke
et al. (2011) among others, who also consider gap specifications for inflation (and
the nominal interest rate). Furthermore, inflation and money growth are likely to
be non-stationary in the Euro Area data. If that is the case, the estimation method-
ology such as the method of moments approach presented here (or the generalized
method of moments in general) will lead to biased estimates.! Taken this into ac-
count, in the current study we consider the gaps rather than the levels in order to

!See also Russel and Banerjee (2008) as well as Aussenmacher-Wesche and Gerlach (2008)
among others for methodological issues related to non-stationary inflation in the US and the Euro
Area.
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ensure the stationary of the times series.

To make the description of the expectation formation processes more explicit,
first we examine two polar cases in the theoretical model framework of the NKM.
First, under rational expectations, the forward-looking terms, which are the expec-
tations of the output gap and inflation gap at time ¢+ 1 in equations (4.1) and (4.2),
are just given by

EfPy = By (4.4)

RE ~ .
E;" i = By

where E; denotes the expectations operator conditional on information given at time
t. Second, as regards the other specification, we depart from rational expectations
by considering a behaviorial model of De Grauwe (2011). It is generally assumed
that agents will be either optimists or pessimists (in the following indicated by the
superscripts O and P, respectively) who form expectations based on their beliefs
regarding movements in the future output gap:

By = dy (4.6)
Ef gy = —d
where 1
dy = 5 (B + 00 (y:)] (4.8)

"can be interpreted as the divergence in beliefs among agents about the output gap"
(De Grauwe (2011, p. 427)). In contrast to the RE model, both types of agents are
uncertain about the future dynamics of the output gap and therefore predict a
fixed value of y;y1 denoted by 8 > 0. We can interpret the latter as the predicted
subjective mean value of y;. However, this kind of subjective forecast is generally
biased and therefore depends on the volatility in the output gap; i.e. given by the
unconditional standard deviation o(y;) > 0. In this respect, the parameter § > 0
measures the degree of divergence in the movement of economic activity. Note that
due to the symmetry in the divergence in beliefs, optimists expect that the output
gap will differ positively from the steady state value (which for consistency is set to
zero) while pessimists will expect a negative deviation by the same amount. The
value of § remains the same across both types of agents.
The expression for the market forecast regarding the output gap in the bounded
rationality model is given by
EPfy =0l Bl + of - BPyea = (0, — ofy) - dy (4.9)
where 045 + 045 = 1. A specific forecasting rule chosen by agents, i.e. (4.6) or (4.7),
is indicated by the probability of agt and af 9 (or

Yt Y
P

a,, ) can also be interpreted as the probability being an optimist (or pessimist). In

the following, we show explicitly how these probabilities are computed. Indeed, the
selection of the forecasting rules (4.6) or (4.7) depends on the forecast performances

respectively. In particular, «
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of optimists and pessimists Utk given by the mean squared forecasting error, which
can be simply updated in every period as

Utk = pUtk—l - (1 —P)(Ef—lyt _yt)2 (4.10)

where k = O, P and the parameter p denotes the measure of the memory of agents
(0 < p <1). Here p = 0 means that agents have no memory of past observations
while p = 1 means that they have infinite memory instead. By applying discrete
choice theory under consideration of the forecast performances, agents revise their

expectations in which different performance measures will be utilized for agt and
aij 2
ayvt - O P ( * )
exp(YUy’) + exp(vUy)
UP
ab, = (YU ) —1-a?, (4.12)

exp(YUP) + exp(yUY)

where the parameter v > 0 denotes the intensity of choice: if v = 0, the self-selecting

mechanism is purely stochastic (a9, = 045: , = 1/2), whereas if 7 = oo, it is fully

y7t -
& =0, ait = 1 or vice versa; see De Grauwe (2011), p. 429). For

clarification, if v = 0 agents are indifferent in being optimist or pessimist while if v =

deterministic («

oo their expectation formation process is independent of their emotional state, i.e.
they react quite sensitively to infinitesimal changes in their forecast performances.

We explain this revision process as follows. Given the past value of the forecast
performance (UF ), the lower the difference between the expected value of the
output gap (taken from the previous period, i.e. EF ;1 = |di_1|) and its realization
in period ¢, the higher the corresponding forecast performance UF will be. In other
words, if e.g. the optimists predict future movements in g, more accurately compared
to the pessimists, then this results in UP > U}. Hence, the pessimists revise their
expectations by switching to the forecasting rule used by the optimists, which we
can express as E2y;,1 = d;. Finally, this forecasting rule becomes dominant and the
share of pessimistic group in the market decreases. Based on the equations (4.10) to
(4.12), we can rationalize equation (4.9) by using simple substitution. This results
in a higher degree of volatility in the expectation formation process regarding the
output gap when compared to the outcome in the RE model (we refer to section 4.2
for a clarification).

The same logic can be applied for the inflation gap expectations. Following the
behavioral heterogeneity approach proposed by De Grauwe (2011, pp. 436), we as-
sume that agents will be either so called inflation targeters (tar) or extrapolators
(ext).> In the former case, the central bank anchors expectations by announcing

“See also Westerhoff (2008, p. 199) and Lengnick and Wohltmann (forthcoming) among others
for an application of discrete choice theory to models in finance and macroeconomics.

3This concept of behavioral heterogeneity has been widely used in financial market models, see
e.g. Chiarella and He (2002) as well as Hommes (2006) among others.
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a target for the inflation gap #. From the view of the inflation targeters, we con-
sider this pre-commitment strategy to be fully credible. Hence the corresponding
forecasting rule becomes

Elf =7 (4.13)

where we assume 7 = 0. The extrapolators form their expectations in a static
way and will expect that the future value of the inflation gap equals simply its past

value, i.e.
Efy 1 = g, (4.14)
This results in the market forecast for the inflation gap similar to (4.9):

BR ~ tar tar A ext rrext » tar ~ ext ~
Et Tt+1 = afr,t Et Tt4+1 + afr,t Et Tt+1 = afr,tﬂ— + afr,t T¢—1- (415)

The forecast performances of inflation targeters and extrapolators are given by the
mean squared forecasting error written as

U =pUy — (1= p)(Ef_y 7 — 710)° (4.16)
where s = (tar, ext), and finally we may write:

exp(yU{™)

tar 4.17

T (U + e o
Uezt)

g = >p(Ui =1-aly. 4.18

T eGUE) el )

Here af%‘fz denotes the probability to be an inflation targeter, which is the case if
the forecast performance using the announced inflation gap target is superior to the
extrapolation of the inflation gap expectations and vice versa. Note here that the
memory (p) as well as the intensive of choice parameter () do not differ across
the expectation formation processes in terms of the output and inflation gap. In
the end, the bounded rationality model turns out to be purely backward-looking
(cf. equations (4.10) and (4.16)) while the forward- and backward-looking behavior
is contained in the rational expectation model. The solution to both systems can
be computed by backward-induction and the method of undetermined coefficients
respectively, which are shown in appendix A.

Finally, one may argue that the presented model is not suitable for e.g. policy
analysis since it is not based completely on micro-foundations. In particular, the
expectation mechanisms are imposed ex post on a system of structural equations
which themselves have been derived from maximizing behavior under the assumption
of rational expectations. However, evidence from experimental economics can help
us to motivate the assumption of the divergence in beliefs (reflects guessing) and
the existence of the extrapolators (which might be seen as pattern-based time-series

*In this respect (based on a optimal monetary policy strategy), an inflation gap target of zero
percent implies that the European Central Bank seeks to minimize the deviation of its (realized)
target rate of inflation from the corresponding time-varying steady state value, where in the opti-
mum this deviation should be zero.



96 4. Identification of Animal Spirits in a Bounded Rationality Model

forecasting) done by De Grauwe (2011) and adopted in our study. Roos and Schmidt
(2012) find evidence for a backward-looking behavior in forming expectations by
non-professionals in economic theory and policy. In their experimental study, they
show that the projections of the future realizations in the output gap and inflation
are based either on historical patterns of the time series or - in the case of no available
information - on simple guessing.

From a theoretical point of view, Branch and McGough (2009) introduce hetero-
geneous expectations into a New Keynesian framework where the forward looking
expressions in the IS curve and NKPC are convex combinations of backward- and
forward-looking behavior. The authors show that a micro-founded NKM under
bounded rationality can be derived if specific axioms are considered within the opti-
mizing behavior of households and firms. These axioms ensure the ability of agents
to forecast future realization of the output gap and inflation on the micro level as
well as the aggregation of this behavior on the macro level. In comparison, De
Grauwe (2010) allows for a switching mechanism based on discrete choice theory. Tt
is an open question if the latter fulfills the axioms imposed by Branch and McGough
(2009) which may help to overcome the (neglected) problem of mis-specification. To
sum up, there is no doubt that an extensive elaboration on the mircofoundation of
expectations formation is needed, even though up to now it is a fact that among
neuroscientists the evidence on information processing in the human brain is am-
biguous.

4.3 The estimation methodology

Over the last decade the Bayesian estimation became the most popular method for
the estimation of DSGE models while pushing classical estimation methods aside
such as the generalized method of moments and the pure maximum likelihood ap-
proach. Indeed, the Bayesian approach certainly has the advantage over the others:
on the one hand, the distributions of the parameters in a system of equations frame-
work can be easily computed from user friendly software like e.g. Dynare. On the
other hand, however, there are two major disadvantages when we apply Bayesian
techniques to our empirical study.

First, the Bayesian approach to the DSGE model requires the choice of appro-
priate prior distributions associated with the underlying economic interpretation of
the structural parameters. It is still an open question what criteria are suited best in
order to identify the most accurate prior information. For instance, Lombardi and
Nicoletti (2011) discuss the sensitivity of posterior estimation results to the choice
of different expressions of the prior knowledge; Del Negro and Schorfheide (2008)
also provide an explicit method for constructing prior distributions based on the
beliefs regarding macroeconomic indicators. However, so far the existing knowledge
by neuroscientists does not allow for pinning down a general micro-founded model
on information processing (De Grauwe (2011)). In addition, the Bayesian estima-
tion must be designed to cope with the shape of the prior distribution, which is
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often unspecified, i.e. 'uninformative’ priors; as a result, the estimated posterior be-
comes quite similar to the prior distribution. In this respect, the Bayesian analysis
is not a panacea for the BR model, since prior information is not available at least
for the behavioral parameters 5, § and p. Second, due to the fact that a logistic
function is applied on the parameters of the BR model (as a result of applying the
discrete choice theory), a researcher must use a Bayesian full-information analysis
such as a particle filter. Especially, as long as this filter method is applied for evalu-
ating the likelihood function, the estimation can be subjected to e.g. an increase in
approximation errors of the non-linear model (DeJong and Dave (2007), Chap. 11).

To avoid these disadvantages of the Bayesian approach, in this chapter we seek to
match the model-generated autocovariances of the interest gap, the output gap and
inflation gap with their empirical counterparts. We minimize the distance between
these model-generated and empirical moments under consideration of a quadratic
function, which summarizes the characteristics of empirical data. This method is
called simply moment matching (cf. Franke et al. (2011)). Main advantage of this
econometric method is that we can check transparently the goodness-of-fit of the
model to data, since the empirical comparison (graphically) between the match of
the estimated and simulated autocovariances is direct.

The method of moment approach comprises distributional properties of empirical
data X3, t =1,--- ,T. The sample covariance matrix at lag k is defined by

| Tk B B
(k) = 7 3 (X = X) (X, — XY (4.19)

t=1

where X = (1/7) Zthl X is the vector of the sample mean. The sample average of
discrepancy between the model-generated and the empirical moments is denoted as

9(0; Xy) = m{ —my (4.20)

where mj is the empirical moment function and m; the model-generated moment
function (cf. equation (4.19)). 0 is a I x 1 vector of unknown structural parameters
with a parameter space ©. Given that the length of the business cycles lies between
(roughly) one and eight years in the Euro Area. A reasonable compromise is a length
of two years. Therefore we will use auto- and cross-covariances of the interest rate
gap, the output gap and the inflation gap at a lag k, where £ = 0,--- ,8. We have
a p-dimensional vector of moment conditions (p = 78) by avoiding double counting
at the zero lags in the cross relationships.®

We obtain the parameter estimates from the following quadratic objective func-
tion (or loss function) as a result of the minimization process:

5The Delta method is used to compute the confidence bands in the auto- and cross-covariance
moment estimation (see appendix B for details).
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Q(6) = arg min g(0: X,)' W 9(6; X)) (421)

with the weight matrix W estimated consistently in several ways (see Andrews
(1991)). Here we use the heteroscedasticity and autocorrelation consistent (HAC)
covariance matrix estimator suggested by Newey and West (1987). The kernel esti-
mator has the following general form with the covariance matrix of the appropriately
standardized moment conditions:

T
Dr() = 7= 3 (me = m)(me; —m) (4.22)
t=j+1

where m once again denotes the sample mean. Following an automatic selection for
the lag length, we use a popular choice of j ~ T''/? leading to j = 5 when estimating
the covariance matrix (Newey and West (1994)):

5

Onw = Tr(0) + 3 (Pr() + Pr(5) ). (4:23)
j=1

The weight matrix W is computed from the inverse of the estimated covari-
ance matrix. However, a high correlation between the moment conditions that we
consider makes the estimated covariance matrix nearly singular. In addition, the
moment conditions and the elements of the weight matrix are highly correlated
when the small sample size is used (Altonji and Segal (1996)). Therefore, we use
the diagonal matrix entries as the we1ght1ng scheme, i.e. we ignore the off-diagonal
components of the matrix W = Q 1. The estimated confidence bands, then, be-
come wider since the sandwich elements in the covariance of parameter estimates
cannot cancel out with this weighting scheme (see also Anatolyev and Gospodinov
(2011)).

Under certain regularity conditions, one can derive the following asymptotic
distribution of the method of moments estimation of the parameters:

VT (01 — 60) ~ N(0,A) (4.24)

where A = [(DWD')"UD'WQW D[(DW D')~']', and D is the gradient vector of

moment functions evaluated around the point estimates:

po9m:Xr)| (4.25)
90 0=0r
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Under RE, we can obtain the simple analytic moment conditions of the model.
However, for the BR model, the analytic expressions for the moment conditions are
not readily available due to the non-linear discrete choice framework. To circumvent
this problem, we use the simulated method of moments to estimate the behavioral
parameters in the BR model. The simulated method of moments is particularly
suited to a situation where the model is easily simulated by replacing theoretical
moments. Then the model-generated moments in Equation (5.21) are replaced by
their simulated counterparts:

1 ST
. M. 4.26
mg S-T;mt ( )

We can simulate the data from the model and compute the moment conditions
(m¢) in order to approximate the theoretical moments (m;). The simulation size is
denoted by S. The asymptotic normality of the simulated method of moments holds
under certain regularity conditions (Duffie and Singleton (1993), Lee and Ingram
(1991)):

VT (@sanr — o) ~ N(O, Asarar) (4.27)

where Agyrr = (BWB)™'B'W (1+1/S) Q WB(B'WB)~", i.e. a covariance ma-
trix of the SMM estimates. A gradient vector of the moment function is defined
as B = E[%

estimation where the analytic moments are used, the model estimation is now sub-

A}. Since the covariance matrix becomes less accurate than the
=0

jected to simulation errors. To reduce the simulation error, we set the simulation
size to a reasonably large value 100.
Finally, we use the J test to evaluate compatibilities of the moment conditions:

™ d

J=T-Q0) > x> (4.28)

where the J-statistic is asymptotically x? distributed with (p—1) degrees of freedom
(over-identification).5 A striking feature of the method of moments approach is its
transparency. In particular, it is easy to check the goodness-of-fit of the model from
the moment conditions of interest, i.e. the dynamic properties of the model can be
tested by evaluating graphically the match of the estimated and model-generated
moments.

SHowever, if the off-diagonal components in the estimated Newey and West matrix are discarded,
the the distribution in the J-statistic is likely to have a larger dispersion than the x?-distribution
with degrees of freedom of p — [. Indeed, when the weight matrix is not optimal or some moment
conditions are not valid, the J-statistic is no longer x? distributed. We check the validity of the
weight matrix with our chosen moment conditions via a Monte Carlo study.
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4.4 Empirical application to the Euro area

In this section, we first present the data for our empirical application. Then we
discuss our empirical results of the structural and behavioral parameters. Finally,
we examine the finite sample properties of the moment-based estimator via a Monte
Carlo study and investigate three-dimensional parameter space of the BR model.

4.4.1 Data

The data source for the New Keynesian model is the 10th update of the Area-wide
Model quarterly database described in Fagan et al. (2001). The output gap and
interest rate gap are computed from real GDP and nominal short-term interest rate
respectively using the Hodrick-Prescott filter with a standard smoothing parameter
of 1600. The inflation measure is the quarterly log-difference of the Harmonized
Index of Consumer Prices (HICP) instead of the GDP deflator. The inflation gap
is also computed using the Hodrick-Prescott filter.” The sample for this data set
is available from 1970:Q1 onwards. As we use the data over five years in a rolling
window analysis to estimate the perceived volatility of the output gap o(y:), the
data applied in this study cover the period from 1975:Q1 to 2009:Q4.

4.4.2 Basic results

We first estimate the RE and BR model parameters using the moment-based estima-
tion presented in the previous section. Afterwards we make a comparison between
the two models and examine the effects of divergence in beliefs on the inflation and
output gap dynamics. As it is common in a persuasive amount of empirical studies,
the discount parameter v is calibrated to 0.99. We also fix v to unity, which is
in line with De Grauwe (2011, p. 439) and accounts for a moderate degree in the
intensity of choice.® By fixing those parameters in the final estimation, we can re-
duce problems in high-dimensional parameter space and cope with the uncertainty
of the estimates. Given these assumptions, we can separately obtain the estimates
for remaining parameters from the rational and bounded rationality model via the
moment-based estimation. They are presented in Table 1.

"We resort to the HICP instead of the conceptually more appropriate implicit GDP-deflator
which is common in the literature, since the former is more in line with micro data evidence.
For instance, Forsells and Kenny (2004) show that inflation expectations can be approximated by
micro-level data like consumer surveys (i.e. in the European Commission survey indicators). Also
see Ahrens and Sacht (2011, pp. 10-11) for a more detailed discussion on using the HICP instead
of the GDP-deflator in macroeconomic studies.

8Goldbaum and Mizrach (2008) estimated the intensity of choice parameter in the dynamic
model for mutual fund allocation decision. In our application, the system with many parameters
is likely to have a likelihood with multiple peaks, some of which are located in uninteresting or
implausible regions of the parameter space. By fixing the intensity of choice parameter, it makes
it easier to concentrate on our objective of empirical application, i.e. the interpretation of the role
of bounded rationality in the NKM.
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Table 4.1: Estimates of the RE and BR model

Label RE BR

«@ 0.765 0.203
(0.481 - 1.000) (0.000 - 0.912)

X 1.000 0.950
- (0.000 - 1.000)

T 0.079 0.387
(0.000 - 0.222) (0.000 - 0.927)

K 0.035 0.219
(0.011 - 0.058) (0.075 - 0.362)

by 0.497 0.673
(0.058 - 0.936) (0.404 - 0.942)

o 1.288 1.073
(1.000 - 1.944) (1.000 - 1.775)

bp 0.604 0.673
(0.411 - 0.797) (0.523 - 0.824)

oy 0.561 0.827
(0.354 - 0.768) (0.463 - 1.190)

ox 0.275 0.743
(0.097 - 0.453) (0.449 - 1.046)

@ 0.421 0.244
(0.140 - 0.701) (0.000 - 0.624)

Jé] - 2.221
(0.000 - 9.747)

) - 0.665
(0.000 - 7.877)

P - 0.003
(0.000 - 1.000)

J 56.30 40.30

p-value 0.8436 0.9931

5% crit. of x? dist. 88.25 84.82

Note: The data cover the period spanning 1975:Q1 - 2009:Q4 (T=140 observations).
The parameters v and « are set to 0.99 and unity, respectively. We use the rolling
window of 5 years (20 observations) to compute the perceived volatility of the output
gap, i.e. the unconditional standard deviation of y; is denoted by o(y:). The 95%
asymptotic confidence intervals are given in brackets.
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Several observations are worth mentioning. The parameter estimate of the degree
of price indexation « is much higher in the RE (0.765) than the BR (0.203) model.
It follows that the expressions, which are in front of the forward- and backward-
looking terms in the Phillips Curve, indicate a higher weight on future inflation
Eg'frt+1 (i.e. 19555 > 174y ); the result is more pronounced for the BR (0.82 > 0.18)
compared to the RE model (0.56 > 0.43). For the latter, this indicates that there is
strong evidence for a hybrid structure of the NKPC. The empirical applications of
the BR model show that the dynamics of the inflation gap are primarily driven by
the expectations (i.e. the evaluation of the forecast performance) for the inflation
gap if cognitive limitation of agents is assumed. This is not necessarily true under
rational expectations. In other words, we find strong evidence for an autoregressive
expectation formation process, since the estimated value for « is high; one group
assumes a central bank inflation target of zero percent (equation (13)), while the
other group of the agents form their expectations in a purely static way (equation
(14)). Regarding the dynamic IS equation, the output gap is influenced by the
forward- and backward-looking terms at the same proportion, since the empirical
estimates show that y = 1 and xy = 0.950 hold for the RE and the BR models,
respectively. In particular, this degree of habit persistence suggests that past obser-
vations strongly matter for the dynamics of the output gap. Finally, the parameter
estimate for the degree of interest rate smoothing shows that there is a moderate
degree of persistence (¢; ) in the nominal interest rate gap for both models.

Furthermore, while the empirical estimates for x and 7 in the RE model indicate
a small degree of inherited persistence due to changes in the real interest rate gap and
the output gap respectively, this does not hold for the BR model. Here the changes in
the output gap have a strong impact (k = 0.219) on movements in the inflation gap
relative to the RE case (k = 0.035). For the output gap, inherited persistence plays
a fundamental role in shaping the dynamics of this economic indicator, which can
be seen through the high values of inverse intertemporal elasticity of substitution.
For the BR model, this value (7 = 0.387) is much larger than the one for the RE
model (7 = 0.079). This implies that the tendency towards risk aversion in the BR
is stronger than the RE model. To sum up, our results show that in the BR model
cross-movements in the output and inflation gap account for persistence in both
variables (under consideration of perfect habit formation x = 1) rather than price
indexation alone. This can be seen through the high values of k and 7 compared to
«a. For the RE model, the opposite holds.

The output and inflation gap shocks, whose magnitudes are estimated to be
oy = 0.827 and o3 = 0.743 respectively, are larger for the BR than those of the
RE model. The results reveal that the volatilities of the output and inflation gap
are strengthened by the effects of behavioral heterogeneity on the consumption and
pricesetting rules. For instance, the waves of optimism and pessimism act as a
persistent force in the output gap fluctuations with peaks and troughs. Figure 1
illustrates that the peak of the fluctuation in the simulated output gap (middle-left
panel) corresponds to the market optimism (lower-left panel) and vice versa. The
qualitative interpretation remains almost the same for the inflation gap dynamics
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(middle- and lower-right panel respectively) - but the dynamics of extrapolators
are highly volatile reflecting the large second moment of the empirical inflation
gap (upper-right panel). The goodness-of-fit of the models could not be directly
compared by illustrating the simulated time series (middle-panels), but we can see
that the series resemble qualitatively their empirical counterparts (upper-panels).
Finally, the nominal interest rate shocks o; in the RE model are estimated to be
roughly twice as large as in the BR model.

The remaining parameter estimates confirm the known results from the literature
where the monetary policy coefficient on the output gap is low while the opposite
holds for the coefficient on the inflation gap. The latter indicates that the Taylor
principle holds over the whole sample period. Nevertheless, the results for the BR
model indicate a stronger concern in the output gap movements relative to the
dynamics in the inflation gap. Again, the opposite is true for the RE model. It is
worth mentioning that the estimation results indicate a monetary policy coefficient
on the output gap ¢, of 0.673, which is in line with the observations of De Grauwe
(2011, pp. 443-445). His simulations show that flexible inflation targeting can reduce
both output gap and inflation (gap) variability at a minimum level if ¢, lies in the
range of 0.6 to 0.8.

The interpretation of this observation is two-fold. First, consider the case of
strict inflation targeting, where the central bank does not account for the volatility
in the output gap. As a result, the forecast performance of the optimists and
pessimists are not affected since the (real) interest rate gap in the dynamic IS curve
does not response directly to monetary policy. However, there is still an indirect
effect (even highly volatile movements in y; are not dampened by the policy makers)
indicated by  in the NKPC. Hence, due to the high degree of inherited persistence
the strict inflation targeting can fail to control strong fluctuations in the output and
inflation gap. Second, in the case of strong output gap stabilization (relative to the
inflation gap) the central bank dampens its pre-commitment to an inflation target.
The amplification effects of this kind of policy on the forecast performances of the
inflation extrapolators will then result in higher inflation variability. We conclude
that our empirical findings account for neither the first nor the second extreme case,
but for a optimal flexible inflation targeting in the Euro Area over the observed time
interval instead.

As already noted, the present study focuses on the estimation of the bounded
rationality parameters. First, we come to the conclusion that over the whole sample
period, the optimistic agents have expected a fixed divergence of belief of g = 2.221.
Roughly speaking, the optimists have been really optimistic that the future output
gap will differ positively by slightly above one percent on average from its steady
state value.” Due to the symmetric structure of the divergence in beliefs, over the
same sample period pessimistic agents were moderately pessimistic instead, since
from their point of view the future output gap was expected to be around one

Note that expected future value of the output gap is given by Efyi41 = |di| = 33 on average
with ¢ = {O, P}.
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Figure 4.1: Dynamics in the output gap and the inflation gap.

Note: Upper and middle panels plot empirical and simulated values for the output
gap (left) and the inflation gap (right), while lower panels plot the corresponding
fraction of market optimists (left) and extrapolators (right). The simulated time
series are computed using the parameter estimates for both models given in Table 1.
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Figure 4.2: Model covariance (Cov) profiles in the Euro Area.

Note: The dashed line results from the empirical covariance estimates. The shaded
area is the 95% confidence bands around the empirical moments. The triangle (BR)
and star (RE) lines indicate the model generated ones. The confidence bands are
computed via the Delta method (see Appendix B).
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percent on average below its steady state value. Furthermore, both types of agents
felt safely about their expectations due to the fact that the estimate for the variable
component in the divergence of pessimistic beliefs is very low (§ = 0.665) - this
implies that there is a low degree of uncertainty connected to the expected future
value of y;. In line with the results for (and assumptions of) the parameters, which
indicate endogenous and inherited persistence («, x, k and 7), the highly subjective
expected mean value of the output gap S - in conjunction with the dynamics induced
by the self-selecting mechanisms (see the corresponding fractions in the lower-panels
in Figure 1) - explains the high volatility of the output gap. Based on discrete choice
theory, this strengthens the optimistic agents’ belief about the future output gap
to diverge in the data, since they can over(or under)-react to underlying shocks
that occur across the Euro Area. The same observation holds for the inflation gap
dynamics. The proportion of the extrapolators in the economy corresponds to the
inflation gap movements (cf. lower right vs. upper-right panels in Figure 1): the
higher the fraction of extrapolators is, the more volatile the inflation gap dynamics
will be. Finally, p is estimated to be zero, i.e. past errors are not taken into account
(cf. equations (4.10) and (4.16)). This leads to the conclusion that strict forgetfulness
or cognitive limitation holds, which is a requirement for observing animal spirits (cf.
De Grauwe (2011, p. 440)).

Indeed, visual inspection shows a fairly remarkable goodness-of-fit of the models
to data (see Figure 2). The match both models achieve looks clearly good over the
first few lags and still fairly good over the higher lags until the lag 8. In any case,
all of the moments are now inside the confidence intervals of the empirical moments.
This even holds true for some covariances up to lag 20. This is also confirmed by
the values of the loss function J for the RE (56.30) and BR (40.30) model given
in the last row of Table 1. The asymptotic x? distributions for the .J-test have the
degrees of freedom of 68 and 65 for the RE and BR model, respectively. Since the
critical values at 5% level are 85.25 and 84.82 respectively, and the estimated loss
function values are smaller than these criteria, we do not reject the null hypothesis
that these models are valid. Moreover, the picture shows a remarkable fit of the BR
model, which leads to some confidence in the estimation procedure. We conclude
that a bounded rationality model with cognitive limitation provides good fits for
auto- and cross-covariances of the data.

Note here that the significant differences between two models have to be tested
by a formal model comparison method, since the models do not have any difficulties
to fit the empirical moments at the 5% significant interval (see also Jang (2012)
among others). In other words, the J-test only evaluate the validity of the model
along the lines of the chosen moment conditions. Therefore we cannot provide a
direct comparison between the fits of the two models. More rigorous test will be a
priority for future research.

Finally, our empirical results indicate that the empirical test of bounded ratio-
nality (viz. the assumption of the divergence in beliefs) has to be treated carefully,
because all parameters (especially the behavioral ones) within the non-linear mod-
eling approach are generally poorly determined, i.e. wide confidence bands occur.



4.4. Empirical application to the Euro area 107

We delve into this problem by examining the finite size properties of the moment-
based procedure through a Monte Carlo study and a sensitivity analysis presented
in the next section. Our results from these exercises will achieve confidence in the
parameter estimates given in Table 1.

4.4.3 Comparison with other studies

There exists a plethora of studies on the estimation of (small, medium or large)
NKM with rational expectations using Euro Area data. However, to the best of
our knowledge these studies are different to our contribution in several dimensions.
While we apply a moment-based estimation on the Euro Area data over a specific
time interval up to the end of 2009, most of the investigations are based on the
generalized method of moments and Bayesian estimations using data just to the
beginning of the 21st century instead. Furthermore, we consider gap specifications
of 7y and 7; explicitly while in the literature the majority of time series are not
detrended. Hence, a comparison of our results with those from the literature has to
be done with some caution.

More generally, one of the representative studies in this field is the empirical
application of Smets and Wouters (2003). Here the sample period captures the
period from 1980:Q2 to 1999:Q4. In their chapter, they apply Bayesian estimation
on a medium scale model for the Euro Area. Compared to the cases of the RE and
BR presented here, they found different values for the parameters 7 and ¢,, which
are estimated to be higher (0.739 and 1.684). In contrast, the estimated values for
x and ¢, are relatively small (0.01 and 0.10). Finally, ¢ = 0.673 is slightly lower
than in Smets and Wouters (2003, ¢, = 0.956).

Moons et al. (2007) give a good overview on the results stemming from different
studies using different techniques except for the Bayesian one. Most of the parameter
estimates are in line with those reported in column 1 of our Table 1, i.e. in case of
the RE model. According to Table 1 in Moons et al. (2007, p. 888) 7 and x vary
in a range of (0.03, 0.08) and (0.02, 0.17), while we find 7 = 0.079 and x = 0.035.
The results for the policy parameters ¢; = 0.604, ¢z = 1.288 and ¢ = 0.497 are
slightly below the estimates reported in Moons et al. (2007) where ¢, = (0.77,0.90),
or = (0.87,2.02) and ¢, = (1,3.2). For the latter, note once again that the level
and not the gap of the corresponding time series is considered. The composite
parameter, which indicate backward-looking behavior in the dynamic IS curve and
the NKPC, can be denoted by 9, = ﬁ and ¥ = ﬁ It can be stated that our
results for the RE model, ¢; = 0.5 and 9 = 0.43, mimic roughly those found in
the literature, i.e. 11 = (0.22,0.97) and ¢ = (0.13,0.54).

Comparing the results discussed in the previous paragraph with those presented
in column 2 of Table 1, it can be seen that in the case of the BR model these results
differ substantially from the those reported in the literature. Not surprisingly, this
stems from the fact that the behavioral model of De Grauwe exhibits a different kind
of expectation channel which can substitute the absence of rational expectations
for the model dynamics. Nevertheless, Moons et al. (2007) estimate a small scale
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NKM of an open-economy under consideration of a fiscal policy rule (in the spirit of
the European Stability and Growth Pact) with Bayesian techniques and found the
parameter estimates, which are similar with our results. In particular, 7 is estimated
to be high (0.24) which is in line with the BR model (0.387). The authors also find
that a high value of the monetary policy coefficient concerning the output gap is
estimated to be ¢, = 0.75, while we find a value of 0.673.

4.5 Robustness checks

In this section, we report the variation of the parameter estimates under both the
RE and BR model. First, we study the finite size properties of the moment-based
estimation using the Monte Carlo study. The result shows that we can reduce the
estimation uncertainty presented here with a large sample size. Compared to the
RE model, however, the parameter estimates of the BR model have wide confidence
intervals, because the non-linearity of the model gives rise to additional parameter
uncertainty during the estimation. This affects the corresponding values of the
bounded rationality parameters 8, § and the memory parameter p in the forecasting
heuristics (4.11) and (4.12) as well as (4.17) and (4.18). Second, we investigate the
sensitivity of these behavioral parameters in the objective function by investigating
three-dimensional parameter space. We vary these parameters in a reasonable range
to find the lowest value of the loss function (4.21).

4.5.1 Monte Carlo study

To analyze the finite sample properties in the macro data, we use three sampling
periods in the data generating process (T=100, 200, 500). The experimental true
parameters are drawn from the parameter estimates in the previous section. Af-
ter 550 observations are simulated, we discard the first 50 observations to trim a
transient period. In the RE model, we compute the empirical moment conditions
and its Newey-West weight matrix of each artificial time series, and estimate the
parameters using the method of moment estimator over 500 replications. The same
procedure is carried out to estimate the parameters of the BR model. However, this
makes the computation expensive for the simulated method of moment estimator.
We reduce the computational cost by setting the simulation size to S = 10.1°
Table 4.2 summarizes the results from the MC experiment for the RE model.
We report the mean, the root mean square error (RMSE) and the standard error
(S.E). The true values of the parameters are stated in the second column. The
results show that the method of moment estimation of the RE model has good
finite sample properties; see the RMSE sensitivity to variations in sample size. The
large sample size remarkably improves the asymptotic efficiency of the method of

'9The implementation of the MC study on the model with a large simulation size (i.e. S=100)
does not have a drastic change in parameter estimates; see appendix C. The approximation error
rates of analytic moments are 10% and 1% for the simulation sizes S = 10 and 100, respectively.
The computation becomes expensive when the large simulation size is used.
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Table 4.2: Monte Carlo study for the RE model

T=100 T=200 T=500
Label True (6°) Mean RMSE Mean RMSE Mean RMSE
@ 0.750 0.802 0.174 0.778  0.125 0.763  0.079
S.E: 0.155 S.E: 0.112 S.E: 0.073
X 1.000 0.943 0.128 0.939 0.127 0.946 0.103
S.E: 0.365 S.E: 0.293 S.E: 0.202
T 0.085 0.100  0.062 0.088 0.043 0.083  0.029
S.E: 0.079 S.E: 0.061 S.E: 0.041
K 0.035 0.047  0.026 0.042 0.016 0.039  0.009
S.E: 0.016 S.E: 0.011 S.E: 0.071
Oy 0.500 0.518  0.267 0.487 0.167 0.487 0.107
S.E: 0.236 S.E: 0.162 S.E: 0.104
o2 1.250 1.350  0.309 1.322  0.217 1.296  0.146
S.E: 0.343 S.E: 0.222 S.E: 0.144
o2 0.600 0.623 0.111 0.615 0.076 0.611  0.046
S.E: 0.094 S.E: 0.069 S.E: 0.045
Ty 0.600 0.632 0.127 0.627  0.090 0.623  0.059
S.E: 0.125 S.E: 0.095 S.E: 0.062
Ox 0.275 0.249 0.075 0.263  0.049 0.270  0.030
S.E: 0.062 S.E: 0.046 S.E: 0.031
@5 0.400 0.234  0.240 0.289 0.181 0.345 0.105
S.E: 7.487 S.E: 1.456 S.E: 1.026
30.58 24.12 20.10
# of rejections 4 6 0

Note: v is set to the value of 0.99. The reported statistics are based on 500 repli-
cations. RMSE is the root mean square error. S.E denotes the mean of standard
error.
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moments estimator, since the mean of standard error for the estimates becomes the
smallest. However, the estimated value for the policy shock parameter o, often hit
the boundary (i.e. o, = 0.0) and makes the numerical derivative of the moment
conditions unstable. This leads to the large asymptotic error for this parameter.'!

The J-statistic is used to evaluate the validity of the two models when fitting
the artificial data. On average, the null hypothesis that the model is the true one is
not rejected according to the over-identification test for both the RE and BR model;
e.g. for the sample size of T=100, the J test rejects the validity of the RE and BR
model for 4 and 16 times, respectively. The number of rejection is very small, since
the simulated replications are 500. And we do not find any rejection of both models
when a large sample size is used (7=500). In addition, it can be seen from the J
test that the BR model fits the data slightly better than the RE model on average.
Nevertheless, the direct diagnostic comparison between two models must be made
with caution, because the BR model has more parameters than the RE model, i.e.
their y2-distributions are different.

In comparison with the results of the RE model, we found that the simulated
method of moments regarding the BR model has more or less poor finite sample
properties when inspecting the parameters «, 7, 8, and 0 (see Table 4.3). However,
the large uncertainty for the parameter estimates can be mitigated by more observa-
tions in the data. On the other side, note here that we can consistently recover the
true values for the other parameter estimates. Put differently, the parameter esti-
mates almost converge to the true ones as the sample size increases (i.e. T=500). In
this case the RMSE gets smaller. The large sample allows us to make more accurate
inference about the group behavior in the market expectation formation processes.
Indeed, as market behavior is unobservable in most cases, we need a large sample
size to consistently estimate the behavioral parameters. Nevertheless, the estimated
results for the behavioral parameters can be seen as confident starting values used
for calibration exercises like for e.g. (optimal) monetary and fiscal policy analysis.

4.5.2 Sensitivity of the behavioral parameters

In this sensitivity analysis we investigate the region of the objective function with
respect to different values of 5, § and p. The findings from the MC study indicate
that the RMSE values for these behavioral parameters in the discrete choice theory
are higher than those for the other structural parameters even for a large sample
size. We discuss the poor finite sample properties of these crucial parameters in the
BR model by evaluating the loss function under consideration of different pairs for
B, 6 and p. The remaining parameters are fixed on their estimated values taken
from the second column of Table 1. It is our aim to pin down those values from the

Note here that we use the optimization tool (Matlab version R2010a) with the fmincon solver.
Especially the interior-point algorithm has a number of advantages over other algorithms (i.e.,
active-set, trust-region-reflective, and sqp). For example, the implementation of the interior-point
algorithm for large-scale linear programming is considerably simpler than for the other algorithms.
Furthermore, it can handle nonlinear non-convex optimization problems of the BR model.
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Table 4.3: Monte Carlo study for the BR model

T=100 T=200 T=500
Label True (6°) Mean RMSE Mean RMSE Mean RMSE
@ 0.200 0.326  0.286 0.383 0.278 0.285 0.187
S.E: 0.312 S.E: 0.232 S.E: 0.142
X 1.000 0.666 0.724 0.798 0.679 0.850  0.655
S.E: 1.802 S.E: 1.614 S.E: 1.470
T 0.385 1.075  0.837 0.620 0.370 0.550  0.292
S.E: 0.810 S.E: 0.341 S.E: 0.216
K 0.215 0.246  0.153 0.223 0.142 0.225 0.139
S.E: 0.076 S.E: 0.051 S.E: 0.035
Oy 0.675 0.757  0.458 0.697 0.435 0.694 0.430
S.E: 0.248 S.E: 0.116 S.E: 0.065
o2 1.100 1.090 0.703 1.069  0.699 1.089  0.699
S.E: 0.326 S.E: 0.174 S.E: 0.106
1033 0.670 0.681  0.427 0.675  0.425 0.681 0.424
S.E: 0.073 S.E: 0.046 S.E: 0.028
Oy 0.825 0.872  0.549 0.888 0.533 0.874  0.527
S.E: 0.290 S.E: 0.182 S.E: 0.133
O 0.740 0.606  0.496 0.647  0.477 0.699 0.470
S.E: 0.090 S.E: 0.053 S.E: 0.034
o 0.240 0.165 0.182 0.180 0.176 0.165 0.180
S.E: 0.169 S.E: 0.140 S.E: 0.113
B 2.250 2.831 1.867 2.440 1.608 2.330 1.543
S.E: 5.638 S.E: 4.149 S.E: 3.670
) 0.650 1.293 1.021 0.925 0.750 0.862 0.663
S.E: 4.000 S.E: 3.596 S.E: 3.223
P 0.000 0.213 0.218 0.104 0.134 0.093 0.122
S.E: 0.422 S.E: 0.386 S.E: 0.335
29.34 22.30 20.74
# of rejections 16 1 0

Note: v is set to the value of 0.99. The reported statistics are based on 500 repli-
cations. RMSE is the root mean square error. S.E denotes the mean of standard
error.
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parameter space, which are associated with the lowest value of the loss function.

Figure 4.3: 3-D contour plot of the parameter space with 5 and

Note: The value of the quadratic objective function J is given on the vertical axis.

Figures 3 to 5 illustrate three contour plots, from which we can examine the
region of the loss function J under consideration of the pairwise variation in all three
parameters over a reasonable range. We see from Figure 3 that the minimum value
of the loss function is centered around (¢, ) = (0.6,2.2). This observation is in line
with our results given in Table 1, and indicates that applying the method of moment
approach leads to consistent parameter estimates. However, our result emphasizes
that the shape of the contour plot is moderately flat for specific combinations of §
and (3, i.e. which still indicates the existence of wide confidence bands. Note that
the value of the loss function increases dramatically if § and 3 deviate strongly from
their estimated values. In this case a trade-off arises: a highly predicted subjective
mean value 8 requires a low degree of divergence ¢ in order to ensure a minimum
value of J.

Figure 4 and 5 show that the minimum of the loss function is given by a value of
the memory parameter p equal to zero in conjuncture with the estimated values of 3
and ¢ around 2.2 and 0.6, respectively. This result confirms the estimate of p given
in Table 1 and strengthens our argumentation in section 4 since strict forgetfulness
holds as a requirement for observing animal spirits.

In sum, this simulation results show that for a small sample size, the results from
a MC study and a sensitive analysis confirm the absence of statistical accuracy of
these behavioral parameters (i.e. the case of wide confidence bands) when applying
the method of moment approach.
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Figure 4.4: 3-D contour plot of the parameter space with 5 and p

Note: The value of the quadratic objective function J is given on the vertical axis.

Figure 4.5: 3-D contour plot of the parameter space with § and p

Note: The value of the quadratic objective function J is given on the vertical axis.
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4.6 Conclusion

In this chapter, we attempt to provide empirical evidence for the behavioral as-
sumption in the model of De Grauwe (2011). The validity of the model assumption
on the cognitive limitation (e.g. because of different individual emotional states)
is empirically tested using historical Euro Area data. We attempt to identify the
so-called behavioral parameters, which account for animal spirits in the Euro Area;
i.e. we hypothesize that historical movements of macro dynamics are influenced by
waves of optimism and pessimism.

To examine the effects of the group behavior on the output and inflation gap,
we follow the behavioral approach of De Grauwe (2011), who assumes divergence in
beliefs about the future value of both variables. The corresponding decision rules
for market optimism and pessimism are given by the forecast performance of the
agents from the discrete choice theory. To see this, we contrast a standard hybrid
version of the three-equations New-Keynesian model of rational expectations with
a version of the same model where we assume bounded rationality in expectation
formation processes using the moment-based estimation.

Our main empirical findings show that a bounded rationality model with cogni-
tive limitation provides a reasonable fit to auto- and cross-covariances of the Euro
Area data. Therefore our empirical results of the BR model offer some new in-
sights into expectation formation processes for the Euro Area. First, over the whole
time interval the agents had expected moderate deviations of the output gap from
its steady state value with low uncertainty. Second, in the absence of rational be-
havior we find strong evidence for an autoregressive expectation formation process
regarding the inflation gap. Both observations explain a high degree of persistence
in the output gap and the inflation gap. Based on the discrete choice theory and
the self-selection process of the agents, we found that animal spirits strengthen the
optimistic’s belief about the future output gap to diverge in the historical Euro Area
data.

To the best of our knowledge, such kind of empirical studies have not been
extensively investigated before in the literature. However, the empirical test of
bounded rationality (viz. the assumption of the divergence in beliefs) has to be
treated carefully, because the parameters (especially the behavioral ones) within
the non-linear modeling approach are poorly determined, i.e. wide confidence bands
occur. We delve into this problem by examining the finite size properties of the
moment-based procedure through a Monte Carlo study and a sensitivity analysis.
In the end, we provide empirical evidence in support of De Grauwe (2011, fn. 4)
for understanding the group’s over- and under-reaction to the economy. In order to
identify the effects of individual expectation formation processes on the economy,
in further research, the decision rules i.e. the transition rules from one state of the
economy to another can be calculated based on survey data (for example see Lux
(2009)). Thus these probabilities are then treated as exogenous and (in contrast to
the De Grauwe model) are computed under consideration of the underlying time
series using the discrete choice theory. Finally and only if the estimation of small-
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scale models is considered to be satisfactory, one can further continue the model
estimation with much richer models like e.g. the medium-scale version developed by
the Smets and Wouters (2005, 2007). We leave these issues to future research.
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Appendix

A: Solution of the NKM

In general, all model specifications are described by the following system in canonical
form:

AXt + BXt—l + CXt+1 + Et = O (429)
where
Yt Yt—1 E?i Y41 Ey,t
Xe=\m™ |, Xp1=| -1 |y Xe1 = Efﬁtﬂ y ee= | eag
ft ft,1 Etjft—i-l Ert

The corresponding system matrices are given by:

1 0 T —ﬁ 0 0
A= - 1 0 ],B=| 0 -z 0 (4.30)
—¢rpy —bidr 1 0 0 —(1—¢5)
and
c=| 0 % 0 |. (4.31)
0 0 0

Recall that for the rational expectations model we assume

Effy = Ewa
ERE

1 = FEif

and for the bounded rationality model we assume

HBR o} P

E7 My = (o — oy )de
BR~ tar ~ ext A
B T = gt og

where we also consider equations (4.10) to (4.18) with # = 0. In the following, we
solve for the dynamics of the system (4.29). In case of the BR model, the solution
is given by

Xy =—-A"YBX, 1 +CXyy1 + 54 (4.32)

where the matrix A is of full rank, i.e. its determinant is not equal to zero, given the
parameter estimates in section 4. Under consideration of the heuristics for the fore-
casts regarding the output and inflation gap expectations, the forward looking term
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X1 is substituted by the equivalent expressions for the discrete choice mechanism
given in section 2. It follows that the model becomes purely backward-looking and
thus (4.32) can be solved by backward-induction.

In contrast, the RE model is both backward- and forward-looking. Therefore we
apply the method of undetermined coefficients in order to solve the model. The law
of motion which describes the analytical solution is given by

Xy = QXp 1+ Pey (4.33)

where Q € R3*3 and ® € R3*3 are the solution matrices. The former is a stable
matrix as long as (similar to the matrix A in the BR case) its determinant is not
equal to zero, which ensures the invertibility of €2. Again, this is confirmed given
the estimation results in section 4. We substitute (4.33) into (4.29) which yields

AQXi 1+ Pey) + BX; 1 + C(QXy + PEer1) + 64 = 0.
This is equivalent to
AQX; 1 + Pey) + BX; 1+ C(Q2X; 1 + QP + PEyes )+ = 0.
Hence, the reduced form can be rewritten as
(CQ* + AQ+ B) X1 + (AP + CQP + I)ey =0 (4.34)

with I being the identity matrix. Note that &; ~ N(0,02) with z = {y, 7,7} and
thus Eierp1 = 0. In order to solve equation (4.34), all the terms in brackets must
be zero.'> Thus the solution matrices can be uniquely determined. We may write
that as

CR+AQ+B=0=0Q0=—-(CQ+A)'B. (4.35)

In order to solve the quadratic matrix equation (4.35) numerically, we employ the
brute force iteration procedure mentioned in Binder and Pesaran (1995, p. 155, fn
26). Hence an equivalent recursive relation of (4.35) is given by

Q,=—(0CQ,_1+A)'B (4.36)

with an arbitrary number of iteration steps N where n = {1,2,...,N}. We define
Qo = &I with 0 < £ < 1. The iteration process (4.36) proceeds until ||€2,—Q,—1]| < ¢
where ¢ is an arbitrarily small number. Given the solution of 2, the computation
of @ is straightforward:

AP +CQP+T1=0=d=—(A+CQ,) " (4.37)

120bviously the trivial solution X;_; =TIy = ¢, = 0 is discarded.
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B: Delta method and confidence interval for auto- and cross-covariances

The Delta method is a common technique for providing the first-order approxima-
tions to the variance of a transformed parameter; see chapter 5 of Davidson and
Mackinnon (2004) among others. In the study, we use the Delta method when com-
puting the standard errors of the estimated auto- and cross-covariances of the data.
The covariance is defined as follows:

%ij(h) = Bl(Xig — i) (Xjpen — )], t=1,---.T (4.38)
where ;; is the auto-covariance function when 7 = j. Otherwise +;; denotes the

cross-covariance between X;; and X ;5. h denotes the lag in data and s;(or p;)
is the sample mean of the variable X;(or X;). The covariance function in Equa-
tion (4.38) proceeds with a simple multiplication:

Vij(h) = E[Xiy - Xjyop) = b - BIXGpp] = pij — pi - 1
where p;; denotes E[X; - X7,
of the population moments u;, p; and p;;. Denote the vector p as the collection

|. Now we see that v;;(h) is a transformed function

of the moments: p = [u; p; pij]. We differentiate the covariance function with
respect to the vector u:

Ovi; ()
i —Hy
_Oy(h) | oy |
D = on = B, = | —u (4.39)
0vi5(h) 1
a#i]‘

Therefore the Delta method provides the asymptotic distribution of the estimate 7;;

by matching the sample moments of the data.
VT (vij —7ij) ~ N(0,D'SD). (4.40)

For some suitable lag length ¢, we use a common HAC estimator of Newey and West

(1994) when estimating the covariance matrix of sample moments. Specifically, we
follow the advice in Davidson and MacKinnon (2004, p.364) and scale ¢ with 7/3.
Accordingly we may set ¢ = 5 for the Euro area data.

S, =C0)+> (1 - qu€1> [C(k) + C (k)] (4.41)
k=1
~ 1 T
Clk) =7 > [f(zt) = Al (ze-n) — A
t=k+1

where f(z) = [X;, Xj, X;- X;]. We use the optimal weight matrix S = i;l in
estimating the covariance matrix of moments. Let s, be v D'SD. Then the 95%

asymptotic confidence intervals for auto- and cross-covariance estimates become:

[vij —1.96 - 54, i +1.96 - s4]. (4.42)
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C: Large-scale simulation study for the BR model

We report the results of a simulation study for the BR model when a large simulation
size is used; S—100. At present, we see that the model estimates using a large
simulation size have slightly smaller values for the RMSEs than ones from a small
simulation size in the section 4.3.

Table 4.4: Monte Carlo Study for the BR Model

T=100
Label True (6°) Mean RMSE
o 0.200 0.249  0.262

S.E: 0.314
X 1.000 0.693  0.716
S.E: 2.653
T 0.385 0.884  0.818
S.E: 0.699
K 0.215 0.236  0.154
S.E: 0.0800
by 0.675 0.728  0.454
S.E: 0.181
oy 1.100 1.105  0.701
S.E: 0.701
bs 0.670 0.677  0.427
S.E: 0.066
Ty 0.825 0.913  0.561
S.E: 0.302
o5 0.740 0.689  0.479
S.E: 0.081
os 0.240 0.165  0.198
S.E: 0.246
B 2.250 2.585  1.812
S.E: 9.275
5 0.650 1.139  0.992
S.E: 7.656
p 0.000 0.224  0.239
S.E: 0.547
J 28.53
# of rejections 9

Note: v is set to the value of 0.99. The reported statistics are based on 500 replica-
tions. RMSE is the root mean square error. S.E denotes the mean of standard error.
Since the simulation studies become computationally expensive with a large sample
size, we only report the case of 7" = 100.
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The Role of Behavioral
Heterogeneity in Asset Pricing
Models

In this chapter we empirically examine alternative models of behavioral heterogene-
ity in financial markets via moment-based estimation: the adaptive belief system
(ABS) and a structural stochastic volatility (SSV) model. First, we discuss the
empirical performance of ABS with two types of noise specification (i.e. additive
and multiplicative) using S&P 500. In particular, we evaluate the validity of two
model specifications from the simulated test distribution. Second, we consider two
trading mechanisms of SSV and compare their empirical performance on the return
volatility. The result of the formal test shows that the herding mechanism fits the
data better than the model where the wealth mechanism is used, but the two models
are not significantly different at 5% level.

5.1 Introduction

Agent-based models (ABM) are often used to account for behavioral heterogeneity
and social interactions between investors. For example, De Long et al. (1990) as
well as Brock and Hommes (1997, 1998) develop a framework for the asset pricing
model in which price movements are endogenously determined by heterogeneous
expectations. Similarly, several variants of behavioral heterogeneity in ABMs have
been proposed during the last decade, which can describe the interactive trading
processes observed in financial markets; see Gaunersdorfer (2000), Chiarella and He
(2002), De Grauwe and Grimaldi (2006) and others. It has been shown that the
model of behavioral heterogeneity is capable of depicting the relationship between
price movements and trading mechanism.

It is generally assumed in the asset pricing model that the investor is aware of
his or her investment objective: i.e. profit maximization by allocating the money to
risky or risk-free assets. However, the main difference between ABMs and the tradi-
tional portfolio model lies in the fact that in the former market demand is primarily
driven by a weighted average of different types of traders. Especially, the behavioral
heterogeneity can be developed by applying the discrete choice theory to the trading
behavior in the asset pricing models; also see Anderson et al. (1992). For example,
the nonlinear dynamics of the adaptive belief system (ABS) are characterized by
the behavioral rules of fundamentalist and chartist as well as their interactions;
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the fundamentalist sticks to his or her belief on the market fundamental whereas
the chartist takes up an adaptive position and seeks for opportunity from the price
trend. In most cases, a simple decision rule, which is used in ABS, prevents the
price series from being directed to an ever-increasing trajectory (or bubble). Ac-
cordingly, the interactive process of simple switching between the two investors can
provide a potential explanation for the empirical regularities in financial data such
as volatility clustering and fat-tailed distribution.

However, the non-linear mapping between the model structure and the reduced
parameters hinders an empirical investigation of ABMs. For example, we cannot
prove the global identification conditions for the parameters of ABMs, and their
intractability does not allow us to investigate the convexity of the objective function.
As a result, the empirical analyses of the ABMs pay attention to some restricted
parameter space and delve into the modeling problems; Amilon (2008) used an
auxiliary model to estimate a variant of ABS and found that the model with a
realistic modeling of noise specification can not provide a good approximation to
financial data; e.g. long range dependence in return volatility. Franke (2010) also
discussed the importance of the noise term for the model dynamics; i.e. the original
version of ABS cannot explain stylized facts known in financial literature.!

In this chapter, first we review two asset pricing models with behavioral het-
erogeneity: ABS and a structural stochastic volatility (SSV) model. In the former,
we discuss the importance of two types of noise specification for evaluating the em-
pirical performance; i.e. additive and multiplicative. In the latter, we examine the
role of trading mechanisms in the model dynamics (see also Franke and Westerhoff
(2011a, 2012)[FW hereafter|). To see this, we compare the empirical performance
of two trading mechanisms: namely, the investors can either (1) continue with a
profitable strategy based on their past performance (wealth) or (2) follow the opin-
ion of successful peer groups (herding). Second, we propose the simulated method
of moments to estimate the parameters of ABS and SSV with the data of S&P
500 index. Since behavioral heterogeneity has a highly non-linear impact on the
macroscopic variable, e.g. the market price, we can not find a simple closed form
solution for these models. Therefore we cannot derive analytical moment equations
of the system, but must approximate them based on simulations; see also Gilli and
Winker (2003). Concerning the moment conditions in our empirical applications, we
utilize four features of stylized facts known in financial literature following Franke
and Westerhoff (2012): the absence of autocorrelations in the raw returns, fat-tailed
distribution, volatility clustering, and long memory.

Since the non-linear mapping from the parameters of ABS to the objective func-
tion gives rise to multiple local minima during the estimation, we restrict our em-

1To cope with identification problems in the non-linear and stochastic models, we can fix some
of the model parameters and evaluate the empirical performance based on the stylized facts known
in empirical literature; e.g. model validation. Moreover, we can calibrate some of key parameters by
means of additional (micro-level) data sets, which are widely accepted by academics or researchers;
see also the validation methodology by Winker et al. (2007) and the special issue of Computational
Economics (2007) edited by Fagiolo et al. (2007) regarding empirical applications of ABMs.
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pirical analysis to the parameters, which are investigated by Gaunersdorfer and
Hommes (2007)[GH hereafter]. Therefore this study does not provide an elaborate
analysis of the parameter estimation, but examines the effects of the noise term on
the model dynamics. The results of the empirical application show that the baseline
model of ABS cannot reproduce all stylized facts of financial data; i.e. the absence of
long range dependence in absolute returns. Accordingly, the model with multiplica-
tive noise has a poor performance on the financial data while the other model with
additive noise is sensitive to the noise level for matching the empirical moments.
Moreover, we discuss the importance of the finite size effects for analyzing the deci-
sion rules of ABS. The simulation results show that the stochastic extension of the
switching rules allows for a possible misperception of investors in the deterministic
dynamics.

Concerning the role of the trading mechanism in the price dynamics, we exam-
ine the empirical performance of SSV using a formal test. For instance, Franke and
Westerhoff (2011b) investigate the fit of several variants of SSV and rank them based
on their ability to match the chosen moment conditions using simulations (i.e. joint
moment coverage ratio). In order to make the model comparison more explicit, we
evaluate the fit of two competing specifications in SSV according to the simulated
test distribution. In particular, we apply the formal test of Hnatkovska, Marmer and
Tang (2012) [HMT hereafter| and examine a significant difference between the two
trading mechanisms in fitting the data. We find that the herding mechanism has a
better goodness-of-fit to the data than the model dynamics where the wealth mech-
anism is used, but the results reveal no statistically significant difference between
them at 5% level.

The chapter proceeds as follows. Section 2 discusses the basic dynamic prop-
erties of the asset pricing model with behavioral heterogeneity; the effects of noise
specification are investigated in ABS while the role of trading mechanisms is empir-
ically examined in SSV. Section 3 explains the estimation methodology, and section
4 presents the empirical results as well as the formal test of SSV. Finally, section 5
concludes. Appendix collects all relevant details of this study.

5.2 The asset pricing models with behavioral hetero-
geneity

This section reviews a theoretical framework for the asset pricing model with behav-
ioral heterogeneity. First, we discuss the role of heterogeneous trading rules in the
price dynamics of ABS and examine the effects of noise specification on the price
movements: additive and multiplicative shocks. Second, we investigate the effect of
behavioral heterogeneity in terms of two trading mechanisms of SSV: herding and
wealth.
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5.2.1 The adaptive belief system

We examine the portfolio choice problem for the investor who manages the risk in-
volved in asset markets using mean variance optimization. Note here that the model
with the traditional portfolio theory has been extended allowing for heterogeneous
expectations. There are two types of investment strategy in financial markets; i.e.
fundamentalism and chartism. These strategies follow simple behavioral rules:

Eiilpe1] = Pl = p° + v(pe-1—p), 0<v<1 (5.1)

Eatlpt1] = P50 = p° + 9(pi-1 — pr—2), g>0 (5.2)

The fundamentalists (type 1) believe that tomorrow’s price will move to the
fundamental price p* by the adjustment speed of v; if p;_1 < p*, for example,
then the fundamentalists expect that this difference will be covered by the market
clearing, but with a time lag of the adjustment speed in the market.? On the other
side, the chartists (type 2) make use of information about the observed price trend
and continuously update this investment opportunity with the adjustment speed of
g.

In this model, we assume that the investors allocate their wealth in two ways,
namely either to keep their money in a risk-free asset or to invest it into a risky
asset. Because of this simplification, the total wealth of two traders (type h=1, 2)
in period t + 1 can be expressed as the current wealth and the expected profits of
the investment:

Whitt = A+ Whye + {pesr + 7 — (L4+7)pe} - 2nye (5.3)

where the state variable zj, ; refers to the market demand for the risky asset from
a trader type h. The variables ¥ and r denote a constant dividend and interest
rate. For the sake of simplicity, we use the notations R and R;y; for 1 4+ r and
pe+1 + 9 — (1 + 7)py, respectively.

It is assumed here that investors maximize the expected return, but minimize
the risks from their investment. This statement of the problem can be formulated
as:

VihtWhit1), h=1,2 (5.4)

Without loss of generality, we assume that the fundamental price is constant over time. This
implies that the deviation of market price from the fundamentals is important to generate return
volatility in this model.
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where the parameter a measures risk aversion (a > 0). The optimality condition of
Equation (5.4) can be expressed as its first derivative. We set it equal to zero with
respect to the market demand:

0P
aZh,t

!
= Ept(Riv1) — a-Var(Rep)zpe = 0 (5.5)

Once the market demand and supply are cleared, we can arrive at the myopic
mean variance optimization for heterogeneous agents:

Ep¢(Ry1)

a- Vhi(Rit1) >

Zhit =

For the sake of simplicity, we assume that investors have a constant belief of
variance (Vj,; = 0?). Since the trading strategies influence the wealth dynamics
through Equation (5.3), we can simply indicate the evolutionary fitness measure by
using accumulation of the profits:

Uht= (1+7r)zni—1 + 7 Unt

R _
= @-{pii%—y—(l%-r)pt,l} + nUpt-1, h=1,2

where 7 is the memory parameter measuring how fast the past fitness is discounted
with the selected market strategies.

Note here that the investors update their utility and evaluate the chosen trading
strategy until the expected profits do not differ from the market realization. In
other words, the investors assess their preferences ordering between the two trading
strategies, which are determined by the utility function of their fitness values. Espe-
cially the intermediate dynamics of ABS are associated with the switching process
between two investors; i.e. the discrete choice theory. In this framework, it can
be seen that the observed choice between fundamentalism and chartism is made
according to the relative advantage of utility from the fitness measure.3

exp(BUn,—1)
exp(BU14-1) + exp(BUa1—1)’

h=1, 2 (5.8)

Npt =

3The discrete choice framework for the group dynamics is commonly associated with Gibbs
distribution when the infinite number of agents is assumed in the system. See also Manski and
McFadden (1981) for details.



126 5. The Role of Behavioral Heterogeneity in Asset Pricing Models

where the parameter S denotes the intensity of choice. The resulting evolutionary
fitness and the choice probability shape the trajectory of the price dynamics. This
implies that the price movements can be considered as being a direct result of the
interactive adjustment processes between the fundamentalists and the chartists.*

We complete the updating scheme by assuming that the fraction of traders evolve
according to the following rule:

2

oy = Tiay - [exp{w}} (5.9)

It can be seen in Equation (5.9) that the updating capacity of the chartist is con-
trolled by the parameter «, which measures the sensitivity to the observed deviation
from the fundamentals. Finally, we arrive at the price equation in the model with
the heterogeneous market demand: the interactive process gives rise to market price
movements. Therefore the equilibrium price is reflected in the demand of the het-
erogeneous traders after adjusting their market shares:

~

1 _ —
Dbt = E{nl,t “Eri(pe1 +Y) + nogc Bai(pe +9)} (5.10)

In sum, the four lagged prices (pi—;, 1 < j < 4) and two lagged fitnesses
(Unht—1, Up—2) affect the current price in the model. Concerning the computation
of the model, we can simulate the model by using the initial four price values.
Then the model can sequentially generate the price series from Equation (5.10).
During the intermediate steps, the heterogeneous trading rules have a direct impact
on their realized profits. The performance of strategy especially has influence on
the evolutionary part of the model in which the price dynamics are endogenously
governed by the market fractions of heterogeneous traders.

Table 5.1: Parameter values for simulation

g a pf r a o n p Yy P
1 1.9 1800 2 0.001 1 1 099 10 1 1000

Accordingly, the model dynamics can reproduce a periodic ups and downs in
the price path; i.e., see the limit cycle in Figure 5.1. Note here that the simulated
series are generated using the parameter values in Table 5.1. Indeed, whenever the
chartists are dominant in the market, the model predicts that the price will be devi-
ated from the fundamentals. Since the behavior of chartists will be influenced by this

*However, the model dynamics become unstable when this parameter of the switching rules
increases more than two (8 > 2); e.g. see Gaunersdorfer (2000) and Gaunersdorfer et al. (2008) for
the role of this intensity of choice parameter in the system bifurcation as well as Goldbaum and
Mizrach (2008) for estimation.
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price series return series
T T 0.03 T T

1100
0.02
1050
0.01

1000 0
-0.01

950
-0.02

900 ‘ ‘ ‘ ‘ - ‘ ‘ ‘ ‘
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000

price at time t and t-1 fraction of chartists

1100

0.8
1050
0.6
1000
0.4

950
02

900 . . . . . . . 0 . . . .
920 940 960 980 1000 1020 1040 1060 1080 0 2000 4000 6000 8000 10000

Figure 5.1: Deterministic structure of ABS

observed deviation (penalty term), however, this will suppress the market activity of

the chartists (e.g. to what extent the price can be deviated from the fundamentals,
—(pt—1—p*)?

= ). This ensures that the updating process can place a limit on the

e |
deviation from the fundamentals. On the other hand, if the chartist strategy is not
profitable anymore, then the investors are likely to take up the opposite position
(fundamentalism). Overall, it can be seen that the price fluctuations in the model

are considered results of the interactive processes between the investors.
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Noise specification in ABS

In the current study, we consider two types of the noise term for simulating the
price equation of ABS: additive and multiplicative. The effect of noise specification
has been extensively studied in the field of stochastic differential equations; also
see Longtin (2003) for the use of noise term in Langevin equations. The market
equilibrium price with additive noise can be defined as:

pe = pr + e, e ~ N(0,p1) (5.11)

where p; measures the magnitude of additive noise over time. p denotes the deter-
ministic part of the price dynamics in ABS.

However, we observe a high noise-to-price ratio in the model dynamics when the
simulated price level is moderately low; if p; = 50 and p = 10, then the noise-to-price
ratio ( ;—i) becomes 20%. When the noise drastically change the system, for example,
it can be seen that the model allows for multiple equilibria in the price trajectory.
The intermittent switching processes are sensitive to the initial price values used in
simulations. As an alternative route to randomness in the model dynamics, we can
propose the market price equation with multiplicative noise, where the noise term
and the lagged price have the multiplicative effects on the current price level; see
Amilon (2008) and Franke (2010).

Pt = Dt + Pi—1-Ets gt ~ N(0, p2) (5.12)

where p, measures the magnitude of multiplicative noise over time.

The parameter values in Table 5.1 are used for simulating return series; e.g.
additive (p = 10) and multiplicative (p = 0.01) shocks in Equation (5.11) and (5.12),
respectively. Figure 5.2 illustrates that the returns with the multiplicative shocks
(right panel) show less dependence in volatility than the other one (left panel).
Moreover, it can be seen that the model with additive noise cannot predict the
volatility clustering in financial data, because the simulated data exhibit strong time
dependence without having a distinct impact of chartism on the model dynamics
(see the period between 3,500 and 4,500 in the left panel).

Note here that we can easily simulate the decision rules of two investors, but
the system can undergo a bifurcation with some parameter combinations. This can
allow for a negative price trajectory in simulations; i.e. p; < 0. Because of this, we
do not attempt to estimate all parameters in the model, but analyze the relevance
of noise specification in the model dynamics; i.e. to what extent the specification of
the noise term affects the model dynamics in fitting real data. It will be discussed
later in detail.
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5.2.2 A structural stochastic volatility model: herding versus wealth

In this section we discuss the herding and wealth mechanism of the SSV model. At
the beginning, we distinguish two types of investors: fundamentalists and chartists.
Their trading behaviors of the mean reversion and the trend following strategy serve
a market demand for risky assets. The behavioral heterogeneity developed in this
model is similar with ABS, but the main difference lies in the specification of demand
shocks for the two investors:

d = o —p) + &, el ~ N(0,0%) (5.13)

df = X(pt —Ptfl) + 65’ 65 ~ N(0,0‘?) (514)

where the state variables d{ and df denote the demand of average fundamental-
ists and chartists. The parameters ¢ and xy measure the response to price changes
from the fundamentals (p*) and the previous price (p¢—1), respectively. The de-
mand shocks are represented as two independent and normally distributed random
variables 5{ and ef for the two investors.

Concerning the system size in the model, we assume that the market is populated
by the total number of 2N fundamentalists (n{ ) and chartists (n§). Note here that

we regard the majority index of the fundamentalists as a proxy for the market

regimes: fundamentalism ("z = +1") or chartism ("z = —1").
f c
ny —ng
= 5.15
Lt ON ( )

Accordingly, the price dynamics are driven by the market demands from two
types of investors. Indeed, it can be seen that the interactive market processes
prevail when the market is in disequilibrium. The adjustment equation for the price
at period t 4+ 1 can be set up from Equations (5.13) to (5.15) as follows:

Pt+1 = Pt + g [(1+xt)-¢-(p* —pi) + (L—x¢) - x-(pt —pe—1) + Et]
(5.16)
(1+ xt)QJ]% + (1 — 2¢)%0?

€~ N(0,0‘?), 0'252: 5

As a rule, the excess demand can be adjusted by a market maker, who can increase
or decrease the market price with a constant proportionality factor x > 0. Under
these circumstances, the total demand shocks can be summarized by two normal
random distribution with mean zero and two single variances. Hence, the model
predicts that the price volatility is driven by market structure in the economy, and
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the noise term o7 in Equation (5.16) changes according to heterogeneous demand
shocks. Especially one obtains the current demand shock from the time-varying
share of the fundamentalists (14 z;) - o and the chartists (1 — z;) - 0¢.”

Now we discuss the dynamics of SSV in terms of behavioral heterogeneity. In
the same way of ABS, the switching mechanism based on the discrete choice theory
provides a description of the group dynamics in SSV. Then the market shares are
solely explained by the following equation:

ny = czp(Bui_y) s=f, ¢ (5.17)

exp(ﬁu{_l) + exp(Bug_y) 7

where 8 denotes the intensity of choice parameter. To be more specific, we divide
Equation (5.17) by the observed market utility of the fundamentalists ea:p(ﬁul{:l).
Therefore the equation of the market share can be transformed into compact form,
from which we easily examine the share of fundamentalists regarding their utility
advantage over the chartists:

¥ 1
n =
¢ f c
1 + 6‘Tp{_ﬁ(ut—l - ut—l)} (5 18)
ng = 1-— n{

For the sake of simplicity, we redefine the discrepancy between utilities for two
groups (i.e. u{_l —u§_1) as an attractive index a;—;. Since the past capital gains give
rise to the payoff difference between the fundamentalists (uf) and the chartists (u),
the observed utility advantage, which is denoted by the previous attractive index,
has influence on the realization of the group dynamics. Turning to the specification
for the attractive index, we examine the variants of the trading behavior, i.e. the
herding and wealth mechanism.

e Discrete choice with herding mechanism

In order to establish a connection between the group behavior and return volatil-
ity, we define the attractive index a; as a payoff equation with the trading strategy
of mean reversion and the majority index (Equation (5.19)). By incorporating in-
formation about the market sentiment (i.e. z;) into the current payoff of investors,
the herding mechanism predicts the price dynamics in terms of the socio-economic
configuration of the market.

®The transformation of the majority index by adding/subtracting unity results in the relative
ng

f
share of fundamentalists/chartists in each group; i.e. 14 z; = %ﬁ, 11—z = 3.
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ar(xe,pr) = g + ogry + Oéd(pt—p*)2 (5.19)

where the coefficient o measures a predisposition of traders to the fundamentals.
The parameters «, and oy denote a group pressure and the influence of misalign-
ment, respectively (a ., ag > 0).

e Discrete choice with wealth mechanism

In the wealth mechanism, we assume that investors compare their profits with
the other group; this payoff difference will have influence on their investment strat-
egy. The primary difference between the herding and wealth mechanism lies in the
specification of the attractive index; the observed discrepancy of capital gains be-
tween the two investors controls an endogenous switching process in the model of
the wealth mechanism.

9; = lexp(pt) — exp(pe-1)] - di_o
wi = nwi_y + (1 —n)gj, s=f, c (5.20)

ag(ze,pr) = ozw(wf — wy)

where we express the current wealth as a weighted sum of the previous wealth (w;_1)
and current profits (g¢;). The coefficient 1 measures their memory on the previous
price (0 < n < 1), while the parameter «,, denotes the adjustment speed of the

pay-off strategies in the switching process (a,, > 0).

5.3 The estimation methodology

In this study, we estimate the parameters of ABS and SSV via the simulated method
of moments (SMM) estimator. Since the decision rules from the discrete choice
theory make these models highly non-linear, we cannot easily obtain the analytical
moment equations of a system. In this case, the SMM estimation can replace the
moment conditions by approximations based on simulations. We can obtain the
parameter estimates by minimizing the distance between the model-generated and
empirical moments in the objective function. For the comparison of two competing
models, the objective function can be defined as:

Ji(6) = min [y — m (0] W [y —m' (")), I=A, B (5.21)
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where we distinguish the estimated objective function values of the two models using
the notation I; i.e. I = A, B. m! denotes a vector of the model-generated moments
while m is an estimate of the true moments mg. In particular, the fit of the two
model specifications to the data is compared using the formal test of HMT.

As it is discussed above, the switching process based on the discrete choice theory
affects the dynamics of ABS and SSV in a non-linear way. Therefore we approximate
the moment conditions of these models by simulations; i.e. m!(#!) = szT ST my.
We denote by v a simulation size, which is set to 100.

The weight matrix is constructed using the moving block bootstrap method. We
denote by m® a vector of the bootstrapped sample moments. B is the number of
block bootstrap sampling. m is the mean value of the bootstrapped moments.

Qpp = Var(mP) =

> (mP —m)(mP —m)’ (5.22)

1

&~

B
b=

As a result, we can compute the weight matrix by taking the inverse of the variance-
covariance matrix from 1,000 moving block bootstrapped sample: W= QE;}B.

Turning to the block length, we use a fixed window of 250 days.5 To make the
test procedure of HMT (Hnatkovska, Marmer, Tang (2011)) [HMT-sup henceforth]
operational, we estimate the variations in the moment estimates and their covariance
structure by using the double block bootstrap method; see appendix D.

Under the standard regularity conditions, v/T (67 —6) converges in distribution
as T — oo to a normal random vector with mean zero and covariance A, (Lee and
Ingram (1991), Duffie and Singleton (1993)):

Ay = [(DyW D)) Dy W (1 + 1/4)QW Dy [(DyW Dyy) ™ (5.23)

where Dy, is an expected partial derivative matrix of the moments with respect to
simulations used in the model. This can be numerically computed at optimum of

. _ om(6
the parameter estimates (Dy, = E[ rgé )} ).

STf researchers believe in long range dependence in their data, then they can increase the window
length for estimating the covariance structure of the moments in the bootstrap method. See
also a performance comparison of several double blocks-of-blocks procedures by Biihlmann (2002),
Horowitz et al. (2006), Lee and Lai (2009) and others. In our study we use the one-year window,
because we cannot find any significantly positive autocorrelation in S&P 500 index after one year;
see also Winker and Jeleskovic (2007).
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5.4 Empirical application

In this section we first present the data and choice of moment conditions for our
empirical application. Second, we discuss the parameter estimates of both ABS and
SSV. Finally, we conduct a formal test to decide whether the fit of the two trading
mechanisms of SSV is significantly different.

5.4.1 Data and choice of moments

For the empirical application, we use the historical data of S&P 500 index. The
daily data range from Jan.02.1980 to Sep.29.2006. The sample size of returns is
6750. We use the 10 moment conditions, which are characterized by four features
of stylized facts known in financial literature. For example, Pagan (1996) studied
a set of stylized facts on financial data, while Winker and Jeleskovic (2006, 2007)
discussed the unconditional and time-dependent properties of foreign exchange rate
series.

Table 5.2: Empirical and bootstrapped moment estimates of S&P 500 index

label empricial moving BB
my mean 0.0427 0.0421
mo variance 1.0628 1.0706
ms corr(ry, Te41) 0.0196 0.0191
my corr(|re], |res1l) 0.1825 0.1746
ms corr(|re], |ress|) 0.2131 0.2041
me corr(|r¢|, |re+10/) 0.1531 0.1455
my corr(|re], |re+20]) 0.1264 0.1138
ms corr(|re], |res0]) 0.1070 0.0850
mo corr(|re], |re+100]) 0.0703 0.0406
mig 5-10% right tail of Hill estimator 3.2722 3.2981
test criterion 95%: 19.07 99%: 25.44

Note: Moving BB means the moving block bootstrapped data. The summary
statistics are computed using 1,000 bootstrapped resampling.

Table 5.2 presents the empirical and block bootstrapped moment estimates of
the S&P 500 index. The mean (mq) and variance (ms) capture the general shape of
distribution of the data. The 1st lag of autocorrelation of raw returns (ms) is chosen
to cope with the empirical fact that returns are not serially correlated; if the 1st
lag appears to have no correlation, we are confident that raw returns do not show
significant dependence over the subsequent lags. The autocorrelations of absolute
returns (my4, ms, mg, my, mg, mg) measure the short- and long-term dependence
of volatility in returns. Finally, the Hill estimator (mqg) estimates the degree of the
fat-tailed distribution in the data.
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Figure 5.3 depicts a kernel estimate on the distribution of the objective function,
which is obtained from 1,000 bootstrapped samples. The 95% and 95% criteria of
this distribution are 19.07 and 25.44, respectively. These threshold values will be
used as test statistics for evaluating the misspecification of the model in SMM,; if the
objective function value exceeds this criterion, we conclude that the model cannot
match the data along the chosen moment conditions in this study.
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Figure 5.3: Distribution of the bootstrapped objective function values

5.4.2 Estimation results of ABS

In ABS, we focus on the stable region of the model dynamics for the parameter
estimation; since the non-linear dynamics allow for a bifurcation in the system with
respect to the model parameters (especially /), it can be seen that the mapping
between the parameters 6 and the model-generated moments m(6) is highly non-
linear. Accordingly, the objective function J(6) does not have a unique minimum
during the estimation.” Therefore we restrict our analysis to the region in parameter
space where the model dynamics are stable; i.e. we constrain the parameter estimates
near the values, which are reported in GH for the model simulation. In addition,
we implement the random search method to find a best minimum value for the
parameters of ABS.

To cope with identification problems in the non-linear dynamics, we calibrate
some parameters in the model; this can reduce the bias of parameter estimates.
First, the parameter v is set to unity where we can examine the case of the strong
volatility clustering region for ’Efficient Market Hypothesis’ believers; since all mar-
ket information is already incorporated into the price, the fundamentalists expect

"In this case, econometric analysis should cope with multiple local minima in the objective
function. As long as the dynamics of ABS depend on non-linear representation, the moment-based
estimation could get trapped in local minima during the optimization process.



136 5. The Role of Behavioral Heterogeneity in Asset Pricing Models

that the future price will follow the lagged one (p{,,; = pi—1). Second, we set
the risk aversion and the constant belief on the variance to unity, respectively; i.e.
a =1, 0 = 1. The other behavioral parameters in the discrete choice framework are
calibrated following the previous simulation results of GH: a = 1800, 8 = 2. Hence,
we have now three parameters to be estimated in the model: adjustment speed of
chartists g, memory parameter 7, noise term p.

Table 5.3: Parameter estimates for ABS

label additive multiplicative
g 5.498  (1.287) 6.488  (1.491)
n 0.981 (0.254) 0.378  (0.154)
) 8.500 (0.431) 0.008  (0.001)
J(0) 107.07 133.24

The other parameters are calibrated: v =1, a = 1,
oc=1, a=1800, 8 =2. (): standard error.

Table 5.3 reports the estimates of two specifications in the model.® Indeed, the
estimated values for g do not differ too much between the models with additive
and multiplicative noise. Especially, this empirical result shows that the fit of the
model relates to the return volatility; the higher the parameter value for g, the
more volatile the price movements. However, the model with the additive noise
attains a higher value for memory parameter than the other (n: 0.98 (additive) >
0.38 (multiplicative)). Since the role of noise term in the two models is not same,
we cannot make a direct comparison between the estimated values for the shocks.
However, it can be seen that the magnitude of the shocks for both models is similar;
since the fundamental price is set to 1,000 for the model simulation, we can arrive
at p = ;% = 8.5/1000 = 0.0085.

Table 5.4: Simulated moments of ABS with additive and multiplicative noise

Label additive multiplicative Label additive multiplicative
my -0.0004 -0.0002 mg 0.0444 0.0112
mo 1.0255 1.0938 my 0.0401 0.0042
ms 0.0473 0.0810 ms 0.0414 0.0024
my 0.1017 0.0790 mg 0.0342 0.0008
ms 0.0465 0.0157 m1o 3.8535 3.7292

8Since the model estimation is obtained using a random search method, the point estimates of
the model do not indicate the smoothed minimum value in the objective function. Therefore we do
not apply the asymptotic normality of the parameter estimates from Equation (5.23). Alternatively
we compute the standard error of the parameter estimates by using 100 replications of SMM with
different random seeds.
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More generally, the empirical results can be summarized as follows:

e From this empirical application, we found that the model dynamics of ABS
are misspecified, since the objective function values of the two models exceed
the simulated test criterion (J(6): 107.07, 133.24 > 25.44).

e Concerning the minimum values of the objective function, we do not have
much confidence in the uniqueness of the parameter estimates, because dif-
ferent parameter estimates are often found when we change starting values
in optimization. This violates the assumption 2.4 of HMT, especially the
uniqueness of parameter estimates. Therefore we do not compare the fit of
two models of ABS using the formal test.

Alternatively we compare the fit of the two models from the model-generated
moments. Table 5.4 shows the simulated moment conditions from the two spec-
ifications. For example, they do not have any difficulty to match the mean and
variance of the data (mj,mg). But these models fail to approximate the charac-
teristics of the data, especially the time dependence of return volatility; e.g. see
my4, Ms, Mg, M7, mg. The empirical performance for matching these moments in
the model with multiplicative noise is worse than the other model. By applying
the Hill estimator, we found that the model-generated moments contain slightly less
extreme values than the empirical ones; i.e. 3.85 (additive), 3.73 (multiplicative) >
3.27 (empirical).
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Figure 5.4: The effect of noise specification on objective function: additive (left)
and multiplicative (right).

To examine to what extent the level of the noise term plays a role in approxi-
mating the data, we investigate the curvature of the objective function with respect
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to the scale of the shock. For this computation, we set the other parameters (g and
1) to the values in Table 5.3, and change the degree of the noise term. Then we
calculate the objective function based on the noise level and depict their variations.
In Figure 5.4, the left panel draws the objective function of the model with additive
noise while the right panel accounts of the case with multiplicative noise. Espe-
cially, when the scale of the additive noise increases, we obtain a much higher value
for the objective function, i.e. a bad fit of the model to the data. This graphical
comparison between the two models shows that the model with additive noise is
more sensitive to the level of noise assumed in the model than the other. Overall,
the results indicate that the noise level is empirically important for simulating the
dynamics of ABS.

5.4.3 Estimation results of SSV and model comparison

In this section, we discuss the empirical results of SSV and conduct a formal model
comparison between two trading mechanisms. The level parameters of SSV are
calibrated; i.e. the adjustment parameter for fundamentalists ¢ and chartists x, the
proportionality factor of market maker u. In addition, we set the intensity of choice
parameter § to unity. In the case of the herding mechanism, these parameters are
set to the following values: (5, ¢, x, ©) = (1.0, 0.12, 1.5, 0.01). For the case of
the wealth mechanism, they are set to the following values: (5, ¢, x, u) = (1.0,
1.0, 1.0, 0.01).°

We use SMM to estimate the parameters of the two competing specifications in
SSV. The parameter estimates are reported in Table 5.5. The single comparison
of these parameter estimates is not much informative, because the two models use
different specifications for the attractive index. But the estimated values for the
demand shocks are noteworthy to mention here. For example, the estimation result
of the herding mechanism indicates that the demand shock of the chartist is much
higher than the wealth mechanism (o.: 2.98 (herding) > 1.96 (wealth)), while the
estimated demand shock of the fundamentalists shows a slight difference between
the two models (g7: 0.79 (herding), 0.68 (wealth)). This implies that the model
approximation of the herding to the data depends largely on the demand shock
of the chartists, whereas the dynamics of the wealth mechanism are more or less
driven by the adjustment process implied by the observed discrepancy between the
two investors (Qiy).

9The level parameters are chosen according to FW. If we change these parameters, SMM would
arrive at some inferior values of the objective function. Note here that this chapter demonstrates
how the formal test can be applied to this model, but not an elaborate estimation.
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Table 5.5: Parameter estimates of herding and wealth

label herding wealth
Qo -0.417 -
(-0.640 ~ -0.195)
Ay, 1.773 -
(1.280 ~ 2.267)
Qy 19.022 -
(11.128 ~ 26.916)
& /100 - 21.248
(0.000 ~ 99.129 )
0 - 0.986
(0.981 ~ 0.992)
of 0.788 0.684
(0.706 ~ 0.870) (0.609 ~ 0.759)
O 2.983 1.957
(2.414 ~ 3.551) (1.522 ~ 2.391)
J(6) 26.11 49.85

Note. The brackets () indicate the 95% confidence intervals
of the parameter estimates.

Now we evaluate the empirical performance of the two models by using a formal
test. According to Vuong (1989), two models are overlapping if (i) they have common
moment conditions and (ii) neither model is nested in the other. The SSV model
with wealth and herding mechanism has the same underlying structure except for the
specification of the attractive index. That is the main reason why we can consider
the two specifications as being an overlapping case.'?

Following HMT, we use two step sequential test. First, we compare the mini-
mum value of objective function for the two models, which is obtained using SMM;
i.e. herding: 26.11, wealth: 49.85, respectively. Then we measure the significant dif-
ference between the two models by subtracting these values (i.e. 23.74); see chapter
two and three regarding the formal framework for the model comparison.

The critical value for the model comparison is 141.21 at 5% level; see the com-
putational details for the simulated distribution in appendix C as well as Figure 5.8
in appendix E. The estimated difference between two objective function values does

19T make this classification more specific, we denote by 0" = (a0, sz, aq)’ and 0¥ = (1, aw)’
the parameter set of the herding and wealth mechanisms, respectively. First, the two models
are not strictly non-nested, because from some combinations of the parameters (namely, 0" =0
and 0“ = 0), we can find that they have same moment conditions, i.e. m*(0") = m®(6*). In
other words, the ability of the two models to match the characteristics of the data is potentially
equivalent; i.e. the fit of two models to the true data generating process are equally accurate.
Second, one model is not nested in the other, because the trading mechanism will have different
influence on the switching mechanisms and produce the different moment conditions. This means
that we have m*(0") # m”(6™) asymptotically if 0" # 0 and 6" # 0. Therefore we treat the two
models as being an overlapping case.
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Figure 5.5: Returns (upper) and fraction of chartists (lower) from herding

not exceed the simulated critical value (i.e., 49.85 - 26.11 = 23.74). Therefore we
cannot reject the null hypothesis that the two models have an equal fit to the data;
we do not proceed to the second step of the model comparison.

Table 5.6: Simulated moments of herding and wealth mechanisms

label herding wealth label herding wealth
my 0.0000  0.0000 meg 0.2076  0.1978
mo 1.3061  1.3506 my 0.1715  0.1660
ms 0.0077  0.0068 mg 0.1051  0.1036
my 0.2394 0.2413 mo 0.0563  0.0487
ms 0.2261 0.2154 mip 29115  3.2849

To judge the validity of our comparison results in detail, we investigate a sum-
mary statistic of the individual moment conditions generated by each model. It can
be seen in Tables 5.2 and 5.6 that the moment matching from both herding and
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Figure 5.6: Returns (upper) and fraction of chartists (lower) from wealth

wealth is fairly good. Moreover, the numerical values for the estimated objective
function indicate that the model-generated moments are not significantly different
from the empirical ones. Indeed, the historical return volatility of S&P 500 can
be explained by both of them; see Figure 5.5 and 5.6. We also point out that the
inconclusive comparison results would be related to a sampling variance and the pa-
rameter uncertainty from the switching mechanism. In other words, the formal test
of different trading mechanisms is sensitive to the amount of observations, i.e. the
data set that contains a large number of extreme returns. Overall, the results show
that the SSV model is moderately robust to the different switching mechanisms
when matching the empirical features of the data. Put differently, the variations of
the market fraction play a major role in approximating the stylized facts of financial
volatility; the higher fraction of chartists, the higher volatility in returns.
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5.5 Conclusion

In this chapter, we discussed the asset pricing models of behavioral heterogeneity
and evaluated the empirical performance of ABS and SSV. In ABS, we examined the
effects of noise specification on the model dynamics by comparing two types of the
noise term. Since the empirical application of ABS violates standard assumptions in
moment-based estimation (e.g. finding a unique solution in the objective function),
we instead focused on the stable region of the model dynamics and used random
search method for minimizing the objective function during the estimation. The
empirical results show that the fit of the model with multiplicative noise is worse
than the model with additive noise. Moreover, we found that ABS can not match
the chosen moment conditions regardless of the noise specification. Therefore they
fail to explain the empirical regularities of the S&P 500 index.

Concerning the empirical connection between the trading behavior and the price
dynamics, we investigated the effects of two trading mechanisms in SSV and com-
pared their empirical performance. To examine to what extent behavioral hetero-
geneity affects the model dynamics, we tested the two types of trading rules using
the formal model comparison. We found that the herding mechanism provides a
better fit to the volatility of financial data than does the wealth. However, the null
hypothesis of an equal fit of the two models cannot be rejected at 5% level. The
variations of the market fraction between heterogeneous investors act as a main driv-
ing force behind the non-linear dynamics of SSV. This result shows that the model
dynamics of SSV is moderately robust to different specifications for analyzing the
trading mechanism.
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Appendix A: Stochastic interpretation of switching rule

in ABS

In this section, the model dynamics of ABS are extended allowing for a finite number
of investors. To examine the finite size effects on the market price volatility, we pro-
pose a stochastic guideline to the discrete choice theory; we refine the approximation
of the model to the group behavior from the stochastic process.
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return series return series
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Figure 5.7: Deterministic model dynamics with a finite number of agents
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We denote by N, the stochastic realization of the fractions of chartists from the
finite-size system:

N. ~ B(N,nyy) (5.24)

)

where the variable N denotes the total number of agents used in simulations. B(-, -)
denotes the binomial distribution specified by the parameters N and ng;. Figure
5.7 illustrates the finite size effects of ABS on the price dynamics. Note here that
the model dynamics with the finite number of agents are contrasted with the infinite
benchmark in Equation (5.9); see also Figure 5.1.

It can be seen that irregular jumps in returns are influenced by the misperception
of investors: e.g. the random realization of being a chartist in the finite size system.
In Figure 5.7 we observe the variation in the return dynamics when a small number
of agents is employed in this artificial economy; i.e., N =2, 4, 10. The support of a
probability distribution is clearly discrete in this case. For N = 2, we can place its
probability into three points (0.0, 0.5, and 1.0). The case of N = 10 allows for the
support of the probability: a set of {0.0,0.1,---,0.9,1.0}. If the number of agents
used in simulations increases up to N = 30, the price movements follow the periodic
limit cycle where the infinite interacting agents are assumed in the model. Overall
the misperception of investors is likely to occur when we keep a small number of
agents in the system.

B: Selection matrix

The entries of a selection matrix Cyy used in the simulated test distribution consist
of zeros and unities; see appendix C. For example, we can consider a simple 3 x 3
positive definite matrix as follows:

€11 €12 €13
€12 €22 €23
€13 €23 €33

<
I

The matrix M has six unique elements. Then the elements of the matrix has the
following relationship (see also the matrix notation of vec(W) = Cyy - £ in appendix

C):
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€11 1 0 00 0O

el 010000]| . -
€13 001000]|]|™M™
e1o 010000]|]
ess | =10 00 10 0]
€93 000010]|]|™
€13 001000]|]|™®
€3 0000 10]|L.]
e ] Lo 0000 1)

We can easily apply the same procedure to the 10 x 10 weight matrix in the
SMM. The weight matrix used in this study has 55 unique elements. We leave it as
a trivial exercise for the reader.

C: Technical note on the model comparison method with
a random weight matrix

This section summarizes the matrix notations used in the test distribution of the
formal test. The starting point of HMT is that the model is misspecified where a
random weight matrix cannot be optimal. Since the use of the weight matrix can
influence the asymptotic variance matrix of the method of moments, it is necessary to
take into account the correlation between the moment conditions and the consistent
weight matrix. That is the main motivation of the HMT’s supplementary paper
which specifies additional matrix formula for simulating the test distribution.

In this study, we consider a symmetric covariance matrix as the weight matrix
(or random weight matrix). The moment estimates and the unique elements of
a random weight matrix are asymptotically normally distributed under standard
assumptions in HMT-sup'':

VI((mr = @(0))', (&r—§) = N(0,5) (5.25)

where £ is the unique elements of W. The unique elements of the weight matrix refer
to the sampling variability in the moment estimates. For example, the variation in
the first moment can be explained by the second moment, while the variation in
the variance is represented by the fourth moment (kurtosis). Remember that we
can estimate the variation in the unique elements using the double block bootstrap
method. The intermediate steps will be discussed in the next section.

"1n this study, the terminology of "random" implies that we use a full weight matrix without
imposing any restriction on its elements. If this matrix is estimated from the data, we can regard
it as a data-dependent matrix.
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In our study we set the weight matrix to W = ﬁgg. To proceed to the next
step of matrix computation, we calculate the selection matrix Cy from its simple
multiplication of vec(W) = Cw&. The matrix Cy has dimension n2, x d where d
denotes the number of unique elements of W. As it is discussed above, we use the
block bootstrap method to consistently estimate the variance-covariance matrix /Z\DO
of which dimension is (1, + d) X (n, + d). It is assumed here that the matrices
D, F, M are non-singular in neighborhoods of 6:

DI = <W Er® (T?LT — ml((gl))/CW>
om0y om! ()
Fl = w - M! 5.26
061 oo (5:26)
0 om! (67)
I ~ Il
MY = (Er® (mp—m'(0 ))'W)ael,vec( 507 ) I=ARB
Er is the identity matrix of which dimension is né X né. Note here that the
. . . om! (61 om! (0!
dimensions of the matrices aeg’ ) and agl’ vec( aeg’ )) are (np, + d) x n} and

(nm + d) - n x n}. The dimension of Ff and M! are n} by n}.

The theorem S.4 of HMT-sup states that the QLR test distribution converges
in distribution to z’ilﬂ(UB UhHs 0/ z, where z ~ N(0, E,,, +4). The n} +d by
nd + d matrix U7 is defined as Ul = U] — U] — Ul — U] with I = A, B:"?

Ul = Dpf%;e(p )(Fw)18maf£?1)’wan;;(ﬁf)(ﬂ)1amafe(19 Y
= o e o 2
Ul = Dllang(I? )(FI,)_l(MI/—i—MI)(FI)_lamaé()?l) Dl
Ul = (0 Ere G - ml @)y Ciw ) A0y 20
+ D" 8729(5 )(FI')*%(O By @ (g —m! (97)) Cy )

When two models are overlapping, we can use a sequential testing procedure
following Vuong (1989). The first step of the model comparison is to test the null
hypothesis that the fit of the models to the empirical moments is equivalent. If the
null hypothesis (Hy) is rejected, then the second step is to compute the asymptotic
distribution of the QLR statistic (see theorem S.5 in HMT-sup). Since the Hy
cannot be rejected in the first step, we do not proceed to the second step in our
study.

2The matrix notation (W 0) means that the nj x d zero matrix is stacked into the n} x nj
weight matrix. The dimension of (W 0) is ng x (n§ + d).
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D: Double moving block bootstrap method

This section reviews the moving bootstrap method, which is used in this chapter to
estimate the covariance matrix; also see Lahiri (2003) for the details. In order to
estimate the variations of the moment conditions and unique elements of the weight
matrix, we also consider the double block bootstrap method.

We assume that random variables of X1, Xo,--- , Xy are weakly dependent and
stationary. We denote by x, and [ the sample and an integer for the sub-sample;
ie. xn={X1, -+, X2}, =1, € [1,n]. Then we can create the sub-blocked sample
of B; = (X;, -, X;4;—1) with the block of length [ for X;, 1 < ¢ < N. The
intermediate steps are taken as follows:

C1: Generate a bootstrap sample of size T' by sampling the data using a
fixed block length with replacement. Denote by B* the resampled data; i.e.
B* = {Bjf,---,B}}, where the elements in B} consist of (Xiki—l)l+1’ e, X7,
i=1,--- k.

(C2: Reshuffle B* again using random interval point and generate a double
bootstrapped sample of size T'. Denote by B** the double resampled data; i.e.
B* = {By*,---,B;*}, where the elements in B}* are (X(*Z.*_l)lﬂ’... X3,
i=1,-- k.

C3: Compute the variance-covariance matrix of B**; i.e. /2\30. This matrix will
be inserted into the simulated test distribution for the model comparison (see
Equation (5.25) in appendix C).
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E: Simulated QLR distribution for model comparison
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Figure 5.8: QLR distribution of SSV



6
Social Interaction Effects in
Financial Data

In this chapter we estimate a stochastic agent based model (ABM) of an artificial
financial market with social interactions among market participants. Assuming
that fundamentals are described by a Brownian motion, first, we study the dynamic
properties of a simple interacting agent model; i.e. the connection between news
innovation and social interactions. Second, we use simulation based inference to
identify the effects of the behavior of noise traders on price movements by matching
empirical moments of returns (as closely as possible). The results show that the
mimetic contagion of investors is an important factor to explain historical prices in
five major FX markets. As a result, historical volatility of returns under scrutiny
can be robustly decomposed into news innovation (45-55%) and social interaction
effects (45-55%).

6.1 Introduction

Financial markets are populated by heterogeneous investors. Their motivations and
preferences for investments give rise to complex dynamics in asset markets. How-
ever, despite the diversity of expectations and financial objectives, most investors
can be categorized as either chartists or fundamentalists.! Motivated by an empir-
ical evidence of heterogeneous expectations and trading strategies, a large number
of asset pricing models have been proposed allowing for heterogeneity of traders,
boundedly rational expectation formation as well as aspects of social interactions;
reviews of this literature include Hommes (2006), Lux (2009), Chen et al. (2009)
among others.

To name only a few, the adaptive belief system describes an interactive process
between different types of traders, who seek for profitable investment strategies; see
Brock and Hommes (1997), Gaunersdorfer (2000), Hommes (2001), Chiarella and
He (2002), Chiarella et al. (2006), Gaunersdorfer and Hommes (2007). In the model
of De Grauwe et al. (1993), a chaotic market force drives price movements in the
foreign exchange market; see also De Grauwe and Grimaldi (2006). Their frame-
work for analyzing the behavior of fundamentalists and chartists closely resembles
an earlier work of Frankel and Froot (1990). As regards a stochastic approach to

!The distinction between chartists and fundamental traders has a long history. In particular,
early contributions include Baumol (1957), Zeeman (1974), Day and Huang (1990).
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group behavior, Kirman (1991, 1993) proposed a simple switching mechanism that
mimics the behavior of ants. Lux (1995, 1997) generalized the switching dynam-
ics of the herd behavior implied by a jump Markov process. In another model,
Westerhoff (2009) as well as Franke and Westerhoff (2009) examined the effect of
heterogeneous demand shocks on the economy and explored the dynamics of return
volatility according to the structural switching mechanism.

It is assumed in this chapter that behavioral heterogeneity affects price move-
ments in the financial markets. As a possible explanation for heterogeneity, we
propose a stochastic model of social interactions and examine, by empirically vali-
dating the model, what effect such a non-rational group behavior will have on the
market; see Follmer et al. (2005), Horst and Rothe (2008) among others for a prob-
abilistic approach on the herd behavior in financial markets. Note here that returns
would be considered results of an opinion formation process among investors. Then
the model and framework in this experimental study show that the behavioral het-
erogeneity is one of the main driving forces behind price movements. This has some
similarities with approaches of other interaction-based models, but a key difference
in our approach is our recognition that investment decisions and the communications
among agents are endogenously driven by social interactions.

It is shown in Alfarano and Lux (2007) that a simple model of social interactions
between optimistic and pessimistic investors can reproduce several salient features
about financial time series: volatility clustering, long range dependence and lep-
tokurtic distribution. One difficulty with this approach is, however, that the price
dynamics induced by a complex Markov chain of the social interaction do not mimic
real data. For example, the simulated price bears little resemblance to real prices
due to a bi-stable distribution of the opinion formation process in the model; also
see Pollard (2006). Moreover, the dynamics of ABMs sometimes rely on unrealis-
tic noise level; e.g. see Lux (2006), Amilon (2008). Such a disconnection between
ABMs and the empirical facts can be explained by the model complexity; the mod-
eling approach to ABMs is intuitively appealing (e.g. bottom-up approach), but
closed-form expressions of non-linear or stochastic systems are not readily available
for the model estimation. Accordingly, the complexity of ABMs becomes a burden
for evaluating their empirical performance.

To circumvent this problem, Winker et al. (2007) propose a model validation
method using heuristic optimization techniques, which can deal with nonconvex
parameter space for estimating ABMs.? Following their study, we demonstrate
how to apply the simulated method of moments estimator to empirically validate a
simple interacting agent model. To begin with, we use simulation based inference
with the block bootstrap method, which decodes a time-dependent structure in
financial data; see also Gilli and Winker (2003). Next, we attempt to estimate the
model parameters as a direct result of matching the empirical moments of returns
(as closely as possible). For that purpose, we propose several moment conditions as
stylized facts of financial data; we use them to analyze the time-dependent structure

2They also found that time series models show a better empirical performance than ABMs.
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of data using the block bootstrap method, which can allow for an efficient estimation
and statistical inference in the context of model misspecification.

The empirical findings of this market microsimulation model show that a mimetic
contagion of investors is an important factor to explain the daily return volatility of
various foreign exchange (FX) markets. For instance, it is assumed in our artificial
economy that the social interaction effects among investors are reflected in a bullish
or bearish market sentiment. Especially, a "fragile" (or neutral) market sentiment
coincides with erratic price movements in the historical FX market data. This
implies that investors relate news arrivals to the future earning of the asset. With a
quick update on market information, the noise trader interacts with his or her peers.
As a result, the groups of the noise trader are busy to communicate with each other
as long as there is much uncertainty about fundamentals in financial markets. Note
here that when the FX rallies on bullish (or bearish) sentiment, assets are likely to be
overvalued (or undervalued) against the fundamentals. Overall, price fluctuations
observed in financial markets can be a direct result of social interactions among
market participants.

The remainder of this chapter proceeds as follows. Section 2 reviews a simple
model of the opinion dynamics and discusses the properties of an artificial financial
market with social interactions. To set the stage for our subsequent empirical anal-
ysis about the trading behavior from various FX markets, section 3 discusses the
simulated method of moments, the block bootstrap method, and identification prob-
lems in detecting group behavior of the model. Section 4 presents main results of a
model validation and empirical estimates obtained from the data. Finally, section 5
concludes. Appendix collects all relevant details.

6.2 The model framework

6.2.1 The behavior of noise traders

In this section, we discuss the basic properties of group behavior in a simple inter-
acting model. To begin, the sentiment of the market is represented as being in an
opinion formation process among N agents; i.e. the redefinition of a binary opin-
ion variable, say +1 (optimistic) and -1 (pessimistic) stands for the opinion of each
agent. The variables Np ; and Np; denote the number of optimistic and pessimistic
agents at date ¢, respectively. Next, the state of the system is defined as the market
sentiment (opinion index):

_ Not— Npy

N (6.1)

Tt

Each agent revisits and possibly changes his or her opinion according to a Poisson
process with intensity v. The probability for the opposite opinion is assumed to be
proportional to the current fraction of agents maintaining the opposite view of the
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market. Agents eventually reconsider their opinion and evaluate the current market
sentiment, which is reflected in the opinion index. Then a pessimistic agent decides
to join the optimistic group with a conditional probability w(No +1, Np —1 | -),
whereas the reverse move is obtained with w(No —1, Np+1 | -). In a continuous-
time framework, the state configuration of the market during an infinitely small
time interval At is governed by the following transition probabilities:

N,
w(No+1, Np—1, t+ At | No, Np, t) = uAthWO

N
w(No —1, Np+1, t+ At | No, Np, t) = yAtNOWP

NoN
w(No, Np, t+At| No, Np, t) = 1— 2wAt—2"F

where the parameter v might now be seen as a combined constant for Poisson clock
and the proportionality factor for the strength of social interactions. The state of
the system evolves over time as agents switch between groups.

To make the process more explicit, we denote by X and Y the random variables

of a binomial distribution:
X ~ B(Noi,w
(No.t, w) (6.2)
Y ~ B(Npg,w)

where X and Y are independent replications from the transition probability. Note
here that a binomial random variable can be most easily simulated by the sum of
N independent Bernoulli random variables. Hence it holds that

NO,At = NQt - X +Y (6.3)
Npar = N — Noat

This implies that a binary choice at individual level explains macroscopic be-
havior in this artificial economy. To prevent the simple Markov chain process from
being absorbed at the boundaries of x = +1, the following reflecting rules are added:

If Np(t) =0, then P{Np(t—l— At) = 1} =1

(6.4)
If No(t) =0, then P{No(t+ At) =1} =1

This rule makes the extreme states of the opinion index (z = +1) transient, but
leads to a distribution that has its peaks at the boundaries (U-shaped distribution).
Accordingly, the model has a unique equilibrium in the path of opinion dynamics;
see Alfarano and Lux (2007).
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Figure 6.1: The opinion index and its frequency histogram

Note: The upper, middle and lower panels are simulated using a small (N=25), large
(N=100), and extremely large (N=1,000) system size.

The model takes as input binary decision processes that specify the development
of group dynamics with respect to the system size used in the economy. Concerning
the model estimation, we use a large number of agents N to maintain an appropriate
level of social interactions. Indeed, Alfarano and Lux (2007) proved the existence
of the unique equilibrium distribution of an opinion formation process, of which
functional form is U-shaped:

1 1
Pe(x) = Zl _1_2 (65)
where L is a normalization constant:
) 1
L =1 d = — .
n—, N (6.6)

Therefore the dynamics of opinion formation in the equilibrium distribution are
dependent on the current opinion index z; and the number of agents N. The rela-
tive frequency of the opinion index is influenced by the system size of this artificial
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economy. Indeed, the large system size (N — oo) will reduce the observed frequency
of the intermediate state in the opinion index (—0.5 < x; < 0.5), but puts more em-
phasis on the two bi-stable states (z; = +1). This relation between the system size
and the opinion index is attributed to the fact that the change of the normalization
constant in Equation (6.5) affects the equilibrium distribution.® This implies that
the opinion formation process is dependent on the number of agents; see Figure 6.1.
In general, we fix NV to a large value for the model estimation, and investigate the
effects of the system size on the parameter estimates. This will be discussed later.

opinion index>t( histogram of%(

V=05 100

0 2000 4000 6000 8000 10000

il

0 200 400 6000 8000 10000

i

0 000 A0 600 800 10000

Figure 6.2: The behavior of switching process in a noise trader model

Note: The upper, middle and lower panels are simulated using the parameter v =
0.5, 2.0,10, respectively. The other parameters are fixed: § = 1.0, NpTr = 10,
NcTe =1, 100 - 6o = 0.4, At = 0.01, N=100.

It is noteworthy to remember that the parameter v, which controls the speed of
the group behavior, has no impact on the qualitative dispersion of the equilibrium
distribution; see Figure 6.2. However, this parameter value is associated with the

3The variation in the equilibrium distribution is controlled by the logarithmic transformation of

the system size. For instance, L = In+22 ~ 5.29 for N = 100, while we arrive at the normalization

0.01
constant L of 7.60 for N = 1000.
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velocity of the switching process at micro-time step. Indeed, the increase in the
parameter v affects the switching process in a highly dynamic way and gives rise to
more extreme opinions observed in the market.

6.2.2 The artificial market and benchmark simulation

Now we relate a composition of the population of the investors to the log-returns
of the market price; see Alfarano et al. (2008). Note here that the fundamental-
ists adopt a mean reversion behavior when they respond to excess demand. On
the contrary, noise traders exploit investment opportunities from the market senti-
ment. Assuming that a market maker adjusts the price according to the observed
excess demand, we can write a stochastic differential equation implied by the news
innovations and the opinion dynamics.

1 dp,

= e NeTen (@) + NoTe - ] (6.7)

bt

where the parameter S measures the speed of price adjustments. The parameters
NpTpr and NoTo denote the transaction volumes of the fundamentalists and the
noise traders, respectively. For instantaneous market clearing (% = 0), we may
write the price equation as:

NcTe
NpTrp

Inp: = Inppy + Ty (6.8)

Because the purpose of the microsimulation model is to explain the empirical
observation of historical financial data, we assume that fundamentals are described
by a Brownian motion. As a source of randomness in the model, the market’s
response to the news arrival influences the price dynamics.

dlonJ’-‘rAt = (50 *Et dt (69)

where ¢; is a standard Gaussian random variable at time ¢, and the constant term
0o denotes a measure of the news arrival in the market. The news innovation in
Equation (6.9) with transition rates for the opinion index establishes the connection
between the opinion index and the price fluctuations. Then the model predicts
that the groups of noise traders are busy to communicate with each other when the
market mood is moderately neutral (i.e. —0.5 < x; < 0.5).

Turning to the relation between social interactions and the fraction of opti-
mistic/pessimistic agents, the model predicts that the social interactions will have
strong effects on price movements as long as the opinion of two groups is starkly
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divided over the market regime. If the half of agents is optimistic and the other half
is pessimistic (i.e. No = Np), the transition rate, which describes the changes in the
socio-economic configurations, arrives at the highest point; i.e. the numerical value
will be I/At%. Accordingly, before they sell or buy assets, investors make an effort
to collect information about fundamentals and are likely to cope with peer pressure,
which can influence their decision making. On the other hand, the transition rate of
the boundary points (i.e. No = Np = 0) arrives at the minimal value of vAtZ¥
instead of no movements. In sum, this observation summarizes the link between the

transition rates of the group behavior and the price dynamics.

Table 6.1: Parameter values for simulation

v NFTF NcTC 100-50 ﬂ At log PF,0 N
value 0.5 10 1.0 0.4 1.0 0.01 1.0 100

However, the price movements with the opinion index can not readily be ex-
pressed in a closed form way; e.g. Alfarano et al. (2007) derived analytic moments
of the variant of this simple interacting model, but in our case this mathematical
derivation is much more complicated due to the combination of news innovation
and the group behavior. Instead of relying on the analytic solution of the model,
hence, we simulate the price path p; by discretizing Equation (6.7) for estimation.
We assume that time is discretely defined over the trading days (At = 0.01). Now
the solution of the price adjustment process can be approximated using an implicit
Euler scheme.*

In this simulation, we use 100 noise traders and allow for social interactions at
each micro-time step. For the sake of simplicity, the adjustment speed parameter (3
is set to unity. Since the adjustment speed parameter is fixed due to the collinear-
ity (i.e. the price equation multiplies this parameter and the other trading volume
parameters, so these parameters 8, NrpTr, and NoTo cannot be identified simulta-
neously), we attempt to estimate the other parameters; i.e., N, v, NpTr, NoTc, .
As the opinion dynamics of the complex Markov Chain are influenced by the pa-
rameters v and N, however, the model generally faces identification problems in
the estimation procedure; the mapping between these parameters and the objective
function is highly non-linear, and the change of these parameter values can induce
different trajectory of the price dynamics. As regards the estimation strategy, for
example, we fix the parameter N (i.e. the system size), which makes the path of
the price dynamics stable in the model. In particular, we examine the importance
of the system size for evaluating the fit of the model and its influence on parameter
estimation. The details of identification issues in this model will be discussed later.

*1If a small step size (i.e At = 0.01) is used for approximating the solution of the price dynamics,
then the computation will be very expensive. For instance, in order to generate 10,000 price series,
10, 000 x* ﬁ times of computations have to be executed. Note here that we translate a main
algorithm for the switching process into a powerful C language to enhance execution speeds.
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Figure 6.3: Noise trader model with social interactions

Note here that we simulate the model by using the parameters documented in
Table 6.1. The model synchronizes a dominance of the optimistic or pessimistic
investors with the over- or under-valuation of assets (see Figure 6.3). Since the
social interaction effects are strong for the transition periods between the extreme
market regimes, it is shown that the social interaction proxied by the opinion index
has a direct influence on the market turbulence: the stronger social interactions will
lead to the higher volatility in financial markets. The autocorrelation pattern of the
absolute returns appears highly persistent.

6.3 Simulation based inference

In this section, first, we explain the simulated method of moments (SMM) for esti-
mating the group behavior. Second, we present several sets of moment conditions
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used in the SMM estimation. Finally, we discuss identification problems in the
model by investigating three-dimensional parameter space.

6.3.1 The simulated method of moments estimation

The SMM estimation is the counterpart of the generalized method of moments when
theoretical moments are approximated by simulations.® Returns of the simulated
data series are defined as:

ree1 = 100 x 1n(7%> (6.10)
t

We consider the price equation that is generated by the exogenous opinion index
(x¢) and the other parameters of the trading behavior; p; = f(pi—1, x¢, &¢; 0). The
variable e; denotes idiosyncratic shocks of a stochastic process at date t. Note here
that the parameter vector # has a dimension of m x 1. Since the stochastic process
for p; results from a combination of the opinion dynamics spelled in Equation (6.1)
to (6.4) and the stochastic differential equation for the price adjustment (Equa-
tions (6.7) and (6.9)), a conditional likelihood function of the model f(p; | z; )
does not have a simple analytic solution with z; = [ps—1,--- ,po)/. Alternatively,
we can approximate the model solution based on simulations. The distance of the
model-generated moments (f;) from the empirical moments (f;) is defined as:

T

1 ) | 5T
D(9) = Tth - S_Tzft (6.11)
t=1

where S denotes the simulation size, and its high value asymptotically reduces the
simulation error. The simulations can be made to approximate the population mo-
ments of a structural model by performing a Monte Carlo integration as determined

ST
by SLT; f#; see also Michaelides and Ng (2000) among others. To obtain an ap-

proximation of moments conditions with desired precision, we fix the simulation size
to 100. The first 500 simulation data are discarded to exclude an initial transient
period to ensure that py has been drawn from a stationary distribution for p; (Lee
and Ingram (1991)). In practice, we can simulate S independent sequences of a
length T rather than a single sequence of ST, because this can reduce simulation
errors of a highly persistent data; see Jonsson and Klein (1996).

If the model is well specified to generate the data for some § € R™, the resulting
estimator becomes consistent (Duffie and Singleton (1993)).

plim D(#) =0 (6.12)
T,S— 00 0=>0¢

®See Carrasco and Florens (2002) for a detailed survey on the simulated method of moments.
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where D is a (n x 1) vector of the moment conditions. We minimize the objective
function. At its minimum the model can match the empirical moments as close as
possible. Note here that the objective function is composed of the difference between
the simulated and actual data with a positive definite weight matrix W.

U(#) =min D' W D (6.13)
0

As long as a system of estimating moment conditions over-determines the un-
known parameters being estimated (n > m), this can provide a basis for an over-
identifying restrictions test. More generally, if an estimated value for U is greater
than a critical value given by the x? distribution, then we will reject the null hypoth-
esis that the model is correctly specified. A threshold value for the test is drawn
from the right-skewed distribution, in which degrees of freedom are equal to the
difference along the dimensions of D and 0; i.e., n — m.

In the present study, we use the block bootstrap resampling method to compute
the weight matrix following Winker et al. (2007). The empirical data are resampled
1,000 times from which we estimate their variance-covariance matrix and compute
the test distribution of the model misspecification. Standard hypothesis tests and
statistical inference will be discussed using the block bootstrap method later.

6.3.2 The moment conditions and the block bootstrap method

In the current study, we utilize the moment conditions covering the main features
of financial data; e.g. see chapter 4 of Taylor (2005) regarding stylized facts of stock
returns and Winker and Jeleskovic (2006, 2007) for exchange rate returns. Our
moment statistics are summarized in Table 6.2; see also appendix A.® The DM/US
data set covers a period from Jan.02.1973 to Dec.11.2009 at a daily frequency. The
sample size is 9,000; see Figure 6.4.

The mean and the second moment (mi,ms) measure the shape of the return
distribution. The sample autocorrelation (ACF) of raw returns at lag 1 (mg) pro-
vides some indication of almost no correlation between returns for different days.
The ACF of the absolute returns at lag 1, 5, 10, and 20 (m4 — my7) shows a highly
persistent nature of volatility.

The selected ACFs of |r¢| at lags provide partial information about the presence
of serial correlation, but the parameters of auxiliary models capture global time-
dependence properties of financial time series. For example, the GARCH (1,1)
model describes a presence of a short-range dependence in the data. Note here

SFollowing Winker and Jeleskovic (2006, 2007), we attempted to consider temporal aggregation
of the FX data (e.g. from daily to weakly frequency). However, the inclusion of such moment con-
ditions may distort information about time-dependent structures in the data due to the shrinking
number of observations.
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Figure 6.4: Prices (upper) and returns (lower) of historical DM/US

that the moment m;p; (oq) measures the extent to which the current volatility
feeds through into the next day’s volatility. The coefficient 51 (mp2) captures the
persistence of the shock over time in the return volatility. Finally, the tail index
measures extreme events of the return distribution (m;p3). The statistic entering
the objective function is the mean value of the Hill estimator over the 5-10% upper
quantiles of the right tail. A threshold is selected from an estimated plot where
a shape parameter « is fairly stable. If a low threshold value is included, this
will improve the accuracy of the obtained estimates, but these become biased; see
Figure 6.5.

With a focus on these moment conditions, we can compute their covariance
estimates using the bootstrap method, of which inverse form can serve as the weight
matrix in SMM. To provide an explanation of intermediate computational steps, we
introduce notations; we denote by f° € R? a vector for the sample moments b. Note
here that B is the number of block bootstrap resampling. f is the mean value for
the bootstrapped moments. The weight matrix in the objective function is obtained
by taking the inverse of the variance-covariance from 1000 block bootstrap samples:

B
G = Var(m®) = 237" =D~ FY (6.14)
b=1
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Table 6.2: Statistics of empirical moments and block bootstrap samples: DM /US

Label Statistic Empirical Bootstrap
m Elr,] 20.0089 20.0091
ma Var|[r] 0.4241 0.4234
ms3 corr(ry, Te41) 0.0287 0.0271
my corr(|re|, [Te41]) 0.1386 0.1385
ms corr(|re|, [re45]) 0.1453 0.1430
me corr(|re], [re410]) 0.1253 0.1227
my corr(|re|, [Te4-20]) 0.0951 0.0891

mID,l a7 (GARCH(l,l)) 0.0799 0.0730

mIp2 81 (GARCH(1,1)) 0.8900 0.8995

mip.3 a (Right tail, 5 - 10 %) 3.3781 3.4049

Test criterion 5%: 18.96 1%: 24.14
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Figure 6.5: Hill plot for daily returns

Accordingly, we can incorporate the weight matrix of W= ﬁg}g into the objective
function in Equation (6.13).

6.3.3 The algorithm and the hypothesis test

Before minimizing the objective function in Equation (6.13), we have to simulate
price series from the model, and compute the chosen moment conditions. Below is
an example of simulation based inference with a target parameter setting (NpTp,
NcTe). We implement the following algorithm (1) to estimate the moments over a
grid of parameters ":

"Our algorithm follows the approach by Gilli and Winker (2003).
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Algorithm (1): generating stochastic price process and estimating mo-
ments

Partition the grid point of parameters as [NpTr, NoTg] = {NpTL, - NpTE},
{NcTd, - NcT}}, where NpTji € RP and N¢T/, € R?. The price series py is
given by pi € R". Common random numbers are used to make this experiment.

1. for k = 1 : RP in the parameter value of NpTr do

2. for j = 1: R? in the parameter value of NoT¢ do
3 fori=1: R" do

4 generate random sequences for price simulation
3. simulate price path

6. end for

7 compute returns and estimate moments

8 end for

9. end for

After obtaining the moments from the simulated data, we use the algorithm (2)
to calculate a value for the objective function. We examine the variations of the
objective function ¥ by using several starting values.®

Algorithm (2): computing objective function

Given the grid points over NFTI’? € RP, NCTé € RY

1. for k = 1 : RP in the parameter value of NpTr do

2 for j = 1: R? in the parameter value of NoT¢ do
3. obtain a value for the objective function ¥
4 end for

5. end for

The algorithms (1) and (2) produce a three-dimensional objective function image
over the grid of two parameters. Figure 6.6 depicts the response surface of ¥ over
the parameter pairs, (N,09) and (NpTp, NcTF). The simulated response surface is
smooth and convex with respect to the pair (NpTr, NoTF), but it is non-convex
and discontinuous with the pair (N, dp).
Keeping the other parameters fixed for the pair (NpTr, NoT¢), that is (v, N, At, 8, 100
dp) = (1.0, 200, 0.01, 1.0, 0.4), we obtain a minimum value for ¥ (around 241) at
the point (NpTr, NoTc) = (23, 2.1). Similar steps are taken to estimate the pair
(N, 100-0p). In this case, the other parameters are fixed; (NpTr, NcTc, At, ) =

®In optimization, we implement both the random search and Nelder-Mead simplex methods.
If there is no prior information about a parameter range, the random search algorithm seems to
be efficient, but it is more time consuming than the simplex. The simplex method is efficient to
search for the lowest values of the objective function at a local area.
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Figure 6.6: Three-dimensional contour plot of objective function

Note: We use two pairs of parameter combinations: left panel for (NN, dp) and right
panel for (NFTF, NcTc).

(10, 1.0, 0.01, 1.0). Now we find a minimum value of 255 at the point (N, 100-d)
= (150, 0.45).

To assess the fit of the model to the data, we use a criterion from the block boot-
strap method and compare it with the estimated loss function value U of the model.
By applying the block bootstrap method, we can obtain the following distribution
for the hypothesis testing:

Jy={(m? —m)W(ml —m) :b=1,---, B} (6.15)

Figure 6.7 illustrates a kernel estimate for the objective function from 1,000
bootstrapped Jp. It is shown that the quantile distribution has a larger disper-
sion than the y?-distribution with n - m degrees of freedom. For instance, from
the DM/US data, we can compute the model selection criteria; i.e., 26.12 at 5%
level and 36.52 at 1% level. These values will be used to test whether the model-
simulated data are drawn from the true data generating process. If the objective
function value exceeds these criteria, the model cannot match the data along cer-
tain dimensions of the empirical distribution. In other words, we conclude that the
model is misspecified.

However, the econometric analysis cannot offer a reliable evaluation on the fit of
the model, because the objective function may exhibit multiple local minima in the
parameter space; see the left panel of Figure 6.6. In order to find a global minimum
in the multidimensional parameter space, the search process of the optimum is
restricted to a local level. The parameter identification problems in this model will
be addressed in the next section.
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Figure 6.7: Distribution of objective function values

Note. The figure is drawn from 1,000 block bootstrapped samples

6.3.4 Collinearity and parameter identification

The opinion index in the model is governed by the Markov Chain process, which is
time-homogeneous and geometrically ergodic. Note here that the herd tendency pa-
rameter v determines the threshold level, which controls the number of jumps (birth
and death) at each (micro-level) time step. However, we observe the discontinuous
response of the opinion index with respect the parameter v when approximating
this switching process. For example, the dynamics of the opinion index can be
approximated by a recursive stochastic differential equation (Langevin):

day = o(xy) - e dt, o(zy) = \/ M 1 - 22 (6.16)
where 7, is a standard Gaussian random variable at time ¢, and the time-varying
term o(z;) measures the diffusion process of group behavior.

Moreover, the process of opinion formation between agents is controlled by the
jump component x;. Therefore the simulated response of the objective function
generally exhibits discontinuities. This happens that a small change in the parameter
v causes jumps in the opinion index, and these jumps, on their turn, cause jumps
in the objective function through the differential equation of the price dynamics.
In optimization, the Nelder-Mead search method can handle conditions such as
discontinuities and multimodalities at the local level if we should cope with the
jumps in the objective function.
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Table 6.3: Grid points in three-dimensional contour plot

label sub-interval of grid points stepsize
v 0.35 +4xh: 0.35-0.65 h=0.01, i=0,---,30
NpTp 6.5+ ixh: 035-065 h=025 i=0,---,30
Nc'Tc 0.65 +ixh: 0.65-125 h=0.02, i=0,---,30
100 - 9 0.25 +i*h: 025055 h=001, i=0,---,30
N 85 4+ ¢+ h: 8 - 115 h=1.0, +=0,---,30

To check the presence of discontinuity associated with the parameters of this
model, we investigate the objective function by drawing its three-dimensional pa-
rameter space. In this simulation we set the simulation size to 10. Table 6.3 presents
the grid points over the parameters; Figure 6.8 illustrates three-dimensional contour
plots over the grid points of possible parameter combinations (i.e., the parameter
v and the other parameters such as NpTp, NoT¢, do, N). This confirms that the
discontinuity locations are primarily caused by the parameters v and N.

Similarly, the stochastic group dynamics aggravate the identification problems
in the model due to the flatness of the parameter space. For instance, if the jump
intensity (v 1) increases, then the decrease in the trading volume parameter for
the noise traders (NoT¢ |) offsets the effects on the price volatility. As a result,
the volatility of returns changes a little; the upper right panel of Figure 6.8 shows
that the objective function values are similar along the diagonal lines on the graph.
For example, the objective function from some combinations of trading volume and
herding tendency parameters yields almost the same numerical values: (NoT¢, v,
obj.) = (1.19, 0.4, 37.04) , (0.77, 0.58, 38.80).

Moreover, an increase of the jump intensity parameter is likely to be proportional
to the variation in the trading volume parameter for the fundamentalists. Indeed,
the increase in the jump intensity (v 1) affects the occurrence of the extreme opinions
(i.e. near the points zy = +1 or — 1) and reduces the observation of the opinion
index near the point x; = 0; see Figure 6.2. Therefore this effect can be offset by
an increase in the trading volume parameter for the fundamentalists (NpTr 1). We
can simply check a proximity to the multi-collinearity between the parameters of
the trading volume and the jump intensity using a 3-D contour plot; see the valleys
along the parameters in the upper left panel of Figure 6.8.

Because of this long "valley" in the objective function surface, a gradient-based
numerical optimization will stop a more or less random point in it. Even more, since
the objective function is non-convex in the space direction of the parameter v, it
may have multiple local minima. Therefore, the optimization algorithm will stop
in one of these local minima of an inferior objective function value. Overall, from
Figure 6.8 we can infer that the jumps of the switching mechanism and the relation
to the trading volume parameters give rise to multimodality and associated problems
for statistical inference. If multimodality does occur, (1) there are several solutions
for the parameters of trading volume, news innovation and herding tendency. (2)
The starting values in optimization will be a local minimum during the estimation.
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Figure 6.8: 3-D contour plots

Note. Upper left panel plots 3-D surface of the parameters between NgTr and v
while upper right panel plots NcT¢c and v. Lower left panel plots 3-D surface of
parameters between 100 - dp and v while lower right panel plots N and v.
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Table 6.4: Flatness and multimodality I of objective function

Label sv estimate sV estimate sv  estimate
v 0.5 0.543 0.5 0.526 0.4 0.426
NpTr 5.0 11.201 7.5 8.532 7.5 8.783
NcTe 0.5 1.033 0.5 0.803 1.25 0.909
100-69 0.5 0.369 0.5 0.367 0.4 0.395
v 22.20 23.74 18.09

Note: The abbreviation "sv" stands for starting value used in
optimization. The system size N is set to 100.

Indeed, it is commonly observed that different minimum values are found in
optimization when we change the starting values. It is shown in Table 6.4 that
the obtained objective function values does not have a big difference between the
parameters v and 100-dy. For example, the model with the parameters of (v = 0.54,
10069 = 0.37) and (v = 0.43, 100-0¢9 = 0.40) has the loss function values for ¥—=22.20
and 18.09, respectively. The proximity to the parameter collinearity is also reported
in Table 6.5. This still holds in the relation between the trading volume and herding
tendency parameters; i.e. ¥ = 30.64 for (v, NpTr) = (0.53, 16.6) while ¥ = 31.12
for (l/, NFTF) = (0.57, 80)

Table 6.5: Flatness and multimodalities II of objective function

Label sv  estimate sV estimate sV estimate
v 0.5 0.534 1.5 1.516 0.6 0.567
NpTr 15.0 16.595 15.0 9.924 6.5 8.002
NcTe 1.5 1.529 0.5 0.526 0.85 0.727
100-6¢9 0.5 0.389 0.5 0.488 0.4 0.389
v 30.64 53.02 31.12

Note: The abbreviation "sv" stands for starting value used in
optimization. The system size N is set to 100.

Next, we measure the variation in the objective function value with respect to
the parameter v. The other parameters are set: (NpTp, NcT¢, 0o, N) = (10, 1,
0.4, 100). From Figure 6.9 we can see that the objective function is poorly behaved
with respect to the parameter v; see a wiggle in parameter space. The global shape
of the objective function is concave, but the function exhibits multiple local minima.
If simulation and discretization errors of the function approximation are taken into
account, a objective function value (U=25.53) at the point of v = 0.41 is numer-
ically indistinguishable from the point of v = 0.49 (¥=24.42). Accordingly, the
SMM estimation often provides inferior objective function values with its parameter
estimates during the minimization of the objective function.



168 6. Social Interaction Effects in Financial Data

20

I I I !
0.40 0.45 0.50 0.55 0.60 0.65

Figure 6.9: The behavior of objective function w.r.t the parameter v

Note: The system size NV is set to 100.

These empirical results show that finding a global minimum in SMM is non-
trivial and computationally difficult for this model unless we fix some of the pa-
rameters. Accordingly, we can fix the parameter v in our empirical application
and estimate the other parameters in the model. As an alternative solution, we
can also avoid this identification problem by setting the trading volume parameters
to the values associated with the region of acceptance for the hypothesis testing
(the model is not misspecified), and estimate the other parameters. The elaborate
empirical application will be discussed in the next section.

6.4 Empirical application

In this section, we present the empirical results of a noise trader model with various
FX data. First, we fix the system size (V) and the herding tendency (v) parameter
in the model while estimating the other parameters via SMM. Second, we present the
case for estimating the trading volume parameters by fixing the herding tendency
parameter. After finding a parameter region that can provide a reasonably good
approximation to the data, we demonstrate how to decompose the return volatility
into the news innovations and social interactions.

6.4.1 Data

For empirical application, we use various FX market data and compute the sum-
mary statistics: CHF/US, DM/US, FRF/US, GBP/US, JPY/US. Appendix B re-
ports summary statistics of the data sets used in this study. All data range from
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Jan.02.1973 to Dec.11.2009.° The size of the sample is 9,000 at a daily frequency.
We choose a 200 window length with 45 number of blocks. 1,000 samples are drawn
at random using the bootstrap procedure.

6.4.2 Parameter calibration I: system size and herding tendency

In this section, we demonstrate that the appropriately chosen system size plays
an important role in detecting the social interaction effects in this model. To see
this, we fix the system size and attempt to estimate the other parameters; i.e.
v, NpTr, NcoTc,6p. In particular, we investigate the variation in the parameter
estimates with respect to the system size. Note here that we report the results of
this experiment using the DM/US data. In fact, the empirical results are robust
to the other FX data.'® The following starting values are used for this estimation:
v=0.5, NgTr =10, NcTc = 1.0, 100 -5y = 0.5.

Table 6.6: Variation in parameters estimates from system size: DM /US

parameter criterion 5% 1%

v NpTr NcTe 100 - g v 18.96 24.14

10 0.093 23.438 1.258 0.411 69.60

o0 0.145 10.449 1.268 0.294 18.42

100 0.224 14.088 1.951 0.347 14.74
200 0.535 16.098 2.111 0.373 14.63
500 1.440 14443 1.844 0.414 10.57
1000 2.352 15.854  2.287 0.440 10.30

N

=Y

Note: Statistical inference for model validation (R: rejected, A: accepted).

It is shown in Table 6.6 that the model using the large system size achieves a good
approximation to the data; i.e. the objective function value is the smallest ¥=10.30
for N=1,000. Indeed, it is noticeable that the appropriate number of noise traders
play an important role in improving the fit of the model to the return volatility; the
model with the small number of agents (i.e., N = 10) is rejected at 1% level as being
a "true" model according to the block bootstrapping criterion. The empirical result
shows that the total number of the noise traders can be set to the value, which is
greater than 50. This experiment demonstrates that the trading volume and the
herding tendency parameters are highly correlated; the more the interacting agents
are employed for simulations, the larger values for the behavioral parameters (v,
N¢Te) we obtain. In contrast, the estimated value for news innovation remains
moderately stable between 0.30 and 0.44.

9The data were retrieved from the Sauder School of Business, University of British Columbia,
http://fx.sauder.ubc.ca/data.html.

9o save space, we report the case of DM/US. The results of the system size remain almost the
same across the other FX data.
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Next, we set the system size and the herding tendency parameter to 100 and 0.5,
respectively. From Table 6.6, we can see that the model with some of these parameter
values can provide a reasonable approximation to the data; the variation in the
parameter v lies between (.15 and 0.54 when the system size changes from 50 to 200.
The model with these variations can be acceptable of a "correctly" specified case.
Then we estimate the other parameters in the model: i.e. NpTp, NcTe, 100 - dg.
The parameter estimates are reported in Table 6.7. The following starting values
are used for this estimation: NpTr = 10, NoTc = 1.0, 100 - §y = 0.5.

Table 6.7: Parameter estimates I of the noise trader model for FX data

NpTp Ncleo 100 - g v inference
CHF/US 15.123 1.5190 0.422 14.16 A
DM /US 11.152 1.058 0.367 19.51 A
FRF/US 8.713 0.829 0.330 34.30 R
GBP/US 12.527 1.013 0.295 43.86 R
JPY/US 36.891 3.868 0.357 24.21 R

Note: Statistical inference for model validation (R: rejected, A: accepted).
The parameters N and v are set to 100 and 0.5, respectively.

From the empirical results where we control the system size and the herding
tendency parameter, it can be seen that the model achieves a good approximation
to the data set of CHF and DM. On the other hand, the model is rejected when fitting
the data set of FRF, GBP and JPY. Again, the estimate for the news innovation
parameter appears stable lying between 0.30 and 0.43. More accurate estimates for
news innovation and social interaction effects will be discussed later.

6.4.3 Parameter calibration II: trading volume

As it is discussed in the previous section, however, the obtained estimates are sen-
sitive to the starting values due to the flatness and non-convexity in the objective
function. To check this problem, we continue another experiment to find an accep-
tance region of the model. In this experiment, we set the total number of agents
to 100 while the simulation size is set to 10. First, we fix the noise trading volume
parameter to one and control the variation in the trading volume parameter for the
fundamentalist; i.e., NpTr = 1.0, 2.0, 5.0, 10.0, 15.0, 20.0, 30.0. Second, we in-
crease the noise trading volume parameter by two or five times (2 and 5) and repeat
the estimation procedure. These experiment settings allow us to examine a model
acceptance surface and its behavior according to the chosen parameter values.

Table 6.8 shows that we can find the parameter values (NpTr) between 5 and
15 for being non-rejected when the trading volume parameter for the noise trader
is set to one (NoTg = 1).!' The results show that the area of parameter space

"'To save space, we report the case of DM/US. The results of this experiment remain almost the
same across the other FX data.
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Table 6.8: Variation in parameter estimates from trading volume: DM /US

NpTr
NcTe label 1.0 2.0 5.0 10.0 15.0 20.0 30.0

1.0 v 0.022 0.049 0.161 0.474 0.580 0.642 0.575
100 - dp 0.360  0.341 0.324 0.362 0.323 0.308 0.338
obj. 2499.60 912.77 74.92 15.21 48.93 103.94 213.97

inference R R R A R R R
2.0 v n/a 0.014 0.041 0.106 0.278 0.484 0.587
100 - dg n/a 0.349 0.325 0.378 0.345 0.348 0.332
obj. n/a 880.36 97.45 16.19 14.97 23.86 46.91

inference n/a R R A A A R
5.0 v n/a n/a n/a  0.018 0.034 0.061 0.133
100 - 6o n/a n/a n/a 0369 0.347 0.348 0.345
obj. n/a n/a n/a 2445 17.90 13.99 20.39

inference n/a n/a n/a R A A A

Note: Statistical inference for model validation (R: rejected, A: accepted). The
notation n/a means that estimates are not available, because they hit a boundary
point (negative value for the parameter v).

for non-rejection shifts to the right when NoT¢ increases; i.e., 5 < NpTr < 30 for
NcTeo = 2, while 10 < NpTg for NoTc = 5. Moreover, if the numerical value for
the trading volume parameter has changed a bit in simulations, we obtain different
estimates for the herding tendency parameter (v). Again, the estimated value for
news innovation remains stable between 0.32 and 0.38. From this experiment, we
found that the market volatility can be robustly decomposed into news innovation
and social interactions, but the parameter, which controls the switching process, is
highly correlated with the trading volume parameters.

6.4.4 Decomposition of return volatility: news innovation and so-
cial interactions

The results of the empirical applications in the previous section show that the trad-
ing volume parameters are correlated to the herding tendency parameter in the
model; see Table 6.6 and 6.8. To cope with the identification problems in the group
behavior of this model, we fix the trading volume parameters and attempt to esti-
mate the magnitude of news innovation and social interactions. More generally, we
set the parameters NpTr and NoT¢ to 10 and unity, respectively. This numerical
value can be a reasonable choice for our current study, because this value provides
upper and lower bounds on the price path. Since the opinion index is multiplied by
the relative ratio of trading volume parameters for the noise traders and fundamen-

talists (%i%g = %), the price dynamics in Equation (6.8) are driven by changes in

fundamentals and the the opinion index; i.e. 1+0.1 given that we set the logarithmic
value for the baseline fundamental value to one in our artificial economy.
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Table 6.9: Parameter estimates II of the noise trader model for FX data

v 100 - dg v inference
CHF/US 0.543 0.421 15.09 A
DM /US 0.463 0.364 12.49 A
FRF/US 0.537 0.313 35.67 R
GBP/US 0.324 0.304 25.33 A
JPY/US 0.509 0.353 31.04 R

Note: Statistical inference for model validation (R: rejected, A: accepted).
The parameters NpTr and NcT¢ are set to 10 and unity, respectively.

It is shown in Table 6.9 that the model fits the CHF, DM, and GBP data
sufficiently well, whereas its fit to the FRF and JPY data is clearly not so good; i.e.
see the estimated loss function values. We can see that the DM and CHF markets
(100 - 25\0 = 0.421, 0.364) are more affected by the news arrivals than the others.
Concerning the estimated value for the velocity of the switching process, we can
infer that the noise traders (v = 0.543, 0.537, 0.509) are more active in the CHF,
FRF and JPY markets than the others.

Table 6.10: Decomposition of stochastic processes for FX data

label std. news innovation social interactions (V)
(100 - do)
CHF/US 0.734 0.421 (57.36%) 12.64%
DM /US 0.651 0.364 (55.91%) 44.09%
FRF/US 0.636 0.313 (49.21%) 50.79%
GBP/US 0.592 0.304 (51.35%) 48.65%
JPY/US 0.657 0.353 (53.73%) 46.27%

Note: "std." denotes the standard deviation of returns.

Further, Table 6.10 illustrates that the market volatility of various FX markets
can be robustly decomposed into two parts: impacts of news innovation (45-55%)
and social interactions (45-55%). Note that under these parameters, the model
predicts that the active participation of the noise traders in the market give rise to
volatility clustering and market turbulence. Put differently, erratic price movements
are commonly associated with social interactions of the noise traders in the market.
This prediction is in fact verified empirically. These observations are illustrated in
Figure 6.10. The parameters used in the simulation are v = 0.463, NpTF = 10.0,
NcTe = 1.0 and 100 - 6y = 0.364. We also simulate an absolute value for the excess
demands of the noise traders (EDy. = |[NcT¢ - ¢|); when the noise traders buy or
sell a large amount of assets in the marketplace, we often observe the volatile price
movements.

Overall, we found minimum values for the objective function (15.09, 12.49 and
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Figure 6.10: Model-generated data using the estimated parameters

Note: The upper panels plot prices (left) and returns (right) while the lower panels
plot the corresponding opinion index (left) and excess demands of the noise traders
(right).

25.33) using the CHF, DM, GBP data. Since these values do not exceed the criterion
of model misspecification from the block bootstrap method, we can not reject the
null hypothesis that the characteristics of the empirical data are matched by the
model-generated ones with the parameter estimates in Table 6.9. Indeed, Table 6.11
shows that the model-generated moments match the empirical counterparts almost
perfectly. However, the objective function values for the FRF and JPY market data
do exceed the criteria from the block bootstrap method at 1% level (35.67 > 24.10,
31.04 > 25.89); the model is misspecified.
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Table 6.11: Moment estimates of FX data

my ma m3 my ms me mr msg mg mio

CHF -0.0133 0.5382 0.0195 0.1365 0.1247 0.1111 0.0916 0.0712 0.9142 3.4123
NT 0.0003 0.4562 0.0266 0.1434 0.1347 0.1230 0.1058 0.0730 0.9122 3.9418

DM -0.0089 0.4241 0.0287 0.1386 0.1453 0.1253 0.0951 0.0799 0.8900 3.3781
NT  0.0003 0.4090 0.0337 0.1502 0.1431 0.1361 0.1213 0.0639 0.9261 3.8753

FRF -0.0007 0.4040 0.0265 0.1316 0.1539 0.1317 0.1018 0.0946 0.8881 3.1911
NT  0.0003 0.3724 0.0440 0.1572 0.1486 0.1413 0.1262 0.0666 0.9236 3.8550

GBP 0.0032 0.3507 0.0525 0.1716 0.1759 0.1566 0.1338 0.0671 0.9197 3.1955
NT  0.0001 0.3343 0.0374 0.1806 0.1687 0.1557 0.1380 0.0870 0.9013 3.7778

JPY -0.0120 0.4311 0.0222 0.1788 0.1471 0.1165 0.1143 0.1297 0.8693 3.3463
NT  0.0002 0.3880 0.0282 0.1667 0.1516 0.1364 0.1154 0.0900 0.8935 3.8796

6.5 Conclusion

In this chapter, we proposed the moment-based estimation to examine the effects of
the group behavior on an opinion formation process in financial markets. In a simple
interacting agent model, the transition rates of the opinion dynamics affect the price
movements; we assume that fundamentals are described by a Brownian motion.
However, the mapping between the model parameters and the objective function is
non-convex and flat with respect to the behavioral parameters during the estimation.
To circumvent identification problems in the model, we first calibrated the system
size and trading volume parameters, and used simulation based inference to validate
the model as being a "true" one. Accordingly, the SMM estimation provides the
model parameter estimates by matching (as closely as possible) the moments of the
FX data; the market volatility can be robustly decomposed into the news innovation
and social interactions.

As Keynes (1936) wrote about an imaginary beauty contest in his famous work
General Theory of Employment Interest and Money, investors make a rule of thumb
estimate of the market sentiments. According to their assessment of the market
situation, they are likely to buy or sell assets out of speculative motive. Because
of this, we can establish a connection between the effects of social interactions and
the price dynamics in the market. Indeed, his metaphor for the group behavior
is empirically verified by taking a simple interaction-based model to the FX data.
This implies that the behavioral analysis of heterogeneous investors can successfully
reproduce the empirical feature of the financial data. The empirical results also show
that the transition rates of the historical market sentiment give rise to excessive
volatility in financial markets.

According to a test criterion from the block bootstrap resample, we cannot re-
ject the null hypothesis that the empirical characteristic of some FX data can be
explained by a simple interacting agent model. However, we found that the model
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is misspecified for the FRF and JPY data. Since the moment-based estimation
provides benchmark values for the behavioral parameter in a Markov chain of the
opinion dynamics, we can further continue our study of the model identifications
using the simulation based approaches such as a Markov chain Monte Carlo and fil-
tering methods. Future research is needed to examine the variation in the behavioral
parameter estimates in our study.
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Appendix A: Choice of moments

We assume that the data sets used here are second-order stationary. Then we denote
by tir, pjp|, and p,2 first moments of the population for the raw, absolute and square
returns respectively. The second moments of r, ||, and 72 are respectively o, Tl
and o,2. Autocorrelation coefficient p, refers the correlation of the return series
with its own past values after time lag 7. The moment conditions are chosen among
the following 11 moments (my — mq1):

my = E[rd — pr

my = E[r?] — o?

ms = E[(rt—ur)(rtq—m)]

2
gy

— P1r

Mags = E[(\rt\—um)(IQrH\—uw)] — Pr el i—1,2,3,4 & 7—1,5,10,20

o
Ir|

The parameters (m;p 1 —mp,3) of the auxiliary models (the univariate GARCH
(1,1) model and the Hill estimator) are estimated via the indirect estimation method:

GARCH (1,1)
Tt:’70+5i, gtNN(Oaht)

hi = ag + a1€%_1 + Brhi—1

Tail index; see Hill (1975).
k—1
52%2 In 7 —In g p, for k>2
i=1
mrp, = a1

mip,2 = B

m[D73 = (:: %)



6.5. Conclusion

177

B: Summary statistics of FX data
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Figure 6.11: Prices (upper) and returns (lower) of CHF/US data

Table 6.12: Statistics of empirical moments and block bootstrap samples: CHF /US

Label Statistic Empirical Bootstrap
m Blr] 20.0133 20.0136
ma Var|[r] 0.5382 0.5392
ms3 corr(ry, rey1) 0.0195 0.0182
my corr(|re], |res1]) 0.1365 0.1340
ms corr(|re], |re4s]) 0.1247 0.1203
me corr(|re], |re+10]) 0.1111 0.1099
my corr(|re], |re+-20]) 0.0916 0.0835

m1D71 a1 (GARCH(l,l)) 0.0712 0.0754

mip,2 ,31 (GARCH(l,l)) 0.9142 0.9042

mrp3 a (Right tail, 5 - 10 %) 3.4123 3.4429

Test criterion 5%: 18.42 1%: 23.44
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Figure 6.12: Prices (upper) and returns (lower) of FRF/US data

Table 6.13: Statistics of empirical moments and block bootstrap samples: FRF/US

Label Statistic Empirical Bootstrap
m Efre] 20.0007 ~0.0006
ma Var|[r] 0.4040 0.4037
ms corr(ry, req1) 0.0265 0.0252
my corr(|re|, |re+1]) 0.1316 0.1299
ms corr(|re], [ress]) 0.1539 0.1473
me corr(|re], |re+10]) 0.1317 0.1271
my corr(|re], |re+-20]) 0.1018 0.0973

mrp1 a1 (GARCH(1,1)) 0.0946 0.0935

mip.2 81 (GARCH(1,1)) 0.8881 0.8866

mips o (Right tail, 5 - 10 %) 3.1911 3.2142

Test criterion 5%: 18.24 1%: 24.10
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Figure 6.13: Prices (upper) and returns (lower) of GBP/US data

Table 6.14: Statistics of empirical moments and block bootstrap samples:GBP/US

Label Statistic Empirical Bootstrap
m Efr] 0.0032 0.0032
ma Var|[r] 0.3507 0.3519
ms corr(re, req1) 0.0525 0.0516
my corr(|re|, [res1]) 0.1716 0.1690
ms corr(|re], [ress]) 0.1759 0.1718
me corr(|re], [re+10]) 0.1566 0.1547
my corr(|re], |re+-20]) 0.1338 0.1281

mrp1 a1 (GARCH(1,1)) 0.0671 0.0796

mip.a 81 (GARCH(1,1)) 0.9197 0.8939

mrp,3 a (Right tail, 5 - 10 %) 3.1955 3.2307

Test criterion 5%: 18.77 1%: 25.89
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Figure 6.14: Prices (upper) and returns (lower) of JPY/US data

Table 6.15: Statistics of empirical moments and block bootstrap samples: JPY /US

Label Statistic Empirical Bootstrap
m Elr] 70.0120 70.0122
ma Var|[r] 0.4311 0.4301
ms corr(ry, req1) 0.0222 0.0218
my corr(|re|, |re+1]) 0.1788 0.1740
ms corr(|re], [ress]) 0.1471 0.1420
me corr(|re], |re+10]) 0.1165 0.1045
my corr(|re], |re+-20]) 0.1143 0.0993

mip.1 a1 (GARCH(L,1)) 0.1297 0.1820

m1D72 ,31 (GARCH(l,l)) 0.8693 0.7414

mips o (Right tail, 5 - 10 %) 3.3463 3.3674

Test criterion 5%: 18.22 1%: 26.58




7
(General Conclusion

In this thesis, we empirically examined the importance of the behavior of economic
agents for analyzing the macroeconomic and financial market models. In particular,
we evaluated empirical performance of the DSGE models and ABMs by using a
formal model comparison method. The empirical results show that the behavioral
parameters of these models can be estimated by the method of moments estimation
and simulation based inference. Accordingly we can draw conclusions that the group
behavior in the economy can be one of the main driving forces behind the macro-
scopic dynamics in macroeconomic and financial data. In this way, we challenged
the theory of the representative agent by showing that behavioral heterogeneity and
social interactions can provide a good approximation to real data.

Main findings of this thesis and future research can be summarized as follows:

(1) In chapter 2, we estimate the parameters of a small-scale DSGE model by using
the method of moments estimation and contrast them with the Bayesian estimation.
In particular, we attempt to compare two specifications of the model using a for-
mal test: forward- versus backward-looking behavior in the New-Keynesian Phillips
curve. Our findings suggest that the moment-based estimation provides evidence for
backward-looking behavior in the historical macro data of the US. In addition, the
results of the model comparison show that a hybrid version of the New-Keynesian
model has a better fit to the data than a model with forward-looking expectations
for the Great Inflation period. A potentially interesting future research topic would
be to compare the empirical performance of the DSGE model with a parsimonious
vector autoregressive model, since the latter is extensively used for economic anal-
ysis.

(2) In chapter 3, the method of moments and maximum likelihood estimation are
used to examine the significance of a lagged term in the New-Keynesian Phillips
curve and the IS equation. Because of this, we can establish the empirical relation-
ship between the price-setting/consumption behavior and the sources of persistence
in inflation and output; the inclusion of backward-looking behavior improves the
fit of the model while offsetting the influence of inherited and extrinsic persistence.
Moreover, it is shown that intrinsic persistence plays a important role for capturing
the structural features of inflation and output. We also carry out Monte Carlo ex-
periments to examine the validity of the chosen moment conditions and the finite
sample properties of the estimation methods. The empirical performance of model
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selection methods is discussed along the lines of the Akaike’s and the Bayesian
information criterion.

(3) In chapter 4, we empirically examine the model of De Grauwe (2011) in which
agents have cognitive limitations. This model incorporates the discrete choice the-
ory into a monetary DSGE framework where agent’s belief can display endogenous
waves of market optimism and pessimism. Especially, we estimate the behavioral pa-
rameters governing market expectations of heterogeneous agents using the method
of moment estimator. Since the model is found to be nonlinear in the switching
mechanism, we cannot easily obtain analytical moment conditions of the system
for estimation. Therefore, we use a simulation based approach to approximate the
moment conditions. The fit of the model via the "Moment Matching" shows that
the agents had expected moderate deviations of the output gap from its steady
state value with low uncertainty. This provides an empirical evidence for backward-
looking behavior in the expectation formation process. Since the estimation of a
small-scale DSGE model is considered to be satisfactory, we can further continue
the model estimation with much richer models like e.g. a medium-scale version of
the DSGE model developed by Smets and Wouters (2003, 2005). We leave this issue
to future research.

(4) In chapter 5, first, we study the model dynamics of the adaptive belief system
of Gaunersdorfer and Hommes (2007) and estimate the parameters of the model
with two types of noise term: additive and multiplicative. The empirical results
show that this model cannot explain the empirical regularities of financial data (i.e.
the absence of long range dependence in the return volatility). Indeed, the model’s
fit of the S&P 500 data is dependent on the noise specification in the dynamics.
Second, we present a structural stochastic volatility model of Franke and Westerhoff
(2012) and estimate the parameters of two model specifications: a herding and a
wealth mechanism. Then we use the formal model comparison method to assess
the significance of the fit between the two models. As a result, we find that the
two trading mechanisms do not play a significant role in approximating the return
volatility. The inconclusive result can be further examined by verifying the power of
the test and developing statistical approach under a framework of the misspecified
models.

(5) In chapter 6, we study the group behavior of a noise trader model of Alfarano and
Lux (2007). By applying the simulated method of moments estimator to the model,
we can examine the effects of the group behavior on financial data. However, the
stochastic switching rule gives rise to multimodalities in the parameter space; this
prevents a standard econometric analysis from inferring the exact time-dependent
moments of data. To circumvent these problems, we calibrate values for the system
size and trading volume parameters by allowing for the social interaction effects in
simulations. We use a large number of agents (around 100) and trading volume
parameters in order to reproduce the empirical regularities observed in various FX
data. Afterwards, we estimate the effects of the news innovations and social in-
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teractions on the data. The empirical findings of this chapter suggest that return
volatility in financial markets under scrutiny can be robustly decomposed into the
news innovations (45-55%) and social interactions (45-55%). Since the moment-
based estimation provides benchmark values for the parameter of a Markov chain
of the opinion dynamics, we can further continue our study of the model identifica-
tions using the simulation based approaches such as a Markov chain Monte Carlo
and filtering methods. Future research is needed to examine the variation in the
behavioral parameter estimates in our study.

In this thesis, our intention in examining the non-linear and stochastic economic
models was to provide a practical guidance to those who develop, evaluate, and
apply complex economic models. Since complexity in these models hinders a direct
empirical application, we showed that the moment-based estimation can provide
reasonable values for the behavioral parameters, and the fit of the complex mod-
els can be evaluated along the lines of chosen moment conditions. Therefore the
statistical methods discussed herein can be applicable to the estimation of several
variants of the structural macroeconomic models and the agent-based models. From
this, we can find an empirical connection between the behavior of economic agents
and the model dynamics. Future research is needed to investigate the properties of
the moment conditions for these complex models and statistical inference.
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