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#### Abstract

Computer and machine vision tasks can roughly be divided into a hierarchy of processing steps applied to input signals captured by a measuring device. In the case of image signals, the first stage in this hierarchy is also referred to as low-level vision or low-level image processing. The field of low-level image processing includes the mathematical description of signals in terms of certain local signal models. The choice of the signal model is often task dependent. A common task is the extraction of features from the signal. Since signals are subject to transformations, for example camera movements in the case of image signals, the features are supposed to fulfill the properties of invariance or equivariance with respect to these transformations. The chosen signal model should reflect these properties in terms of its parameters. This thesis contributes to the field of low-level vision. Local signal structures are represented by (sinusoidal) intrinsically one-dimensional signals and their superpositions. Each intrinsically one-dimensional signal consists of certain parameters such as orientation, amplitude, frequency and phase. If the affine group acts on these signals, the transformations induce a corresponding action in the parameter space of the signal model. Hence, it is reasonable, to estimate the model parameters in order to describe the invariant and equivariant features. The first and main contribution studies superpositions of intrinsically one-dimensional signals in the plane. The parameters of the signal are supposed to be extracted from the responses of linear shift invariant operators: the generalized Hilbert transform (Riesz transform) and its higher-order versions and the partial derivative operators. While well known signal representations, such as the monogenic signal, allow to obtain the local features amplitude, phase and orientation for a single intrinsically one-dimensional signal, there exists no general method to decompose superpositions of such signals into their corresponding features. A novel method for the decomposition of an arbitrary number of sinusoidal intrinsically onedimensional signals in the plane is proposed. The responses of the higher-order generalized Hilbert transforms in the plane are interpreted as symmetric tensors, which allow to restate the decomposition problem as a symmetric tensor decomposition. Algorithms, examples and applications for the novel decomposition are provided. The second contribution studies curved intrinsically one-dimensional signals in the plane. This signal model introduces a new parameter, the curvature, and allows the representation of curved signal structures. Using the inverse stereographic projection to the sphere, these curved signals are locally identified with intrinsically one-dimensional signals in the threedimensional Euclidean space and analyzed in terms of the generalized Hilbert transform and partial derivatives therein. The third contribution studies the generalized Hilbert transform in a non-Euclidean space, the two-sphere. The mathematical framework of Clifford analysis proposes a further generalization of the generalized Hilbert transform to the two-sphere in terms of the corresponding Cauchy kernel. Nonetheless, this transform lacks an intuitive interpretation in the frequency domain. A decomposition of the Cauchy kernel in terms of its spherical harmonics is provided. Its coefficients not only provide insights to the generalized Hilbert transform on the sphere, but also allow for fast implementations in terms of analogues of the convolution theorem on the sphere.
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## 1. Introduction

### 1.1. Motivation

One of the greatest unsolved problems investigated by man is the understanding of the human visual system and visual perception in general. The nature of this problem seems simple to address, since the apparatus of the visual system and the concept of visual perception are present and used all the time by almost every human being. Nonetheless, to this day, although being a basic building block for the human perception in general, human visual perception to a large amount remains an unsolved problem.
Although being even unaware of the biological part of visual perception, the image formation process, i.e. the formation of a retinal image in the human visual system, the basic question of how visual perception works has already been addressed by ancient Greek philosophers such as Demicritus, Epicurus, Plato or Aristotle. Despite the unawareness of the image formation process, their theories already stated, that some sort of copy of the world, as seen by a human being, must be present in the human visual system. These theories can be regarded as the first theories involving some kind of template matching, an idea which is still present in todays theories of visual perception.
One of the most influential early theories of vision dates back the Alhazen and his most famous monography, The Book of Optics (1011-1021). Although focusing on the image formation process rather than the psychological part of visual perception, Alhazen was the first to give a complete description of geometrical optics and the first to give a correct description of the camera obscura, the pinhole camera, the basis of every camera today. This understanding of the pinhole camera was the fundament of understanding the image formation process in the human visual system. Nonetheless, it should take almost another 600 years until Johannes Kepler for the first time correctly described the formation of the retinal image in the eye in Ad Vitellionem paralipomena (1604).

From that point on, several theories have evolved to explain how the internal representation of the world in the human mind is generated from the physical input, i.e. the intensity pattern of the retina.
Among the most important theories, at least in the context of this thesis, is the computational approach to visual perception based on the pioneering work by Gibson (1979) and Marr (1982). The computational approach assumes, that a description of the world can be obtained by mathematical computations acting just on the retinal input image. With the rise of more sophisticated computational capabilities of modern com-
puter hardware, this approach gained a lot of interest. Although todays psychologists dealing with visual perception are aware that our perception of the world cannot be completely described just from these intensity patterns (Mausfeld and Knuesel (2002), Mausfeld (2005)), the computational approach is the theory which, to a large amount, covers the fields today known as computer vision and machine vision.
According to Marr, the processing of an image consists of three main representations:

1. The primal sketch dealing with the description of intensity changes and local image geometry.
2. The 2.5 -dimensional sketch dealing with orientation, contour and depth of visible surfaces
3. The 3-dimensional model, dealing with three-dimensional objects

This thesis will contribute to the first of Marrs three representations, the primal sketch. This representation is also referred to as low-level image processing. It is one of the first stages in the processing of visual information. Marr himself roughly described this stage in Marr (1976) as a rich description of the intensity changes in the retinal image while asking, which intensity changes might provide such a rich description. This led to the question what kind of components to choose as the most low-level structures, the visual system might process the information as.
Mathematicians, although not motivated by the understanding of the visual system, dealt with similar questions: How can a function be decomposed into a series of simpler basis functions with respect to certain properties? While there is no single answer to this question without specifying properties such as the domain of the function or the function space, the basis functions are supposed to span, one of the most prominent examples is the theory of Joseph Fourier who decomposed certain functions on the real line into (infinite) series of trigonometric orthonormal basis functions, the Fourier series. Using these complex valued basis functions, Fourier was able to solve certain partial differential equations arising from natural phenomena, such as the heat equation. It turned out that the theory of Joseph Fourier was not limited to the real line but applicable in a straightforward manner to $n$-dimensional Euclidean spaces and hence the two-dimensional plane, the domain of definition for retinal images.
Biological and psychological investigations of the first steps of information processing in the human visual system such as the investigations by Campbell and Robson (1968) or Langley et al. (1996) resulted in the assumption, that the human visual system processes information by filtering the input image in terms of functions, which are very similar to the Fourier basis: Localized frequency- and orientation-selective bandpass filters. These filters are realized in terms of certain neurons in the primary visual cortex which only respond if certain frequencies and orientations are present in the input signal, in this context the retinal image. Thus, the human visual system
at a first level performs a decomposition of the input signal into a discrete set of those basis functions and analyzes the presence of each component in the image signal. Using such a decomposition, the information content of the signal is transformed such that a description in terms of the parameter space of the basis functions is possible. These parameters, as stated above, are the orientation, the frequency and the phase of each basis function. The presence or strength of each basis function in the signal is measured in terms of the amplitude.
The decomposition behavior of the visual front-end hence corresponds to a projection of the signal to a set of (possibly overcomplete) basis functions. Unfortunately, the parameter space of the Fourier basis is continuous and an analysis in terms of projections to basis functions with respect to all possible parameters would result in an infinite number of projections. A strategy to avoid an infinite number of projections is on the one hand a discretization of the parameter space, and on the other hand a choice of upper and lower bounds for unbounded parameters like the frequency. Experiments have shown that the human visual system operates in a similar way, resulting in a limited orientation selectivity and a limited resolution of the human visual system. Nonetheless, even if the parameter space of the basis functions is discretized and bounded, the decomposition in terms of the basis function can be quite costly.
If the human visual system is supposed to be imitated by a computer, it is therefore reasonable, to use some kind of linear filtering operations as the first processing stage. But what is the computer supposed to do with the linear filter responses? While operators might, in the best case, establish an isomorphism between different image representations, they do not establish a meaning for the image content. If a human is asked, what the important components of an image are, the answer might include lines, edges, contours, etc. These are concepts our visual perception system automatically attaches to certain intensity patterns. Based on the low-level filter responses, a higher level mechanism performs a segmentation of an image into concepts and categories as mentioned above, also known as features (Koenderink (1993)). If the computer is supposed to segment an image analogously, it has to know which intensity patterns or operator responses of the first processing step constitute a feature.
Further, features should be designed in such a way, that they can be identified as such under certain transformations occurring in the world. Suppose a feature has been designed to represent an edge. Further suppose an edge is detected in an image and the image is rotated. Then the same edge should also be detected in the rotated version of the image. This property is also known as invariance of a feature. In addition features are often supposed to represent the transformation they have undergone with respect to some identity element. Suppose for example an edge is detected in an image and the orientation angle of that edge is used as a feature. Further suppose the image rotates. Then the orientation angle at the transformed point in the second image rotates accordingly. This property is also known as equivariance of a feature.
Within this thesis, features in terms of parameters of certain signal models are studied. A priori it is assumed that a signal, such as an image, locally looks like the signal model.

The parameters of the model are supposed to be estimated from the responses of linear shift-invariant operators, similar to the preprocessing in terms of linear filters of the visual front-end. The parameters of the models allow to study the transformation behavior of the model with respect to certain transformation groups and allow to identify the invariance and equivariance properties of the parameters.

### 1.2. Contributions of this thesis

This thesis contributes to the field of low-level image processing as follows: In chapter 5 the signal model under consideration is constituted by intrinsically one-dimensional signals in the plane and their superpositions. A novel method for the decomposition of the superpositions of an arbitrary number of intrinsically one-dimensional signals in the plane into its orientation and phase components is proposed. The decomposition of the orientations is based on the generalized Hilbert transform or partial derivative operators and higher-order compositions of these operators. The phase estimation is only valid for sinusoidal intrinsically one-dimensional signals and requires the generalized Hilbert transform in the plane and its higher order compositions. Conditions for the minimum order of the operators will be provided. Apart from the algorithm using the theoretical optimal operator responses, a practical implementation using discrete convolution kernels with respect to different scales is provided and its problems and shortcomings will be discussed. To eliminate especially the problems related to singularities of the operator responses, an averaging procedure of the operator responses in a local neighborhood is proposed, leading to a generalized structure tensor. Based on this construction, an affine equivariant feature is proposed which has possible applications in the field of image matching. The feature detector is compared to state of the art methods.
In chapter 6, intrinsically one-dimensional signals with respect to a non-Cartesian coordinate system are introduced. The chapter proposes a novel way to analyze curved image structures in terms of the new curved intrinsically one-dimensional signal model. Using the inverse stereographic projection to the sphere in $\mathbb{R}^{3}$, it will be shown that the projection of this signal model yields an approximate intrinsically one-dimensional signal in $\mathbb{R}^{3}$ restricted to the sphere. This signal is then analyzed in terms of the classical generalized Hilbert transform and partial derivative operators in $\mathbb{R}^{3}$. The orientation vector of this signal encodes, apart from the classical orientation in the plane, the curvature of the signal isophote passing through the current point of interest. Practical experiments will emphasize the validity of the proposed method as a novel way to estimate the isophote curvature yielding the same results as the classical differential geometric method. The experiments include the curvature estimation of digital curves, as well as the isophote curvature estimation in digital images.
Chapter 7 is of more theoretical nature. It aims to provide insights into the Hilbert transform on non Euclidean spaces, in this case the sphere. While it is possible to
generalize the Hilbert transform from the real line to $\mathbb{R}^{n}$, further generalizations are possible. In the mathematical context of Clifford analysis such generalizations have been proposed for arbitrary subsets of $\mathbb{R}^{n}$ with smooth boundary. Similar to the Fourier domain interpretation of the Hilbert transform in $\mathbb{R}^{n}$, a spectral characterization of the Hilbert transform on the unit sphere in $\mathbb{R}^{3}$ will be derived in terms of its spherical harmonic decomposition. The derived Fourier multipliers allow for easy implementations in the spherical harmonic domain and provide an intuitive interpretation of the Hilbert transform on the sphere.
Parts of this work have been published in Fleischmann and Sommer (2012), Fleischmann et al. (2011), Fleischmann et al. (2010a), Fleischmann et al. (2010b), Fleischmann et al. (2009), Wietzke, Fleischmann, Sedlazeck, and Sommer (2010), Wietzke, Fleischmann, and Sommer (2009), Wietzke, Sommer, and Fleischmann (2009), Wietzke, Fleischmann, and Sommer (2008b) and Wietzke, Fleischmann, and Sommer (2008a).

## 2. Preliminaries

Throughout this thesis, the main subject is the analysis of so called signals. These for example might include audio signals in the one-dimensional case, images captured by a camera in the two dimensional case, or geophysical data captured around the earth in the case of the sphere. Although images captured by a measuring device, such as a camera, are discrete entitites, we will consider images as continuous functions:
Definition 2.1 (Signal). Let $V \subseteq \mathbb{R}^{n}$. Let $f$ be a an element of the function space $L^{2}(V ; \mathbb{K}) \cap L^{1}(V ; \mathbb{K})$ with $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$. Then we call $f$ a signal on $V$.
Two-dimensional signals, i.e. $V=\mathbb{R}^{2}$, will be referred to as images. These image signals will appear most frequently within this thesis. The treatment of the signals in the continuous framework is valid in the sense, that as long as certain sampling conditions, such as the Nyquist conditions in $\mathbb{R}^{n}$, are satisfied, the continuous function within the chosen function space can always be recovered from its discrete samples in terms of interpolation.
The most common signals arising in the field of computer vision are images captured by cameras. Movements of the camera or movements of objects in a scene, captured by the camera, induce transformations of the captured image. In order to extract information from the images which is unaffected (invariant) with respect to these transformations or to obtain the parameters of a transformation between two images, it is helpful to describe these image transformations in a formal mathematical framework known group theory. In the following very basic group theoretic terms are defined. For further details we refer the reader to Olver (2000) and Serre (1977).
The central algebraic object describing certain transformations is the concept of a group:
Definition 2.2 (Group).
Given a set G and a binary operation $\mathrm{O}, \mathrm{G}$ is called a group if the following holds:
i) The operation $\circ$ is associative: $g_{1} \circ\left(g_{2} \circ g_{3}\right)=\left(g_{1} \circ g_{2}\right) \circ g_{3}$ for all $g_{1}, g_{2}, g_{3} \in G$.
ii) There exists an identity element $e \in G$ such that $g \circ e=e \circ g=g$ for all $g \in G$.
iii) For each $g \in G$ there exists an inverse element $g^{-1} \in G$ such that $g \circ g^{-1}=$ $\mathrm{g}^{-1} \circ \mathrm{~g}=e$.

A group by itself is an abstract algebraic object. In order to describe certain transformations in terms of group elements, the notion of a group action has to be introduced. It establishes a way, to apply the transformation described by the group elements to elements of a set.

Group Definition 2.3 (Group homomorphism).
homomorphism Given two groups $G, H$ with identity elements $e_{G}, e_{H}$ and operations $\circ, \bullet$ a map $\rho$ : $\mathrm{G} \rightarrow \mathrm{H}$ is called a group homomorphism if the following holds:
i) $\rho\left(e_{G}\right)=e_{H}$
ii) $\rho(\mathrm{g} \circ \mathrm{h})=\rho(\mathrm{g}) \bullet \rho(\mathrm{h}) \quad \forall \mathrm{g}, \mathrm{h} \in \mathrm{G}$
iii) $\rho\left(g^{-1}\right)=\rho(g)^{-1}$.

Group action
Definition 2.4 (Group action).
Given a set $X$ a group action is a group homomorphism $\rho$ from $G$ to the invertible one-to-one maps on $X$.

The notion of a group action relates the group elements to invertible maps on the set $X$. Consequently, it is possible to transform the elements of $X$ using the group action. Groups acting on a set $X$ are also referred to as transformation groups. A set $X$ together with a group action of G is also called a G-set. Common examples of group actions are the general linear group $G L(2 ; \mathbb{R})$ acting on the real plane $\mathbb{R}^{2}$, e.g:

Example $2.5\left(\mathrm{SO}(2)\right.$ action on $\left.\mathbb{R}^{2}\right)$. Let $G=S O(2)$ and $X=\mathbb{R}^{2}$. Then $G$ acts on $\mathbb{R}^{2}$ as

$$
\rho(g) \circ x=\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta)  \tag{2.1}\\
\sin (\theta) & \cos (\theta)
\end{array}\right]\binom{x}{y}
$$

with $\theta \in[0,2 \pi)$.
The G-sets considered in this thesis will have an additional structure, the structure of a vector space. Thus, group homomorphisms defining an action on these linear spaces are of special interest:

Definition 2.6 (Representation). Let $G$ denote a group and $V$ a vector space. Then a group homomorphism $\rho$ from $G$ to the group of invertible linear transformations $\mathrm{GL}(\mathrm{V})$ in V is called a representation of G in V .

The term of the representation refines the group action. Whereas the homomorphism in the case of a group action acts on arbitrary sets and maps to the set of invertible one-to-one maps, a representation maps to the set of linear invertible maps on a vector space. Given a vector space $V$ over a field $\mathbb{K}$ with $\operatorname{dim} V=n$, the group of all linear invertible matrices together with the operation of matrix multiplication is known as the general linear group and will be denoted by $\mathrm{GL}(\mathrm{n} ; \mathbb{K})$. Often it is obvious which field we will refer to such that we abbreviate the notation as $\mathrm{GL}(\mathrm{n})$. The fields we will deal with in this thesis are the real and the complex numbers, $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$. Groups
whose elements are invertible matrices are also referred to as matrix groups which we will most often encounter in these thesis.
The most prominent subgroups of the general linear group arising in the context of this thesis are the classical groups. They allow to describe common transformations such as rotations, dilations or translations.

Definition 2.7 (Special linear group). The group of all invertible $\mathfrak{n} \times \mathfrak{n}$ matrices with determinant 1

$$
\begin{equation*}
\operatorname{SL}(n ; \mathbb{K})=\{\boldsymbol{M} \in \mathrm{GL}(\mathrm{n} ; \mathbb{K}) \mid \operatorname{det}(\boldsymbol{M})=1\} \tag{2.2}
\end{equation*}
$$

is referred to as the special linear group.
Definition 2.8 (Orthogonal group).
The group

$$
\begin{equation*}
\mathrm{O}(\mathrm{n} ; \mathbb{K})=\left\{\mathbf{M} \in \mathrm{GL}(\mathrm{n} ; \mathbb{K}) \mid \mathbf{M} \mathbf{M}^{\top}=\mathbf{M}^{\top} \mathbf{M}=\mathrm{I}\right\} \tag{2.3}
\end{equation*}
$$

is referred to as the orthogonal group.
Definition 2.9 (Special orthogonal group).
The group

$$
\begin{equation*}
\mathrm{SO}(\mathrm{n} ; \mathbb{K})=\mathrm{SL}(\mathrm{n} ; \mathbb{K}) \cap \mathrm{O}(\mathrm{n} ; \mathbb{K}) \tag{2.4}
\end{equation*}
$$

is referred to as the special orthogonal group or the rotation group.
Definition 2.10 (Affine group).
The group

$$
\begin{equation*}
\operatorname{Aff}(\mathrm{n} ; \mathbb{K})=\mathrm{V} \rtimes \mathrm{GL}(\mathrm{n} ; \mathbb{K}) \tag{2.5}
\end{equation*}
$$

is referred to as the affine group, where $\rtimes$ denotes the semidirect product. In addition to the general linear group, it includes translations in V described by the standard addition operation in $V$.

According to definition (2.1), images are defined as elements of a certain vector space whose elements are functions. In order to describe transformations acting on these functions, we define a representation on the space of signals by

Special linear group

Orthogonal group

Special orthogonal group

Affine group

Action on functions

Definition 2.11 (Action on functions).
Let $f: V \rightarrow \mathbb{K}$ be a function from a (possible infinite dimensional) Hilbert space of functions H and suppose V is a G -set. Then we define an action on H as

$$
\begin{equation*}
(g \circ f)(x)=f\left(g^{-1} \bullet x\right) \tag{2.6}
\end{equation*}
$$

Here the group action $\circ$ acts on the function space $H$, while the group action $\bullet$ acts on V.

In addition to basic terms of group theory, basic functional analysis terms have to be introduced.

Definition 2.12 ((Linear) Functional).
functional Let $H$ denote a Hilbert space over a field $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$. Then a map $f: H \mapsto \mathbb{K}$ is called a functional. A functional $f$ is linear if the following holds:

$$
\begin{equation*}
f(a x+b y)=a f(x)+b f(y) \quad \text { for all } x, y \in H, a, b \in \mathbb{K} . \tag{2.7}
\end{equation*}
$$

Evaluation functional

Definition 2.13 (Evaluation functional).
Let H denote a Hilbert space of functions. Then the functional

$$
\begin{equation*}
e v_{x} f=f(x) \tag{2.8}
\end{equation*}
$$

is called the evaluation functional.
Throughout this thesis, linear maps acting on Hilbert spaces are of special interest. They arise in many different ways. We have already seen such linear maps in terms of group representations acting on the standard Euclidean spaces as well as function spaces, containing for example signals. We call a linear map acting on a Hilbert space a linear operator:

Linear operator
Definition 2.14 (Linear operator, Akhiezer et al. (1993)). Let H be a Hilbert space over a field $\mathbb{K}$. Then a linear operator is a map $\mathcal{A}: \mathrm{H} \mapsto \mathrm{H}$ fulfilling

$$
\begin{equation*}
\mathcal{A}(\mathrm{af}+\mathrm{bg})=\mathrm{a} \mathcal{A} \mathrm{f}+\mathrm{b} \mathcal{A} \mathrm{~g} \quad \text { for all } \mathrm{f}, \mathrm{~g} \in \mathrm{H}, \mathrm{a}, \mathrm{~b} \in \mathbb{K} . \tag{2.9}
\end{equation*}
$$

Operators map signals to signals. We will focus on integral operators, arising from certain kernels:

Definition 2.15 (Integral operator). Let H be a Hilbert space of functions with $\mathrm{f}: \mathrm{V} \rightarrow$ $\mathbb{K}$ for $\mathrm{f} \in \mathrm{H}$. Further let $\mathrm{K}: \mathrm{V} \times \mathrm{V} \rightarrow \mathbb{K}$ denote a kernel. Then the integral operator defined by

$$
\begin{equation*}
\mathcal{A f}(x)=\operatorname{ev}_{x} \mathcal{A} f=\int_{V} f(y) K(x, y) d y \tag{2.10}
\end{equation*}
$$

is a linear operator.
An important class of operators is the subset of linear operators which are additionally shift invariant:

Definition 2.16 (Linear shift-invariant operator). A linear operator $\mathcal{A}$ is shift-invariant if it commutes with the translations operator $\mathcal{T}$, i.e.

$$
\begin{equation*}
\mathcal{A T f}=\mathcal{T} \mathcal{A f} \tag{2.11}
\end{equation*}
$$

An integral operator is shift invariant if there exists a convolution kernel $k: V \rightarrow \mathbb{K}$ with $K(\boldsymbol{x}, \mathbf{y})=\mathrm{k}(\boldsymbol{x}-\mathbf{y})$. It follows that integral operators with shift invariant kernels can be expressed as a convolution

$$
\begin{equation*}
\mathcal{A f}(x)=\int_{V} f(y) k(x-y) d y=(f * k)(x) \tag{2.12}
\end{equation*}
$$

The convolution evaluated at a point $x$ corresponds to a projection of $f$ to a reflection of the kernel $k$ at the origin translated by $x$. This thesis will focus on integral operators with shift invariant kernels.

Convolution kernel

Following the notion of $\operatorname{Otsu}(1986)$, we will also call the convolution ( $f * k$ ) evaluated at a point $x$ a linear feature at $x$. It results from the application of the evaluation functional to the convolution of $f$ and $k$, such that a linear feature itself is a linear functional. Given $m \in \mathbb{N}$ linear shift invariant integral operators $\mathcal{A}_{1}, \ldots, \mathcal{A}_{m}$ induced by the convolution kernels $k_{1}, \ldots, k_{m}$, the vector

$$
\begin{equation*}
\left(\mathcal{A}_{1} \mathrm{f}(\boldsymbol{x}), \ldots, \mathcal{A}_{\mathrm{m}} \mathrm{f}(\boldsymbol{x})\right)^{\mathrm{T}}=\left(\left(\mathrm{f} * \mathrm{k}_{1}\right)(\boldsymbol{x}), \ldots,\left(\mathrm{f} * \mathrm{k}_{\mathrm{m}}\right)(\boldsymbol{x})\right)^{\mathrm{T}} \tag{2.13}
\end{equation*}
$$

is called a linear feature vector of $f$ at $x$. The space $\mathbb{K}^{m}$ as a vector space will be called a feature space. Note that the convolutions with the kernels $k_{1}, \ldots, k_{m}$ evaluated at a point $x$ correspond to coefficients of the projections to the reflected and translated kernels. If the kernels are orthonormal, these projections yield the best approximation of $f$ in span $\left\{k_{1}, \ldots, k_{m}\right\}$ in the least-squares sense, minimizing the error

$$
\begin{equation*}
E(f)=\left\|f-\sum_{i}\left\langle f, k_{i}\right\rangle k_{i}\right\|_{2}^{2} . \tag{2.14}
\end{equation*}
$$

The features extracted from signals, which correspond to linear operator responses, are supposed to represent certain structures in the signal in a way, which simplifies their detection and analysis. In the case of images, prominent examples of such structures are corners, edges or junctions which depend on certain parameters. If these local structures transform due to an image transformation induced by a group, their parameters possibly change. Nonetheless, the class of the image structure should be preserved. For example a line in an image changes its orientation due to a rotation but is still an element of the set of all lines, even after the rotation. The group theoretical framework allows us to formalize these requirements:

Definition 2.17 (Orbit).
Let $G$ denote a group and $X$ a $G$-set. For $x \in X$ the set

$$
\begin{equation*}
G x=\{g \circ x: g \in G\} \tag{2.15}
\end{equation*}
$$

is called the orbit of $x$.
Example 2.18 (Unit circle). For $x=(\cos (t), \sin (t))^{\top}, t \in \mathbb{R}$, the unit circle is the orbit of $x$ with respect to the rotation group $\mathrm{SO}(2)$.

From the set of all orbits a new set can be defined:

Quotient
Definition 2.19. Let $G$ be a group and $X$ a $G$-set. Then the set

$$
\begin{equation*}
X / G=\{G x: x \in X\} \tag{2.16}
\end{equation*}
$$

is called the quotient of the action on $X$.
Signals are considered as elements of a function space, carrying a Hilbert space structure. Signals can therefore be considered as points in this Hilbert space. Using the action on functions (2.11) the set

$$
\begin{equation*}
\{g \circ f \mid g \in G\} \tag{2.17}
\end{equation*}
$$

is the corresponding orbit of $f$ in the function space $H$. The quotient partitions $X$ into equivalence classes where two elements $x, y \in X$ are considered as equivalent if there exists an orbit $O \in X / G$ such that $x \in O$ and $y \in O$.

Example 2.20. A simple example is again obtained from to special orthogonal group $S O(2)$ acting on the real plane $\mathbb{R}^{2}$. The elements of the quotient $\mathbb{R}^{2} / S O(2)$ are the circles with radius $r \in \mathbb{R}_{+}$together with the origin, which is a fixed point under the action of $\mathrm{SO}(2)$.

Given a certain signal which has been transformed by an action of a transformation group, the representation in the canonical basis might not reveal the transformation, the signal has undergone, in an accessible way. Nonetheless, it is often possible to construct a map in terms of certain operators, which maps the signal in a feature space respecting the group action, such that the feature vector lies on an orbit of the group in the feature space. Such maps are known as equivariant maps:

Definition 2.21 (Equivariant map).
Given a group $G$ acting on vector spaces $V, W$ with actions $\circ: G \times V \rightarrow V$ and

Equivariant map
$\bullet: G \times W \rightarrow W$ a map $f: V \rightarrow W$ is called equivariant if for all $x \in V$

$$
\begin{equation*}
f(g \circ x)=g \bullet f(x) \tag{2.18}
\end{equation*}
$$

holds.
A special case of an equivariant map is an invariant map:
Definition 2.22 (Invariant map).
Given a group $G$ acting vector spaces $V, W$ with actions $\circ: G \times V \rightarrow V$ and $\bullet: G \times W \rightarrow$ $W$ a map $\mathrm{f}: \mathrm{V} \rightarrow \mathrm{W}$ is called invariant if for all $x \in \mathrm{~V}$

$$
\begin{equation*}
f(g \circ x)=f(x) \tag{2.19}
\end{equation*}
$$

holds, i.e. it is equivariant with respect to the trivial representation in W.
Obviously, invariant maps are constant on the orbits in the target space. If we consider the space $V$ in the definition above as the space of signals and the space $W$ as the feature space, invariants allow to distinguish between certain types of signals in the feature space. If we know all possible invariants, we would know all the orbits in the feature space. The knowledge of the orbits would then allow to distinguish between different signals corresponding to the different orbits. Further, if additionally the group action in the feature space is known, an element of an orbit can always be transformed back to a certain identity element, such that an inference about the underlying transformation of an input signal is possible. In addition to the shift invariance of the corresponding operators, it seems therefore natural to study the transformation behavior of the resulting features obtained from an input signal, which has been transformed by the action of a transformation group. Since the features are supposed to describe the
image structure, they should also capture its transformation behavior. In special cases, the features transform equivariantly in the feature space. To be precise, if $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is an input signal and $G$ is a transformation group acting on $\mathbb{R}^{n}$, then the responses of the linear shift invariant operators $\mathcal{A}_{1}, \ldots, \mathcal{A}_{m}$ transform according to definition 2.21 as

$$
\begin{equation*}
\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{m}\right)(\mathrm{g} \circ \mathrm{f})(\mathrm{x})^{\mathrm{T}}=\mathrm{g} \bullet\left(\mathcal{A}_{1} \mathrm{f}(\mathrm{x}), \ldots, \mathcal{A}_{\mathrm{m}} \mathrm{f}(\mathrm{x})\right)^{\mathrm{T}} \tag{2.20}
\end{equation*}
$$

where $\circ$ is the action of G in H and $\bullet$ the action in the feature space. The condition states, that there exists a representation of $G$ in the feature space and the features obtained from a transformed signal transform accordingly in the feature space. A basic problem is the construction of operators, which fulfill the required equivariance condition. A major requirement is, that the kernels $k_{i}$ of the operators $\mathcal{A}_{i}$ span an equivariant function system:

Equivariant function system

Definition 2.23 (Equivariant function system, Teo and Hel-Or (1998)). Let V,W denote two vector spaces over a field $\mathbb{K}$ with $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$ and dimensions $|\mathrm{V}|=\mathrm{n}$, $|\mathrm{W}|=\mathrm{m}$. Further let $\mathrm{f}: \mathrm{V} \rightarrow \mathrm{W}$

$$
\begin{equation*}
\mathbf{f}(\boldsymbol{x})=\left(\mathrm{f}_{1}(\mathrm{x}), \ldots, \mathrm{f}_{\mathbf{m}}(\boldsymbol{x})\right)^{\top} \tag{2.21}
\end{equation*}
$$

be a map which is equivariant with respect to a group $G$ where $f_{i}(x): V \rightarrow \mathbb{K}$. Then it holds that for all $\mathrm{g} \in \mathrm{G}$

$$
\begin{align*}
f(g \circ \boldsymbol{x}) & =\left(f_{1}(g \circ \boldsymbol{x}), \ldots, f_{m}(g \circ \boldsymbol{x})\right)^{\top}  \tag{2.22}\\
& =g \bullet\left(f_{1}(\boldsymbol{x}), \ldots, f_{m}(\boldsymbol{x})\right)^{\top}  \tag{2.23}\\
& =g \bullet f(\boldsymbol{x}) . \tag{2.24}
\end{align*}
$$

We call the set $\left\{\mathbf{f}_{1}, \ldots, \mathbf{f}_{\mathbf{m}}\right\}$ an equivariant function system.

Suppose a signal $f: \mathbb{R}^{m} \rightarrow \mathbb{R}$ and set of linear shift-invariant kernels $k_{1}, \ldots, k_{m}$ are given, constituting an equivariant function system. Then the corresponding integral operators $\mathcal{A}_{\mathfrak{i}}$ applied to a transformed version of the input signal f yield

$$
\begin{align*}
\mathcal{A}_{i}(g \circ f)(x) & =\int_{V} f\left(g^{-1} \bullet y\right) k_{i}(x-y) d y  \tag{2.25}\\
& =\frac{1}{|\operatorname{det}(\rho(g))|} \int_{V} f\left(g^{-1} \bullet x-z\right) k_{i}(g \bullet z) d z  \tag{2.26}\\
& =\frac{1}{|\operatorname{det}(\rho(g))|} \sum_{j=1}^{m} a_{i, j} \int_{V} f\left(g^{-1} \bullet x-z\right) k_{j}(z) d z  \tag{2.27}\\
& =\frac{1}{|\operatorname{det}(\rho(g))|} \sum_{j=1}^{m} a_{i, j}\left(f * k_{j}\right)\left(g^{-1} \bullet x\right) \tag{2.28}
\end{align*}
$$

where $\rho(\mathrm{g})$ is the representation of g in $\mathbb{R}^{m}$. From this relation the transformation of the whole feature vector $\left(\mathcal{A}_{1} f(x), \ldots, \mathcal{A}_{m} f(x)\right)^{\top}$ is obtained as

$$
\left(\begin{array}{c}
\mathcal{A}_{1}(g \circ f)(x)  \tag{2.29}\\
\vdots \\
\mathcal{A}_{m}(g \circ f)(x)
\end{array}\right)=\frac{1}{|\operatorname{det}(\rho(g))|}\left[\begin{array}{ccc}
a_{1,1} & \ldots & a_{1, m} \\
\vdots & \ddots & \vdots \\
a_{m, 1} & \ldots & a_{m, m}
\end{array}\right]\left(\begin{array}{c}
\left(f * k_{1}\right)(x) \\
\vdots \\
\left(f * k_{m}\right)(x)
\end{array}\right) .
$$

If the group $G$ is the special linear group, the determinant of the transformation is 1. If Gf denotes the orbit of f with respect to G in H , the equivariance of the kernels ensures, that the linear feature vectors lie on an orbit in the feature space.
Operators $\mathcal{A}_{\mathrm{i}}$ induced by kernels, which constitute an equivariant function system are also known as steerable filters. Classically as for example proposed in Freeman and Adelson (1991), steerable filters have been used from a synthesis viewpoint to obtain transformed filters by a linear combination of certain basis filters which are actually the kernels constituting an equivariant function system. In that case, the group transformation is known à priori. A signal might supposed to be analyzed in terms of the operator responses along different orientations as it is for example the case in Yu et al. (2000). The subject of this thesis is instead an analytical one. From linear features we want to obtain the group transformation that has caused a certain transformation with respect to an identity signal. This is equivalent to determining the orbit of the features in the feature space and searching for the transformation which maps the features to a certain identity element of the orbit.
The construction of steerable filters is well understood in the case of compact Lie groups, where the steerable filters corresponds to the basis functions of the Fourier series expansion on the Lie group itself. In the case of non-compact groups there exists no straightforward construction method which prohibits the construction of affine or projective steerable filters. For these groups, the determinant in (2.28) might
be arbitrary small which might lead to unbounded operators (compare Perona (1995)). Further, even if a set of steerable filters can be constructed, it is still unknown what the orbits in the feature space are. In Sommer et al. (1998); Perona (1995) and Hel-Or and Teo (1998) it has been proposed to approximate the steerable filters as the best linear approximation of a set of transformed patters in terms of their singular value decomposition. While this leads to a set of steerable filters for the specified pattern it has been optimized for, it reveals no knowledge about the orbits, different patterns may lie on, if they are projected to the steerable filters. Consequently, from an analytic point of view, the approach of approximating a set of steerable filters from a set of transformed patterns seems inappropriate.
In some situations we will study signals and operators in their frequency domain representations obtained by the Fourier transform:

Fourier Definition 2.24 (Fourier transform, Bracewell (1978)).
transform Given a square integrable function $f \in L^{2}\left(\mathbb{R}^{n}\right)$ the integral transform

$$
\begin{equation*}
\mathcal{F} f(\mathfrak{u})=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} f(x) e^{-\mathfrak{\imath}\langle u, x\rangle} d x \tag{2.30}
\end{equation*}
$$

is called the Fourier transform of f . The inverse Fourier transform is given by

$$
\begin{equation*}
\mathfrak{f}(\mathbf{x})=\mathcal{F}^{-1}(\mathcal{F} f)(\mathbf{x})=\frac{1}{(2 \pi)^{n}} \int_{\mathbb{R}^{n}} \mathcal{F} f(\mathbf{u}) e^{\mathfrak{l}\langle\mathbf{u}, \boldsymbol{x}\rangle} d \mathbf{u} \tag{2.31}
\end{equation*}
$$

A special property of the frequency domain representation in conjunction with LSI operators is given by the convolution theorem which states that convolution in the spatial domain corresponds to a multiplication in the Fourier domain:

Proposition 2.25 (Convolution theorem, Bracewell (1978)).

$$
\begin{equation*}
(f * h)(\boldsymbol{x})=\mathcal{F}^{-1}(\mathcal{F} f \mathcal{F} h)(\boldsymbol{x}) . \tag{2.32}
\end{equation*}
$$

A further property we will frequently use is the commutation relation of convolutions and differentation:

Proposition 2.26 (Differentiation of convolutions, Bracewell (2003)). Let D be a partial differential operator. Then the following holds:

$$
\begin{equation*}
\mathcal{D}(f * h)(x)=(\mathcal{D} f * h)(x)=(f * \mathcal{D h})(x) . \tag{2.33}
\end{equation*}
$$

## 3. Signal models

In the following, structures in signals, such as low-level image structures, will locally be represented by a certain signal model. To be precise, we assume that in a local (in theory infinitesimal) neighborhood of a certain point of interest, e.g. a pixel in a captured image, the signal coincides with the model or is at least approximatively equal to the model up to an negligible error. If a signal $f$ coincides with the signal model at a point $x_{0} \in \mathbb{R}^{n}$, then we will frequently assume, that this point, the point of interest, is chosen as the origin of our coordinate system.
A model assumption always requires a justification of its validity with respect to a certain task. This justification might include mathematical reasoning, experimental validation or biologically inspired reasoning. Before the model is introduced and a justification for the model is provided, we will recapitulate the tasks which are supposed to be solved.
Signals, such as images captured by a camera, are supposed to be described in terms of certain linear features resulting from LSI operators. From these linear features, the parameters of a certain signal model are supposed to be estimated. The basic questions are: What are the invariants of the model with respect to a certain transformation group? If parameters are invariant with respect to a certain transformation, hence being constant on the orbits in the parameter space, they can be used to identify certain points in the signals as interest-points or key-points. These points can for example be used as a first step for matching different signals which differ by certain transformations. The second question is: Which parameters are equivariant with respect to a certain transformation group? This knowledge allows to infer about how a signal has transformed with respect to some reference signal. This knowledge also allows to assign equivariant regional features to interest-points, which can be used to describe the underlying image content in an invariant way.

### 3.1. Intrinsically one-dimensional signals

The signal model we will consider in the following chapters consists of sinusoidal intrinsically one-dimensional signals and their superpositions:

Definition 3.1 (Sinusoidal intrinsically one-dimensional signal). Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a signal. The signal f is called sinusoidal intrinsically one-dimensional (i1D) if there exist

Sinusoidal i1D signal $A \in \mathbb{R}^{+}, k \in \mathbb{R}, \mathrm{n} \in \mathbb{S}^{\mathrm{n}-1}, \varphi \in[0,2 \pi)$ such that

$$
\begin{equation*}
\mathbf{f}(\boldsymbol{x})=A \cos (\mathrm{k}\langle\boldsymbol{x}, \mathfrak{n}\rangle+\varphi) . \tag{3.1}
\end{equation*}
$$



Figure 3.1.: Top row: Superpositions of sinusoidal intrinsically one-dimensional signals. The orders are $d=1$ (left), $d=2$ (middle), $d=3$ (right). Bottom row: Superpositions of intrinsically one-dimensional signals.

The parameters $A, k, n, \varphi$ are referred to as amplitude, frequency, orientation and linear phase shift of the signal.
From a mathematical point of view, this model seems appropriate, since every bandlimited function can be decomposed into a sum of these signals (compare e.g. Rudin (1976)). Apart from this mathematical argument, the spatial receptive fields of simple cells in the human mammalian striate cortex are, according to Olshausen and Field (1997), localized, oriented and bandpass, which basically states, that the human visual system analyses images in terms of such plane waves. Why is this the case? One argument is: Natural images are sparse with respect to these functions. Most of the time only few of these functions are needed to encode the content of natural images. Based on these biologically and mathematical arguments we argue, that the choice of the sinusoidal plane wave as a low-level signal model is (at least in the case of images) appropriate. Further, this model allows an analytical treatment of the transformations with respect to the affine group which facilitates to study the transformation properties in the parameter space of the model.
The definition of the signal model contained another term, the intrinsic dimension. If a signal is represented in terms of its Fourier transform, the intrinsic dimension according to Krieger and Zetzsche (1996) describes the lowest dimensional subspace, the data lies on. Obviously in the case of images, there are only three possible intrinsic dimensions: i0D, i1D, i2D:

Definition 3.2 (Intrinsically zero-dimensional signal, Krieger and Zetzsche (1996)).
i0D signal
Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a signal. The signal $f$ is called intrinsically zero-dimensional (i0D) if it is constant, i.e. there exists $c \in \mathbb{R}$ such that

$$
\begin{equation*}
f(x)=c \quad \forall x \in \mathbb{R}^{n} \tag{3.2}
\end{equation*}
$$

Definition 3.3 (Intrinsically one-dimensional signal, Krieger and Zetzsche (1996)). Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a signal. The signal $f$ is called intrinsically one-dimensional (i1D) if there exists a function $\tilde{f}: \mathbb{R} \rightarrow \mathbb{R}$ and $\mathfrak{n} \in \mathbb{R}^{n},\|\mathfrak{n}\|=1$ such that

$$
\begin{equation*}
\mathfrak{f}(\boldsymbol{x})=\tilde{\mathbf{f}}(\langle\boldsymbol{x}, \mathfrak{n}\rangle) \quad \forall x \in \mathbb{R}^{\mathfrak{n}} . \tag{3.3}
\end{equation*}
$$

Note that a sinusoidal intrinsically one-dimensional signal is a special case of a intrinsically one-dimensional signal. An intrinsically one-dimensional signal may consist of a (possibly infinite) sum of sinusoidal intrinsically one-dimensional signals. Several properties for intrinsically one-dimensional signals in this thesis will hold in general for all intrinsically one dimensional signals while others, such as phase estimation, are only valid in the case of sinusoidal intrinsically one-dimensional functions. Sinusoidal intrinsically one-dimensional function will also be written in the shorter notation

$$
\begin{equation*}
\mathfrak{f}(\mathrm{x})=\tilde{\mathbf{f}}(\mathrm{k}\langle\mathrm{x}, \mathfrak{n}\rangle+\varphi) \quad \forall \mathbf{x} \in \mathbb{R}^{\mathfrak{n}} \tag{3.4}
\end{equation*}
$$

From the context and the used parameters it will most of the time be obvious, if a certain property is restricted to sinusoidal intrinsically one-dimensional signals. Otherwise it will be mentioned explicitly.

### 3.2. Superimposed intrinsically one-dimensional signals

Definition 3.4 (Superimposed signal). A signal $f$ is called superimposed signal of order $d$, if it is the superposition of $d$ intrinsically one-dimensional signals, i.e.

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} f_{i}(\boldsymbol{x})=\sum_{i=1}^{d} \tilde{f}_{i}\left(\left\langle\boldsymbol{x}, \mathfrak{n}_{i}\right\rangle\right) \tag{3.5}
\end{equation*}
$$

In analogue a signal $f$ is called sinusoidal superimposed signal of order $d$, if it is the superposition of $d$ sinusoidal intrinsically one-dimensional signals, i.e.

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} f_{i}(x)=\sum_{i=1}^{d} A_{i} \cos \left(k_{i}\left\langle x, n_{i}\right\rangle+\varphi_{i}\right) \tag{3.6}
\end{equation*}
$$

Definition 3.5 (Intrinsically two-dimensional (i2D) signal).
A signal f is called intrinsically two-dimensional if it is neither constant nor intrinsically one-dimensional.

Obviously superimposed signals are intrinsically two-dimensional if at least two orientations of the components signals differ.
Figure 3.1 illustrates the difference between sinusoidal intrinsically one-dimensional signals and intrinsically one-dimensional signals. The top row shows superpositions of sinusoidal intrinsically one-dimensional signals of orders $d=1, d=2$ and $d=3$. The bottom row shows examples for non-sinusoidal intrinsically one-dimensional signals and their superpositions. While the sinusoidal intrinsically one-dimensional signals consist of a single real plane wave, the intrinsically one-dimensional signals in the bottom row consist of 10 superimposed sinusoidal intrinsically one-dimensional signals with the same orientation but random frequency, amplitude and phase.

### 3.3. Transformation behavior of superimposed signals

Sinusoidal intrinsically one-dimensional signals essentially depend on the parameters amplitude, frequency, orientation and phase constituting the parameter space

$$
\begin{equation*}
\Theta=\mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{S}^{n-1} \times \mathbb{S} \equiv \mathbb{R} \times \mathbb{R}^{n} \times \mathbb{S} \tag{3.7}
\end{equation*}
$$

where $\mathbb{S}^{n-1}$ denotes the unit (hyper-)sphere in $\mathbb{R}^{n}$ and $\mathbb{R}^{+}$denotes the positive real numbers. Since the amplitude of these signals is unaffected by geometric transformations of the signal, we will not include it in the following investigations, yielding the reduced parameter space

$$
\begin{equation*}
\Theta=\mathbb{R}^{+} \times \mathbb{S}^{n-1} \times \mathbb{S} \equiv \mathbb{R}^{n} \times \mathbb{S} . \tag{3.8}
\end{equation*}
$$

In the case of a superimposed signal of order $d$, the parameter space is the product of d copies of $\Theta$

$$
\begin{equation*}
\Theta=\underbrace{\Theta \times \Theta \times \cdots \times \Theta}_{\mathrm{d} \text {-times }} . \tag{3.9}
\end{equation*}
$$

Suppose an intrinsically one-dimensional signal f with parameter vector $(\mathrm{kn}, \varphi) \in \Theta$ is given. The general linear group $G L(n ; \mathbb{K})$ acts on $f$ as:

Proposition 3.6 (Transformation of intrinsically one-dimensional signals).

$$
\begin{align*}
(\mathrm{g} \circ \mathrm{f})(\boldsymbol{x}) & =\mathrm{f}\left(\mathrm{~g}^{-1} \boldsymbol{x}\right)=\tilde{\boldsymbol{f}}\left(\mathrm{k}\left\langle\mathbf{n}, \boldsymbol{A}^{-1} \boldsymbol{x}\right\rangle+\varphi\right)=\tilde{\mathfrak{f}}\left(\left\langle\left(\boldsymbol{A}^{-1}\right)^{*} k \mathbf{n}, \boldsymbol{x}\right\rangle+\varphi\right)  \tag{3.10}\\
& =\tilde{\mathfrak{f}}\left(k^{\prime}\left\langle\mathbf{n}^{\prime}, \boldsymbol{x}\right\rangle+\varphi\right) \tag{3.11}
\end{align*}
$$

for $\mathbf{A} \in \mathrm{GL}(\mathrm{n} ; \mathbb{K})$ and $\mathrm{k}^{\prime} \mathbf{n}^{\prime}=\boldsymbol{A} \mathbf{k n} . \mathbf{A}^{-1^{*}}$ denotes the conjugate transpose (adjoint operator) of $\boldsymbol{A}^{-1}$ which corresponds to the transpose if $\boldsymbol{A}$ is real.

The action of the general linear group on the signal $f$ induces an action on the parameter space $\Theta$. The parameter vector $\theta$ transforms as $g \bullet \theta=\left(\boldsymbol{A}^{-1^{*}} k \mathbf{n}, \varphi\right)$. Obviously an intrinsically one-dimensional signal is mapped to another intrinsically one-dimensional signal, which yields

Corollary 3.7. Intrinsically one dimensional signals are closed under actions of the general linear group.

Further it is worth noticing, that under an action of the general linear group, only the frequency and the orientation are affected and transformed, i.e.:

Corollary 3.8. The phase shift $\varphi$ of an intrinsically one-dimensional signal is invariant under actions of the general linear group.

Note that if the action is unitary as it is the case for pure rotations, i.e. actions of the rotation group $\mathrm{SO}(\mathrm{n})$, it holds that $\boldsymbol{A}^{\mathbf{1}^{*}}=\boldsymbol{A}$ such that $\boldsymbol{A}(\mathrm{kn})=\mathrm{kn}^{\prime}$, the frequency is therefore unaffected by pure rotations.

Proposition 3.9 (Translations of intrinsically one-dimensional signals). Under the action of the translation group, an intrinsically one-dimensional signal transforms as

$$
\begin{align*}
(\mathrm{g} \circ \mathrm{f})(\boldsymbol{x}) & =\mathrm{f}\left(\mathrm{~g}^{-1} \boldsymbol{x}\right)=\tilde{\mathbf{f}}(k\langle\mathbf{n}, \boldsymbol{x}-\mathbf{t}\rangle+\varphi)=\tilde{\mathbf{f}}(\langle\mathbf{n}, \mathbf{x}\rangle-\langle\mathbf{n}, \mathbf{t}\rangle+\varphi)  \tag{3.12}\\
& =\tilde{\mathfrak{f}}\left(\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi^{\prime}\right) \tag{3.13}
\end{align*}
$$

Corollary 3.10. The order of a superimposed signal f is preserved under the action of the general linear group if $0 \leqslant\|\boldsymbol{A}\| \leqslant \infty$ for $\boldsymbol{A} \in \mathrm{GL}(\mathrm{n} ; \mathbb{K})$.

This basically states that real world transformations, i.e. excluding infinite scalings, preserve the order of the superimposed signal. Thus, the order of a superimposed signal is an invariant with respect to such real world transformations.
Why is knowledge about the transformation behavior of the model parameters of interest in this context? In the last section we saw that invariants allow to distinguish
between different orbits in the feature space. If we regard the parameter space of the superpositional model as the feature space with respect to a fixed order $d$ of superpositions, then the phases of the single component functions describe certain orbits with respect to the general linear group, due to their invariance. If it would be possible to estimate the phases of the signals, they would allow a classification of the signals. For example assuming a superpositional model of $d=2$ intrinsically onedimensional signals, all points in an image where the two phases of the local signal model are zero could be used as key-points, which are invariant to the actions of the general linear group in the plane. On the other hand, the orientation and frequency parameters allow an inference about the transformation of the local signal. Given two signals which differ by a transformation of the general linear group in the plane and an estimate of the orientations of the signal model, one could ask if it is possible to determine the transformation between the two images.
Motivated by these possible application scenarios, a major goal is the estimation of the orientation and phase parameters. The novel estimation method which will be proposed in chapter 5 is based on certain linear shift-invariant operators. These operators will be introduced in the next section.

## 4. Classical operators

While the previous section introduced the general signal models we will work within this thesis, this section will introduce the operators yielding linear features of the signals. This thesis will focus on two kinds of operators: differential operators and generalized Hilbert transform operators and their multiscale variants. In the following an overview of the operators and their behavior with respect to the intrinsically onedimensional signal model is given.

### 4.1. The Hilbert transform on the real line

When Dennis Gabor in Gabor (1946) proposed the analytical signal as a natural complex representation of a real sinusoidal signal, he solely focused on one-dimensional signals in the context of transmitting information over communication channels. His complex representation of a signal, which he obtained from the real signal using the one-dimensional Hilbert transform, allowed him to treat signals in the mathematical formalism of quantum mechanics. Although he was aware of the simplified access to the phase and mean frequency of the signals using his complex representation, his investigations did not use these parameters for the description of structures in the signals. Nonetheless, when the fields of image processing and computer vision began to grow with more and more powerful computing capabilities, scientists working in these fields recognized the capabilities of the analytic signal to describe certain structures in signals (see e.g. Granlund and Knutsson (1995); Fleet and Jepson (1993); Fleet et al. (1991)). The basic question was: Can certain structures in images be approximatively described by single sinusoidal intrinsically one-dimensional signals, such that an identification and classification based on its parameters, for example the phase, is possible? This question not only included the actual application of the classical analytic signal to the field of image processing, but also its generalization from onedimensional signals to two-dimensional signals. The following sections will define the corresponding Hilbert transform operators. Further, several properties of these operators acting on intrinsically one-dimensional signals and their superpositions will be studied.
The analytic signal is a complex representation of a real valued one-dimensional signal. It uses a bounded linear shift-invariant operator, the Hilbert transform, to shift the input signal by $90^{\circ}$ resulting in a corresponding sine wave with the same amplitude and frequency such that the two waves are said to be in quadrature. Due to its linearity and its shift-invariance, the Hilbert transform can be written as the
principal value of the convolution with the following singular kernel in the sense of distributions:

Hilbert transform

Definition 4.1 (One-dimensional Hilbert transform, Stein (1971)).

$$
\begin{equation*}
\mathcal{H} f(x)=P . V\left(f * \frac{1}{\pi x}\right)(x) . \tag{4.1}
\end{equation*}
$$

From the Hilbert transform, the analytic signal is then derived as the complex valued signal

Analytic signal
Definition 4.2 (Analytic signal, Gabor (1946)).

$$
\begin{equation*}
\boldsymbol{f}_{\mathrm{A}}(\mathrm{x})=\mathfrak{J f}(\mathrm{x})+\mathfrak{v \mathcal { H }} \mathbf{f}(\mathrm{x})=\mathbf{f}(\mathrm{x})+\mathfrak{v} \mathcal{H} f(\mathrm{x}) \tag{4.2}
\end{equation*}
$$

where $\mathcal{J}$ denotes the identity operator.
Example 4.3 (Analytic signal). Given a cosine wave $f(x)=A \cos (k x+\varphi)$ its analytic signal representation reads

$$
\begin{equation*}
f_{A}(x)=A \cos (k x+\varphi)+\mathfrak{\imath A} \sin (k x+\varphi)=A e^{\mathfrak{\imath} k x+\varphi} . \tag{4.3}
\end{equation*}
$$

Proposition 4.4. The analytic signal representation of a single cosine wave in $\mathbb{R}$ is equivariant with respect to translations modulo $2 \pi$.

Proof. The proposition follows directly from the relation

$$
\begin{align*}
g \circ f_{A}(x) & =f_{A}\left(g^{-1} x\right)=f_{A}(x-t)=A(\cos (k x+\varphi-t)+\mathfrak{r} \sin (k x+\varphi-t))  \tag{4.4}\\
& =e^{-\boldsymbol{\imath} t_{A}} f_{A}(x)=g \bullet f_{A}(x) \tag{4.5}
\end{align*}
$$

where $\circ$ denotes the action on the function $f_{A}$ and $\bullet$ the action in the complex numbers.

Local phase
Due to the shift equivariance of the analytic signal representation, the local phase of f at every $x$ can be obtained as (see Cohen (1995)):

$$
\begin{equation*}
\varphi(x)=\arctan \left(\frac{\mathcal{H} f(x)}{f(x)}\right) \quad \text { with } \quad \varphi(x) \in[0,2 \pi) . \tag{4.6}
\end{equation*}
$$

Albeit its theoretical properties, the Hilbert transform applied to one-dimensional real world signals bears certain problems. In general, real world signals do not consist of single cosine waves but rather consist of a superposition of cosine waves with
different frequency, phase and amplitude. Since the concept of phase defined in the sense above is only valid for single cosine waves, the different components have to be extracted from a multicomponent signal by certain filtering operations.
Further, although called local phase, the Hilbert transform itself is not a local but a global operator, as pointed out by Boashash (1992). A localization has to be incorporated in the transform by choosing a suitable windowing function of (at least in the limit) compact support, regularizing the Hilbert transform operator.

### 4.2. The Hilbert transform in $\mathbb{R}^{n}$

Inspired by the analytic signal, Felsberg and Sommer (2001) constructed an analogue representation of the analytic signal for intrinsically one-dimensional cosine waves in the plane, the monogenic signal. The monogenic signal is based on the Riesz transform or generalized Hilbert transform, the higher-dimensional generalization of the Hilbert transform in $\mathbb{R}$ to $\mathbb{R}^{n}$ :

Definition 4.5 (Generalized Hilbert transform (Riesz transform), Stein (1971)).
Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a signal in $\mathbb{R}^{n}$. Then the $j$-th component of the generalized Hilbert transform is given by

$$
\begin{equation*}
\mathcal{H}_{j} f(x)=\left(f * h_{j}\right)(x) \quad \text { for } \quad h_{j}(x)=\frac{1}{\pi \omega_{n-1}} \frac{x_{j}}{\|x\|}, j \in\{1, \ldots, n\} \tag{4.7}
\end{equation*}
$$

and $\omega_{n-1}$ denotes the volume of the $(n-1)$-ball in $\mathbb{R}^{n}$. The generalized Hilbert transform in $\mathbb{R}^{n}$ is then the vector valued operator

$$
\begin{equation*}
\mathcal{H} f(x)=\left(\mathcal{H}_{1} f(x), \ldots, \mathcal{H}_{n} f(x)\right)^{\top} . \tag{4.8}
\end{equation*}
$$

The frequency domain representation of the generalized Hilbert transform has a particular simple form which will be used later on for practical purposes:

Definition 4.6 (Fourier multiplier of the generalized Hilbert-transform, Stein (1971)).
Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a signal in $\mathbb{R}^{n}$. Then the Fourier transform of the $j$-th component of the generalized Hilbert transform in the sense of distributions is given by

$$
\begin{equation*}
\mathcal{F} \mathcal{H}_{\mathfrak{j}} \mathfrak{f}(\mathbf{u})=\mathfrak{\imath} \frac{\mathbf{u}_{\mathrm{j}}}{\|\mathbf{u}\|} \mathcal{F} f(\mathbf{u}) . \tag{4.9}
\end{equation*}
$$

Using the generalized Hilbert transform, the monogenic signal is constructed as the vector valued signal

Generalized Hilbert transform

Monogenic signal

Definition 4.7 (Monogenic signal, Felsberg and Sommer (2001)).

$$
\begin{equation*}
\mathbf{f}_{M}(\mathbf{x})=\left(\mathbf{f}(\boldsymbol{x}), \mathcal{H}_{1} f(\mathbf{x}), \ldots, \mathcal{H}_{n} f(\mathbf{x})\right)^{\top} \tag{4.10}
\end{equation*}
$$

While Felsberg used an embedding of the monogenic signal representation using a geometric algebra in Felsberg (2002), this will not be necessary in this context and does not change the properties of the signal representation. The vector valued notation with values in $\mathbb{R}^{n}$ follows the variant introduced in Stein (1971).

Proposition 4.8. The generalized Hilbert transform in $\mathbb{R}^{n}$ and consequently the monogenic signal representation is equivariant with respect to rotations, i.e actions of $\operatorname{SO}(n)$.

Proof. This property follows from the definition of the convolution kernels. The kernels according to definition 4.5 decompose into a product of a radial function $\frac{1}{\|\mathfrak{u}\|}$ and the canonical Cartesian coordinate functions $\mathfrak{u}_{j}$ in the frequency domain. Consequently, kernels are equivariant function system with respect to the group actions of $\mathrm{SO}(\mathrm{n})$.

Of particular interest are the linear features obtained from the generalized Hilbert transform in the case of an underlying intrinsically one-dimensional signal:

Proposition 4.9 (Generalized Hilbert transform acting on intrinsically one-dimensional signals). Let $\mathrm{f}(\boldsymbol{x})=\tilde{\boldsymbol{f}}(\langle\boldsymbol{n}, \boldsymbol{x}\rangle)$ denote a real-valued intrinsically one-dimensional signal in $\mathbb{R}^{n}$. Then its generalized Hilbert transform reads

$$
\begin{align*}
\mathscr{H} f(\mathbf{x}) & =\left(\mathcal{H}_{1} \tilde{\mathbf{f}}(\langle\mathbf{n}, \mathbf{x}\rangle), \mathcal{H}_{2} \tilde{f}(\langle\mathbf{n}, \mathbf{x}\rangle), \ldots, \mathcal{H}_{\mathbf{n}} \tilde{\mathfrak{f}}(\langle\mathbf{n}, \mathbf{x}\rangle)\right)  \tag{4.11}\\
& =\mathbf{n} \mathrm{ev} v_{\langle\mathbf{n}, x\rangle} \mathcal{H} \tilde{f}  \tag{4.12}\\
& =\mathbf{n} \underline{\mathcal{H}} \tilde{f}(\langle\mathbf{n}, \boldsymbol{x}\rangle) . \tag{4.13}
\end{align*}
$$

In the equations above, the notation $\mathcal{H} \tilde{f}(\langle\boldsymbol{n}, \mathbf{x}\rangle)$ is supposed to be understood as the one-dimensional Hilbert transform of $\tilde{f}$ evaluated at $\langle\boldsymbol{n}, \mathbf{x}\rangle$.
In the case of a sinusoidal intrinsically one-dimensional signal, the Hilbert transform is explicitly known:

Proposition 4.10 (Generalized Hilbert transform acting on sinusoidal intrinsically one-dimensional signals). Let $\mathrm{f}(\mathbf{x})=A \cos (\mathrm{k}\langle\mathbf{n}, \mathbf{x}\rangle+\varphi)$ denote a sinusoidal intrinsically one-dimensional signal in $\mathbb{R}^{n}$. Then its generalized Hilbert transform reads

$$
\begin{equation*}
\mathcal{H} \mathfrak{f}(\boldsymbol{x})=\mathfrak{n} A \sin (k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) . \tag{4.14}
\end{equation*}
$$

Apart from its rotational equivariance, the monogenic signal resembles the behavior of its one-dimensional counterpart, the analytic signal, in the sense that it is equivariant with respect to translations along its orientation. Nevertheless, this property
only holds for sinusoidal intrinsically one-dimensional signals, where the phase shift modulo $2 \pi$ makes sense:

Proposition 4.11. Given a sinusoidal intrinsically one-dimensional signal in $\mathbb{R}^{n}$, the monogenic signal $(f(x), \mathcal{H} f(x))^{\top}$ is equivariant with respect to translations along $\mathfrak{n}$ modulo $2 \pi$.

Proof. Suppose the group of translations along $\mathfrak{n} \bmod 2 \pi$ acts on a sinusoidal intrinsically one-dimensional $\mathbf{f}(\boldsymbol{x})=A \cos (\mathrm{k}\langle\boldsymbol{n}, \boldsymbol{x}\rangle)$ signal in $\mathbb{R}^{\mathfrak{n}}$ as:

$$
\begin{align*}
(\mathbf{g} \circ \mathbf{f})(\mathbf{x}) & =A \cos (k\langle\mathbf{n}, \boldsymbol{x}-\mathbf{t n}\rangle)  \tag{4.15}\\
& =A \cos (k\langle\mathbf{n}, \boldsymbol{x}\rangle-k\langle\mathbf{n}, \mathbf{t n}\rangle)  \tag{4.16}\\
& =A \cos (k\langle\mathbf{n}, \boldsymbol{x}\rangle-k \mathbf{t})  \tag{4.17}\\
& =A \cos (\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle-\varphi) . \tag{4.18}
\end{align*}
$$

Then its generalized Hilbert transform reads

$$
\begin{equation*}
\mathcal{H}(\mathbf{g} \circ \mathbf{f})(\mathbf{x})=\mathbf{n} A \sin (k\langle\mathbf{n}, \mathbf{x}\rangle-\varphi) . \tag{4.19}
\end{equation*}
$$

Projecting the monogenic signal representation $f_{M}(x)=(f(x), \mathcal{H} f(x))$ to the plane spanned by $e_{1}=(1,0,0, \ldots, 0)$ and $e_{2}=\left(0, n_{1}, n_{2}, \ldots, n_{n}\right)$ yields

$$
\begin{equation*}
\left\langle f_{M}(\boldsymbol{x}), e_{1}\right\rangle=A \cos (k\langle\mathbf{n}, \boldsymbol{x}\rangle-\varphi) \tag{4.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle f_{M}(\mathbf{x}), e_{2}\right\rangle=A \sin (k\langle\mathbf{n}, \boldsymbol{x}\rangle-\varphi) . \tag{4.21}
\end{equation*}
$$

We notice that the situation is essentially the same as in the case of the analytic signal. If we consider the complex representation

$$
\begin{equation*}
\left\langle f_{M}(x), e_{1}\right\rangle+\mathfrak{l}\left\langle f_{M}(x), e_{2}\right\rangle=e^{\mathfrak{\imath k}\langle n, x\rangle} e^{-\mathfrak{\imath} \varphi} \tag{4.22}
\end{equation*}
$$

the projections rotate accordingly to the translation modulo $2 \pi$ in the $e_{1}, e_{2}$ plane. Obviously, for the projection the orientation $\mathfrak{n}$ has to be known. Nonetheless, the projection can be obtained up to sign as

$$
\begin{equation*}
\|\mathcal{H A} \cos (\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)\|=|A \sin (\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)| . \tag{4.23}
\end{equation*}
$$

The translation parameter $\varphi$ modulo $2 \pi$ can then be obtained by the modified inverse tangent function as

$$
\begin{align*}
\varphi & =\arctan 2\left(\left|\left\langle\mathbf{f}_{M}(\boldsymbol{x}), e_{2}\right\rangle\right|,\left\langle\mathbf{f}_{M}(\boldsymbol{x}), e_{1}\right\rangle\right)  \tag{4.24}\\
& =\arctan 2(\|\mathcal{H} f(\boldsymbol{x})\|, \mathbf{f}(\boldsymbol{x})) \tag{4.25}
\end{align*}
$$

Since the parameter $\varphi$ describes the phase shift of the sinusoidal intrinsically onedimensional signal, it is also known as the local phase of f at $\boldsymbol{x}$, which already appeared in the context of the introduced signal models.

Definition 4.12 (Composition of generalized Hilbert transforms, Stein (1971)). Let $\mathcal{H}_{i}, \mathcal{H}_{j}$ denote the Hilbert transform with respect to the $x_{i}$ and $x_{j}$ axis in $\mathbb{R}^{n}$. Then their composition is given by

$$
\begin{equation*}
\mathcal{H}_{i} \circ \mathcal{H}_{j}=\mathcal{H}_{i} \mathcal{H}_{j} . \tag{4.26}
\end{equation*}
$$

The composition of the transforms induces a corresponding behavior in the frequency domain:

Definition 4.13 (Fourier domain composition of generalized Hilbert transforms, Stein (1971)). Let $\mathcal{H}_{i}, \mathcal{H}_{j}$ denote the Hilbert transform with respect to the $x_{i}$ and $x_{j}$ axis in $\mathbb{R}^{n}$. Then their composition is in the frequency domain is given by

$$
\begin{equation*}
\mathcal{F}\left(\mathcal{H}_{\mathfrak{i}} \mathcal{H}_{\mathfrak{j}}\right)=-\frac{\mathfrak{u}_{\mathfrak{i}} \mathfrak{u}_{\mathfrak{j}}}{\|\mathbf{u}\|^{2}} . \tag{4.27}
\end{equation*}
$$

Due to the commutativity of multiplication in the frequency domain following commutation relation is derived:

Proposition 4.14 (Commutation relation of generalized Hilbert transform, Stein(1971)). Let $\mathcal{H}_{i}, \mathcal{H}_{j}$ denote the Hilbert transform with respect to the $x_{i}$ and $x_{j}$ axis in $\mathbb{R}^{n}$. Then the two transforms commute such that

$$
\begin{equation*}
\mathcal{H}_{i} \mathcal{H}_{j}=\mathcal{H}_{j} \mathcal{H}_{i} . \tag{4.28}
\end{equation*}
$$

### 4.3. Differential operators in $\mathbb{R}^{n}$

In addition to the generalized Hilbert transforms, signals are supposed to be analyzed in terms of linear features, resulting from partial differential operators. To achieve a common notation, these will often be denoted as follows:

Definition 4.15. The operators

Partial Derivatives

$$
\begin{equation*}
\mathcal{D}_{\mathfrak{i}}=\frac{\partial}{\partial x_{\mathfrak{i}}} \tag{4.29}
\end{equation*}
$$

for $i \in\{1, \ldots, n\}$ are called the first order partial derivatives in $\mathbb{R}^{n}$.
Definition 4.16. The vector valued operator

$$
\begin{equation*}
\mathcal{D}=\left(\mathcal{D}_{1}, \mathcal{D}_{2}, \ldots, \mathcal{D}_{n}\right)^{\top}=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \ldots, \frac{\partial}{\partial x_{n}}\right)^{\top} \tag{4.30}
\end{equation*}
$$

is called the gradient operator in $\mathbb{R}^{n}$.
Several properties which have already been introduced for the generalized Hilbert transforms also hold for the partial derivative operators.

Proposition 4.17 (Partial derivatives transform acting on intrinsically one-dimensional signals). Let $f(\mathbf{x})=\tilde{\boldsymbol{f}}(\langle\mathbf{n}, \mathbf{x}\rangle)$ denote a real-valued intrinsically one-dimensional signal in $\mathbb{R}^{n}$. Then its gradient reads

$$
\begin{equation*}
\mathcal{D} f(x)=\mathbf{n} \underline{\mathcal{D}} \tilde{f}(\langle\mathbf{n}, \boldsymbol{x}\rangle) \tag{4.31}
\end{equation*}
$$

While the behavior with respect to the orientation $\mathfrak{n}$ is essentially the same as in the case of the Hilbert transforms, the difference between the operators is apparent for sinusoidal intrinsically one-dimensional signals:

Proposition 4.18 (Partial derivatives acting on sinusoidal intrinsically one-dimensional signals). Let $\mathrm{f}(\boldsymbol{x})=A \cos (\mathrm{k}\langle\mathbf{n}, \mathbf{x}\rangle+\varphi)$ denote a sinusoidal intrinsically onedimensional signal in $\mathbb{R}^{n}$. Then its gradient reads

$$
\begin{equation*}
\mathcal{D} f(\boldsymbol{x})=\mathbf{n} k A \sin (k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) . \tag{4.32}
\end{equation*}
$$

The application of the gradient operator yields a multiplication by the frequency of the signal, showing the high-pass characteristic of the derivatives. In contrast to the generalized Hilbert transform, they amplify high frequencies.
Analogously to the Hilbert transform, the partial derivatives along the Cartesian coordinate axes commute:

Proposition 4.19 (Commutation relation of partial derivatives).

$$
\begin{equation*}
\mathcal{D}_{i} \mathcal{D}_{j}=\mathcal{D}_{j} \mathcal{D}_{i} . \tag{4.33}
\end{equation*}
$$

### 4.4. Multiscale operators

The analysis of signals in terms of partial derivatives is ill-posed according to Lindeberg (1994) in the sense, that even small disturbances in the input signal, e.g. due to noise, may lead to arbitrary large disturbances in the operator response of the partial derivatives. Further, the partial derivatives and the generalized Hilbert transforms have infinite support in the Fourier domain which implies that the corresponding impulse responses are not band-limited. In practice, we are only able to implement filters with band-limited kernels. It is therefore mandatory to enforce a compact support (at least in the limit) in the Fourier domain. Both of these problems can be addressed by a regularization of the operators. The regularization we will consider in this context is achieved by a convolution of the original signal with a suitable positive regularization kernel, such as the Gaussian. Since the convolution with such kernels acts like a low-pass filter in the Fourier domain, i.e. it suppresses high frequencies, the convolved signal is a blurred or smoothed version of the original signal. The kernels depend on a new parameter, the scale, which controls the amount of blurring. Using blurred versions of the original signal for different scales, the image can be analyzed in terms of different resolutions. Depending on the chosen kernel, a so called scale-space can be established.

Linear Definition 4.20 (Linear scale-space representation, Lindeberg (1997)). Let fbe a signal. Let $\mathrm{K}_{\mathbf{s}}(\mathbf{x}, \mathbf{y})$ be a kernel. Then K induces a linear scale-space representation

$$
\begin{equation*}
\mathcal{K}_{s} f(\boldsymbol{x})=\int_{\mathbb{R}^{n}} f(\mathbf{y}) K_{s}(\boldsymbol{x}, \mathbf{y}) d \boldsymbol{y} \tag{4.34}
\end{equation*}
$$

iff
i) K is a linear kernel.
ii) K is shift invariant.
iii) K is scale invariant.
iv) K is positive.
v) K fulfills the semigroup property.

Due to the linearity and the shift invariance, all kernels fulfilling these axioms give rise a to convolution operator. Let $\mathrm{K}_{s}$ be a kernel fulfilling the axioms above. Then there exists a $k_{s}$ such that $K_{s}(x, y)=k_{s}(\boldsymbol{x}-\mathbf{y})$ and

$$
\begin{equation*}
\mathcal{K}_{s} f(\boldsymbol{x})=\int_{\mathbb{R}^{n}} f(\mathbf{y}) K_{s}(\boldsymbol{x}, \mathbf{y}) d \mathbf{y}=\int_{\mathbb{R}^{n}} f(\mathbf{y}) k_{s}(\boldsymbol{x}-\mathbf{y}) d \mathbf{y}=\left(\mathbf{f} * k_{s}\right)(\mathbf{x}) . \tag{4.35}
\end{equation*}
$$

The kernels considered throughout this thesis are the Gaussian and the Poisson kernel. The Gaussian scale-space representation has first been proposed by Iijima in Japan (see Weickert et al. (1999) for a survey article on Iijimas work). Nonetheless, the scalespace representation has been rediscovered several times for example by Witkin(1983) or Koenderink (1984). The Poisson kernel arises naturally if the Hilbert transform is considered as the non-tangential boundary value of the Cauchy transform as it will be considered in chapter 7. In his thesis in 2002, Felsberg showed that the Poisson kernel fulfills the properties of a linear scale-space inducing kernel.
Despite its regularizing character, it has turned out that the scale-space representation is similar to the processing of spatial patterns in the mammalian visual systems as it has for example been determined in Field (1993). This justifies the scale-space approach as a biologically inspired processing method for signals at different resolutions.
The Gaussian kernel is defined as
Definition 4.21 (Gaussian kernel in $\mathbb{R}^{n}$, Lindeberg (1997)).

$$
\begin{equation*}
g_{s}(x)=\frac{1}{(2 \pi s)^{n / 2}} e^{-\sum_{i=1}^{n} x_{i}^{2} /(2 s)} \tag{4.36}
\end{equation*}
$$

yielding the scale-space representation
Definition 4.22 (Gaussian scale-space representation in $\mathbb{R}^{2}$, Lindeberg (1997)).

$$
\begin{equation*}
\mathcal{G}_{s} f(x)=\left(f * g_{s}\right)(x) \tag{4.37}
\end{equation*}
$$

Analogously the Poisson kernel is given by
Definition 4.23 (Poisson kernel in $\mathbb{R}^{n}$, Felsberg (2002)).

$$
\begin{equation*}
p_{s}(x)=c_{n} \frac{s}{\left(\sum_{i=1}^{n} x_{i}^{2}+s^{2}\right)^{(n+1) / 2}} \tag{4.38}
\end{equation*}
$$

with $c_{n}=\frac{\Gamma[(n+1) / 2]}{\pi^{(n+1) / 2}}$.
The Poisson kernel yields the scale-space representation
Definition 4.24 (Poisson scale-space representation in $\mathbb{R}^{2}$ (Poisson transform), Felsberg (2002)).

$$
\begin{equation*}
\mathcal{P}_{s} f(x)=\left(f * p_{s}\right)(x) \tag{4.39}
\end{equation*}
$$

The operators considered so far, i.e. the generalized Hilbert transform and the partial derivative operators, can be applied to a scale-space representation of a signal f , yielding a set of multiscale operators. The operators can be derived by applying the operators to the kernels and convolving the signal by the kernels subsequently:

Multiscale partial derivatives

Proposition 4.25 (Multiscale differential operators).

$$
\begin{align*}
\mathcal{D} \mathcal{K}_{\mathrm{s}} \mathrm{f}(\boldsymbol{x}) & =\mathcal{D}\left(\mathbf{f} * \mathrm{k}_{\mathrm{s}}\right)(\mathbf{x})  \tag{4.40}\\
& =\left(\mathcal{D} \mathbf{f} * \mathrm{k}_{\mathrm{s}}\right)(\mathbf{x})  \tag{4.41}\\
& \stackrel{(2.33}{=}\left(\mathrm{f} * \mathcal{D} k_{\mathrm{s}}\right)(\mathbf{x}) \tag{4.42}
\end{align*}
$$

The same properties also hold for the generalized Hilbert transforms applied to a linear multiscale representation of $f$ :

Multiscale Hilbert transforms

Proposition 4.26 (Multiscale Hilbert transform operators).

$$
\begin{align*}
\mathcal{H} \mathcal{K}_{s} \mathrm{f}(\mathrm{x}) & =\mathcal{H}\left(\mathbf{f} * \mathrm{k}_{\mathrm{s}}\right)(\mathbf{x})  \tag{4.43}\\
& =\left(\mathcal{H} \mathbf{f} * \mathrm{k}_{\mathrm{s}}\right)(\mathbf{x})  \tag{4.44}\\
& \stackrel{2.33}{=}\left(\mathbf{f} * \mathcal{H} k_{s}\right)(\mathbf{x}) \tag{4.45}
\end{align*}
$$

Definition 4.27 (Conjugate Poisson kernel and conjugate Poisson transform, Felsberg (2002)). In the special case of the Hilbert transforms applied to the Poisson kernel, we call the kernels

$$
\begin{equation*}
\left(q_{1, s}(x), q_{2, s}(x), \ldots, q_{n, s}(x)\right)^{\top}=\left(\mathcal{H}_{1} p_{s}(x), \mathcal{H}_{2} p_{s}(x), \ldots, \mathcal{H}_{n} p_{s}(x)\right)^{\top} \tag{4.46}
\end{equation*}
$$

Conjugate Poisson kernel

Conjugate
Poisson transform
the conjugate Poisson kernels and the corresponding operators

$$
\begin{equation*}
\mathcal{Q}_{i, s} f(\boldsymbol{x})=\mathcal{H}_{\mathfrak{i}} \mathcal{P}_{s} f(\mathbf{x})=\left(\mathbf{f} * \mathfrak{q}_{i, s}\right)(\boldsymbol{x}) \tag{4.47}
\end{equation*}
$$

the conjugate Poisson transform along the $x_{i}$ axis.
This definition yields the vector valued conjugate Poisson transform along all axes:

$$
\begin{equation*}
\mathcal{H} \mathcal{P}_{s} f(\boldsymbol{x})=\mathbf{Q}_{s} f(\boldsymbol{x})=\left(\mathcal{Q}_{1, s} f(\boldsymbol{x}), \mathscr{Q}_{2, s} f(\boldsymbol{x}), \ldots, Q_{n, s} f(\boldsymbol{x})\right)^{\top} \tag{4.48}
\end{equation*}
$$

If real world signals are analyzed in terms of the proposed signal model, it is rarely the case that a signal is locally a superposition of the assumed number of intrinsically one-dimensional signals. Rather a frequency band of interest has to be extracted from the signal using a bandpass filter. Bandpass filters suppress frequency contents in the Fourier domain which are outside of a certain pass band. The kernels which were used to obtain the linear scale-space representation of a signal turned out to be low-pass filters, suppressing higher frequencies. Nonetheless, applying the Laplace
operator to these kernels yields a band-pass filter kernel whose pass-band depends on the scale of the kernel:

$$
w_{s}(x)=\Delta k_{s}(x)=\frac{\partial^{2}}{\partial x_{1}^{2}} k_{s}(x)+\cdots+\frac{\partial^{2}}{\partial x_{n}^{2}} k_{s}(x)
$$

Band-pass filter kernel

A band-pass filtered representation of the original signal is then obtained as

$$
\begin{equation*}
\mathcal{W}_{s} f(x)=\left(f * \mathcal{W}_{s}\right)(x) . \tag{4.50}
\end{equation*}
$$

Note that according to Mallat (1999), this representation is equal to a continuous wavelet transform representation, since the corresponding band-pass filter kernel corresponds to an isotropic shift invariant wavelet. Fast approximations of the Laplacian of the kernels for certain bandwidths can be obtained as the difference of two Gaussian / Poisson kernels leading to fast pyramid schemes for their implementations and have for example been applied and derived in Lowe (1999) and Felsberg (2002). The band-pass filtered representation yields a further advantage: The generalized Hilbert transforms (Riesz transforms) exhibit a singular behavior at the origin in the Fourier domain and prohibit a practical implementation. The band-pass filter kernels introduced above are isotropic wavelets with two vanishing moments. The vanishing moments imply, that their Fourier transform at the origin are zero, i.e.

$$
\begin{equation*}
\mathcal{F} w_{s}(\mathbf{0})=0 \tag{4.51}
\end{equation*}
$$

such that the singularity of the generalized Hilbert transform are tempered at the origin (compare Chenouard and Unser (2011))

$$
\begin{equation*}
\mathcal{F} \mathcal{H}_{i} \mathcal{W}_{s} f(\mathbf{0})=0 \tag{4.52}
\end{equation*}
$$

If the (higher-order) generalized Hilbert transforms are supposed to be applied in the spatial domain by convolutions, the convolution kernels have to be derived analytically. While the kernels up to order three have been derived in Felsberg (2002); Wietzke (2011), the computations are complicated for any higher order. A simpler strategy is the usage of the Fourier domain representations of the operators. Starting from an isotropic band-pass filter such as the Laplacian-of-Gaussian or Laplacian-ofPoisson, the convolution kernels are generated by Fourier transforming the kernel, applying the operator in the Fourier domain and inverting the Fourier transformed kernel.

## 5. Decomposition of superimposed intrinsically one-dimensional signals in $\mathbb{R}^{2}$

The assumption, that local signal structures can be represented in terms of superimposed intrinsically one-dimensional signals has not only been useful to study the transformation behavior and invariants of the model but additionally allows the analysis of these signals in terms of the partial differential and generalized Hilbert transform operators in an analytic fashion. The analysis of the operator justifies as a useful approach, since it allows a geometric interpretation of the operator responses using algebraic tools.
As it has been shown in the previous chapter, the monogenic signal is able to decompose a signal into its equivariant and invariant parameters with respect to the general linear group, i.e. the orientation and the phase of the signal. Nonetheless, the descriptive power of a single sinusoidal i1D signal is limited to the concept of a line or an edge in the case of image signals in the plane. In order to model more complex image structures it is essential to extend the model in terms of superimposed signals. This chapter deals with the decomposition of such superimposed signals into its orientation and phase components using a symmetric tensor representation consisting of the partial derivatives and generalized Hilbert transform operators. The signals are restricted to images, therefore the domain of definition of the signals in this chapter will always be $\mathbb{R}^{2}$ if not otherwise mentioned.
Using a symmetric tensor representation consisting of quadrature filter outputs to encode local signal orientation is not a new concept. Knutsson already proposed a tensor representation for local image structures using quadrature filters in Knutsson (1989). His representation is able to represent the orientation in the case of intrinsically one-dimensional signals and distinguish between intrinsically one- and twodimensional signals using the quadrature filter responses. A deep analysis of the invariance and equivariance properties of this tensor representation has been provided in Nordberg et al. (1993). Recently Knutsson extended the tensor concept in Knutsson et al. (2011) to tensors of higher order. These tensors are supposed to represent multiple orientations in the case of superimposed intrinsically one-dimensional signals. Nonetheless, no method to obtain the orientation or the phases of the underlying intrinsically one-dimensional signals from the higher-order tensor representation has been provided.
Felsberg studied superpositions of intrinsically one-dimensional signals in terms of the generalized Hilbert transforms in his thesis in year 2002. The result was the structure multivector, a decomposition algorithm based on the generalized Hilbert-

Structure multivector
transforms up to order three, to decompose a superposition of two intrinsically onedimensional signals into its single component functions. However, the approach was limited to superpositions of intrinsically one-dimensional signals, whose orientations are orthogonal. An extending approach was proposed in Zang (2007). Here, the orthogonality constraint was removed by estimating the orientations of the underlying signals using the generalized structure tensor as introduced in Aach et al. (2006). Nonetheless, the structure tensor uses a local averaging of the operator responses in a local neighborhood introducing a novel parameter, the neighborhood size. Based on the orientations, the single phases of the component functions were estimated.
Wietzke and Sommer (2010) succeeded in estimating the single orientations of two superimposed signals without the local averaging of the operator responses, resulting in the signal multivector. While this approach does not depend on a local averaging of the operator responses, it is limited to the decomposition of two superimposed i1D signals.
In this chapter, a novel method to decompose a superposition of an an arbitrary number of intrinsically one-dimensional signals in terms of the generalized Hilbert transforms will be proposed. The decompositions consists of two steps: The orientation estimation and the phase estimation of the single i1D signals. While the orientation estimation procedure is not limited to the generalized Hilbert transforms but can also be performed in terms of the partial derivative operators, the phase estimation demands for the generalized Hilbert transforms.
In contrast to the previously mentioned related work, no embedding in a geometric algebra is used explictly. Instead, the classical tensor notation will be used. We will first establish a correspondence between tensors and homogeneous polynomials.

### 5.1. From symmetric tensors to homogeneous polynomials

The tensorial notation is greatly simplified by the multi-index notation:

Multi-index
Definition 5.1 (Multi-index). A multiindex $\alpha$ of order $n$ is a $n$-tuple

$$
\begin{equation*}
\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right) \in \mathbb{N}_{0}^{n} \tag{5.1}
\end{equation*}
$$

with $|\boldsymbol{\alpha}|=\sum_{i=1}^{n} \alpha_{i}$.

Using the multi-index notation, tensors are defined as follows:

Definition 5.2 (Cartesian tensor, Comon et al. (2008)).
Let $\mathbf{u}_{1}, \ldots, \mathbf{u}_{\mathfrak{m}} \in \mathbb{R}^{n}$ denote $m$ vectors in $\mathbb{R}^{n}$. Then their outer product is defined as

$$
\begin{align*}
\mathbf{U} & =\left[\mathbf{u}_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}}\right]_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n, \ldots n}  \tag{5.2}\\
& =\mathbf{u}_{1} \otimes \mathbf{u}_{2} \otimes \cdots \otimes \mathbf{u}_{\boldsymbol{m}}  \tag{5.3}\\
& =\left[\mathfrak{u}_{1, \alpha_{1}} \boldsymbol{u}_{2, \alpha_{2}} \cdots \mathbf{u}_{m, \alpha_{m}}\right]_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n} . \tag{5.4}
\end{align*}
$$

The quantity $\mathbf{U} \in \mathbb{R}^{n \times n \times \cdots \times n}$ is called a $n$-dimensional tensor of order $m$ or just tensor.
Strictly speaking, this quantity is a m-way array or m-dimensional hypermatrix, which corresponds to a tensor in the tensor product space $\mathbb{R}^{n} \otimes \mathbb{R}^{n} \otimes \cdots \otimes \mathbb{R}^{n}$. With respect to its canonical basis

$$
\begin{equation*}
\left\{\mathbf{e}_{\alpha_{1}}^{(1)} \otimes \mathbf{e}_{\alpha_{2}}^{(2)} \otimes \cdots \otimes \mathbf{e}_{\alpha_{m}}^{(\mathfrak{m})} \mid 1 \leqslant \alpha_{1} \leqslant n, 1 \leqslant \alpha_{2} \leqslant n, \ldots, 1 \leqslant \alpha_{m} \leqslant n\right\} \tag{5.5}
\end{equation*}
$$

there exists an isomorphism $\Lambda$ between the two spaces, such that

$$
\begin{equation*}
\Lambda\left(\sum_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n, \ldots, n} u_{1, \alpha_{1}} u_{2, \alpha_{2}} \ldots u_{m, \alpha_{m}} e_{\alpha_{1}}^{(1)} \otimes \mathbf{e}_{\alpha_{2}}^{(2)} \otimes \cdots \otimes \mathbf{e}_{\alpha_{m}}^{(\mathfrak{m})}\right)=V \tag{5.6}
\end{equation*}
$$

where $\left\{\mathbf{e}_{\alpha_{1}}^{(\mathfrak{l})}, \mathbf{e}_{\alpha_{2}}^{(l)}, \ldots, \mathbf{e}_{\alpha_{m}}^{(\mathrm{l})}\right\}$ denote the canonical basis vectors in $\mathbb{R}^{n}$. This correspondence allows us to speak of arrays like $\mathbf{U}$ as tensors (see e.g. Comon et al. (2008)).
Definition 5.3 (Symmetric tensor).
A tensor

Symmetric tensor

$$
\begin{equation*}
\mathbf{u}=\left[\mathbf{u}_{\boldsymbol{\alpha}}\right]=\left[\mathfrak{u}_{1, \alpha_{1}} u_{2, \alpha_{2}} \ldots \mathbf{u}_{\mathfrak{m}, \alpha_{\mathfrak{m}}}\right]_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\mathfrak{m}}=1}^{n, n, \ldots, n} \tag{5.7}
\end{equation*}
$$

is called symmetric if

$$
\begin{equation*}
\mathrm{U}_{\alpha_{\sigma(1)} \ldots \alpha_{\sigma(\mathrm{m})}}=\mathrm{U}_{\alpha_{1}, \ldots, \alpha_{m}} \quad \text { for } \quad \alpha_{1}, \ldots, \alpha_{\mathrm{m}} \in\{1, \ldots, n\} \tag{5.8}
\end{equation*}
$$

holds for all permutations $\sigma$ from the symmetric group of $\{1, \ldots, m\}$.
Proposition 5.4 (Comon and Mourrain (1996)). The set of homogeneous polynomials of degree m in $\mathbb{R}^{n}$ is isomorphic to the set of symmetric $n$-tensors of order $m$ via the isomorphism

$$
\begin{equation*}
P(\mathbf{y})=\Psi(\mathbf{u})=\sum_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n, \ldots, n} \mathrm{u}_{\alpha} \mathrm{y}_{\alpha} \tag{5.9}
\end{equation*}
$$

Two examples are supposed to illustrate this simple, yet important relationship between symmetric tensors and homogeneous polynomials:

Example 5.5. Consider the symmetric two-dimensional tensor of order two

$$
\mathbf{u}=\left[\begin{array}{ll}
\mathrm{U}_{1,1} & \mathrm{U}_{1,2}  \tag{5.10}\\
\mathrm{U}_{2,1} & \mathrm{U}_{2,2}
\end{array}\right]=\left[\begin{array}{ll}
2 & 1 \\
1 & 3
\end{array}\right]
$$

Then $\Psi$ maps U to a homogeneous polynomial in two variables of degree two as

$$
\begin{align*}
P(\mathbf{y})=\Psi(\mathbf{u}) & =2 y_{1} y_{1}+y_{1} y_{2}+y_{2} y_{1}+3 y_{2} y_{2}  \tag{5.11}\\
& =2 y_{1}^{2}+2 y_{1} y_{2}+3 y_{2}^{2} . \tag{5.12}
\end{align*}
$$

Example 5.6. Consider the symmetric two-dimensional tensor of order three

$$
\mathbf{U}=\left[\begin{array}{ll|ll}
\mathrm{U}_{1,1,1} & \mathrm{U}_{1,2,1} & \mathrm{U}_{1,1,2} & \mathrm{U}_{1,2,2}  \tag{5.13}\\
\mathrm{U}_{2,1,1} & \mathrm{U}_{2,2,1} & \mathrm{U}_{2,1,2} & \mathrm{U}_{2,2,2}
\end{array}\right]=\left[\begin{array}{ll|ll}
1 & 2 & 2 & 3 \\
2 & 3 & 3 & 4
\end{array}\right] .
$$

Then $\Psi$ maps $\mathbf{U}$ to a homogeneous polynomial in two variables of degree three as

$$
\begin{align*}
P(\mathbf{y})=\Psi(\mathbf{u})= & y_{1} y_{1} y_{1}+2 y_{1} y_{2} y_{1}+2 y_{1} y_{1} y_{2}+3 y_{1} y_{2} y_{2}  \tag{5.14}\\
& +2 y_{2} y_{1} y_{1}+3 y_{2} y_{2} y_{1}+3 y_{2} y_{1} y_{2}+4 y_{2} y_{2} y_{2}  \tag{5.15}\\
= & y_{1}^{3}+6 y_{1}^{2} y_{2}+9 y_{1} y_{2}^{2}+4 y_{2}^{3} . \tag{5.16}
\end{align*}
$$

In the last section, the gradient and the generalized Hilbert transform operators in $\mathbb{R}^{n}$ have been introduced, to obtain certain signal representations in terms of linear features of the operator responses. Using the notion of tensors, we are now able to introduce compositions of these operators, also called higher-order operators, to obtain a tensor valued signal representation for a signal $f$ at every $x \in \mathbb{R}^{n}$.

Higher order derivatives

Given a multi-index $\alpha$ with $1 \leqslant \alpha_{i} \leqslant n$ and $\boldsymbol{\alpha}$ of order $m$, we define the partial derivative operator with respect to $\alpha$ as

$$
\begin{equation*}
\mathcal{D}_{\alpha}=\mathcal{D}_{\alpha_{1}} \mathcal{D}_{\alpha_{2}} \ldots \mathcal{D}_{\alpha_{m}}=\frac{\partial^{m}}{\partial x_{\alpha_{1}} \partial x_{\alpha_{2}} \ldots \partial x_{\alpha_{m}}} \tag{5.17}
\end{equation*}
$$

and analogously the generalized Hilbert transform operator with respect to $\alpha$ as

Higher order generalized Hilbert transform

$$
\begin{equation*}
\mathcal{H}_{\boldsymbol{\alpha}}=\mathcal{H}_{\alpha_{1}} \mathcal{H}_{\alpha_{2}} \ldots \mathcal{H}_{\alpha_{m}} \tag{5.18}
\end{equation*}
$$

Figure 5.1 shows the multiscale generalized Hilbert transform kernels up to order 5 for a certain scale using a Laplacian-of-Gaussian kernel regularization kernel.

Example 5.7. Consider the case of two variables, i.e. $n=2$ and order 2 . Let $\boldsymbol{\alpha}=(1,1)$. Then the corresponding operator reads.

$$
\begin{equation*}
\mathcal{D}_{\alpha}=\frac{\partial^{2}}{\partial x_{1} \partial x_{1}}=\frac{\partial^{2}}{\partial x_{1}^{2}} \tag{5.19}
\end{equation*}
$$

Example 5.8. Consider the partial differential operator of order $m=4$ in three variables, i.e. $n=3$ :

$$
\begin{equation*}
\mathcal{D}_{\alpha}=\frac{\partial^{4}}{\partial x_{1} \partial x_{2} \partial x_{1} \partial x_{3}} . \tag{5.20}
\end{equation*}
$$

Then the corresponding multi-index $\boldsymbol{\alpha}$ is $\boldsymbol{\alpha}=(1,2,1,3)$.
Consider now the vector valued operators

$$
\begin{equation*}
\mathcal{D}=\left(\mathcal{D}_{1}, \mathcal{D}_{2}, \ldots, \mathcal{D}_{n}\right)^{\top} \quad \text { and } \quad \mathcal{H}=\left(\mathcal{H}_{1}, \mathcal{H}_{2}, \ldots, \mathcal{H}_{n}\right)^{\top} \tag{5.21}
\end{equation*}
$$

which correspond to the gradient and the generalized Hilbert transform in $\mathbb{R}^{n}$ respectively. Then we define the m -th order outer product with respect to composition as the multiplication operation as

$$
\begin{equation*}
\mathcal{D}^{\mathfrak{m}}=\underbrace{\mathcal{D} \otimes \mathcal{D} \otimes \ldots \mathcal{D}}_{m \text {-times }}=\left[\mathcal{D}_{\boldsymbol{\alpha}}\right]=\left[\mathcal{D}_{\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right)}\right]_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n, \ldots, n} \tag{5.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{H}^{\mathrm{m}}=\underbrace{\mathcal{H} \otimes \mathcal{H} \otimes \ldots \mathcal{H}}_{m \text {-times }}=\left[\mathcal{H}_{\alpha}\right]=\left[\mathcal{H}_{\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right)}\right]_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}=1}^{n, n, \ldots,} . \tag{5.23}
\end{equation*}
$$

Since the partial differential operators commute, any permutation of the indices of a multi-index $\boldsymbol{\alpha}$ describes the same operator $\mathcal{D}_{\boldsymbol{\alpha}}$. The same holds for the operator $\mathcal{H}^{\mathrm{m}}$. Hence, $\mathcal{D}^{m}$ and $\mathcal{H}^{m}$ are operator valued symmetric $n$-dimensional tensors of order m. The application of $\mathcal{D}^{m}$ or $\mathcal{H}^{m}$ to a signal f results in a tensor field, attaching a tensor to each $x \in \mathbb{R}^{n}$ as


Figure 5.1.: Generalized Hilbert transform kernels up to order 5 of an isotropic wavelet with two vanishing moments (here: Laplacian-of-Gaussian, top row).

$$
\begin{equation*}
\mathcal{D}^{m} f(\boldsymbol{x})=\left[\mathcal{D}_{\boldsymbol{\alpha}} f(\boldsymbol{x})\right] \quad \text { or } \quad \mathcal{H}^{m} f(\boldsymbol{x})=\left[\mathcal{H}_{\boldsymbol{\alpha}} f(\boldsymbol{x})\right] \tag{5.24}
\end{equation*}
$$

Example 5.9. Let f be a signal in $\mathbb{R}^{2}$. Then

$$
\mathcal{D}^{2} f(x)=\left(\left(\mathcal{D}_{1}, \mathcal{D}_{2}\right)^{\top} \otimes\left(\mathcal{D}_{1}, \mathcal{D}_{2}\right)^{\top}\right) f(x)=\left[\begin{array}{cc}
\frac{\partial^{2}}{\partial_{x_{1}} \partial_{x_{1}}} f(x) & \frac{\partial^{2}}{\partial_{x_{1}} \partial_{x_{2}}} f(x)  \tag{5.25}\\
\frac{\partial^{2}}{\partial_{x_{2}} \partial_{x_{1}}} f(x) & \frac{\partial^{2}}{\partial_{x_{2}} \partial_{x_{2}}} f(x)
\end{array}\right]
$$

assigns a symmetric 2-dimensional tensor of order 2 to every $x \in \mathbb{R}^{2}$ which is just the Hessian of $f$ at $x$.

The tensors resulting from the application of the operators $\mathcal{D}^{m}, \mathcal{H}^{\mathfrak{m}}$ exhibit a particular interesting structure, if the underlying signal is an intrinsically one-dimensional signal:

Lemma 5.10. Let $\mathrm{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a (sinusoidal) intrinsically one-dimensional signal with $\mathrm{f}(\boldsymbol{x})=\tilde{\mathbf{f}}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)$. Then the application of the operators $\mathcal{D}^{m}$ and $\mathcal{H}^{m}$ yield

$$
\begin{align*}
& \underbrace{(\mathcal{D} \otimes \mathcal{D} \otimes \cdots \otimes \mathcal{D})}_{\text {m-times }} f(\mathbf{x})=(\underbrace{\mathbf{n} \otimes \mathbf{n} \otimes \cdots \otimes \mathfrak{n}}_{\text {m-times }}) k^{m} \underline{\mathcal{D}}^{m} \tilde{\mathfrak{f}}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)  \tag{5.26}\\
& \underbrace{(\mathcal{H} \otimes \mathcal{H} \otimes \cdots \otimes \mathcal{H})}_{\text {m-times }} f(\mathbf{x})=(\underbrace{\boldsymbol{n} \otimes \mathbf{n} \otimes \cdots \otimes \mathfrak{n}}_{\text {m-times }}) \underline{\mathcal{H}}^{\mathrm{m}} \tilde{\mathfrak{f}}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) \tag{5.27}
\end{align*}
$$

where $\underline{\mathcal{D}}^{m}$ and $\underline{\mathcal{H}}^{\mathfrak{m}}$ denote the $\mathfrak{m}$-th order one-dimensional derivative and Hilbert transform applied to $\tilde{f}$ such that

$$
\begin{equation*}
\underline{\mathcal{D}}^{m} \tilde{f}(k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)=e v_{k\langle n, x\rangle+\varphi} \underbrace{\mathcal{D} \circ \underline{\mathcal{D}} \circ \cdots \circ \mathcal{D}}_{m-\text {-times }} \tilde{f} \tag{5.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\underline{\mathcal{H}}^{\mathfrak{m}} \tilde{f}(\mathrm{k}\langle\mathbf{n}, \mathbf{x}\rangle+\varphi)=e v_{\mathrm{k}\langle\mathbf{n}, \mathrm{x}\rangle+\varphi} \underbrace{\mathcal{H} \circ \underline{\mathcal{H}} \circ \cdots \circ \mathcal{\mathcal { H }} \tilde{\mathrm{f}} .}_{\mathrm{m} \text {-times }} \tag{5.29}
\end{equation*}
$$

Proof. It is sufficient to prove the result for one of the two operators since the situation

## 5. Decomposition of superimposed intrinsically one-dimensional signals in $\mathbb{R}^{2}$

is analogous. The proof is obtained by induction over $m$. Suppose $m=1$. Then

$$
\begin{equation*}
\mathcal{D} \mathbf{f}(\mathbf{x}) \stackrel{4.18}{=} \mathfrak{n} k \underline{\mathcal{D}} \tilde{\mathfrak{f}}(\mathrm{k}\langle\mathbf{n}, \mathbf{x}\rangle+\varphi) . \tag{5.30}
\end{equation*}
$$

Now suppose the assumption holds for $m$. It is left to show that

$$
\begin{equation*}
\underbrace{(\mathcal{D} \otimes \mathcal{D} \otimes \cdots \otimes \mathcal{D})}_{(\mathfrak{m}+1) \text {-times }} f(\boldsymbol{x})=(\underbrace{\mathfrak{n} \otimes \mathfrak{n} \otimes \cdots \otimes \mathfrak{n}}_{(\mathfrak{m}+1)-\text { times }}) k^{(\mathfrak{m}+1)} \underline{\mathcal{D}}^{(\mathfrak{m}+1)} \tilde{\boldsymbol{f}}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) . \tag{5.31}
\end{equation*}
$$

Let $\mathcal{D}^{m}=\underbrace{(\mathcal{D} \otimes \mathcal{D} \otimes \cdots \otimes \mathcal{D})}_{m \text {-times }}$. Then for $\mathfrak{i} \in\{1, \ldots, n\}$

$$
\begin{align*}
\mathcal{D}_{i} \mathcal{D}^{\mathfrak{m}} \mathfrak{f}(\boldsymbol{x}) & =\mathcal{D}_{\mathfrak{i}}((\underbrace{\boldsymbol{n} \otimes \mathfrak{n} \otimes \cdots \otimes \mathfrak{n}}_{\mathfrak{m} \text {-times }}) k^{\mathfrak{m}} \underline{\mathcal{D}}^{(\mathfrak{m})} \tilde{\mathfrak{f}}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi))  \tag{5.32}\\
& =\mathfrak{n}_{\mathfrak{i}}(\underbrace{\mathbf{n} \otimes \mathbf{n} \otimes \cdots \otimes \mathfrak{n}}_{\mathfrak{m} \text {-times }}) k^{(\mathfrak{m}+1)} \underline{\mathcal{D}}^{(\mathfrak{m}+1)} \tilde{\mathfrak{f}}(k\langle\mathfrak{n}, \boldsymbol{x}\rangle+\varphi) . \tag{5.33}
\end{align*}
$$

Consequently,

$$
\begin{align*}
\mathcal{D} \otimes \mathcal{D}^{m} \mathbf{f}(\boldsymbol{x}) & =\mathbf{n} \otimes(\underbrace{\mathbf{n} \otimes \mathbf{n} \otimes \cdots \otimes \mathbf{n}}_{m-\text { times }}) k^{(m+1)} \underline{D}^{(m+1)} \tilde{\mathbf{f}}(k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)  \tag{5.34}\\
& =(\underbrace{\mathbf{n} \otimes \mathbf{n} \otimes \cdots \otimes \mathbf{n}}_{(m+1)-\text { times }}) k^{(m+1)} \underline{D}^{(m+1)} \tilde{\mathbf{f}}(k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) \tag{5.35}
\end{align*}
$$

Thus, the symmetric tensor of order $\mathfrak{m}$ at $\chi$ resulting from the operators $\mathcal{D}^{m}$ or $\mathcal{H}^{m}$ is just the $\mathfrak{m}$-th order outer product of the normal vector $\mathfrak{n}$ times a scalar.
Proposition 5.4 states, that the $n$-dimensional tensors of order $m$ are isomorphic to the homogeneous polynomials of degree $m$ in $n$ variables. For symmetric tensors, which arise as the $m$-th order outer product of a single vector in $\mathbb{R}^{n}$, the corresponding homogeneous polynomials reveal a special structure:

Lemma 5.11. Let $\boldsymbol{v} \in \mathbb{R}^{n}$ and denote by $\Psi$ the isomorphism from proposition 5.4 Then the $m$-th order outer product of $v$ with itself results in the polynomial

$$
\begin{equation*}
\Psi(\underbrace{\boldsymbol{v} \otimes \boldsymbol{v} \otimes \cdots \otimes \boldsymbol{v}}_{m \text {-times }})=\left(v_{1} \mathrm{y}_{1}+v_{2} \mathrm{y}_{2}+\cdots+v_{\mathrm{n}} \mathrm{y}_{\mathrm{n}}\right)^{\mathrm{m}} . \tag{5.36}
\end{equation*}
$$

Proof. By induction over $\mathfrak{m}$. Suppose $\mathfrak{m}=1$. Then $\Psi(\boldsymbol{v})=v_{1} y_{1}+v_{2} y_{2}$. Now suppose the assumption holds for $m$. Then for $i \in\{1, \ldots, n\}$

$$
\begin{equation*}
\Psi(v_{i}(\underbrace{\boldsymbol{v} \otimes \boldsymbol{v} \otimes \cdots \otimes v}_{m-\text { times }}))=v_{i} y_{i}\left(v_{1} y_{1}+v_{2} y_{2}+\cdots+v_{n} y_{n}\right)^{m} \tag{5.37}
\end{equation*}
$$

such that

$$
\begin{align*}
\Psi(\underbrace{\boldsymbol{v} \otimes \boldsymbol{v} \otimes \cdots \otimes v}_{(m+1)-\text { times }}) & =\sum_{i=1}^{n} v_{i} y_{i}\left(v_{1} y_{1}+v_{2} y_{2}+\cdots+v_{n} y_{n}\right)^{m}  \tag{5.38}\\
& =\left(v_{1} y_{1}+v_{2} y_{2}+\cdots+v_{n} y_{n}\right)\left(v_{1} y_{1}+v_{2} y_{2}+\cdots+v_{n} y_{n}\right)^{m}  \tag{5.39}\\
& =\left(v_{1} y_{1}+v_{2} y_{2}+\cdots+v_{n} y_{n}\right)^{(m+1)} \tag{5.40}
\end{align*}
$$

The resulting homogeneous polynomial corresponding to the $m$-th order outer product factors into $m$ linear polynomials, which are homogeneous polynomials of degree 1. With the preceding two lemmas, the tensor resulting from the $m$-th order operator $\mathcal{D}^{m}$ or $\mathcal{H}^{m}$ applied to an intrinsically one-dimensional signal f at a point $x \in \mathbb{R}^{n}$ is related to a corresponding homogeneous polynomial, which factors into $m$ linear polynomials, as follows:

## Theorem 5.12.

$$
\begin{align*}
& \Psi\left(\mathcal{D}^{m} \mathbf{f}(\boldsymbol{x})\right)=\left(n_{1} y_{1}+n_{2} y_{2}+\cdots+n_{n} y_{n}\right)^{m} k^{m} \underline{\mathcal{D}}^{(m)} \tilde{\boldsymbol{f}}(k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)  \tag{5.41}\\
& \Psi\left(\mathcal{H}^{m} \mathbf{f}(\boldsymbol{x})\right)=\left(n_{1} y_{1}+n_{2} y_{2}+\cdots+n_{n} y_{n}\right)^{m} \underline{\mathcal{H}}^{(m)} \tilde{f}(k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) \tag{5.42}
\end{align*}
$$

Up to now, the m-th order operators applied to a single intrinsically one-dimensional signal in $\mathbb{R}^{n}$ did not provide more information about its orientation parameter $\mathfrak{n}$ than the ordinary first order operators $\mathcal{D}, \mathcal{H}$. Nonetheless, the character of the problem changes, if superpositions of intrinsically one-dimensional signals are considered:

Theorem 5.13. Let $f_{1}, \ldots, f_{d}$ be $d$ (sinusoidal) intrinsically one-dimensional signals with $f_{i}(\boldsymbol{x})=\tilde{\boldsymbol{f}_{\mathfrak{i}}}\left(\mathrm{k}_{\mathrm{i}}\left\langle\mathbf{n}_{\mathbf{i}}, \boldsymbol{x}\right\rangle+\varphi_{\mathrm{i}}\right)$.

$$
\begin{align*}
& \Psi\left(\mathcal{D}^{m} \sum_{i=1}^{d} f_{i}(x)\right)  \tag{5.43}\\
& \quad=\sum_{i=1}^{d}\left(n_{i, 1} y_{1}+n_{i, 2} y_{2}+\cdots+n_{i, n} y_{n}\right)^{m} k_{i}^{m} \underline{\mathcal{D}}^{(m)} \tilde{f}_{i}\left(k_{i}\left\langle n_{i}, x\right\rangle+\varphi_{i}\right)  \tag{5.44}\\
& \Psi\left(\mathcal{H}^{m} \sum_{i=1}^{d} f_{i}(x)\right)  \tag{5.45}\\
& \quad=\sum_{i=1}^{d}\left(n_{i, 1} y_{1}+n_{i, 2} y_{2}+\cdots+n_{i, n} y_{n}\right)^{m} \underline{\mathcal{H}}^{(m)} \tilde{\mathfrak{f}}_{i}\left(k_{i}\left\langle n_{i}, x\right\rangle+\varphi_{i}\right) . \tag{5.46}
\end{align*}
$$

Proof. The statement immediately follows from theorem 5.12 and the linearity of the operators.

### 5.2. Symmetric tensor decomposition

As already mentioned in the introduction of this chapter, the goal is the decomposition of the a superimposed signal of arbitrary order into the orientation and phases of the underlying single intrinsically one-dimensional signals. As a first step, the orientations $\boldsymbol{n}_{i}$ will be obtained. From the previous theorem 5.13 it follows, that this problem can now be stated as the following symmetric tensor decomposition problem according to Brachat et al. (2010) and Kolda and Bader (2009):
Given a superposition of $d$ superimposed intrinsically one-dimensional signals in $\mathbb{R}^{n}$, find $\mathfrak{m} \in \mathbb{N}, \mathfrak{n}_{1}, \mathfrak{n}_{2}, \ldots, \mathbf{n}_{\mathrm{d}} \in \mathbb{S}^{(n-1)}$ and $\lambda_{1}, \lambda_{2}, \ldots \lambda_{\mathrm{d}} \in \mathbb{R}$ such that the symmetric tensor $\mathcal{A}^{\mathfrak{m}} \mathbf{f}(\boldsymbol{x})$ with $\mathcal{A}^{\mathfrak{m}} \in\left\{\mathcal{D}^{m}, \mathcal{H}^{\mathrm{m}}\right\}$ decomposes into the sum of d symmetric tensors as

$$
\begin{equation*}
\mathcal{A}^{\mathrm{m}} \mathrm{f}(\boldsymbol{x})=\sum_{\mathfrak{i}=1}^{\mathrm{d}} \lambda_{\mathrm{i}} \overbrace{\left(\mathbf{n}_{\mathbf{i}} \otimes \mathbf{n}_{\mathbf{i}} \otimes \cdots \otimes \mathbf{n}_{\mathbf{i}}\right)}^{\text {m-times }} . \tag{5.47}
\end{equation*}
$$

For arbitrary dimensions, i.e. an arbitrary number of variables, this problem is in general not directly solvable and NP-hard (Hillar and Lim (2009)). Nonetheless, as we are dealing with image processing problems and therefore signals in $\mathbb{R}^{2}$ we will concentrate in the following on the two-variable case. For the two variable case, an algorithm exists for the decomposition which has already been found by Sylvester in 1886.

Theorem 5.14 (Sylvester (1886)). Let $\mathrm{P}(\mathbf{y})=\sum_{i=0}^{m}\binom{m}{i} \mathrm{c}_{\mathrm{i}} \mathrm{y}_{1}^{m-i} \boldsymbol{y}_{2}^{i}$ denote a binary form. Then $\mathrm{P}(\mathbf{y})$ can be written as a sum of m -th powers of d distinct linear binary forms as

$$
\begin{equation*}
P(\mathbf{y})=\sum_{i=1}^{\mathrm{d}} \lambda_{i}\left(n_{i, 1} y_{1}+n_{i, 2} y_{2}\right)^{m} \tag{5.48}
\end{equation*}
$$

with $\left\|\mathbf{n}_{\boldsymbol{i}}\right\|=1$ and $\lambda_{i} \in \mathbb{R}$ if and only if

$$
\left[\begin{array}{cccc}
c_{0} & c_{1} & \ldots & c_{d}  \tag{5.49}\\
\vdots & \vdots & \ddots & \vdots \\
c_{m-d} & \cdots & c_{m-1} & c_{m}
\end{array}\right]\left(\begin{array}{c}
p_{0} \\
\vdots \\
p_{d}
\end{array}\right)=\mathbf{C} \mathbf{p}=\mathbf{0}
$$

and the polynomial

$$
\begin{equation*}
\mathrm{Q}(\mathbf{y})=\sum_{\mathrm{i}=0}^{\mathrm{d}} p_{i} y_{1}^{\mathrm{d}-\mathrm{i}} y_{2}^{\mathrm{i}} \tag{5.50}
\end{equation*}
$$

admits d distinct real roots such that

$$
\begin{equation*}
Q(\mathbf{y})=\prod_{i=1}^{\mathrm{d}}\left(-\mathrm{n}_{\mathrm{i}, 2} \mathrm{y}_{1}+\mathrm{n}_{\mathrm{i}, 1} \mathrm{y}_{2}\right) \tag{5.51}
\end{equation*}
$$

Proof. For the original proof of the theorem in French language we refer the reader to Sylvester (1886). An alternative and more recent version in English can be found in Comon and Mourrain (1996).

In which cases does the system $\mathbf{C p}=0$ admit a unique nontrivial solution up to a scalar?

Proposition 5.15. For a fixed $\mathrm{d} \in \mathbb{N}$, the above system $\mathbf{C p}=0$ admits a unique nontrivial solution up to a scalar, if $\mathbf{C}$ is of full rank and $\mathrm{m}=2 \mathrm{~d}-1$.

Proof. $\mathrm{m}-\mathrm{d}+1$ linear independent vectors in $\mathbb{R}^{\mathrm{d}+1}$ define a d - dimensional hyperplane if $m-d+1=d$. Hence, $C$ has to be a $d \times(d+1)$ matrix and $m=2 d-1$. Since m corresponds to the order of the operators $\mathcal{D}^{\mathfrak{m}}$ or $\mathcal{H}^{\mathrm{m}}$, it follows that a decomposition of the corresponding homogeneous polynomial into a sum of $d$ homogeneous polynomials of degree $m$ always requires operators of order $2 d-1$, they are always of odd order.

Suppose now that given a binary form $\mathrm{P}(\mathbf{y})=\sum_{i=0}^{m}\binom{\mathfrak{m}}{i} \mathrm{c}_{i} \mathrm{y}_{1}^{m-i} y_{2}^{i}$, the corresponding system $\mathbf{C p}=0$ has been solved for $\mathbf{p} \in \mathbb{R}^{\mathrm{d}+1}$. Obviously $\boldsymbol{p}$ is the normal vector of a $d$ dimensional subspace in $\mathbb{R}^{\mathrm{d}+1}$. It is left to show how the orientation vectors $\boldsymbol{n}_{\mathrm{i}}$ can be extracted from $p$. We will first interpret the corresponding homogeneous polynomial

$$
\begin{equation*}
Q(\mathbf{y})=\sum_{i=0}^{d} p_{i} y_{1}^{d-i} y_{2}^{i}=\prod_{i=1}^{d}\left(-n_{i, 2} y_{1}+n_{i, 1} y_{2}\right) \tag{5.52}
\end{equation*}
$$

geometrically. Suppose $P(\mathbf{y})$ decomposes into a single linear form i.e. $d=1$ and $P(\mathbf{y})=\lambda_{1}\left(n_{1,1} y_{1}+n_{1,2} y_{2}\right)$. Then the corresponding polynomial $Q(\mathbf{y})=\left(-n_{1,2} y_{1}+\right.$ $\left.\mathrm{n}_{1,1} \mathrm{y}_{2}\right)$ admits a single homogeneous root given by

$$
\begin{equation*}
\mathrm{Y}_{0}=\left\{\boldsymbol{y}:\left(-\mathfrak{n}_{1,2} \boldsymbol{y}_{1}+\mathfrak{n}_{1,1} \mathbf{y}_{2}\right)=0\right\} \tag{5.53}
\end{equation*}
$$

which geometrically corresponds to a straight line through the origin perpendicular to $\boldsymbol{n}_{1}$. Now suppose $P(\mathbf{y})$ decomposes into the sum of two homogeneous polynomials which factor into 3 linear forms. Then the homogeneous roots of the corresponding $Q(y)$ yield

$$
\begin{equation*}
Y_{0}=\left\{\mathbf{y}:\left(-n_{1,2} y_{1}+n_{1,1} y_{2}\right)\left(-n_{2,2} y_{1}+n_{2,1} y_{2}\right)=0\right\} \tag{5.54}
\end{equation*}
$$

which corresponds to two straight lines through the origin perpendicular to $\mathfrak{n}_{1}, \boldsymbol{n}_{2}$. Thus, for arbitrary $d$, the distinct real roots of $Q$ are d distinct lines through the origin. Every line in $\mathbb{R}^{2}$ is uniquely characterized by its intersection with the horizontal line $\mathrm{L}_{\mathrm{H}}=\left\{\mathbf{y}:\left\langle(0,1)^{\mathrm{T}}, \mathbf{y}\right\rangle=0\right\}$ parallel to the $\boldsymbol{y}_{1}$ axis. Hence, given $\boldsymbol{p}$ we may also solve for the roots of the corresponding inhomogeneous polynomial

$$
\begin{equation*}
\widetilde{Q}\left(y_{1}\right)=Q\left(y_{1}, 1\right)=\sum_{i=0}^{d} p_{i} y_{1}^{d-i} \tag{5.55}
\end{equation*}
$$

which is the restriction of $\mathrm{Q}(\mathbf{y})$ to $\mathrm{L}_{\mathrm{H}}$. Then the inhomogeneous roots $\widetilde{\mathrm{Y}}_{0}$ of $\widetilde{\mathrm{Q}}$ are the $y_{1}$ coordinates of the points where the lines perpendicular to $n_{i}$ intersect $L_{H}$. The inhomogeneous polynomial $\widetilde{Q}$ of degree $d$ admits at most $d$ distinct real roots. Figure 5.2 illustrates the homogeneous roots of Q and the inhomogeneous roots of $\widetilde{\mathrm{Q}}$ geometrically for three superimposed signals of order $d=1, d=2$ and $d=3$. For each of the roots $r_{i} \in \widetilde{Y}_{0}$ the corresponding angles $\theta_{i}$ of the orientations vectors $\boldsymbol{n}_{i}$ is recovered as

$$
\theta_{i}=\left\{\begin{array}{lll}
\frac{\pi}{2} & \text { if } & r_{i}=0  \tag{5.56}\\
\arctan \left(1 / r_{i}\right) & \text { else } &
\end{array}\right.
$$

such that the orientation vectors are obtained as

$$
\begin{equation*}
\boldsymbol{n}_{\mathfrak{i}}=\left(\cos \left(\theta_{\mathfrak{i}}\right), \sin \left(\theta_{\mathfrak{i}}\right)\right)^{\top} \tag{5.57}
\end{equation*}
$$

If $r_{1}, \ldots, r_{k}$ are the real roots of $\widetilde{Q}$ with $k<d$ and additionally $\widetilde{Q}(0)=0$ holds, then $\widetilde{Q}$ has an additional root at infinity, i.e. $\theta_{\mathrm{k}+1}=0$ and $\boldsymbol{n}_{\mathrm{k}+1}=(1,0)^{\mathrm{T}}$.
Once the orientations $\boldsymbol{n}_{i}$ have been recovered from $p$ it is possible to solve for the coefficients $\lambda_{i}$ of the decomposition (5.47) by solving the system

$$
\left[\begin{array}{ccc}
n_{1,1}^{m} & \ldots & n_{d, 1}^{m}  \tag{5.58}\\
n_{1,1}^{m-1} n_{1,2} & \ldots & n_{d, 1}^{m-1} n_{d, 2} \\
n_{1,1}^{m-2} n_{1,2}^{2} & \ldots & n_{d, 1}^{m-2} n_{d, 2}^{2} \\
\vdots & \ddots & \vdots \\
n_{1,2}^{m} & \cdots & n_{d, 2}^{m}
\end{array}\right]\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3} \\
\vdots \\
\lambda_{d}
\end{array}\right)=\left(\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
\vdots \\
c_{\mathrm{m}}
\end{array}\right) .
$$

Note that unless $d=m-1$ this system is in general overdetermined, so it has to be solved in the least squares sense as the solution of

### 5.3. Orientation estimation

In the following we will show, how the algorithm can be applied to decompose a tensor resulting from the application of $\mathcal{D}^{m}$ or $\mathcal{H}^{m}$ to a superposition of intrinsically one-dimensional signals in the plane. Suppose $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is a superposition of $d$ intrinsically one-dimensional signals in the plane. From proposition 5.15 it follows, that the minimum order $m$ of the required operators for the decomposition of the component functions is $2 \mathrm{~d}-1$. According to proposition 5.4 , the symmetric tensor resulting from the application of $\mathcal{A}^{m} \in\left\{\mathcal{D}^{\mathfrak{m}}, \mathcal{H}^{\mathfrak{m}}\right\}$ is isomorphic to a homogeneous polynomial of degree m in two variables (a binary form)


Figure 5.2.: Left column: Superpositions of 1,2 and 3 intrinsically one dimensional signals and the estimated orientations depicted in blue color. Right column: Geometric illustration of the homogenized roots of the polynomials Q and the roots of the inhomogeneous polynomials $\widetilde{\mathrm{Q}}$ for each signal.

$$
\begin{equation*}
\Psi\left(\mathcal{A}^{m} f(u)\right)=\sum_{i=0}^{m}\binom{m}{i} c_{i} x^{m-i} y^{i} \tag{5.60}
\end{equation*}
$$

with $c_{i}=\mathcal{A}_{1}^{m-i} \mathcal{A}_{2}^{i} f(u)$. From the $m+1$ coefficients $c_{0}, \ldots, c_{m}$ of the $m$-th order operators, the matrix $\mathbf{C}$ according to theorem 5.14 can be constructed as

$$
\mathbf{C}=\left[\begin{array}{cccc}
\frac{\partial^{m}}{\partial \chi_{x_{1}}^{m}} f(\boldsymbol{x}) & \frac{\partial^{m}}{\partial_{x_{1}}^{m-1} \partial_{x_{2}}} f(\boldsymbol{x}) & \cdots & \frac{\partial^{m}}{\partial_{x_{1}}^{m-d} \partial_{\chi_{x_{2}}}^{d_{2}}} f(\boldsymbol{x})  \tag{5.61}\\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{m}}{\partial_{x_{1}}^{m-d+1} \partial_{x_{2}-1}^{d-1}} f(\boldsymbol{x}) & \frac{\partial^{m}}{\partial_{x_{1}}^{m-d} \partial_{x_{2}}} f(\boldsymbol{x}) & \cdots & \frac{\partial^{m}}{\partial_{x_{2}}^{m}} f(\boldsymbol{x})
\end{array}\right]
$$

or

$$
\mathbf{C}=\left[\begin{array}{cccc}
\mathcal{H}_{1}^{m} f(x) & \mathcal{H}_{1}^{m-1} \mathcal{H}_{2}^{1} f(x) & \ldots & \mathcal{H}_{1}^{m-d} \mathcal{H}_{2}^{\mathrm{d}} \mathrm{f}(\boldsymbol{x})  \tag{5.62}\\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{H}_{1}^{m-d+1} \mathcal{H}_{2}^{\mathrm{d}-1} \mathrm{f}(\boldsymbol{x}) & \mathcal{H}_{1}^{\mathrm{m}-\mathrm{d}} \mathcal{H}_{2}^{\mathrm{d}} \mathrm{f}(\boldsymbol{x}) & \ldots & \mathcal{H}_{2}^{m} \mathrm{f}(\boldsymbol{x})
\end{array}\right]
$$

The vector $p$ is then obtained by minimizing the system

$$
\begin{align*}
& \underset{\mathbf{p}}{\arg \min }\|\mathbf{C} \boldsymbol{p}\|^{2}  \tag{5.63}\\
& \text { s.t. }\|\boldsymbol{p}\|=1
\end{align*}
$$

whose solution is the right singular vector of $\mathbf{C}$ corresponding to the smallest singular value. Using $p$, the polynomial $\widetilde{Q}$ in one variable is constructed according to (5.55) and solved for its roots. If the roots are real, the angles and consequently the orientations $n_{i}$ are obtained by (5.56) and (5.57).
It is worth noting, that in the case of the orientation estimation the differential operators and the generalized Hilbert transform operators yield the same results:

Proposition 5.16. For superimposed intrinsically one-dimensional signals, both, the differential and generalized Hilbert transform operators yield the same orientations of the signals, using the described estimation procedure.

### 5.4. Phase estimation

While both, the partial derivatives and the generalized Hilbert transform, yield the same orientation information $\boldsymbol{n}_{i}$, the nature of the decompositon coefficients $\lambda_{i}$ is
of different quality. This difference is especially evident, if the superimposed signal consists of sinusoidal intrinsically one-dimensional signals, i.e.

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} A_{i} \cos \left(k_{i}\left\langle\mathbf{n}_{i}, x\right\rangle+\varphi_{i}\right) . \tag{5.65}
\end{equation*}
$$

In the case of a signal consisting of a single sinusoidal intrinsically one-dimensional signal, the monogenic signal (compare definition 4.7) did not only reveal the orientation information of the plane wave, but also the phase $\varphi$ of the plane wave. As the phase contains structural information about the underlying signal and is invariant with respect to actions of the general linear group in the plane, it is desirable to extend the phase estimation concept to an arbitrary number of superimposed signals. From lemma 5.10 we know, that the coefficients $\lambda_{i}$ of the decomposition (5.47) resulting from the generalized Hilbert transform of order $m=2 d-1$ yields

$$
\lambda_{i}=\left\{\begin{array}{lll}
(-1)^{\left\lceil\frac{m}{2}\right\rceil} & A_{i} \cos \left(k_{i}\left\langle\mathbf{n}_{i}, \boldsymbol{x}\right\rangle+\varphi_{i}\right) & \text { if } m \text { even }  \tag{5.66}\\
(-1)^{\left\lceil\frac{m}{2}\right\rceil} & A_{i} \sin \left(k_{i}\left\langle\mathbf{n}_{i}, \boldsymbol{x}\right\rangle+\varphi_{i}\right) & \text { if } m \text { odd }
\end{array} .\right.
$$

Depending on the order $m$, the coefficients therefore either yield a sine or a cosine wave evaluated at the current point of interest, which can be identified with the origin. A phase estimation would be possible, if the sinusoidal intrinsically one-dimensional signals in quadrature phase relationship with the $\lambda_{i}$ could be obtained. Since the orientations $\boldsymbol{n}_{\mathfrak{i}}$ are already known, this is indeed possible using the generalized Hilbert transforms of order $\mathfrak{m}-1=2 \mathrm{~d}-2$. Comparing the two decompositions using the operators of order $m$ and order $m-1$ given by

$$
\begin{align*}
& \Psi\left(\mathcal{H}^{\mathrm{m}} \mathbf{f}(\boldsymbol{x})\right)=(-1)^{\Gamma \frac{m}{2}} \sum_{i=1}^{\mathrm{d}} \underbrace{A_{i} \sin \left(k_{i}\left\langle\mathbf{n}_{i}, \boldsymbol{x}\right\rangle+\varphi_{i}\right)}_{\lambda_{i}} \underbrace{\left(n_{i, 1} y_{1}+n_{i, 2} y_{2}\right)^{m}}_{\Psi\left(\otimes_{j=1}^{m} \mathbf{n}_{\mathrm{i}}\right)}  \tag{5.67}\\
& \Psi\left(\mathcal{H}^{\mathfrak{m}-1} \mathbf{f}(\boldsymbol{x})\right)=(-1)^{\left\lceil\frac{m}{2}\right\rceil} \sum_{i=1}^{\mathrm{d}} \underbrace{\mathcal{A}_{i} \cos \left(k_{i}\left\langle\boldsymbol{n}_{i}, \boldsymbol{x}\right\rangle+\varphi_{i}\right)}_{\bar{\lambda}_{i}} \underbrace{\left(\boldsymbol{n}_{i, 1} \boldsymbol{y}_{1}+\mathfrak{n}_{i, 2} \mathrm{y}_{2}\right)^{m-1}}_{\Psi\left(\otimes_{j=1}^{(\boldsymbol{m}-1)} \boldsymbol{n}_{i}\right)} \tag{5.68}
\end{align*}
$$

we notice that the coefficients $\lambda_{i}$ and $\bar{\lambda}_{i}$ correspond to two sinusoidal intrinsically one-dimensional signals in quadrature phase relationship evaluated at $x$. Remember that the coefficients $\lambda_{i}$ were obtained by solving the $m \times d=2 d-1 \times d$ system

$$
\left[\begin{array}{ccc}
n_{1,1}^{m} & \ldots & n_{d, 1}^{m}  \tag{5.69}\\
n_{1,1}^{m-1} n_{1,2} & \ldots & n_{d, 1}^{m-1} n_{d, 2} \\
n_{1,1}^{m-2} n_{1,2}^{2} & \ldots & n_{d, 1}^{m-2} n_{d, 2}^{2} \\
\vdots & \ddots & \vdots \\
n_{1,2}^{m} & \ldots & n_{d, 2}^{m}
\end{array}\right]\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3} \\
\vdots \\
\lambda_{d}
\end{array}\right)=\left(\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
\vdots \\
c_{m}
\end{array}\right) .
$$

with $c_{i}=\mathcal{H}_{1}^{m-i} \mathcal{H}_{2}^{\mathfrak{i}} f(\boldsymbol{x})$ in the least squares sense. Suppose the orientations $n_{i}$ of the superimposed signal have been obtained by the procedure described in the previous sections. Using the orientations not only the coefficients $\lambda_{i}$ can be obtained, but also the coefficients $\bar{\lambda}_{i}$ using the operators of degree $m-1$ by solving the corresponding $m-1 \times d=2 d-2 \times d$ system for the coefficients $\bar{\lambda}_{i}$ :

$$
\left[\begin{array}{ccc}
n_{1,1}^{m-1} & \ldots & n_{d, 1}^{m-1}  \tag{5.70}\\
n_{1,2}^{m, 2} n_{1,2} & \ldots & n_{d, 1}^{m}-2 n_{d, 2} \\
n_{1,1}^{m-3} n_{1,2}^{2} & \ldots & n_{d, 1}^{m-3} n_{d, 2}^{2} \\
\vdots & \ddots & \vdots \\
n_{1,2}^{m-1} & \ldots & n_{d, 2}^{m-1}
\end{array}\right]\left(\begin{array}{c}
\bar{\lambda}_{1} \\
\bar{\lambda}_{2} \\
\bar{\lambda}_{3} \\
\vdots \\
\bar{\lambda}_{d}
\end{array}\right)=\left(\begin{array}{c}
\bar{c}_{0} \\
\bar{c}_{1} \\
\bar{c}_{2} \\
\vdots \\
\bar{c}_{\mathrm{m}-1}
\end{array}\right) .
$$

with $\bar{c}_{i}=\mathcal{H}_{1}^{m-1-i} \mathcal{H}_{2}^{i} f(x)$ for $\mathfrak{i} \in 0, \ldots, m-1$. The operators differ by one degree and $m$ is always of odd order. It follows from (5.66), that the coefficients $\lambda_{i}$ and $\overline{\lambda_{i}}$ are in quadrature phase relationship, evaluated at the origin. This yields the phases as

$$
\begin{equation*}
\varphi_{i}=\arctan 2\left(\lambda_{i}, \bar{\lambda}_{i}\right) \tag{5.71}
\end{equation*}
$$

The proposed procedure for orientation and phase estimation is supposed to be illustrated in detail by an example.
Example 5.17 (Orientation and phase decomposition of two superimposed i1D signals). Let

$$
\begin{equation*}
\mathbf{f}(\boldsymbol{x})=A_{1} \cos \left(k_{1}\left\langle\mathbf{n}_{1}, \boldsymbol{x}\right\rangle+\varphi_{1}\right)+A_{2} \cos \left(k_{2}\left\langle\mathbf{n}_{2}, \boldsymbol{x}\right\rangle+\varphi_{2}\right) \tag{5.72}
\end{equation*}
$$

denote a superposition of $d=2$ real-valued intrinsically one-dimensional signals in $\mathbb{R}^{2}$. Using the generalized Hilbert transform operators and the previously introduced algorithm, the single orientation and phase parameters of the superimposed signal f are supposed to be obtained. According to proposition 5.15, the minimum order m of the operator $\mathcal{H}^{\mathrm{m}}$ allowing for an orientation estimate is $\mathrm{m}=2 \mathrm{~d}-1=3$. The corresponding tensor-valued operators of order $m=3$ are given by

## 5. Decomposition of superimposed intrinsically one-dimensional signals in $\mathbb{R}^{2}$

$$
\mathcal{H}^{3}=\mathcal{H} \otimes \mathcal{H} \otimes \mathcal{H}=\left[\begin{array}{cc|cc}
\mathcal{H}_{1} \mathcal{H}_{1} \mathcal{H}_{1} & \mathcal{H}_{1} \mathcal{H}_{2} \mathcal{H}_{1} & \mathcal{H}_{1} \mathcal{H}_{1} \mathcal{H}_{2} & \mathcal{H}_{1} \mathcal{H}_{2} \mathcal{H}_{2}  \tag{5.73}\\
\mathcal{H}_{2} \mathcal{H}_{1} \mathcal{H}_{1} & \mathcal{H}_{2} \mathcal{H}_{2} \mathcal{H}_{1} & \mathcal{H}_{2} \mathcal{H}_{1} \mathcal{H}_{2} & \mathcal{H}_{2} \mathcal{H}_{2} \mathcal{H}_{2}
\end{array}\right] .
$$

The application of the tensor-valued operators results in the tensor field

$$
\left.\begin{array}{rl}
\mathcal{H}^{3} f(x)= & -A_{1} \sin \left(k_{1}\left\langle n_{1}, \boldsymbol{x}\right\rangle+\varphi_{1}\right)\left[\begin{array}{cc|cc}
n_{1,1}^{3} & n_{1,1}^{2} n_{1,2} & n_{1,1}^{2} n_{1,2} & n_{1,1} n_{1,2}^{2} \\
n_{1,1}^{2} n_{1,2} & n_{1,1} n_{1,2}^{2} & n_{1,1} n_{1,2}^{2} & n_{1,2}^{3}
\end{array}\right]  \tag{5.74}\\
& -A_{2} \sin \left(k_{2}\left\langle n_{2}, \boldsymbol{x}\right\rangle+\varphi_{2}\right)\left[\begin{array}{cc|c}
n_{2,1}^{3} & n_{2,1}^{2} n_{2,2} & n_{2,1}^{2} n_{2,2} \\
n_{2,1}^{2} n_{2,2}^{2} \\
n_{2,1}^{2} n_{2,2} & n_{2,1} n_{2,2}^{2} & n_{2,1} n_{2,2}^{2}
\end{array} n_{2,2}^{3}\right.
\end{array}\right] .
$$

We seek for decomposition of the corresponding homogeneous polynomial

Due to the commutation relations of the generalized Hilbert transform operators it follows that

$$
\begin{align*}
& \mathcal{H}_{1} \mathcal{H}_{2} \mathcal{H}_{1}=\mathcal{H}_{1} \mathcal{H}_{1} \mathcal{H}_{2}=\mathcal{H}_{2} \mathcal{H}_{1} \mathcal{H}_{1}  \tag{5.76}\\
& \mathcal{H}_{1} \mathcal{H}_{2} \mathcal{H}_{2}=\mathcal{H}_{2} \mathcal{H}_{2} \mathcal{H}_{1}=\mathcal{H}_{2} \mathcal{H}_{1} \mathcal{H}_{2} . \tag{5.77}
\end{align*}
$$

It is therefore sufficient to compute the four operator responses

$$
\begin{align*}
\left(\mathrm{c}_{0}, \mathrm{c}_{1}, \mathrm{c}_{2}, \mathrm{c}_{3}\right) & =\left(\mathcal{H}_{1} \mathcal{H}_{1} \mathcal{H}_{1} \mathrm{f}(\mathrm{x}), \mathcal{H}_{1} \mathcal{H}_{1} \mathcal{H}_{2} \mathrm{f}(\mathrm{x}), \mathcal{H}_{2} \mathcal{H}_{2} \mathcal{H}_{1} \mathrm{f}(\mathrm{x}), \mathcal{H}_{2} \mathcal{H}_{2} \mathcal{H}_{2} \mathrm{f}(\mathrm{x})\right)  \tag{5.78}\\
& =\left(\mathcal{H}_{1}^{3} \mathrm{f}(\boldsymbol{x}), \mathcal{H}_{1}^{2} \mathcal{H}_{2} \mathrm{f}(\mathrm{x}), \mathcal{H}_{2}^{2} \mathcal{H}_{1} \mathrm{f}(\mathrm{x}), \mathcal{H}_{2}^{3} \mathrm{f}(\mathrm{x})\right) \tag{5.79}
\end{align*}
$$

to construct the Hankel matrix $\mathbf{C}$ as

$$
\mathbf{C}=\left[\begin{array}{ccc}
c_{0} & c_{1} & c_{2}  \tag{5.80}\\
c_{1} & c_{2} & c_{3}
\end{array}\right]=\left[\begin{array}{ccc}
\mathcal{H}_{1}^{3} f(\boldsymbol{x}) & \mathcal{H}_{1}^{2} \mathcal{H}_{2} f(x) & \mathcal{H}_{1} \mathcal{H}_{2}^{2} f(\boldsymbol{x}) \\
\mathcal{H}_{1}^{2} \mathcal{H}_{2} f(x) & \mathcal{H}_{1} \mathcal{H}_{2}^{2} f(\boldsymbol{x}) & \mathcal{H}_{2}^{3} f(\boldsymbol{x})
\end{array}\right] .
$$

We find $\boldsymbol{p}$ as the solution of

$$
\begin{gather*}
\underset{\mathbf{p}}{\arg \min }\left\|\left[\begin{array}{lll}
c_{0} & c_{1} & c_{2} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left(\begin{array}{c}
p_{0} \\
p_{1} \\
p_{2}
\end{array}\right)\right\|^{2}  \tag{5.81}\\
\text { s.t. }\|\mathbf{p}\|=1 \tag{5.82}
\end{gather*}
$$

which is the right singular vector corresponding to the smallest singular value of the singular value decomposition of $\mathbf{C}$. The vector $\mathbf{p}$ is used to construct the homogeneous polynomial

$$
\begin{equation*}
Q(\mathbf{y})=p_{0} y_{1}^{2}+p_{1} y_{1} y_{2}+p_{2} y_{2}^{2} \tag{5.83}
\end{equation*}
$$

whose inhomogeneous version ( $y_{2}=1$ ) reads

$$
\begin{equation*}
\widetilde{\mathrm{Q}}\left(\mathrm{y}_{1}\right)=\mathrm{p}_{0} \mathrm{y}_{1}^{2}+\mathrm{p}_{1} \mathrm{y}_{1}+\mathrm{p}_{2} . \tag{5.84}
\end{equation*}
$$

The polynomial has at most two distinct real roots where the roots are only equal if the parameters of the two intrinsically one-dimensional component functions coincide. Let $r_{1}, \ldots, r_{k}$ with $k \leqslant d$ denote the real roots of $\widetilde{Q}$ such that

$$
\begin{equation*}
\widetilde{Q}\left(r_{i}\right)=0 \quad \text { for } \quad i \in\{1, \ldots, k\} . \tag{5.85}
\end{equation*}
$$

Then the angles $\theta_{i}$ for $i \in\{1, \ldots, k\}$ are obtained as

$$
\theta_{i}=\left\{\begin{array}{lll}
\frac{\pi}{2} & \text { if } & r_{i}=0  \tag{5.86}\\
\arctan \left(\frac{1}{r_{i}}\right) & \text { else }
\end{array}\right.
$$

The orientation vectors of the two intrinsically one-dimensional signals are then obtained as

$$
\begin{equation*}
\mathfrak{n}_{\mathfrak{i}}=\left(\cos \left(\theta_{\mathfrak{i}}\right), \sin \left(\theta_{i}\right)\right)^{\top} \tag{5.87}
\end{equation*}
$$

If $k<d$ and additionally $\widetilde{Q}(0)=0$ holds, then $\widetilde{Q}$ has an additional root at infinity such that $\theta_{k+1}=0$ and $\boldsymbol{n}_{k+1}=(1,0)^{\top}$.
In addition to the orientations $\boldsymbol{n}_{i}$, the phases $\varphi_{i}$ are supposed to be determined. Using the responses of the operators of order $m=3$, the system

## 5. Decomposition of superimposed intrinsically one-dimensional signals in $\mathbb{R}^{2}$

$$
\left[\begin{array}{cc}
n_{1,1}^{3} & n_{2,1}^{3}  \tag{5.88}\\
n_{1,1}^{2} n_{1,2} & n_{2,1}^{2} n_{2,2} \\
n_{1,1}^{2} n_{1,2}^{2} & n_{2,1}^{2} n_{2,2}^{2} \\
n_{1,2}^{3} & n_{2,2}^{3}
\end{array}\right]\binom{\lambda_{1}}{\lambda_{2}}=\left(\begin{array}{l}
c_{0} \\
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)
$$

is solved by minimizing

$$
\underset{\left(\lambda_{1}, \lambda_{2}\right)^{\top}}{\arg \min }\left\|\left[\begin{array}{cc}
\mathfrak{n}_{1,1}^{3} & \mathfrak{n}_{2,1}^{3}  \tag{5.89}\\
n_{1,1}^{2} n_{1,2} & n_{2,1}^{2} n_{2,2} \\
n_{1,1} n_{1,2}^{2} & n_{2,1} n_{2,2}^{2} \\
n_{1,2}^{3} & n_{2,2}^{3}
\end{array}\right]\binom{\lambda_{1}}{\lambda_{2}}-\left(\begin{array}{c}
c_{0} \\
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)\right\|^{2} .
$$

In addition, the phase estimation requires the operators of order $m-1=2$. We therefore calculate the operator responses $\left(\bar{c}_{0}, \overline{\mathbf{c}}_{1}, \bar{c}_{2}\right)=\left(\mathcal{H}_{1}^{2} f(\boldsymbol{x}), \mathcal{H}_{1} \mathcal{H}_{2} f(\boldsymbol{x}), \mathcal{H}_{2}^{2} f(\boldsymbol{x})\right)$ which allow a decomposition as

$$
\begin{equation*}
\Psi\left(\mathcal{H}^{2} f(x)\right)=\sum_{\mathfrak{i}=1}^{2} \underbrace{-A_{i} \cos \left(k_{i}\left\langle\mathbf{n}_{i}, \boldsymbol{x}\right\rangle+\varphi_{1}\right)}_{\bar{\lambda}_{i}} \underbrace{\left(n_{i, 1} y_{1}+n_{i, 2} y_{2}\right)^{2}}_{\Psi\left(\mathbf{n}_{\mathbf{i}} \otimes \mathfrak{n}_{\mathfrak{i}}\right)} . \tag{5.90}
\end{equation*}
$$

Since the orientations have already been obtained, it is possible to solve for the coefficients $\bar{\lambda}_{i}$ of the second order decomposition by solving the system

$$
\left[\begin{array}{cc}
n_{1,1}^{2} & n_{2,1}^{2}  \tag{5.91}\\
n_{1,1} \\
n_{1,2}^{2} & n_{2,1}^{2} n_{2,2}^{2}
\end{array}\right]\binom{\bar{\lambda}_{1}}{\bar{\lambda}_{2}}=\left(\begin{array}{l}
\bar{c}_{0} \\
\bar{c}_{1} \\
\bar{c}_{2}
\end{array}\right)
$$

in the least squares sense as

$$
\underset{\left(\bar{\lambda}_{1}, \bar{\lambda}_{2}\right)^{\top}}{\arg \min }\left\|\left[\begin{array}{cc}
n_{1,1}^{2} & n_{2,1}^{2}  \tag{5.92}\\
n_{1,1} n_{1,2} & n_{2,1} n_{2,2} \\
n_{1,2}^{2} & n_{2,2}^{2}
\end{array}\right]\binom{\bar{\lambda}_{1}}{\bar{\lambda}_{2}}-\left(\begin{array}{c}
\bar{c}_{0} \\
\bar{c}_{1} \\
\bar{c}_{2}
\end{array}\right)\right\|^{2} .
$$

From the coefficients $\lambda_{i}, \bar{\lambda}_{i}$ the phases $\varphi_{i}$ are obtained as

$$
\begin{equation*}
\varphi_{i}=\arctan 2\left(\frac{A_{i} \sin \left(k_{i}\left\langle\mathbf{n}_{\mathbf{i}}, \boldsymbol{x}\right\rangle+\varphi_{i}\right)}{\boldsymbol{A}_{i} \cos \left(\mathrm{k}_{\mathrm{i}}\left\langle\mathbf{n}_{\mathbf{i}}, \boldsymbol{x}\right\rangle+\varphi_{\mathrm{i}}\right)}\right)=\arctan 2\left(\lambda_{i}, \bar{\lambda}_{\mathrm{i}}\right) . \tag{5.93}
\end{equation*}
$$



Figure 5.3.: Left: Superposition of the two sinusoidal intrinsically one-dimensional signals in the middle and on the right.


Figure 5.4.: Left: Superposition of the three sinusoidal intrinsically one-dimensional signals in the remaining columns.

### 5.5. Examples and practical considerations

The complete estimation procedure for the orientations and phases is summarized by the algorithms Algorithm1, Algorithm 2, Algorithm 3 and Algorithm 4 in Appendix A. Figure 5.3 shows a superposition of two sinusoidal intrinsically one-dimensional signals with different amplitude, orientation and frequency. Figure 5.5 shows the orientation and phase estimation for the underlying component signals. The algorithm has been applied using the ideal operator responses from section 4.2 and the discrete convolution kernels obtained from the generalized Hilbert transforms of order $m=3$ and $m-1=2$ and a Laplacian of Gaussian at scale $s=3$. In the case of the phase estimates the border pixels have been set to zero. Figure 5.4 shows a superposition of three sinusoidal intrinsically one-dimensional signals with different amplitude, orientation and frequency. In figure 5.6 the estimated parameters using the perfect operator responses of order $m=5$ and $m=4$ are depicted. Figure 5.7 shows the estimated parameters using the discrete convolution kernels at scale $s=3$.

### 5.5.1. Resolution of the kernels

The order of the used operators for the parameter estimation depends on the number of superpositions in the signal. If the number of superpositions increases, the order of the operators has to be increased as well. Nonetheless, an increasing order requires


Figure 5.5.: Estimated orientations (first two columns) and phases (last two columns) with respect to the input signal in figure 5.3. Top row: Results using the perfect operator responses. Bottom row: Results using the proposed kernels at scale $s=3$.


Figure 5.6.: Estimated orientations (top) and phases (bottom) with respect to the input signal in figure 5.4 . The algorithm has been applied using the perfect generalized Hilbert transforms.


Figure 5.7.: Estimated orientations (top) and phases (bottom) with respect to the input signal in figure 5.4. The algorithm has been applied using the proposed convolution kernels at scale $s=3$.
an increasing angular resolution of the corresponding convolution kernels to avoid aliasing. If the size of the convolution masks is not large enough, errors are introduced in the estimated orientations and correspondingly the phase estimates will be defective, since they depend on the order. Figure 5.8 illustrates the effect of different convolution mask sizes for a fixed scale with respect to the input signal in figure 5.3 .

### 5.5.2. Choosing the scale

It has been mentioned in section 4.4, that the application of the generalized Hilbert transform in terms of a convolution operator requires an additional filtering with a suitable wavelet with at least one vanishing moment due to the singularity of the Hilbert transform kernel at the origin in the Fourier domain. As a suitable kernel for the task, the isotropic Laplacian-of-Gaussian or Laplacian-of-Poisson kernels have been proposed. These kernels have vanishing moments of order two. While the filtering with these kernels eliminates the singularity, it introduces an additional frequency dependence in the amplitude of the filter responses. Mallat (1999) has pointed out, that every wavelet with scale parameter $s$ and vanishing moments of order $d$ in $\mathbb{R}^{n}$ acts as a (regularized) differential operator of order d at scale s. According to Unser et al. (2008), the generalized Hilbert transform of order d applied to the Laplacian of Gaussian or Laplacian of Poisson yields wavelets with vanishing moments of order d. Consequently, the convolution with these wavelets and therefore the generalized Hilbert transforms act as differential operators of order d at scale s.


Figure 5.8.: The estimated orientations (the angles are plotted as intensity values) with respect to the input signal depicted in figure 5.3 at scale $s=2$ for convolution mask sizes $17,21,25$. Further the slice along $\left(x_{1}, 0\right)^{\top}$ has been plotted explicitely. First two rows: first angle, last two rows: second angle.

In section 4.3 it has been shown, that a partial derivative operator of order d acts on a sinusoidal intrinsically one-dimensional signal as

$$
\begin{equation*}
\frac{\partial^{\mathrm{d}}}{\partial x^{\mathrm{d}-\mathrm{i}} \partial y^{\mathrm{i}}} \mathcal{W}_{s} A \cos (\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)=\mathrm{k}^{\mathrm{d}} n_{1}^{\mathrm{d}-\mathrm{i}} \mathfrak{n}_{2}^{i} \mathcal{W}_{s} \cos ^{(\mathrm{d})}(\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) \tag{5.94}
\end{equation*}
$$

for $i \in\{0, \ldots, d\}$. The additional frequency factor is $k^{d}$. While this factor is not important for the estimation of the orientations, the algorithm for the phase decompositions assumes that no additional frequency factors are introduced, which is the case for the theoretical perfect generalized Hilbert transform. If the original signal is a superimposed signal, each component signal introduces an additional factor for its frequency. Since these frequencies are not known in advance, it is not possible to compensate for these introduced factors. A possible strategy is to assume that interesting structures consist of intrinsically one-dimensional signals, which have roughly the same frequency and consequently the same scale. This scale can for example be found by searching for maxima of the modulus of the Laplacian-of-Gaussian responses. If the underlying component signals do not have the same frequency (scale), errors are introduced in the phase estimates for the single components. Figure 5.9 illustrates the effect of different scales $s$ on the phase estimates of the component signals for a superposition of two intrinsically one-dimensional signals.
Another problem arising, illustrated in Figure 5.10 , is the different order of the odd and even filters. Since they both differ in their order, the additional introduced frequency factors differ. It is possible to compensate for this effect by adjusting the amplitudes of the filter kernels, such that the maximal and minimal amplitudes of both orders coincide.

### 5.5.3. Automatic selection of the order

The algorithm introduced so far relied on à priori knowledge about the number d of the superpositions. If the number $d$ of superpositions is known, the algorithm is able to obtain the orientations and the phases using the generalized Hilbert transform operators of order $m$ and $m-1$. If the parameters are supposed to describe local lowlevel image structures in real world images, the number of superpositions is in general unknown. Nonetheless, it is possible to decide, if the number of superpositions is lower than or equal to a chosen maximum number $d_{\text {max }}$.

Proposition 5.18. Let $\mathrm{d}_{\max } \in \mathbb{N}$ and let $\mathrm{f}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ denote a superimposed signal in the plane consisting of $\mathrm{d} \leqslant \mathrm{d}_{\text {max }}$ intrinsically one-dimensional signals. Then the Hankel matrix C obtained from the operator responses $\mathcal{H}^{\mathfrak{m}} \mathbf{f}(\mathbf{x})$ or $\mathcal{D}^{\mathfrak{m}} \mathbf{f}(\mathbf{x})$ with $\mathrm{m}=2 \mathrm{~d}_{\text {max }}-1$ has rank d .

Since the singular value decomposition of $\mathbf{C}$ is computed anyway for the decomposition, the additional amount to compute the number of superpositions is minimal as


Figure 5.9.: The estimated phases with respect to the input signal 5.3 at scales $s=2$, $s=2 \sqrt{2}, s=4$. Further the center slice along $\left(x_{1}, 0\right)^{\top}$ has been plotted explicitely. The phase estimates slightly depend on the chosen scale.


Figure 5.10.: Top row: First kernels of the generalized Hilbert transform of order three (solid) and two (dashed). Left: Without normalization. Right: With normalization. Middle row: Amplitude of one of the decomposed components of a superposition of two i1D signals. Bottom row: Phase estimated for this component.
the rank can be determined from its eigenvalues. In a strict sense, the rank will be equal to $d_{\text {max }}-l$ where $l$ is the number of zero eigenvalues. Working with real world images which are possibly disturbed by noise, matrix $\mathbf{C}$ will usually be of full rank in a strict sense. It is therefore necessary to measure the rank with respect to a tolerance threshold for the eigenvalues which assumes that the eigenvalue is zero if it is lower than the threshold.

### 5.5.4. Singularities

While the proposed algorithm for the decomposition of the signal is purely local, this property bears a major problem caused by singularities of the operator responses.

Singularity Definition 5.19. Let $\mathrm{f}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ denote a intrinsically one-dimensional signal in the plane. Then a point $x_{0} \in \mathbb{R}^{2}$ is called a singularity of $f$ with respect to the operator $\mathcal{A}^{\mathrm{m}} \in\left\{\mathcal{D}^{\mathrm{m}}, \mathcal{H}^{\mathrm{m}}\right\}$ if

$$
\begin{equation*}
\mathcal{A}^{\mathrm{m}} \mathrm{f}\left(\mathrm{x}_{0}\right)=0 \tag{5.95}
\end{equation*}
$$

Suppose now that the intrinsically one-dimensional component signal $f_{j}$ of the superpositional signal f has a singularity at $\mathrm{x}_{0}$ with respect to $\mathcal{A}^{\mathrm{m}}$. From the linearity of the operators $\mathcal{A}^{\mathrm{m}}$ we know that the operators act on the component functions as

$$
\begin{equation*}
\mathcal{A}^{\mathfrak{m}} \mathrm{f}(\boldsymbol{x})=\sum_{\mathfrak{i}=1}^{\mathrm{d}} \mathcal{A}^{\mathfrak{m}} \mathrm{f}_{\mathfrak{i}}(\boldsymbol{x}) \tag{5.96}
\end{equation*}
$$

Since $\mathcal{A}^{m} f_{j}$ is zero at $x_{0}$, the superpositional signal $f$ locally looks like a superposition of $d-1$ intrinsically one-dimensional signals, i.e.

$$
\begin{equation*}
\mathcal{A}^{\mathrm{m}} \mathrm{f}(\boldsymbol{x})=\sum_{\mathrm{i}=1}^{\mathrm{d}-1} \mathcal{A}^{\mathrm{m}} \mathrm{f}_{\mathfrak{j}_{\mathrm{i}}}(\boldsymbol{x}) \quad \text { with } \mathfrak{j}_{\mathfrak{i}} \in\{1, \ldots, \mathrm{~d}\} \backslash\{\mathfrak{j}\} \tag{5.97}
\end{equation*}
$$

At the singularity $\boldsymbol{x}_{0}$ it will not be possible to recover the orientation of the component signal $f_{j}$. Consequently, a phase estimate will be impossible.
A point $x_{0}$ can obviously be a singularity of more than one intrinsically one-dimensional signal, such that it is even possible that the operator response for a superpositional signal $f$ is zero, i.e

$$
\begin{equation*}
\mathcal{A}^{\mathrm{m}} \mathfrak{f}\left(\mathrm{x}_{0}\right)=(0,0, \ldots, 0) . \tag{5.98}
\end{equation*}
$$

In such a case it would neither be possible to estimate any of the orientations $\boldsymbol{n}_{i}$, nor the phases $\varphi_{i}$ at $\chi_{0}$. To eliminate the problem of singularities, a method using averages of the operator responses in a neighbourhood of a point of interest will be introduced in the following section.

### 5.6. Averaging the operator responses

The considerations from the previous section have been purely local in the sense, that the orientation and the phases of the superimposed signal model have been estimated from the operator responses (linear features) evaluated at a single point of interest. This led to two problems: As it has been shown in proposition 5.15, the required order of the operators for $d$ superimposed signals is $2 \mathrm{~d}-1$. Consequently, the more signals are supposed to be decomposed, the higher the angular resolution of the filter kernels has to be. This also leads to a larger neighborhood which has to be taken into account, if the overall resolution of the input signal is fixed. Further, the complete decomposition is only possible, if none of the underlying intrinsically one-dimensional signals vanishes at the current point of interest, i.e. the current point of interest is not a singularity of any of the underlying intrinsically one-dimensional signals.
The estimation of the single phases requires a prior estimation of the underlying orientations. If the current point of interest is a singularity of one of the underlying intrinsically one-dimensional component functions, the orientation estimation will discard this component, leading to local orientation estimation for a number of signals, which does not reflect the number of component signals in the local neighborhood.
To circumvent this problem we will consider features evaluated in a local neighborhood of a point of interest $x$. While this method requires to introduce a further parameter, it also introduces new constraints for the orientation estimation, reducing the order of the required operators, and further also allows the estimation at points which are singularities of the underlying intrinsically one-dimensional signals.
The introduced method is based on an alternative characterization of intrinsically one-dimensional signals. We will focus the investigation on the two-dimensional case such that the considered signals are all real-valued signals (images) in the plane.
In contrast to its original definition (3.3), an intrinsically one-dimensional signal allows for an alternative characterization in terms of first order differential operators. Let

$$
\begin{equation*}
\mathfrak{f}(\boldsymbol{x})=\tilde{\mathbf{f}}(\langle\boldsymbol{x}, \mathfrak{n}\rangle) \quad \mathfrak{n} \in \mathbb{S} \tag{5.99}
\end{equation*}
$$

denote an intrinsically one-dimensional signal. Then the signal $f$ is constant along the lines in $\mathbb{R}^{2}$ perpendicular to $\boldsymbol{n}$. This implies that the gradient of $f$ vanishes along these lines.


Figure 5.11.: Left column: Intrinsically one-dimensional signal and two superpositions of intrinsically one-dimensional signals with varying orientations. Right column: First order derivatives interpreted as points in $\mathbb{R}^{2}$.

Proposition 5.20 (Differential characterization of i1D signals, Aach et al. (2006)).

$$
\begin{equation*}
\mathcal{L} f(\boldsymbol{x})=\langle\mathcal{D} f(\boldsymbol{x}), \overline{\mathbf{n}}\rangle=\langle\nabla \mathrm{f}(\boldsymbol{x}), \overline{\mathbf{n}}\rangle=0 \quad \text { for all } \boldsymbol{x} \in \mathbb{R}^{2} \text { with }\langle\mathbf{n}, \overline{\mathbf{n}}\rangle=0 . \tag{5.100}
\end{equation*}
$$

Now suppose $f$ is a superposition of $d$ intrinsically one-dimensional functions:

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} f_{i}(x)=\sum_{i=1}^{d} \tilde{f}_{i}\left(\left\langle x, n_{i}\right\rangle\right) . \tag{5.101}
\end{equation*}
$$

Theorem 5.21 (Differential characterization of superimposed signals). The superimposed signal f of order d vanishes under a composition of the differential operators $\mathcal{L}_{i}$ with $\mathcal{L}_{i} \mathrm{f}=\left\langle\nabla \mathrm{f}, \overline{\mathrm{n}}_{\mathrm{i}}\right\rangle$ with $\mathrm{i} \in\{1, \ldots, \mathrm{~d}\}:$

$$
\begin{equation*}
\mathcal{L}_{1} \mathcal{L}_{2} \ldots \mathcal{L}_{\mathrm{d}} \mathrm{f}(\boldsymbol{x})=0 \quad \text { for all } \boldsymbol{x} \in \mathbb{R}^{2} \tag{5.102}
\end{equation*}
$$



Figure 5.12.: Left: Superpositions of intrinsically one-dimensional signals with varying orientations. Right: Corresponding second order derivatives interpreted as points in $\mathbb{R}^{3}$. Notice that all the points lie in a plane which changes its normal if the orientations of the signals change.

Proof. The differential operators $\mathcal{L}_{\mathfrak{i}}$ are first order differential operators. It is possible to identify these operators with vector fields in the plane as

$$
\begin{equation*}
V_{i}(x, y)=\bar{n}_{i, 1} \frac{\partial}{\partial x}+\bar{n}_{i, 2} \frac{\partial}{\partial y}=-n_{i, 2} \frac{\partial}{\partial x}+n_{i, 1} \frac{\partial}{\partial y} \tag{5.103}
\end{equation*}
$$

where the partial derivatives $\frac{\partial}{\partial x}, \frac{\partial}{\partial y}$ represent the basis vectors of the tangent space of $\mathbb{R}^{2}$. Without loss of generality, the vector fields $V_{i}$ are rotated versions of the canonical Cartesian coordinate vector field $V_{x}=\frac{\partial}{\partial x}$. This vector field is the infinitesimal generator of group of translation along the $x$ axis. Thus, the vector fields $V_{i}$ are the infinitesimal generators for the group of translations along $\overline{\mathbf{n}}_{\mathfrak{i}}$. The group of translations in the plane is commutative, following from the commutativity of addition within the real numbers. Hence, the application of any two vector fields $V_{i}, V_{j}$ and therefore for any two operators $\mathcal{L}_{i}, \mathcal{L}_{j}$ with $\mathfrak{i}, \mathfrak{j} \in\{1 \ldots, d\}$ commutes:

$$
\begin{equation*}
\mathcal{L}_{\mathfrak{i}} \mathcal{L}_{\mathrm{j}} \mathrm{f}=\mathcal{L}_{\mathrm{j}} \mathcal{L}_{\mathrm{i}} \mathrm{f} . \tag{5.104}
\end{equation*}
$$

Since the differential operators are linear operators and $f$ is a superposition of intrinsically one-dimensional signals, the composition of the differential operators acts on each intrinsically one-dimensional signal $f_{i}$ separately as $\mathcal{L}_{1} \mathcal{L}_{2} \ldots \mathcal{L}_{d} f_{i}(x)$. Due to the commutation relation of the operators, the order of the operators can be changed arbitrarily, such that

$$
\begin{equation*}
\mathcal{L}_{1} \mathcal{L}_{2} \ldots \mathcal{L}_{\mathrm{d}} f_{i}(x)=\mathcal{L}_{j_{1}} \ldots \mathcal{L}_{j_{n-2}} \mathcal{L}_{i} f_{i}(x) \quad j_{k} \in\{1, \ldots, d\} \backslash\{i\} . \tag{5.105}
\end{equation*}
$$

But the operator $\mathcal{L}_{i}$ applied to $f_{i}$ is zero everywhere, due to the differential char-
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acterization of intrinsically one-dimensional signals in (5.20) which concludes the proof.

The composition of the differential operators $\mathcal{L}_{i}$ yields the single operator

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{1} \mathcal{L}_{2} \ldots \mathcal{L}_{d}=\prod_{i=1}^{\mathrm{d}}\left(\bar{n}_{i, 1} \frac{\partial}{\partial x}+\bar{n}_{i, 2} \frac{\partial}{\partial y}\right) . \tag{5.106}
\end{equation*}
$$

such that the application of $\mathcal{L}$ on f can be rewritten as a differential operator of order $d$ consisting of the $d+1$ partial derivatives of order $d$

$$
\begin{equation*}
\mathcal{L} f(x)=\mathcal{L}_{1} \mathcal{L}_{d} \ldots \mathcal{L}_{d} f(x)=\sum_{i=0}^{d} a_{i} \frac{\partial^{d}}{\partial x^{d-i} \partial y^{i}} f(x)=0 \tag{5.107}
\end{equation*}
$$

for all $x \in \mathbb{R}^{2}$. We want to derive a geometric interpretation for this relationship. Suppose we identify the partial derivatives applied to $f$ with points in $\mathbb{R}^{d+1}$ as

$$
\begin{equation*}
\boldsymbol{v}(\boldsymbol{x})=\left(\frac{\partial^{\mathrm{d}}}{\partial x^{\mathrm{d}}} f(\boldsymbol{x}), \frac{\partial^{\mathrm{d}}}{\partial x^{\mathrm{d}-1} \partial y} f(\boldsymbol{x}), \ldots, \frac{\partial^{\mathrm{d}}}{\partial y^{\mathrm{d}}} f(\boldsymbol{x})\right)^{\mathrm{T}} . \tag{5.108}
\end{equation*}
$$

Since the operator $\mathcal{L}$ applied to $f$ vanishes everywhere its integration over the plane yields

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\langle\boldsymbol{v}(\boldsymbol{x}), \mathbf{a}\rangle \mathrm{d} \boldsymbol{x}=0 \tag{5.109}
\end{equation*}
$$

Thus, all the points $v(x)$ in $\mathbb{R}^{\mathrm{d}+1}$ are perpendicular to $\boldsymbol{a}$. Consequently, the relationship (5.107) geometrically states that the partial derivatives evaluated at the points $x \in \mathbb{R}^{2}$ lie in a d-dimensional linear subspace in $\mathbb{R}^{d+1}$ perpendicular to the vector $\boldsymbol{a}$.
Figure 5.12 illustrates this relationship for a superposition of two intrinsically onedimensional signals in the plane. The operator responses (linear features) of order $d=2$ interpreted as points in the feature space $\mathbb{R}^{3}$ lie in a two-dimensional subspace, a plane through the origin. If the signals change their orientations, the normal vector of the plane changes accordingly.
The coefficients $a=\left(a_{0}, \ldots, a_{d}\right)^{\top}$ can be identified with the coefficients of the polynomial

$$
\begin{equation*}
Q(\mathbf{y})=\prod_{i=1}^{\mathrm{d}} \mathrm{Q}_{i}(\mathbf{y})=\prod_{i=1}^{\mathrm{d}}\left(\bar{n}_{i, 1} y_{1}+\bar{n}_{i, 2} y_{2}\right)=\sum_{i=0}^{\mathrm{d}} a_{i} y_{1}^{\mathrm{d}-\mathrm{i}} y_{2}^{i} \tag{5.110}
\end{equation*}
$$

Following the basic idea from the previous section, we will show, how the orientation vectors $\boldsymbol{n}_{\boldsymbol{i}}$ can be recovered from the coefficient vector $\boldsymbol{a}$. $Q(\mathbf{y})$ is a homogeneous polynomial of degree $d$, which factors into d linear binary forms $Q_{i}$. Of special interest are the roots of the binary form Q . Analogously to (5.52), we will again first consider the homogenized real roots of the linear binary forms $Q_{i}$. The homogenized real roots of the forms $\mathrm{Q}_{\mathrm{i}}$ are the lines

$$
\begin{equation*}
L_{i}=\left\{\mathbf{y}: Q_{i}(\mathbf{y})=\left(\bar{n}_{i, 1} y_{1}+\bar{n}_{i, 2} y_{2}\right)=0\right\} \tag{5.111}
\end{equation*}
$$

perpendicular to $\bar{n}_{i}$ passing through the origin (compare Fig. 5.2). Since every line $L_{i}$ is uniquely determined by its intersection with the horizontal line $L_{H}=\left\{\left(y_{1}, 1\right)^{\top}, y_{1} \in\right.$ $\mathbb{R}\}$, the homogenized root $L_{i}$ of $Q_{i}$ intersects $L_{H}$ in a real root of the inhomogeneous polynomial $\widetilde{Q}\left(y_{1}\right)=Q\left(y_{1}, 1\right)$. Let $r_{1}, \ldots, r_{k}$ with $k \leqslant d$ denote the roots of $\widetilde{Q}$ such that

$$
\begin{equation*}
\widetilde{Q}\left(r_{i}\right)=0 \quad \text { for } \quad i \in\{1, \ldots, k\} . \tag{5.112}
\end{equation*}
$$

Then the angles $\theta_{i}$ for $i \in\{1, \ldots, k\}$ are obtained as

$$
\theta_{i}= \begin{cases}\frac{\pi}{2} & \text { if } r_{i}=0  \tag{5.113}\\ \arctan \left(\frac{1}{r_{i}}\right) & \text { else }\end{cases}
$$

yielding

$$
\begin{equation*}
\mathbf{n}_{\mathfrak{i}}=\left(\cos \left(\theta_{\mathfrak{i}}\right), \sin \left(\theta_{\mathfrak{i}}\right)\right)^{\top} . \tag{5.114}
\end{equation*}
$$

If $k<d$ and additionally $\widetilde{Q}(0)=0$ holds, then $\widetilde{Q}$ has an additional root at infinity such that $\theta_{k+1}=0$ and $\boldsymbol{n}_{k+1}=(1,0)^{\top}$.
Now that we know, how the orientations can be recovered from the coefficient vector $\boldsymbol{a}$, it is left to show how $\boldsymbol{a}$ is estimated from an image I. Suppose that in a local neighborhood $\Omega\left(x_{0}\right)$ around a point $x_{0} \in \mathbb{R}^{2}$ the image I can be modeled as a superposition $f$ of $d$ intrinsically one-dimensional signals. As already mentioned above, the coefficient vector $\boldsymbol{a}$ is perpendicular to the hyperplane in $\mathbb{R}^{d+1}$ spanned by the partial derivatives of order $d$, interpreted as points in $\mathbb{R}^{d+1}$. The coefficient vector $\boldsymbol{a}$ is
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then found by a classical least squares fit of a d-dimensional hyperplane to the partial derivatives, leading to the optimization problem

$$
\begin{align*}
& \min _{\mathbf{a}} \int_{\Omega\left(x_{0}\right)}\langle\boldsymbol{v}(\boldsymbol{x}), \mathbf{a}\rangle^{2} \mathrm{~d} \boldsymbol{x}  \tag{5.115}\\
& \text { s.t. }\|\mathbf{a}\|=1 \tag{5.116}
\end{align*}
$$

where $\boldsymbol{v}(x)$ are the $d$-th order partial derivatives of $f$ at $x$. The solution to the least squares problem above is obtained as the eigenvector corresponding to the smallest eigenvalue of the matrix (see e.g. Kanatani (1996))

Generalized structure tensor

$$
\mathbf{S}\left(\boldsymbol{x}_{0}\right)=\left[\begin{array}{ccc}
\mathrm{S}_{0,0}\left(\mathrm{x}_{0}\right) & \cdots & \mathrm{S}_{0, \mathrm{~d}-1}\left(\mathrm{x}_{0}\right)  \tag{5.117}\\
\vdots & \ddots & \vdots \\
\mathrm{S}_{\mathrm{d}-1,0}\left(\mathrm{x}_{0}\right) & \cdots & \mathrm{S}_{\mathrm{d}-1, \mathrm{~d}-1}\left(\mathrm{x}_{0}\right)
\end{array}\right]
$$

with

$$
\begin{equation*}
S_{i j}\left(x_{0}\right)=\int_{\Omega\left(x_{0}\right)} \frac{\partial^{\mathrm{d}}}{\partial x^{\mathrm{d}-\mathrm{i}} \partial y^{\mathrm{i}}} f(x) \frac{\partial^{\mathrm{d}}}{\partial x^{\mathrm{d}-\mathrm{j}} \partial y^{\mathrm{j}}} f(x) d x . \tag{5.118}
\end{equation*}
$$

In the case of $d=1$ the matrix $\mathbf{S}$ corresponds to the classical structure tensor introduced in Harris and Stephens (1988) and Förstner and Gülch (1987). S generalizes the notion of the structure tensor to arbitrary superpositions. In the following we will call $\boldsymbol{S}$ the generalized structure tensor of order d.

### 5.6.1. Automatic selection of the order

In the case of d superimposed intrinsically one-dimensional signals, the linear features of the d-th order operators span a d-dimensional subspace in $\mathbb{R}^{d+1}$. In this case the generalized structure tensor is of full rank. In analogue to proposition 5.18 it is not possible to decide, if the signal in the local neighborhood consists of more than $d$ superimposed intrinsically one-dimensional signals using the operators of order d . Nonetheless, it is possible to decide, if the signal consists of less than d intrinsically onedimensional signals. If the signal consists of $c \leqslant d, c \in \mathbb{N}$ superimposed intrinsically one-dimensional signals, the rank of the generalized structure tensor is equal to c . Of course the same remark as in proposition 5.18 holds: Since real world signals are disturbed by noise, the generalized structure tensor will almost always be of full rank.

It is therefore mandatory to determine the rank based on some thresholding on the eigenvalues or based on the ratios of the eigenvalues.
Figure 5.11 depicts this relationship for the case of the classical structure tensor, i.e. the operators of order $d=1$. In the case of a perfect intrinsical one-dimensional signal, the operator responses lie on a one-dimensional subspace in $\mathbb{R}^{2}$. This is not the case anymore for a superposition of intrinsically one-dimensional signals with different orientations. Nonetheless, it is not possible to infer about the orientations of the single intrinsically one-dimensional signals in the case of a superposition. It is just possible to decide whether the underlying signal consists of one or more intrinsically one-dimensional signals. Otherwise, a structure tensor of higher order has to be used.

### 5.6.2. Choosing the neighborhood

The generalized structure tensor of order d averages the linear features obtained from the operators of order $d$ in a local neighborhood $\Omega$ of each point $x$. An open question is, how this neighborhood should be chosen.
The most common choice, introduced by Lindeberg (1998), is a weighted averaging using a Gaussian kernel, such that the neighborhood $\Omega$ corresponds to the support of the discretized Gaussian. The operators are usually evaluated at multiple scales, the differentiation scales. The scale of the Gaussian used for the averaging of the operator responses, the integration scale is then chosen depending on the differentiation scale. Suppose the partial derivatives of order $d$ are calculated at a differentiation scale $s_{D}$ as

$$
\begin{equation*}
\mathcal{D}_{1}^{\mathrm{d}-\mathrm{i}} \mathcal{D}_{2}^{i} \mathcal{G}_{s_{\mathrm{D}}} f(\boldsymbol{x})=\left(\mathbf{f} * \mathcal{D}_{1}^{\mathrm{d}-i} \mathcal{D}_{2}^{i} \mathrm{~g}_{\mathrm{s}_{\mathrm{D}}}\right)(\mathbf{x}) . \tag{5.119}
\end{equation*}
$$

Then the components of the generalized structure tensor of order d using a Gaussian averaging are obtained at the integration scale $s_{I}=a s_{D}, a>1$ as

$$
\begin{align*}
S_{i j}\left(x_{0} ; s_{D}, s_{I}\right) & =\left(\mathcal{D}_{1}^{d-i} \mathcal{D}_{2}^{i} \mathcal{G}_{s_{\mathrm{D}}} f * g_{s_{\mathrm{I}}}\right)\left(x_{0}\right)\left(\mathcal{D}_{1}^{d-j} \mathcal{D}_{2}^{j} \mathcal{G}_{s_{\mathrm{D}}} f * g_{s_{\mathrm{I}}}\right)\left(x_{0}\right)  \tag{5.120}\\
& =\left(\frac{\partial^{d}}{\partial x^{d-i} \partial y^{i}} \mathcal{G}_{s_{\mathrm{I}}} f * g_{s_{\mathrm{I}}}\right)\left(x_{0}\right)\left(\frac{\partial^{\mathrm{d}}}{\partial x^{d-j} \partial y^{j}} \mathcal{G}_{s_{\mathrm{I}}} f * g_{s_{\mathrm{s}_{\mathrm{I}}}}\right)\left(x_{0}\right) . \tag{5.121}
\end{align*}
$$

While not necessarily a Gaussian has to be chosen for the weighted averaging, it is preferred in practical situations, due to its separability, which allows a fast convolution.
In contrast to the local method introduced in the previous section, the linear features resulting from the operators are not only considered at the current point of interest, but are averaged over a local neighborhood. Due to the averaging, the orientations can also be obtained at points of interest, which are singularities.

### 5.7. Application: Characteristic scale of superimposed signals

The detection of low-level image features is often the first step in many computer vision tasks. The major goal is a sparse representation of the image content while being invariant with respect to certain, possibly task dependent, image transformations. Image features can broadly be divided into two groups: Pure point based features, also known as key-points or interest points, consisting only of a spatial image coordinate and regional features describing a certain neighborhood around an interest point. If regional detectors obey the property of equivariance with respect to certain transformation groups, such that the estimated parameters of the detector transform according to a transformation of the underlying input, it is possible to invert the transformation and normalize the content within the region such that so called feature descriptors as for example introduced in Lowe (2004); Bay et al. (2008); Dalal and Triggs (2005), are able to describe the content in an invariant way.
In this section, a model based approach is used to design regional image features which are equivariant with respect to the affine group in the plane. Image structures are locally modeled as superimposed intrinsically one-dimensional signals. Based on the orientation estimation scheme introduced in the previous section, we propose an estimation scheme to obtain the characteristic scale of each intrinsically one-dimensional component signal. The orientations and the characteristic scales yield the final affine equivariant parameter set describing the affine equivariant regional feature.
A broad range of interest point detectors is based on the basic idea of the Harris corner detector dating back to 1988, see Harris and Stephens (1988). These detectors use linear shift invariant operators, usually discrete approximations of differential operators, to establish a cost function whose extrema indicate the presence of a certain image structure, e.g. corners, edges or blob-like structures. The detectors evaluate the distribution of the operator outputs in a local neighborhood of an image point, the most prominent example being the Harris or Foerstner operator, see Harris and Stephens (1988); Förstner and Gülch (1987). They investigate the distribution of the local gradient responses in terms of their second moment matrix $\mathbf{S}$, which has already been introduced as the structure tensor. Extrema of cost functions obtained from the second moment matrix such as the minima of the smallest eigenvalue or maxima of the heuristic $\operatorname{det}(\mathbf{S})-\alpha \operatorname{trace}(\mathbf{S})$, Lindeberg (1998), are then used to select spatially localized interest points. Nonetheless, in many applications such as image matching, the target images differ not only by spatial translations but also by changes in scale. Multi-scale behavior has therefore been incorporated in the structure tensor approach, replacing the derivatives with multi-scale differential operators and letting the local neighborhood depend on a certain integration scale, see Mikolajczyk and Schmid (2004). Cost functions are then designed to additionally depend on scale such that extrema of these cost functions are not only localized in space but also in scale. Localizing interest points in scale is also known as the determination of the characteristic scale of the image structure, see Lindeberg (1998). Equipping an image
structure with a characteristic scale directly turns a pure point based image feature into a regional image feature assigning a circular (at least in the case of isotropic kernels) region depending on the characteristic scale to the interest point. This approach has for example successfully been applied in Mikolajczyk and Schmid (2004) with the multi-scale extension of the Harris-Laplace detector. While these multi-scale methods extend the equivariance properties of the pure point based features to circular regional features which are equivariant with respect to scale changes, it is often desirable to be further equivariant with respect to the affine group in the plane. To ensure this equivariance property, Mikolajczyk et al. extended the multi-scale Harris-Laplace detector even further to the Harris-affine and Hessian-affine detectors in Mikolajczyk and Schmid (2004). Iteratively, the underlying affine transformation of the image region is estimated from the multi-scale structure tensor. Using the transformation estimate, the image content in the region described by the transformation is normalized. From the normalized image region the structure tensor is re-estimated and the steps are continued until convergence.
While our approach is related to the structure tensor based approaches, it is worth noting that one of the most successful affine equivariant region detectors is the MSER detector introduced by Matas et al. (2004). After proposing our affine equivariant region detector, we will compare our method to the Harris-affine, Hessian-affine and MSER region detectors.
In chapter 4 it has been shown, that the general linear group in the plane acts on the orientation and frequency parameters of the superimposed signal model, while leaving the phases invariant. The problem of designing an affine equivariant regional feature in terms of the superimposed signal model is reformulated as follows:
Suppose two superimposed signals $f(x), f^{\prime}(x)$ consisting of $d$ intrinsically one-dimensional signals are given and related by a linear transformation $\boldsymbol{A} \in G L(2 ; \mathbb{R})$ as $\boldsymbol{f}^{\prime}(\boldsymbol{x})=f(\boldsymbol{A} \boldsymbol{x})$. Can the linear transformation $\boldsymbol{A}$ be recovered from the orientations $\boldsymbol{n}_{i}$ and frequencies $k_{i}$ for $i \in\{1, \ldots, d\}$ ?
Prior to the recovery of the affine transformation (which will turn out not to be completely recoverable from the parameters without ambiguities), the frequency estimation problem has to be addressed. While the previous section introduced two methods to obtain the orientations $\boldsymbol{n}_{i}$ of the signal model, the frequencies $k_{i}$ still have to be estimated. In the case of plane waves (sinusoidal waves) the concept of frequency is closely related to the concept of scale, as the following example shows:

Example 5.22. Let $\mathrm{f}(\boldsymbol{x})=A \cos (\mathrm{k}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi)$. Suppose the group of uniform dilations in $\mathbb{R}^{2}$ acts on $f$ as

$$
\begin{equation*}
(g \circ f)(x)=f(x / s)=A \cos ((k / s)\langle n, x\rangle+\varphi) . \tag{5.122}
\end{equation*}
$$

The orientation of the transformed signal stays the same, while the frequency of the signal changes to $k^{\prime}=k / s$.

It seems natural to investigate, if the multiscale differential and generalized Hilbert transform operators could be used, to estimate the scale and consequently the frequency of the underlying signal components. Lindeberg has studied this topic in 1993 in terms of multiscale differential operators in the Gaussian scale space. He was interested in the selection of a characteristic scale for certain low-level image structures indicating the size of the structure and proposed to analyze image structures in terms of scale normalized derivative operators in $\mathbb{R}^{2}$

$$
\begin{equation*}
\mathcal{D}_{\text {norm }}=\sqrt{\mathrm{s}} \mathcal{D} \tag{5.123}
\end{equation*}
$$

yielding the higher-order scale normalized partial derivatives

$$
\begin{equation*}
\mathcal{D}_{1}^{i} \mathcal{D}_{2}^{j}=\sqrt{\mathrm{s}}^{\mathrm{i}+\mathfrak{j}} \mathcal{D}_{1} \mathcal{D}_{2} \tag{5.124}
\end{equation*}
$$

The scale normalized Laplacian $\Delta_{\text {norm }}=s\left(\mathcal{D}_{1}^{2}+\mathcal{D}_{2}^{2}\right)$ applied to the scale space embedding $\mathcal{G}_{s} f(x)=\left(f * g_{s}\right)(x)$ of a single intrinsically one-dimensional signal $\mathrm{f}(\mathbf{x})=A \cos (\mathrm{k}\langle\mathbf{n}, \mathbf{x}\rangle+\varphi)$ yields

$$
\begin{equation*}
s\left(\mathcal{D}_{1}^{2} \mathcal{G}_{s} f(\boldsymbol{x})+\mathcal{D}_{2}^{2} \mathcal{G}_{s} f(\boldsymbol{x})\right)=-s k^{2} e^{-k^{2} s / \pi} A \cos (k\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi) \tag{5.125}
\end{equation*}
$$

Characteristic scale

If the function $e(s)=s\left(\mathcal{D}_{1}^{2} \mathcal{G}_{s} f(\boldsymbol{x})+\mathcal{D}_{2}^{2} \mathcal{G}_{s} f(x)\right)$ is regarded for a fixed $\boldsymbol{x}$, it yields a unique extremum at ( $\pi / \mathrm{k}^{2}$ ), called the characteristic scale (cmp. Lindeberg (1993)) of f at $x$ with respect to the scale normalized Laplacian which is directly related to the frequency $k$. If two intrinsically one-dimensional signals are related by a uniform scale change as

$$
\begin{align*}
\mathbf{f}_{1}(\mathbf{x}) & =A \cos \left(k_{1}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi\right)  \tag{5.126}\\
\mathrm{f}_{2}(\mathbf{x}) & =\left(\mathrm{g} \circ \mathrm{f}_{1}\right)(\mathbf{x})  \tag{5.127}\\
& =A \cos \left(\left(k_{1} / \mathrm{t}\right)\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi\right)  \tag{5.128}\\
& =A \cos \left(k_{2}\langle\mathbf{n}, \boldsymbol{x}\rangle+\varphi\right) \tag{5.129}
\end{align*}
$$

their characteristic scales at a fixed $x$ are related by

$$
\begin{equation*}
s_{1}=\left(\pi / k_{1}^{2}\right) \quad \wedge \quad s_{2}=\left(\pi / k_{2}^{2}\right)=\left(\pi /\left(k_{1} / t\right)^{2}\right) \quad \Rightarrow \quad s_{2}=s_{1} t^{2} . \tag{5.130}
\end{equation*}
$$

Scale equivariance

The characteristic scale of the intrinsically one-dimensional signal model is therefore scale equivariant, i.e. equivariant with respect to uniform dilations. It allows to attach a size to an intrinsically one-dimensional signal and allows an inference about how
two intrinsically one-dimensional signals might be related by a scale change. It might be worth noting that the scale normalized Laplacian not only leads to a notion of characteristic scale for intrinsically one-dimensional signals but also for a Gaussian itself, a so called blob-like image structure which has been used frequently in the past, for example in Lowe (1999); Lindeberg (1993); Mikolajczyk and Schmid (2004). For a blob detector based on the scale normalized Laplacian (which also includes its approximations such as the Difference-of-Gaussian) it is therefore not sufficient to assume, that every unique extremum in scale corresponds to a blob-like structure since it might also result from an intrinsically one-dimensional signal which might be interpreted as an edge or a line. Consequently, these detectors further determine the type of the underlying structure from its differential geometric properties, such as the curvature.
Extreme points in scale space do not only yield the proposed notion of the characteristic scale, but also turned out to reflect a major amount of the signal information. In Liew and Nguyen(1995) and Mallat and Zhong (1992) it has for example been shown that signals can be reconstructed just from extrema of a multiscale representation.

### 5.7.1. Scale selection for superimposed signals

While the scale normalized Laplacian leads to a uniform extremum in scale for a fixed $x$ in the case of an intrinsically one-dimensional signal, this is not necessarily true anymore if a superposition

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} A_{i} \cos \left(k_{i}\left\langle x, n_{i}\right\rangle-\varphi_{i}\right) \tag{5.131}
\end{equation*}
$$

of intrinsically one-dimensional signals is considered. Further, images which are subject to transformations of the general linear group are not only subject to uniform but also non-uniform changes in scale. The scale changes which will be considered in the following are not restricted to uniform scale changes. Instead we focus on scale changes along arbitrary orthogonal axes in conjunction with rotations described by actions of

$$
\mathbf{G}=\left\{\mathbf{U} \mathbf{D V}^{\top}: \mathbf{U} \mathbf{U}^{\top}=\mathbf{I}, \mathbf{V} \mathbf{V}^{\top}=\mathbf{I}, \mathbf{D}=\left[\begin{array}{rr}
s_{1} & 0  \tag{5.132}\\
0 & s_{2}
\end{array}\right]\right\}
$$

where all the matrices are real-valued and $s_{1}, s_{2} \in \mathbb{R}^{+}$. While the characteristic scale of the superimposed model with respect to the scale-normalized Laplacian might not be unique, every of the underlying intrinsically one-dimensional component signals of $f$ has a unique characteristic scale. The goal is therefore to estimate the single char-
acteristic scales which are afterwards incorporated into one single affine characteristic scale which is equivariant with respect to the group actions of G.
It is convenient to illustrate our scale selection method for the superimposed signal model in the frequency domain. We consider the ideal case of $d$ superimposed cosine waves

$$
\begin{equation*}
f(x)=\sum_{i=1}^{d} A_{i} \cos \left(k_{i}\left\langle\boldsymbol{x}, \mathbf{n}_{i}\right\rangle-\varphi_{i}\right) \tag{5.133}
\end{equation*}
$$

whose two-dimensional Fourier transform in the sense of distributions is the superposition of 2d Dirac delta impulses

$$
\begin{equation*}
\mathcal{F} f(\mathbf{u})=\pi \sum_{\mathfrak{i}=1}^{\mathrm{d}} A_{i} e^{-\mathfrak{\imath} \varphi_{i}(u+v)}\left(\delta\left(\mathbf{u}-k_{i} \boldsymbol{n}_{\mathfrak{i}}\right)+\delta\left(\mathbf{u}+\mathrm{k}_{\mathfrak{i}} \boldsymbol{n}_{\mathfrak{i}}\right)\right) . \tag{5.134}
\end{equation*}
$$

Let $P=\left\{k_{i} \boldsymbol{n}_{i}\right\} \cup\left\{-k_{i} \boldsymbol{n}_{i}\right\}$ denote the $2 d$ points which coincide with the locations of the delta impulses in the frequency domain. Let

$$
\mathbf{M}_{\mathrm{F}}=\frac{1}{2 \mathrm{~d}} \sum_{\mathbf{p} \in \mathrm{P}}\left[\begin{array}{cc}
p_{1}^{2} & p_{1} p_{2}  \tag{5.135}\\
p_{1} p_{2} & p_{2}^{2}
\end{array}\right]
$$

denote the second moment matrix of the points $P$ in the frequency domain. The matrix $\boldsymbol{M}_{\mathrm{F}}$ is symmetric and positive-definite, describing an ellipse in the frequency domain whose axes point along the eigenvectors and whose axes lengths are given by the square-roots of the eigenvalues of $\boldsymbol{M}_{\mathrm{F}}$. Figure 5.13 shows two superimposed signals for $\mathrm{d}=2$ and $\mathrm{d}=3$ and the corresponding idealized Dirac impulses in the frequency domain. Further it illustrates the ellipse described by $\boldsymbol{M}_{\mathrm{F}}$ obtained from the locations of the Dirac impulses.

Affine characteristic scale

Definition 5.23 (Affine characteristic scale). Suppose we decompose $\boldsymbol{M}_{F}$ by its singular value decomposition as $\boldsymbol{M}_{F}=\mathbf{U}_{M} \boldsymbol{\Sigma}^{-1} \mathbf{V}_{M}^{\top}$. We define the matrix $\mathbf{M}_{S}=\mathbf{U}_{M} \boldsymbol{\Sigma} \mathbf{V}_{M}^{\top}$ describing an ellipse with the same axes directions as $\mathbf{M}_{\mathrm{F}}$, but reciprocal axes lengths. We call the matrix $\mathbf{M}_{\mathbf{S}}$ the affine characteristic scale of f .

Suppose G acts on $f$ in the spatial domain as $(g \circ f)(\boldsymbol{x})=f\left(g^{-1} \boldsymbol{x}\right)=f(\boldsymbol{A} \boldsymbol{x})$ with $\mathbf{A}=\mathbf{U D V}^{\top}$. Due to the affine theorem of the Fourier transform (see e.g. Bracewell (1978)), the induced action on the Fourier transform of $f$ is given by

$$
\begin{equation*}
\mathcal{F}(\mathbf{g} \circ \mathbf{f})(\mathbf{u})=\frac{1}{|\operatorname{det}(\widetilde{\boldsymbol{A}})|} \mathcal{F} f(\widetilde{\boldsymbol{A}} \mathbf{u}) \tag{5.136}
\end{equation*}
$$

with $\widetilde{A}=\mathbf{U} \mathbf{D}^{-1} \mathbf{V}^{\top}$. While the rotations by $\mathbf{U}, \mathbf{V}^{\top}$ are the same as in the spatial domain, the scale changes along the rotated axes act reciprocally. It follows that the induced action on the locations of the delta impulses and therefore the second moment matrix $\boldsymbol{M}_{\mathrm{F}}$ is given by $\widetilde{\boldsymbol{M}}_{\mathrm{F}}=\widetilde{\boldsymbol{A}} \boldsymbol{M}_{\mathrm{F}} \widetilde{\boldsymbol{A}}^{\top}$.

Proposition 5.24 (Affine equivariance). The affine characteristic scale $\mathbf{M}_{\mathrm{S}}$ is equivariant with respect to the group G where G acts on $\mathbf{M}_{\mathrm{S}}$ as $\widetilde{\boldsymbol{M}}_{\mathrm{S}}=\boldsymbol{A} \mathbf{M}_{\mathrm{S}} \boldsymbol{A}^{\top}$.

We conclude that the knowledge of the orientations $\boldsymbol{n}_{i}$ and frequencies $k_{i}$ allows the construction of a regional feature which is equivariant with respect to the group G .

### 5.7.2. Estimation of the single scales

Suppose now, that the orientations $\boldsymbol{n}_{i}$ of a superimposed signal of order $d$ have been estimated using the generalized structure tensor of order $d$ introduced in the previous section. In order to determine the affine characteristic scale $\boldsymbol{M}_{s}$, the frequencies $k_{i}$ still have to be determined. Rather than estimating the frequencies directly, we will follow a slightly different approach. Using the estimated orientations $\boldsymbol{n}_{i}$, we will estimate the characteristic scales of each intrinsically one-dimensional signal $f_{i}$ separately. To obtain the characteristic scales, a family of steerable wavelets parameterized by scale $s \in \mathbb{R}^{+}$is chosen. The wavelets are supposed to act as bandpass filters along the orientations $\boldsymbol{n}_{i}$. We will use the scale-normalized second order Gaussian derivatives as introduced in Freeman and Adelson (1991).

$$
\begin{equation*}
\phi(x ; s)=s^{2}\left(\frac{\partial^{2}}{\partial x^{2}} g_{s}(x), \frac{\partial^{2}}{\partial x \partial y} g_{s}(x), \frac{\partial^{2}}{\partial y^{2}} g_{s}(x)\right)^{\top} \tag{5.137}
\end{equation*}
$$

to construct the bandpass filters steered along the orientation angles $\theta_{i}$ as

$$
\begin{equation*}
\psi_{i}(x ; s)=\left\langle c\left(\theta_{i}\right), \boldsymbol{\phi}(x ; s)\right\rangle \tag{5.138}
\end{equation*}
$$

using the steering coefficients

$$
\begin{equation*}
\mathbf{c}\left(\theta_{i}\right)=\left(\cos ^{2}\left(\theta_{i}\right), 2 \cos \left(\theta_{i}\right) \sin \left(\theta_{i}\right), \sin ^{2}\left(\theta_{i}\right)\right)^{\top} \tag{5.139}
\end{equation*}
$$

At each interest point $x$, the signal $f$ is projected to the steered filters $\psi_{i}(x, s)$ as


Figure 5.13.: Top: Superimposed signals consisting of $d=2$ (left) and $d=3$ (right)i1D signals. Middle: Schematic illustration of the Dirac delta impulses in the Fourier domain and the corresponding ellipse described by the second moment matrix $\boldsymbol{M}_{\mathrm{F}}$. Bottom : Filter responses of the steered Gaussian derivatives.

$$
\begin{equation*}
E_{\mathfrak{i}}(s)=\int_{\mathbb{R}^{2}} \psi_{i}(x ; s) f(x) d x \tag{5.140}
\end{equation*}
$$

Due to the steerability of the filters, the projections are obtained as simple linear combination of the scale normalized second order derivatives $\phi$.
The characteristic scales $s_{i}$ for each intrinsically one-dimensional signal $f_{i}$ are then chosen as the extrema of the functions $E_{i}(s)$ maximizing the modulus $\left|E_{i}(s)\right|$. If no extrema exist, the interest point is discarded. Figure 5.13 shows the functions $E_{\mathfrak{i}}(s)$ for two example signals, each having a unique extremum which is chosen as the characteristic scale $s_{i}$. Note that in practice, the steered filter responses have to be calculated at a finite number of scales, leading to a discretization of the scale space. Suppose that the d characteristic scales $s_{i}$ of the intrinsically one-dimensional signals $f_{i}$ have been estimated. Then $\left|E_{i}(s)\right|$ is maximal at $s_{i}$. If we consider the Fourier transform $\mathcal{F} \psi_{i}\left(\mathbf{u} ; s_{i}\right)$ of the filter $\psi_{i}\left(\boldsymbol{x} ; s_{i}\right)$, there exist two points $\boldsymbol{p}_{i, 1}, \boldsymbol{p}_{i, 2}= \pm\left(c / s_{i}\right) \boldsymbol{n}_{i}$, where c is a constant, for which the amplitude $\left|\mathcal{F} \psi_{i}\left(\mathbf{u} ; s_{i}\right)\right|$ in the frequency domain attains its maximum. If the filter $\psi_{i}$ is scaled along the orientation $\boldsymbol{n}_{i}$ as $\psi_{i}\left(x ; r s_{i}\right), r \in$ $\mathbb{R}^{+}$, the points of the maximal energy change reciprocally to $\tilde{\boldsymbol{p}}_{i, 1} \tilde{\mathbf{p}}_{i, 2}= \pm\left(\mathrm{c} /\left(\mathrm{r} s_{i}\right)\right) \boldsymbol{n}_{\mathrm{i}}$ according to the similarity theorem of the Fourier transform. Thus from the scales $s_{i}$ and the orientations $\mathfrak{n}_{\mathfrak{i}}$ we obtain an estimate for the locations of maximal amplitude along the orientations $\boldsymbol{n}_{i}$ in the frequency domain, which have been idealized by Dirac delta impulses. Let $P=\left\{\left(c / s_{i}\right) \mathfrak{n}_{i}\right\} \cup\left\{-\left(c / s_{i}\right) \boldsymbol{n}_{i}\right\}$ for $i \in\{1, \ldots, d\}$ denote the estimated locations of the points of maximal amplitude in the Fourier domain. The location estimates yield the second moment matrix $\mathbf{M}_{\mathrm{F}}$

$$
\mathbf{M}_{\mathrm{F}}=\frac{1}{2 \mathrm{~d}} \sum_{\mathbf{p} \in \mathrm{P}}\left[\begin{array}{cc}
p_{1}^{2} & \mathrm{p}_{1} \mathrm{p}_{2}  \tag{5.141}\\
\mathrm{p}_{1} \mathrm{p}_{2} & \mathrm{p}_{2}^{2}
\end{array}\right]=\mathbf{U}_{\mathrm{M}} \boldsymbol{\Sigma}^{-1} \mathbf{V}_{\mathrm{M}}^{\top}
$$

By inverting $\boldsymbol{\Sigma}^{-1}$ using the singular value decomposition of $\boldsymbol{M}_{\mathrm{F}}$ the final affine characteristic scale $\mathbf{M}_{\mathrm{S}}$ in the spatial domain reads

$$
\begin{equation*}
\mathbf{M}_{\mathrm{S}}=\mathbf{U}_{\mathrm{M}} \Sigma \mathbf{V}_{\mathrm{M}}^{\top} \tag{5.142}
\end{equation*}
$$

### 5.7.3. Experiments

We have tested the proposed method with synthetic and real world images. Figure 5.14 shows two synthetic test images consisting of two and three superimposed signals. These images act as the reference frames. In red color the estimated affine characteristic scale at the origin is shown. The remaining two columns show the ref-


Figure 5.14.: Left column: Superimposed signals with $n=2$ and $n=3$ and affine characteristic scale estimated at the origin (red ellipse). Middle and right column: Images from the left column after a linear transformation with additive white noise (SNR 10 dB and 2 dB ), estimated affine characteristic scales (yellow) and the affine characteristic scales from the left frames mapped by the ground truth transformation (red).
erence frames after a transformation with additive white Gaussian noise and signal to noise ratios of 10 dB and 2 dB respectively. The red ellipses show the ground truth affine characteristic scale of the ellipse in the reference frames under the affine transformations. The yellow ellipses show the estimated affine characteristic scales. We notice that our proposed method is fairly exact for the chosen model, even under noisy conditions. Figure 5.15 shows the estimation of the affine characteristic scale for interest points in real world images. The images are part of the graffiti and boat sequences ${ }^{1}$ which have also been used in e.g. Mikolajczyk and Schmid (2004). The red ellipses in the left column show the affine characteristic scales for a few manually selected interest points. They act as the reference ellipses. The remaining two columns consist of images transformed by affine transformations. Ground truth homographies have been provided by the authors of the sequence. Using the ground truth homographies, the ellipses from the reference frames are mapped to the new frames and plotted in red color. In the case of the graffiti sequence, which is subject to a projective transformation, the homography is linearized by an affine transformation. The estimated ellipses, assuming a model of $n=3$ superimposed signals in a local neighborhood of each interest point are depicted in yellow color.

[^0]

Figure 5.15.: Left column: Reference frames with estimated affine characteristic scales at manually selected points. Middle and right column: Estimated affine characteristic scales (yellow) and affine characteristics scales mapped by ground truth homographies (red).


Figure 5.16.: Left: Reference frame from the graffiti sequence and the detected affine frames at DOG extrema plotted as ellipses. Middle and right: Frames three and four of the graffiti sequence and the detected affine frames.


Figure 5.17.: Top row: Synthetic test sequence. Bottom row, left: Reference frame of the synthetic test sequence and the detected affine frames plotted as ellipses. Middle and right: Transformed reference frame under the same homographies as the graffiti sequence and the detected ellipses.


Figure 5.18.: Left: Relative correspondences of the synthetic test sequence. Right: npercentile of the overlap error with respect to a maximum overlap error of 0.5 .

Further, we have evaluated our affine equivariant region detector according to the scheme proposed in Haja et al. (2008) using the error measure introduced in Schmid et al. (2000) and Mikolajczyk and Schmid (2004). The detector is applied to three image sequences: A synthetic test sequence to confirm the theory of our detection method and the boat and graffiti sequences. These sequences consist of a set of images and a set of ground truth homographies relating the first frame to each of the remaining frames. Initial interest points are detected as maxima of the scale normalized Laplacian as it was for example proposed in Lowe (1999). At each interest point, the affine characteristic scale is calculated. The detector performance is measured in terms of the area overlap error between detected regions. For two images $I_{1}, I_{2}$ let $E_{1}, E_{2}$ denote the set of ellipses in image one and two respectively. Further suppose a homography $H$ is given which describes the transformation between the two images. Suppose two ellipses $a_{1} \in E_{1}, a_{2} \in E_{2}$ are implicitly described by $\boldsymbol{x}^{\top} a_{i} x=1$. Further denote by $\mathbf{H}^{\prime}$ the locally linearized homography at the center of $\boldsymbol{a}_{1}$. Let $A\left(\mathbf{a}_{\boldsymbol{i}}\right)=\left\{\boldsymbol{x}: \boldsymbol{x}^{\top} \mathbf{a}_{\mathrm{i}} \boldsymbol{x} \leqslant 1\right\}$ denote the set of points within an ellipse and $\left|\mathcal{A}\left(\boldsymbol{a}_{i}\right)\right|$ the area of this set. Then the area overlap error between the two ellipses $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}$ under the homography $\mathbf{H}$ is defined by

$$
\begin{equation*}
\mathrm{d}\left(\mathbf{a}_{1}, \mathbf{a}_{2}\right)=1-\frac{\left|\mathcal{A}\left(\mathbf{H}^{\prime \top} \mathbf{a}_{1} \mathbf{H}^{\prime}\right) \cap A\left(\mathbf{a}_{2}\right)\right|}{\left|\mathcal{A}\left(\mathbf{H}^{\prime \top} \mathbf{a}_{1} \mathbf{H}^{\prime}\right) \cup A\left(\mathbf{a}_{2}\right)\right|} . \tag{5.143}
\end{equation*}
$$

We compared our method, Affine Characteristic Scale (ACS), to the Harris- and Hessian affine region detectors Mikolajczyk and Schmid (2004) as well as to the well known MSER detector Matas et al. (2004). Figure 5.18 shows the results for the synthetic test sequence. The MSER algorithm detects the largest number of correspondences with a high accuracy. Around $90 \%$ of the regions are detected with an overlap error of 0.3 and below. While determining a lower number of correspondences, the correspondences of our method are as accurate as the MSER results. About $90 \%$ are below an error of 0.3 . Figure 5.19 shows the relative correspondences with respect to the overlap error as well as the n-percentile of the overlap error with respect to a maximum overlap error of 0.5 for the graffiti sequence (top) and the boat sequence (bottom). For the graffiti sequence the MSER detector is the most accurate one. Among the correspondences below $0.5,80 \%$ are below an overlap error below of 0.3 . The MSER is followed by our ACS method, performing slightly better than the Harris- and Hessian- affine detectors. In the case of the boat sequence the results of our method and MSER are the most accurate with about $50 \%$ of their overall correspondences below an error of 0.3. For the Harris affine detector around $30 \%$ and for the Hessian affine detector only $25 \%$ of their correspondences are below an error of 0.3 .


Figure 5.19.: Left column: Relative correspondences of the graffiti (top) and boat sequence (bottom). Right column: n-Percentile of the overlap errors with respect to a maximum error of 0.5 for the graffiti (top) and boat sequence (bottom)

### 5.8. Summary

In this chapter, a novel method for the decomposition of arbitrary superpositions of (sinusoidal) intrinsically one-dimensional signals into their orientation and phase components has been proposed.
The decomposition is based on (higher-order) partial derivative or generalized Hilbert transform operators whose operator responses can be interpreted as symmetric tensors. Due to an isomorphic relationship between symmetric tensors and homogeneous polynomials, the decomposition problem has been reformulated as a decomposition problem of homogenous polynomials into sums of powers of linear forms. In two dimensions, this problem can be uniquely solved. The proposed method has been developed for theoretical perfect operator responses as well as operators resulting from convolutions with discrete convolution masks, approximating the operators. It has been shown that the algorithm is exact for perfect operator responses. For the practical case, the shortcomings and problems in terms of the resolution and the scale
of the kernels, as well as the singularities have been discussed. To overcome the singularity problem, a local averaging of the operator responses has been proposed. This led to a generalized structure tensor which allows a stable orientation estimation without the problem of singularities. Further the generalized structure tensor consists of filters of lower order such that a smaller filter mask size can be chosen. Based on the generalized structure tensor, a method to estimate the characteristic scale of superimposed signals has been established, which led to an affine equivariant regional feature. The estimation procedure for these features is of non-iterative nature, depending only on convolutions with Gaussian derivative filters and one-dimensional extremum searches for the steered filter responses. It turned out that the estimation is accurate even under noisy conditions. The proposed regional feature can be integrated into existing algorithms or coupled with existing feature descriptors. In the case of feature descriptors using regional features which are only equivariant with respect to uniform scale changes, our method can easily replace existing ones to achieve equivariance for non-uniform scale changes. Further it has been shown that the model assumption is a valid image model which performs comparable to other state of the art affine regions detectors like MSER, Harris-affine or Hessian-affine.

## 6. Analysis of curved intrinsically one-dimensional signals in the plane



Figure 6.1.: Sinusoidal curved intrinsically one-dimensional signal with varying center $m$. If the distance of $m$ to the origin approaches infinity, the signal corresponds to a standard intrinsically one-dimensional signal.

The previous chapter investigated in detail superimposed signals in the plane and their transformation properties with respect to the canonical Cartesian coordinate system. The transformation properties have been studied under actions of the affine group in the plane. This chapter follows a different approach. Instead of using a Cartesian coordinate system, intrinsically one-dimensional signals with respect to a nonlinear conformal embedding on the sphere in $\mathbb{R}^{3}$ are introduced. The nonlinear embedding given by the stereographic projection to the sphere in $\mathbb{R}^{3}$ and its inverse, induces a new coordinate system in the plane. Intrinsically one-dimensional signals in $\mathbb{R}^{3}$ restricted to the sphere are approximated at the origin by curved signals in plane, which are intrinsically one-dimensional signals with respect to the new coordinate system, but intrinsically two-dimensional with respect to the Cartesian coordinate system. This novel signal model allows to study the induced transformation behavior of the subgroup group $\mathrm{SO}(3) / \mathrm{SO}(2)$ of $\mathrm{SO}(3)$ induced in the plane via the stereographic projection. It will be shown that the curvature of the curved signal model can be described in terms of these group actions. Further it will be possible to obtain the orientation and the phase of the projected curved signal, using the generalized Hilbert transform in $\mathbb{R}^{3}$. In practical experiments the approach will be justified as a curvature estimator for digital curves and ridges in digital images.

### 6.1. Curved signal model

The main subject of this chapter are curved signals in the plane:
Definition 6.1 (Curved intrinsically one-dimensional signal). Let $\tilde{f}: \mathbb{R} \rightarrow \mathbb{R}$ be a signal and $\mathfrak{m}=r_{m}\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right)\right)^{\top} \in \mathbb{R}^{2}$. Then the signal model

Curved signal model

$$
\begin{equation*}
\mathbf{f}_{\mathfrak{m}}(\mathbf{x})=\tilde{f}(\|x-\mathfrak{m}\|) \tag{6.1}
\end{equation*}
$$

is referred to as a curved intrinsically one-dimensional signal or just curved signal.
Accordingly, sinusoidal curved intrinsically one-dimensional signals are defined:

Sinusoidal curved signal model

Definition 6.2 (Sinusoidal curved intrinsically one-dimensional signal). Let $r_{m} \in \mathbb{R}^{+}$, $A \in \mathbb{R}^{+}, k \in \mathbb{R}^{+}, \phi \in[0,2 \pi)$ and $\mathfrak{m}=r_{\mathfrak{m}}\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right)\right)^{\top} \in \mathbb{R}^{2}$. Then the signal model

$$
\begin{equation*}
f_{\mathbf{m}}(\mathbf{x})=A \cos (k\|x-\mathbf{m}\|+\phi) \tag{6.2}
\end{equation*}
$$

is referred to as a sinusoidal curved intrinsically one-dimensional signal.
These signals are circular signals with amplitude $A$, frequency $k$ and linear phase shift $\phi$ depending only on the distance from the center $\mathfrak{m}$, which has direction $\theta_{\mathfrak{m}}$ and distance $r_{m}$ from the origin. The signals are constant along all circles around $m$, which constitute the isophotes of the signal, in contrast to the i1D signals which are constant along all straight lines with a certain orientation. Figure 6.1 depicts several examples of sinusoidal curved signals in the plane with varying center $m$.
In the following, as it can already be supposed from figure 6.1, it will turn out that this curved signal model locally contains the i1D signals as a subset such that the new model extends the former i1D signal model.
What are differences between the classical intrinsically one-dimensional signal and the curved signal model? The most important parameter of the signal model is its center m . The angular component $\theta_{\mathrm{m}}$ of $\boldsymbol{m}$ describes the direction of the signal. In addition to the classical orientation of an intrinsically one-dimensional signal, the direction also includes the sign of the orientation. Further, the distance $r_{m}$ of the center $m$ from the origin encodes an additional property, the curvature of the isophotes. An isophote $\gamma_{\mathfrak{m}}(x)$ of $f_{\mathfrak{m}}$ at $x \in \mathbb{R}^{2}$ is given by
Signal isophote

$$
\begin{equation*}
\gamma_{\mathfrak{m}}(\boldsymbol{x})=\left\{\mathbf{y} \in \mathbb{R}^{2}:\|\boldsymbol{x}-\mathbf{m}\|=\|\mathbf{y}-\mathbf{m}\|\right\} \tag{6.3}
\end{equation*}
$$

which is a circle around the center $\mathfrak{m}$ with radius $\|\boldsymbol{x}-\mathbf{m}\|$. From differential geometry it is known, that the curvature of a planar curve $\alpha(t): \mathbb{R} \rightarrow \mathbb{R}^{2}$ is described by the relation $\kappa(t)=\frac{1}{r(t)}$ where $r(t)$ is the radius of osculating circle of $\alpha$ at $t$, see do Carmo (1976). Due to the definition of the signal model $f_{\mathfrak{m}}$, the isophotes $\gamma_{\mathfrak{m}}(\boldsymbol{x})$ are circles around $m$, such that the osculating circles of the isophotes are the isophotes themselves. Therefore, the curvature $\kappa_{m}(\boldsymbol{x})$ of an isophote $\gamma_{m}(\boldsymbol{x})$ passing through a point of interest $x$ is obtained as

$$
\begin{equation*}
\kappa_{m}(x)=\frac{1}{r_{m}(x)}=\frac{1}{\|x-m\|} \tag{6.4}
\end{equation*}
$$

Isophote curvature

The isophote curvature of a smooth function in $\mathbb{R}^{2}$ is determined by the first and second order partial derivatives as (see e.g. Lichtenauer et al. (2005))

$$
\begin{equation*}
\kappa=\frac{-\frac{\partial^{2}}{\partial x^{2}} f\left(\frac{\partial}{\partial y} f\right)^{2}+2 \frac{\partial}{\partial x} f \frac{\partial}{\partial y} f \frac{\partial^{2}}{\partial x y} f-\frac{\partial^{2}}{\partial y^{2}} f\left(\frac{\partial}{\partial x} f\right)^{2}}{\left(\left(\frac{\partial}{\partial x} f\right)^{2}+\left(\frac{\partial}{\partial y} f\right)^{2}\right)^{\frac{3}{2}}} . \tag{6.5}
\end{equation*}
$$

The classical method has been used in various image processing applications, for example in van Ginkel et al. (1999) and van de Weijer et al. (2001). In the following we introduce a novel method to obtain the curvature $\kappa_{m}(x)$ of a signal $f_{m}$ at position $x \in \mathbb{R}^{2}$ using a nonlinear embedding of the signal in a higher dimensional space. The embedding allows an intuitive estimation of the orientation and the curvature of the signal.

### 6.2. Conformal embedding

As a first step of our novel method we will investigate how we can obtain the radius of single isophotes of a circular input signal $f_{m}$. Let us fix an isophote $\gamma_{m}(x)$ of a circular signal $f_{m}$ passing through $x \in \mathbb{R}^{2}$. Without loss of generality, we choose a new coordinate system in $\mathbb{R}^{2}$ with $x$ as its origin. The isophote is supposed to be mapped to the sphere

$$
\begin{equation*}
\mathbb{S}^{2}:=\left\{u \in \mathbb{R}^{3}: u_{1}^{2}+u_{2}^{2}+\left(u_{3}-\frac{1}{2}\right)^{2}=\frac{1}{4}\right\} . \tag{6.6}
\end{equation*}
$$

In contrast to the previous chapter $\mathbb{S}^{2}$ is not the unit sphere in $\mathbb{R}^{3}$, but the sphere with center $\left(0,0, \frac{1}{2}\right)^{\top}$ and radius $\frac{1}{2}$. The sphere $\mathbb{S}^{2}$ touches the $x_{1}, x_{2}$ plane such that its south-pole coincides with the origin $(0,0,0)^{\top}$. The embedding of the isophote $\gamma_{\mathfrak{m}}(\mathbf{x})$ is established using the inverse stereographic projection from $\mathbb{R}^{2}$ to $\mathbb{S}^{2}$ given by
Definition 6.3 (Inverse stereographic projection, Needham (1997)).

$$
S^{-1}(x)=\frac{1}{1+x_{1}^{2}+x_{2}^{2}}\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{1}^{2}+x_{2}^{2}
\end{array}\right)
$$

Inverse stereographic projection
for $\boldsymbol{x}=\left(x_{1}, x_{2}\right)^{\top} \in \mathbb{R}^{2}$ whereas the stereographic projection from $\mathbb{S}^{2}$ to $\mathbb{R}^{2}$ is given by


Figure 6.2.: From left to right: The first two figures illustrate circles on the plane being mapped to circles not passing through the north pole $(0,0,1)$ of the sphere and the next two figures illustrate lines on the plane being mapped to circles passing through the north pole of the sphere, i.e. lines are a special case of circles with infinite radius. Image source: Wietzke et al. (2008a).

Stereographic projection

Definition 6.4 (Stereographic projection, Needham (1997)).

$$
\begin{equation*}
\mathcal{S}(\mathbf{u})=\frac{1}{1-\mathfrak{u}_{3}}\binom{\mathfrak{u}_{1}}{\mathfrak{u}_{2}} \tag{6.8}
\end{equation*}
$$

for $\boldsymbol{u}$ in $\mathbb{S}^{2}$.

### 6.2.1. Properties of the stereographic projection

To explain the geometric idea of the curvature estimation method, we first discuss some important properties of the inverse stereographic projection. According to Needham (1997), the inverse stereographic projection is a conformal mapping from $\mathbb{R}^{2}$ to $\mathbb{S}^{2}$. It preserves angles and maps circles in the Euclidean plane to circles on $\mathbb{S}^{2}$. The first property is important, since the embedding preserves the direction angle $\theta_{\mathfrak{m}}$ of our signal $f_{m}$ induced by the direction of the center $m$ of the signal. The second property is important, since it allows to treat the two signal types, intrinsically one-dimensional signals and curved signals in the plane, as the same type on the sphere: circles. This not solely includes circles of finite radius, but also circles with infinite radius which correspond to straight lines in the plane. Since the north-pole represents the point at infinity, all straight lines in $\mathbb{R}^{2}$ map to circles on $\mathbb{S}^{2}$ passing through the north-pole $(0,0,1)$. The south-pole of $\mathbb{S}^{2}$ coincides with the origin of $\mathbb{R}^{2}$. Hence, straight lines through the origin map to great circles through the north- and the south-pole. Circles with with finite radius through the origin in $\mathbb{R}^{2}$ map to circles through the south-pole of $\mathbb{S}^{2}$. Figure 6.2 illustrates both scenarios.


Figure 6.3.: Illustration of an isophote $\gamma_{\mathfrak{m}}(\boldsymbol{x})$ and its projection $\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}(\boldsymbol{x})\right)$ to $\mathbb{S}^{2}$. The radius $\|\mathbf{m}-\boldsymbol{x}\|=\boldsymbol{r}_{\mathbf{m}}$ can be calculated from the angle $\varphi_{\mathfrak{m}}$ as $\tan \varphi_{\mathfrak{m}}=$ $2\|\mathbf{m}\|$. Therefore $\varphi_{m}$ can be obtained from the normal vector of $\mathbf{P}_{\boldsymbol{m}}$.

### 6.2.2. Circles as plane-sphere intersections

Straight lines and circles in the plane are described by certain circles on the sphere. Thus, it is important to observe, that both of these structures can also be described as intersections of the sphere $\mathbb{S}^{2}$ with a two-dimensional plane in $\mathbb{R}^{3}$, since every circle on $\mathbb{S}^{2}$ results from the intersection of the sphere with a plane. If we restrict our analysis to the isophotes passing through the origin, we know that these isophotes map to circles through the south-pole of $\mathbb{S}^{2}$. In the case of straight lines, they map to great circles additionally passing through north-pole. Now consider the isophote $\gamma_{m}(x)$ which is projected to $\mathbb{S}^{2}$ as

$$
\begin{equation*}
\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}(x)\right)=\left\{\mathcal{S}^{-1}(\mathbf{y}): \mathbf{y} \in \gamma_{\mathfrak{m}}(x)\right\} \tag{6.9}
\end{equation*}
$$

There exists a plane $\mathbf{P}_{\mathfrak{m}}$ such that the projected isophote $\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}(\boldsymbol{x})\right)$ is equal to the intersection of the sphere and $\mathbf{P}_{\mathbf{m}}$

$$
\begin{equation*}
\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}(x)\right)=\mathbf{P}_{\mathfrak{m}} \cap \mathbb{S}^{2} \tag{6.10}
\end{equation*}
$$

A plane in $\mathbb{R}^{3}$ is characterized by its unit normal vector $\boldsymbol{n}_{\mathfrak{m}}$ and its distance $d_{m}$ from the origin. The plane $\mathbf{P}_{\mathbf{m}}$ passes through the origin, since the south-pole $(0,0,0)^{\top}$
is contained in $\mathbf{P}_{\mathfrak{m}} \cap \mathbb{S}^{2}$. It follows that $(0,0,0)^{\top} \in \mathbf{P}_{\boldsymbol{m}}$. Hence, the distance $d_{\boldsymbol{m}}$ to the origin is zero. We conclude that an isophote $\gamma_{\mathfrak{m}}(\boldsymbol{x})$ is uniquely described by the normal vector $\mathfrak{n}_{\mathfrak{m}}$ of the corresponding plane $\mathbf{P}_{\mathfrak{m}}$. In the following we will show, how the components of the normal vector $\mathbf{n}_{\boldsymbol{m}}$ look like and how they relate to the isophote $\gamma_{m}$.
Figure 6.2 shows several possible isophotes $\gamma_{\mathfrak{m}}$ and their projections to $\mathbb{S}^{2}$. Notice that the first two belong to the class of curved isophotes, whereas the second two are straight lines. For all curves a Cartesian coordinate system is chosen in such a way, that the south-pole of the sphere coincides with the origin of this new coordinate system. The projection of the isophote through the origin is then described by the intersection of a plane and $\mathbb{S}^{2}$.

### 6.2.3. Geometric interpretation of the normal vector

Since an isophote $\gamma_{\mathfrak{m}}(\boldsymbol{x})$ is uniquely described by the corresponding normal vector $\mathbf{n}_{\boldsymbol{m}}$, all the properties of the isophote are encoded in the normal vector $\boldsymbol{n}_{\boldsymbol{m}}$. The properties we are interested in are the direction $\theta_{\mathfrak{m}}$ of $m$ with respect to $x$ and the radius $\boldsymbol{r}_{\boldsymbol{m}}$ of the isophote passing through $\boldsymbol{x}$, which is equal to the distance $\|\boldsymbol{x}-\mathbf{m}\|$. Figure 6.3 shows the geometric relationship between the isophote and its projection to $\mathbb{S}^{2}$. We formulate our result as:

Theorem 6.5. Let $\gamma_{\mathrm{m}}=\left\{\boldsymbol{x}:\|\mathbf{x}-\mathbf{m}\|=\mathrm{r}_{\mathrm{m}}\right\}$ denote a circle through the origin with center $\mathfrak{m}=r_{m}\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right)\right)^{\top}$ and let $\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}\right)$ denote its inverse stereographic projection to $\mathbb{S}^{2}$. Then for all $\boldsymbol{x} \in \gamma_{\mathrm{m}}$ the projection $\mathcal{S}^{-1}(\boldsymbol{x})$ is perpendicular to $\boldsymbol{v}=\left(2 \mathrm{~m}_{1}, 2 \mathrm{~m}_{2},-1\right)^{\top}$, i.e.

$$
\begin{equation*}
\left\langle\boldsymbol{v}, \mathcal{S}^{-1}(x)\right\rangle=0 \quad \forall x \in \gamma_{\mathfrak{m}} . \tag{6.11}
\end{equation*}
$$

Proof. Consider a point $x \in \gamma_{\mathfrak{m}}$ with

$$
\begin{equation*}
\boldsymbol{x}=\mathbf{m}+\mathbf{r}_{\mathbf{m}}(\cos (\mathrm{t}), \sin (\mathrm{t}))^{\mathrm{T}} \tag{6.12}
\end{equation*}
$$

on the circle passing through the origin. Then

$$
\begin{equation*}
\left\langle\boldsymbol{v}, \mathcal{S}^{-1}(\boldsymbol{x})\right\rangle=\frac{1}{1+x_{1}^{2}+x_{2}^{2}}\left(2 m_{1} x_{1}+2 m_{2} x_{2}-x_{1}^{2}-x_{2}^{2}\right) \tag{6.13}
\end{equation*}
$$

with

$$
\begin{align*}
2 m_{1} x_{1} & =2 m_{1}\left(m_{1}+r_{m} \cos (t)\right)=2 m_{1}^{2}+2 m_{1} r_{m} \cos (t)  \tag{6.14}\\
2 m_{2} x_{2} & =2 m_{2}\left(m_{2}+r_{m} \sin (t)\right)=2 m_{2}^{2}+2 m_{2} r_{m} \sin (t)  \tag{6.15}\\
x_{1}^{2} & =m_{1}^{2}+2 m_{1} r_{m} \cos (t)+r_{m}^{2} \cos ^{2}(t)  \tag{6.16}\\
x_{2}^{2} & =m_{2}^{2}+2 m_{2} r_{m} \sin (t)+r_{m}^{2} \sin ^{2}(t) . \tag{6.17}
\end{align*}
$$

such that

$$
\begin{align*}
\left\langle\boldsymbol{v}, \mathcal{S}^{-1}(x)\right\rangle & =\frac{1}{1+x_{1}^{2}+x_{2}^{2}}\left(2 m_{1} x_{1}+2 m_{2} x_{2}-x_{1}^{2}-x_{2}^{2}\right)  \tag{6.18}\\
& =\frac{1}{1+x_{1}^{2}+x_{2}^{2}}\left(2 m_{1}^{2}+2 m_{2}^{2}-m_{1}^{2}-m_{2}^{2}-r_{m}^{2}\right)  \tag{6.19}\\
& =0 \tag{6.20}
\end{align*}
$$

Corollary 6.6. There exists a plane $\mathbf{P}_{\mathfrak{m}}$ in $\mathbb{R}^{3}$ perpendicular to $\boldsymbol{v}=\left(2 \mathrm{~m}_{1}, 2 \mathrm{~m}_{2},-1\right)^{\top}$ such that $\mathcal{S}^{-1}\left(\gamma_{\mathbf{m}}\right) \subset \mathbf{P}_{\mathbf{m}}$.
The vector $\boldsymbol{v}$ is the (unnormalized) normal vector of the corresponding plane $\mathbf{P}_{\mathrm{m}}$. Normalizing $v$ results in

$$
\begin{align*}
\mathfrak{n}_{\mathfrak{m}} & =\frac{1}{\sqrt{1+4 r_{m}^{2}}}\left(2 \mathfrak{m}_{1}, 2 \mathfrak{m}_{2},-1\right)^{\top}  \tag{6.21}\\
& =\frac{1}{\sqrt{1+4 r_{m}^{2}}}\left(2 r_{m} \cos \left(\theta_{\mathfrak{m}}\right), 2 r_{m} \sin \left(\theta_{\mathfrak{m}}\right),-1\right)^{\top} \tag{6.22}
\end{align*}
$$

Corollary 6.7. For the unit normal vector $\boldsymbol{n}_{\boldsymbol{m}}$ it holds that

$$
\begin{align*}
\mathbf{n}_{\mathfrak{m}} & =\frac{1}{\sqrt{1+4 r_{m}^{2}}}\left(2 r_{m} \cos \left(\theta_{\mathfrak{m}}\right), 2 r_{m} \sin \left(\theta_{\mathfrak{m}}\right),-1\right)^{\top}  \tag{6.23}\\
& =(\sin (\alpha) \cos (\beta), \sin (\alpha) \sin (\beta), \cos (\alpha))^{\top} . \tag{6.24}
\end{align*}
$$

with

$$
\begin{array}{ll}
\sin (\alpha)=\frac{2 r_{\mathfrak{m}}}{\sqrt{1+4 r_{m}^{2}}} & \cos (\alpha)=\frac{-1}{\sqrt{1+4 r_{\mathfrak{m}}^{2}}} \\
\sin (\beta)=\sin \left(\theta_{\mathfrak{m}}\right) & \cos (\beta)=\cos \left(\theta_{\mathfrak{m}}\right) \tag{6.26}
\end{array}
$$

Proof. The last component of $\boldsymbol{n}_{\boldsymbol{m}}$ implies that

$$
\begin{equation*}
\cos (\alpha)=\frac{-1}{\sqrt{1+4 r_{m}^{2}}} \tag{6.27}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\sin (\alpha)=\sqrt{1-\cos (\alpha)^{2}}=\sqrt{\frac{4 r_{m}}{1+4 r_{m}^{2}}}=\frac{2 r_{m}}{\sqrt{1+4 r_{m}^{2}}} \tag{6.28}
\end{equation*}
$$

### 6.2.4. Isophote properties

The corollaries 6.6, 6.7 are the central idea of the curvature estimation method. They show, that it is possible to obtain the direction angle $\theta_{\mathfrak{m}}$ of the center $m$ with respect to $x$ and the radius $r_{m}$ of the isophote of $f_{m}$ passing through $x$ just from components of the normal vector $\boldsymbol{n}_{\boldsymbol{m}}$ of the plane $\boldsymbol{P}_{\boldsymbol{m}}$ as:

Corollary 6.8 (Isophote curvature).

$$
\begin{equation*}
\kappa_{\mathfrak{m}}=\frac{1}{r_{\mathbf{m}}}=\frac{1}{|x-\mathbf{m}|}=\frac{2 n_{\mathfrak{m}, 3}}{\sqrt{\mathfrak{n}_{\mathbf{m}, 1}^{2}+\mathfrak{n}_{\mathbf{m}, 2}^{2}}} \tag{6.29}
\end{equation*}
$$

Corollary 6.9 (Isophote direction).

$$
\begin{equation*}
\theta_{\mathfrak{m}}=\arctan 2\left(n_{\mathfrak{m}, 2}, n_{\mathfrak{m}, 1}\right) \tag{6.30}
\end{equation*}
$$

### 6.2.5. Isophote classification

The two important properties isophote curvature and isophote direction are encoded in the normal vector of the plane $\mathbf{P}_{\mathbf{m}}$. Apart from obtaining these properties, it is also possible to decide whether an isophote is a straight line, which corresponds to a circle with an infinite radius, or a circle with a finite radius. Let $\gamma_{m}$ denote an isophote with an infinite radius modeled by a center $\boldsymbol{m}$ with infinite distance from the origin:

$$
\begin{equation*}
\mathfrak{m}=\lim _{r_{\mathfrak{m}} \rightarrow \infty} r_{\mathfrak{m}}\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right)\right)^{\top} \tag{6.31}
\end{equation*}
$$

Then the projection $\mathcal{S}^{-1}(2 \mathfrak{m})$ coincides with the north-pole such that the angle $\varphi_{\mathfrak{m}}$ approaches $\pi / 2$ and $\cos \left(\varphi_{m}\right)$ vanishes. It follows that the normal vector $\boldsymbol{n}_{\boldsymbol{m}}$ of the plane $\mathbf{P}_{\mathfrak{m}}$ describing $\mathcal{S}^{-1}\left(\gamma_{\mathfrak{m}}(\boldsymbol{x})\right)$ is obtained as $\boldsymbol{n}_{\mathfrak{m}}=\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right), 0\right)^{\top}$. For
every isophote with finite radius, the angle $\cos \left(\varphi_{m}\right)$ does not vanish. We can therefore distinguish between straight lines and curved isophotes by examining the third component $n_{m, 3}$ of the normal vector $\mathbf{n}_{\mathfrak{m}}$.
So far we developed a method which is able to obtain the curvature and the direction of the isophote by its normal vector $\boldsymbol{n}_{\boldsymbol{m}}$, corresponding to the plane passing through the projected isophote on $\mathbb{S}^{2}$, and consequently allows to distinguish between straight line and curved isophotes. The problem of isophote curvature estimation is therefore equivalent to the estimation of the normal vector $\mathbf{n}_{m}$.
It has been shown, how the curvature can be obtained from a single isophote if the isophote is known. If the curvature in two dimensional signals is supposed to be estimated, the proposed method can not directly be applied, since the isophotes passing through a point of interest are not known in advance. Hence, we are not able to project a single isolated isophote to $\mathbb{S}^{2}$ in the case of two dimensional signals. Instead we are faced with the problem of estimating the normal vector $\boldsymbol{n}_{\boldsymbol{m}}$ from a projected neighborhood with respect to a point of interest. We will introduce a method which will estimate the normal vector $\mathbf{n}_{\boldsymbol{m}}$ from a neighborhood projected to the sphere, using the partial derivatives or generalized Hilbert transforms in $\mathbb{R}^{3}$ such that a curvature estimation according to theorem 6.5 will be possible.

### 6.2.6. Approximating intrinsically one-dimensional signals in $\mathbb{R}^{3}$ with curved intrinsically one-dimensional signals in the plane

While the inverse stereographic projection embeds circles passing through the origin in the plane in linear subspaces in $\mathbb{R}^{3}$, such that their normal vector completely characterizes the circles, it is still an open question how the curved signal model 6.1 can be analyzed in terms of the proposed method. In the following we will establish a relationship between the curved signal model and intrinsically one-dimensional signals in $\mathbb{R}^{3}$, whose orientation vectors coincide with the normal vector of the projected isophote of a curved signal.
Suppose $f_{\mathfrak{m}}(\boldsymbol{x})=\tilde{\boldsymbol{f}}(\|\boldsymbol{x}-\mathbf{m}\|)$ is a curved signal in $\mathbb{R}^{2}$. Fix $\boldsymbol{x} \in \mathbb{R}^{2}$ and suppose a coordinate system in the plane is chosen, with $x$ as the origin. Further, with respect to the fixed $x$, define the intrinsically one-dimensional signal $\psi$ in $\mathbb{R}^{3}$ as

$$
\begin{equation*}
\psi(\mathbf{u})=\tilde{\mathbf{f}}\left(\langle\mathbf{n}, \mathbf{u}\rangle+\phi^{\prime}\right) \tag{6.32}
\end{equation*}
$$

with $\phi^{\prime}=\|\mathbf{m}\|$ and

$$
\begin{equation*}
\mathbf{n}=\frac{1}{\sqrt{1+4 r_{m}^{2}}}\left(2 m_{1}, 2 m_{2},-1\right)^{\top} \tag{6.33}
\end{equation*}
$$

according to theorem 6.5. Obviously the two signals coincide at the origin, i.e

$$
\begin{equation*}
\psi(0,0,0)=\tilde{f}\left(\phi^{\prime}\right)=\tilde{f}(\|\mathbf{m}\|)=f_{\mathbf{m}}(0,0) \tag{6.34}
\end{equation*}
$$

Further, the values of $\psi$ along the whole linear subspace described by $\mathfrak{n}$ coincide with the value at the origin

$$
\begin{equation*}
\psi(\mathbf{u})=\psi(0,0,0) \quad \forall \mathbf{u}:\langle\mathbf{u}, \mathfrak{n}\rangle=0 \tag{6.35}
\end{equation*}
$$

Consider now the isophote $\gamma_{m}(0,0)$ of $f_{m}$ passing through the origin. As it has been shown in theorem 6.5, its embedding via the inverse stereographic projection is completely contained in the subspace perpendicular to $\mathbf{n}$. Hence,

$$
\begin{equation*}
\psi\left(\mathcal{S}^{-1}(x)\right)=f_{\mathbf{m}}(x) \tag{6.36}
\end{equation*}
$$

for all $x \in\left\{r_{m}(\cos (\theta), \sin (\theta))^{\top}: \theta \in[0,2 \pi)\right\}$.
It follows, that the orientation vector of the intrinsically one-dimensional signal $\psi$ in $\mathbb{R}^{3}$ completely characterizes the direction and the curvature of $f_{m}$. If it would be possible to recover $\psi$ from $f_{m}$, these properties could be obtained from the orientation vector $\mathfrak{n}$ vector of $\psi$. The question arising is: Can $\psi$ be obtained from the values of $f_{m}$ projected to $\mathbb{S}^{2}$ ?
Unfortunately the two signals do not coincide on the complete sphere. In general it holds that $\psi\left(\mathcal{S}^{-1}(x)\right) \neq \mathrm{f}_{\mathfrak{m}}(\boldsymbol{x})$. Nonetheless, the isophote curvature of a signal in $\mathbb{R}^{2}$ is a local property which is determined with respect to an infinitely small neighborhood. It can be shown, that in a sufficiently small neighborhood of the origin, the values of the projected curved signal $f_{m}$ coincide with the values of the corresponding intrinsically one-dimensional signal $\psi$ in $\mathbb{R}^{3}$ restricted to $\mathbb{S}^{2}$. Suppose $\boldsymbol{x}=\Delta r\left(\cos \left(\theta_{\mathfrak{m}}\right), \sin \left(\theta_{\mathfrak{m}}\right)\right)^{\top}$. Then it is sufficient to show, that the inner product of the projection of $x$ to the sphere and the orientation vector $\mathfrak{n}$ of $\psi$ depends linearly on $\Delta r$.

Proposition 6.10. Let $x=m-\left(r_{\mathfrak{m}}+\Delta r\right)\left(\cos \left(\theta_{\mathfrak{m}}+\Delta \theta\right), \sin \left(\theta_{\mathfrak{m}}+\Delta \theta\right)\right)^{\top}$. Then for $\Delta \theta, \Delta r \ll 1$ it holds that

$$
\begin{equation*}
\left\langle\mathbf{n}, \mathcal{S}^{-1}(\mathbf{x})\right\rangle=\frac{2 \mathrm{~m}_{1} x_{1}+2 \mathrm{~m}_{2} x_{2}-x_{1}^{2}-x_{2}^{2}}{\left(1+x_{1}^{2}+x_{2}^{2}\right) \sqrt{1+4 r_{m}^{2}}} \approx-\Delta r \frac{-2 r_{m}}{\sqrt{1+4 r_{m}^{2}}} . \tag{6.37}
\end{equation*}
$$

Proof. Without loss of generality, assume that the center $m$ is located on the $x_{1}$ axis, i.e. $m_{1}=r_{m}, m_{2}=0$. Neglecting the quadratic terms and using the small angle approximations $\cos (\Delta \theta) \approx 1-\Delta \theta^{2} / 2$ and $\sin (\Delta \theta) \approx \Delta \theta$ results in


Figure 6.4.: Geometric illustration of linear behavior in the limit. For sufficiently small $\Delta r$ it holds that $\Delta r \approx \Delta t$.

$$
\begin{align*}
\left\langle n, \mathcal{S}^{-1}(x)\right\rangle & \approx \frac{2 m_{1} x_{1}}{\sqrt{1+4 r_{m}^{2}}}  \tag{6.38}\\
& \approx \frac{2 r_{m}\left(r_{m}-r_{m} \cos (\Delta \theta)-\Delta r \cos (\Delta \theta)\right)}{\sqrt{1+4 r_{m}^{2}}}  \tag{6.39}\\
& \approx \frac{2 r_{m}\left(r_{m}-r_{m}\left(1-\Delta \theta^{2} / 2\right)-\Delta r\left(1-\Delta \theta^{2} / 2\right)\right)}{\sqrt{1+4 r_{m}^{2}}}  \tag{6.40}\\
& \approx \frac{2 r_{m}\left(r_{m}-r_{m}-\Delta r\right)}{\sqrt{1+4 r_{m}^{2}}}  \tag{6.41}\\
& \approx \frac{-2 r_{m} \Delta r}{\sqrt{1+4 r_{m}^{2}}} \tag{6.42}
\end{align*}
$$

While the two signals $\mathrm{f}_{\mathrm{m}}$ and $\psi$ coincide on the surface of the sphere with respect to a sufficiently small neighborhood in the plane, the signal $\psi$ is only sampled along the surface of $\mathbb{S}^{2}$ by the projections of $f_{\mathfrak{m}}$. In the following, the function values of $f_{m}$ projected to the sphere are interpreted as (irregular) samples of the intrinsically one-dimensional signal $\psi$.
In chapter 4 it has been shown that the orientation vector of an intrinsically one-
dimensional signal in $\mathbb{R}^{n}$ can be obtained by the gradient or the generalized Hilbert transform in $\mathbb{R}^{n}$. If the gradient or the generalized Hilbert transform is supposed to be applied to the approximated $\psi$, the operator responses can be approximated using only the samples on the surface of $\mathbb{S}^{2}$ by

$$
\begin{equation*}
\mathcal{A}_{\mathfrak{i}} \psi(\mathbf{0}) \approx \int_{\mathbb{R}^{3}} \mathcal{A}_{\mathfrak{i}} \mathrm{f}_{\mathfrak{m}}(\mathcal{S}(\mathbf{u})) \operatorname{dm}(\mathbf{u})=\int_{\mathbb{R}^{3}} \mathrm{k}_{\mathbf{i}, \mathrm{s}} \mathrm{f}_{\mathfrak{m}}(\mathcal{S}(\mathbf{u})) \operatorname{dm}(\mathbf{u}) \tag{6.43}
\end{equation*}
$$

for $\mathcal{A}_{\mathfrak{i}} \in\left\{\mathcal{H}_{i} \mathcal{K}_{s}, \mathcal{D}_{\mathfrak{i}} \mathcal{K}_{s}\right\}$ and corresponding convolution kernel $\mathrm{k}_{\mathrm{i}, \mathrm{s}}$. $\mathcal{K}_{s}$ is either the Poisson or the Gaussian scale space representation in $\mathbb{R}^{3}$ with scale parameter $s>0$. Here $\operatorname{dm}(\mathbf{u})=\delta(\|\mathbf{u}-\mathbf{c}\|)$ du denotes the Dirac measure where $\mathbf{c}$ is the center of $\mathbb{S}^{2}$ and $\delta(\cdot)$ is the Delta distribution. For further details on the validity of this construction we refer the reader to Zhang et al. (2007). Since the measure is only non-zero on the surface of the sphere, the integration can also be carried out in the plane

$$
\begin{equation*}
\mathcal{A}_{i} \psi(\mathbf{0}) \approx \int_{\mathbb{R}^{3}} k_{i, s}(\mathbf{u}) \mathrm{f}_{\mathfrak{m}}(\mathcal{S}(\mathbf{u})) \mathrm{dm}(\mathbf{u})=\int_{\mathbb{R}^{2}} \mathrm{k}_{\mathrm{i}, \mathrm{~s}}\left(\mathcal{S}^{-1}(\mathbf{y})\right) \mathrm{f}_{\mathfrak{m}}(\mathbf{y}) \mathrm{d} \mathbf{y} \tag{6.44}
\end{equation*}
$$

The actual implementation and application of the approximations bears certain problems. Suppose the signal $f_{m}$ is analyzed in a local neighborhood $\Omega(\epsilon)$ around the origin. The first question is, how the size of the neighborhood should be chosen. The correspondence between the projection of $f_{m}$ to the sphere and the intrinsically one-dimensional signal $\psi$ restricted to the sphere only holds in a sufficiently small neighborhood. Hence, the neighborhood should be chosen as small as possible. But for a small neighborhood only a small portion of the sphere near the south-pole is covered. On the other hand, the approximations of the operators are more exact, if a larger portion of the sphere is covered by samples. It turned out experimentally that with respect to the Poisson kernel, a reasonable trade-off between the two criteria is a neighborhood of $3 \times 3$ pixels which sample the Cartesian coordinate patch $[-3,3] \times[-3,3]$ using $s=2$.
A further problem arises for the operator $\mathcal{A}_{3}$, i.e. the partial derivative or generalized Hilbert transform along the $u_{3}$ axis. Due to the projection to the sphere, all the samples are contained in the upper half space of $\mathbb{R}^{3}$ which introduces a bias in the approximation of the operator. To reduce this effect, the mean of the projected $u_{3}$ coordinates is subtracted for the sampling of the corresponding kernel. Define

$$
\begin{equation*}
\overline{\mathbf{u}}=\left(0,0, \bar{u}_{3}\right)^{\top} \tag{6.45}
\end{equation*}
$$

with the mean of the projection values along the $\mathfrak{u}_{3}$ axis given by

$$
\begin{equation*}
\bar{u}_{3}=\frac{1}{|\Omega(\epsilon)|} \int_{\Omega(\epsilon)} \frac{x_{1}^{2}+x_{2}^{2}}{1+x_{1}^{2}+x_{2}^{2}} d x \tag{6.46}
\end{equation*}
$$

where $|\Omega(\epsilon)|$ denotes the surface area of the local neighborhood around the origin. Then the corrected kernel is defined as

$$
\begin{equation*}
\widehat{\mathrm{k}}_{3, \mathrm{~s}}(\boldsymbol{x})=\mathrm{k}\left(\mathcal{S}^{-1}(\boldsymbol{x})-\overline{\mathbf{u}}\right) . \tag{6.47}
\end{equation*}
$$

Further the mean of the complete kernel has to be removed, yielding the final kernel

$$
\begin{equation*}
\widetilde{k}_{3, s}(x)=\widehat{k}_{3, s}(x)-\frac{1}{|\Omega(\epsilon)|} \int_{\Omega(\epsilon)} \widehat{k}_{3, s}(\mathbf{y}) \mathrm{d} \mathbf{y} \tag{6.48}
\end{equation*}
$$

The kernels in the plane corresponding to the operators along the $\mathfrak{u}_{1}$ and the $\mathfrak{u}_{2}$ axes are defined as

$$
\begin{align*}
\widetilde{\mathrm{k}}_{s}(x) & =\mathrm{k}_{\mathrm{s}}\left(\mathcal{S}^{-1}(x)\right)  \tag{6.49}\\
\widetilde{\mathrm{k}}_{1, s}(x) & =\mathrm{k}_{1, s}\left(\mathcal{S}^{-1}(x)\right)  \tag{6.50}\\
\widetilde{\mathrm{k}}_{2, s}(x) & =\mathrm{k}_{2, s}\left(\mathcal{S}^{-1}(x)\right) . \tag{6.51}
\end{align*}
$$

Since the mean of the kernels $\widetilde{\mathrm{k}}_{1, \mathrm{~s}}, \widetilde{\mathrm{k}}_{2, \mathrm{~s}}$ is already zero, no correction has to applied. Convolving the original signal f with the kernels $\widetilde{\mathrm{k}}_{\mathrm{i}, \mathrm{s}}$ induces the operators $\widetilde{\mathcal{A}}$ and $\widetilde{\mathcal{A}}_{i}$

$$
\begin{align*}
\widetilde{\mathcal{A}} f_{\mathfrak{m}}(x) & =\left(f_{\mathfrak{m}} * \widetilde{k}_{s}\right)(x)  \tag{6.52}\\
\widetilde{\mathcal{A}}_{i} f_{\mathfrak{m}}(x) & =\left(f_{\mathfrak{m}} * \widetilde{k}_{i, s}\right)(x) \tag{6.53}
\end{align*}
$$

From the operator responses, the angles of the orientation vector $\mathfrak{n}$ of the approximated intrinsically one-dimensional signal $\psi$ in $\mathbb{R}^{3}$ at a point $x$ are obtained as

$$
\begin{equation*}
\theta(\boldsymbol{x})=\arctan 2\left(\widetilde{\mathcal{A}}_{2} \mathrm{f}_{\mathbf{m}}(\boldsymbol{x}), \widetilde{\mathcal{A}}_{1} \mathrm{f}_{\mathbf{m}}(\boldsymbol{x})\right) \tag{6.54}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(\boldsymbol{x})=\arctan 2\left(\sqrt{\left(\widetilde{\mathcal{A}}_{2} f_{\mathfrak{m}}(\boldsymbol{x})\right)^{2}+\left(\widetilde{\mathcal{A}}_{1} \mathrm{f}_{\mathfrak{m}}(\boldsymbol{x})\right)^{2}}, \widetilde{\mathcal{A}}_{3} \mathrm{f}_{\mathfrak{m}}(\boldsymbol{x})\right) \tag{6.55}
\end{equation*}
$$

While one of the parameters of the curved signal model, as pointed at the beginning of this chapter, is the direction of the center $\mathbf{m}$, it is not possible to recover the sign, such that the parameter $\theta(x)$ coincides with the orientation already known from the standard intrinsically one-dimensional signals. The sign ambiguity is similar to the two-dimensional case: $\theta(x)$ is obtained from the orientation vector of an intrinsically one-dimensional signal in $\mathbb{R}^{3}$. But this orientation vector can only be obtained up to its sign, according to the two-dimensional case.
Since the orientation vector $n$ is related to the center of $f_{m}$ by (6.33), corollary 6.8 yields the curvature

$$
\begin{equation*}
\kappa(\mathbf{u})=\frac{2 \widetilde{\mathcal{A}}_{3} \mathrm{f}_{\mathfrak{m}}(\mathbf{x})}{\sqrt{\left(\widetilde{\mathcal{A}}_{2} \mathrm{f}_{\mathfrak{m}}(\boldsymbol{x})\right)^{2}+\left(\widetilde{\mathcal{A}}_{1} \mathrm{f}_{\mathfrak{m}}(\boldsymbol{x})\right)^{2}}} \tag{6.56}
\end{equation*}
$$

In section 6.2.5 we have already classified single isophotes as straight lines and curved isophotes, depending on the angle $\varphi_{\mathfrak{m}}$. Since we have now established the link between single isophotes and curved signals, we are able to classify the underlying signal type. Figure 6.6 illustrates, that we are able to distinguish standard intrinsically one-dimensional and curved intrinsically one-dimensional signals, depending on the angle $\varphi_{\mathfrak{m}}$. As $\varphi_{\mathfrak{m}}$ approaches $\frac{\pi}{2}$, a standard intrinsically one-dimensional signal in the plane is approximated. Otherwise the underlying signal is a curved signal.

Conformal monogenic signal

Definition 6.11 (Conformal monogenic signal). Let $k_{s}$ denote the Poisson kernel in $\mathbb{R}^{3}$ and $k_{i, s}$ the conjugate Poisson kernels, i.e. $k_{s}=p_{s}, k_{i, s}=q_{i, s}$. Further let $\widetilde{p}_{s}, \widetilde{q}_{s}$ denote the corresponding (mean corrected) kernels according to (6.48), (6.49), (6.50), and (6.51). Then the signal representation

$$
\begin{align*}
\mathbf{f}_{\mathfrak{m}}(\boldsymbol{x}) & =\left(\left(f_{\mathfrak{m}} * \widetilde{k}_{s}\right)(x),\left(f_{\mathfrak{m}} * \widetilde{k}_{1, s}\right)(x),\left(f_{\mathfrak{m}} * \widetilde{k}_{2, s}\right)(x),\left(f_{\mathfrak{m}} * \widetilde{k}_{3, s}\right)(x)\right)^{\top}  \tag{6.57}\\
& =\left(\left(f_{\mathfrak{m}} * \widetilde{p}_{s}\right)(x),\left(f_{\mathbf{m}} * \widetilde{\mathfrak{q}}_{1, s}\right)(x),\left(f_{\mathbf{m}} * \widetilde{\mathbf{q}}_{2, s}\right)(x),\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{3, s}\right)(x)\right)^{\top} \tag{6.58}
\end{align*}
$$

is called the conformal monogenic signal representation of $\mathrm{f}_{\mathrm{m}}$.

If the original signal $f_{m}$ is a sinusoidal intrinsically one-dimensional signal, the conformal monogenic signal yields the additional properties local amplitude and local phase as


Figure 6.5.: Illustration of the conformal mapping of 2D signals to the 3D conformal space.

$$
\begin{gather*}
A(x)=\sqrt{\left(f_{m} * \widetilde{p}_{s}\right)(x)^{2}+\sum_{i=1}^{3}\left(f_{m} * \widetilde{\mathfrak{q}}_{i, s}\right)(x)^{2}}  \tag{6.59}\\
\phi(x)=\arctan 2\left(\sqrt{\left.\sum_{i=1}^{3}\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{i, s}\right)(x)^{2},\left(f * \widetilde{p}_{s}\right)(x)\right)}\right. \tag{6.60}
\end{gather*}
$$

where the phase indicates a measure of parity symmetry as it is known from classical phase based signal analysis. It is worth noting that all these properties have been obtained by simple convolutions with proposed kernels, yielding linear shift-invariant features.

### 6.3. Experiments

We are interested in the accuracy of our curvature estimator. Since experiments regarding the orientation and the phase of the monogenic signal have already been carried out in the mentioned literature, we focus on experiments concerning the new


Figure 6.6.: Left figure: The plane indicates an i2D signal. Right figure: The plane of an i1D signal passes through the north pole of the sphere. Image source: Wietzke et al. (2008a)
curvature feature.

### 6.3.1. Curvature estimation of planar curves

We first evaluate the proposed method for planar curves. Let $l(t)=(x(t), y(t)), t \in$ $[a, b]$ be a part of a parameterized plane curve. Then we sample $l$ as

$$
\begin{equation*}
l_{n}=\left(x\left(d_{n}\right), y\left(d_{n}\right)\right)^{\top} \text { with } n \in\{1, \ldots, N\}, d_{n}=n \frac{|a-b|}{N}, N \in \mathbb{N} . \tag{6.61}
\end{equation*}
$$

The estimation of the curvature relies on the choice of a scale described by the neighborhood or window size $W \in \mathbb{N}$ with respect to the current point of interest. For each point $\mathbf{l}_{n}$ we first shift the neighborhood $\mathrm{NB}_{W}\left(\boldsymbol{l}_{n}\right)=\left\{\mathbf{l}_{n-w}, \ldots, \mathbf{l}_{n}, \ldots, \mathbf{l}_{n+w}\right\}$ to the origin and project it to the sphere $\mathbb{S}^{2}$ such that $\mathrm{NB}_{W}^{\prime}\left(\mathbf{l}_{n}\right)=\left\{S^{-1}\left(\mathbf{l}_{n-w}-\mathbf{l}_{n}\right)\right.$, $\left.\ldots,(0,0,0), \ldots, S^{-1}\left(\mathbf{l}_{n+w}-\mathbf{l}_{n}\right)\right\}$. The curvature is then obtained as

$$
\begin{equation*}
K_{W}\left(\boldsymbol{l}_{i}\right)=2 \frac{M_{W}^{3}}{\left(\left(M_{W}^{1}\right)^{2}+\left(M_{W}^{2}\right)^{2}\right)^{(1 / 2)}} \tag{6.62}
\end{equation*}
$$

with

$$
\begin{equation*}
\left.M_{W}^{i}=\sum_{j=-w}^{W} k_{i, s}\left(\mathcal{S}^{-1}\left(\mathbf{l}_{n+j}-\mathbf{l}_{n}\right)\right)\right), \quad i \in\{1,2,3\} \tag{6.63}
\end{equation*}
$$

where $k_{i, s}$ denotes the $i$-th component of the conjugate Poisson kernels or the Gaussian derivative kernels in $\mathbb{R}^{3}$ with respect the scale s. We compare our method to curvature estimations obtained by circle fittings through the points of the neighborhood $\mathrm{NB}_{W}^{\prime}\left(\mathbf{l}_{\mathbf{i}}\right)$. To fit a circle through these points we use two different distance functions which are minimized, an algebraic distance according to Gander et al. (1994) and a geometric distance according to Coope (1993).
Algebraically a circle may be represented as the set of all $x \in \mathbb{R}^{2}$ satisfying

$$
\begin{equation*}
a x^{\top} x+\mathbf{b}^{\top} x+c=0 \tag{6.64}
\end{equation*}
$$

with $\mathbf{a} \neq 0, \mathbf{b} \in \mathbb{R}^{2}, c \in \mathbb{R}$. We fit a circle through the points $x \in N B\left(\boldsymbol{l}_{i}, W\right)$ by minimizing

$$
\begin{equation*}
\underset{\mathbf{u}}{\arg \min }\|A \mathbf{u}\| \quad \text { s.t. }\|\mathbf{u}\|=1 \tag{6.65}
\end{equation*}
$$

with

$$
A=\left(\begin{array}{cccc}
x_{11}^{2}+x_{12}^{2} & x_{11} & x_{12} & 1  \tag{6.66}\\
\vdots & \vdots & \vdots & \vdots \\
x_{\mathfrak{m} 1}^{2}+x_{\mathfrak{m} 2}^{2} & x_{\mathfrak{m} 1} & x_{\mathfrak{m} 2} & 1
\end{array}\right)
$$

and $m=2 W+1, u=\left(a, b_{1}, b_{2}, c\right)^{T}$. The radius of curvature $r$ is then obtained as

$$
\begin{equation*}
r=\sqrt{\frac{\sqrt{b_{1}^{2}+b_{2}^{2}}}{4 a^{2}}-\frac{c}{a}} \tag{6.67}
\end{equation*}
$$

The second method, which we refer to as the geometric method, minimizes the distance

$$
\begin{equation*}
\sum_{j=1}^{2 W+1}\left(x_{j 1}-a_{1}\right)^{2}+\left(x_{j 2}-a_{2}\right)^{2}-r^{2} \tag{6.68}
\end{equation*}
$$

which is minimized for the unknown center $\boldsymbol{a}=\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}$ and the unknown radius $r$ by solving a linear least-squares problem (see Coope (1993)). The radius serves as a curvature measure due to the already mentioned relation $\kappa=\frac{1}{r}$. Figure 6.7 shows the comparison of our method with the algebraic and geometric fitting method for three test curves with and without noise. We measured the absolute average error over all curve points for different window sizes as

$$
\begin{equation*}
E_{W}(\mathbf{l})=\sum_{i=1}^{|\mathbf{l}|}\left|\kappa\left(\mathbf{l}_{\mathfrak{i}}\right)-\tilde{\kappa}_{W}\left(\mathbf{l}_{\mathfrak{i}}\right)\right| \tag{6.69}
\end{equation*}
$$

where $\kappa\left(\mathbf{l}_{i}\right)$ denotes the ground truth curvature and $\tilde{\kappa}_{W}\left(\mathbf{l}_{\boldsymbol{i}}\right)$ the estimated curvature of the curve at $\boldsymbol{l}_{i}$. It turns out that our novel method converges to the true radius of curvature in the case of the assumed signal model, a circle. Note that the figures show the absolute average error over all curve points depending on the window size. Since the curvature is not constant for all curve points in the case of the ellipse and the spiral there are always points on the curve for which the given window size provides a correct estimate but also points for which the given window size provides incorrect results, affectig the overall average error. Therefore there is no convergent behavior with respect to the average error for these curve types. But actually this is also a problem of the estimators we compared our method to. Notice that our estimator behaves like the standard estimators and delivers comparable results.

### 6.3.2. Ridge curvature estimation for digital images

The curvature estimation based on the conformal monogenic signal has the advantage that it is not limited to digital curves but can also be applied to images, where the curves are not known in advance, e.g. isophotes in gray-scale images. In these cases the curvature is often supposed to serve as a feature indicating corners or straight line segments in the case of high or low curvature. The standard method to obtain the isophote curvature in digital images uses first and second order derivatives. The conformal curvature estimator is supposed to be compared to the standard differential geometric estimator given by


Figure 6.7.: First row: Test curves sampled at 200 points. Second row: Gaussian white noise perturbed test curves, $\sigma=0.1$. Third and fourth row: Average absolute curvature errors $E_{W}$ over all curve points depending on the window size $W$ (abscissa) without and with noise (see also eq. (6.69)).


Figure 6.8.: Left : Ground truth image $f(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}$. Right : Ground truth image perturbed with Gaussian white noise, $\sigma=0.1$

$$
\begin{equation*}
K=\frac{-\frac{\partial^{2}}{\partial x^{2}} f\left(\frac{\partial}{\partial y} f\right)^{2}+2 \frac{\partial}{\partial x} f \frac{\partial}{\partial y} f \frac{\partial^{2}}{\partial x y} f-\frac{\partial^{2}}{\partial y^{2}} f\left(\frac{\partial}{\partial x} f\right)^{2}}{\left(\left(\frac{\partial}{\partial x} f\right)^{2}+\left(\frac{\partial}{\partial y} f\right)^{2}\right)^{\frac{3}{2}}} \tag{6.70}
\end{equation*}
$$

Since natural images are often disturbed by noise, we further consider the input images in a scale-space framework, which smooths the images and suppresses the noise. The images are considered in the Gaussian scale-space with scale parameter $s_{G}$ as

$$
\begin{equation*}
f\left(x ; s_{G}\right)=\mathcal{G}_{s_{G}} f(x) \tag{6.71}
\end{equation*}
$$

Both operators, the conformal monogenic signal and the classical derivatives in the plane, are applied to the Gaussian smoothed images at the corresponding scale. For the kernels of the conformal monogenic signal, the square $[-9,9] \times[-9,9]$ is sampled by $3 \times 3$ pixels with scale parameter $s=2$. Again the reader is reminded, that the scale parameter for the conformal monogenic signal does not induce a scale space and is not to be confused with the scale-space embedding $\mathcal{G}_{S_{G}} f(x)$ of the input signals. The signal

$$
\begin{equation*}
f(x)=\sqrt{x_{1}^{2}+x_{2}^{2}} \tag{6.72}
\end{equation*}
$$



Figure 6.9.: Estimated radius of curvature for the signal $f(x)=\sqrt{\chi_{1}^{2}+x_{2}^{2}}$ with the slice $f\left(x_{1}, 0\right)$ with white noise added, SNR 100dB. Left column: Novel conformal estimation method vs. ground truth at scales $s_{G}=1,2,4,8$. Right column: Classical differential geometric method vs. ground truth at the same scales.


Figure 6.10.: Estimated radius of curvature for the signal $f(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}$ along the slice $f\left(x_{1}, 0\right)$ with white noise added, SNR 25 dB . Left column: Novel conformal estimation method vs. ground truth at scales $s_{G}=1,2,4,8$. Right column: Classical differential geometric method vs. ground truth at the same scales.
serves as the ground truth signal for the evaluation of the estimators. For visualization purposes, we evaluate the accuracy in terms of the radius of curvature, which is just $r=1 / \kappa$. Since the ground truth signal depends linearly on the distance from the origin, its ground truth radius of curvature reads

$$
\begin{equation*}
r(x)=\sqrt{x_{1}^{2}+x_{2}^{2}} \tag{6.73}
\end{equation*}
$$

Figure 6.8 shows the test signal with and without noise. Figure 6.9 shows the estimated radius of curvature at scales $s_{G} \in\{1,2,4,6\}$ for the ground truth signal $f$ perturbed by Gaussian white noise, such that the signal to noise ratio yields 100 dB . The curvature estimation is plotted along the horizontal slice $f\left(x_{1}, 0\right)$. The inaccuracies at the borders result from the border effects of the convolutions. Figure 6.10 shows the results for a signal to noise ratio of 25 dB . As the scale increases, both estimators converge to the true radius of curvature. Figure 6.11 shows the average absolute error of the radius of curvature over the whole image for the conformal and the derivative based method for the continuum of scales $s_{G} \in[1,8]$ with signal to noise ratios of $100 \mathrm{~dB}, 50 \mathrm{~dB}$ and 25 dB . It justifies our proposed method as a robust and accurate curvature estimator. While the error of the conformal method is significantly lower in the case of low noise, the error of the two methods is almost identical for increasing noise at all scales. The results justify the conformal method as a valid alternative to the classical derivative based approach.
Another important aspect of the isophote curvature information pointed out in Romeny (Ed.) (1994), is the ability to obtain the ridge curves of an image. The ridge curves are the isophotes for which the gradient vanishes such that the curvature obtained by eq. (6.70) is degenerate. Due to their invariance properties concerning translation, rotation and monotonic intensity changes, ridges serve as a useful feature, especially if their evolution is considered across multiple scales. Figure 6.12 shows the ridge curves (degeneracies of the isophote curvature) of the Lenna test-image obtained by the conformal method and the curvature obtained according to the classical method using convolutions with Gaussian derivative kernels across different scales. Based on the results we conclude that our proposed estimator delivers results comparable to the standard method and therefore provides practical alternative access to the problem of isophote curvature estimation.


Figure 6.11.: Average absolute radius of curvature errors for the signal in Figure 6.8 perturbed by white noise with signal to noise ratios of 100 dB (left), 50 dB (middle), 25 dB (right) for the conformal and the classical derivative based method. The errors are calculated with respect to Gaussian smoothed versions of the input image with scales depicted on the $x$-axis.


Figure 6.12.: Top row: Isophote curvatures calculated with the novel conformal method scales $s_{G}=2,4,8$. Bottom row: Isophote curvatures calculated with the classical method in eq. (6.70) at scales $s_{G}=2,4,8$.

### 6.4. Outlook: The three-dimensional conformal monogenic signal

While the previous chapter focused on the analysis of curved signal structures in the Euclidean plane using the conformal monogenic signal, this section is supposed to provide an outlook on how the proposed signal model can be generalized to three dimensions. It serves as a novel tool for volume and image-sequence processing. The curved and sinusoidal curved intrinsically one-dimensional signals are defined analogously to the corresponding signal models in the plane as

$$
\begin{equation*}
f_{\mathfrak{m}}(x)=\tilde{f}(\|x-\mathfrak{m}\|) \tag{6.74}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{f}_{\mathfrak{m}}(\boldsymbol{x})=A \cos (\mathrm{k}\|\boldsymbol{x}-\mathbf{m}\|+\phi) \tag{6.75}
\end{equation*}
$$

with the difference, that the signals are now defined in $\mathbb{R}^{3}$ such that $x, \mathbf{m} \in \mathbb{R}^{3}$ and

$$
\mathbf{m}=\left(\begin{array}{c}
\mathbf{m}_{1}  \tag{6.76}\\
\mathbf{m}_{2} \\
\mathbf{m}_{3}
\end{array}\right)=r_{\mathbf{m}}\left(\begin{array}{c}
\sin \left(\theta_{\mathfrak{m}, 1}\right) \cos \left(\theta_{\mathfrak{m}, 2}\right) \\
\sin \left(\theta_{\mathfrak{m}, 1}\right) \sin \left(\theta_{\mathfrak{m}, 2}\right) \\
\cos \left(\theta_{\mathfrak{m}, 1}\right)
\end{array}\right) .
$$

These signals are spherical signals only depending on the distance from $x$ to $\mathbf{m}$. In contrast to the two-dimensional case, the isophotes $\gamma_{\mathfrak{m}}(x)$ of these signals are constituted by spheres in $\mathbb{R}^{3}$ around $\mathfrak{m}$. In order to apply concepts from the previous sections, the three-dimensional signal is projected to the hypersphere

$$
\begin{equation*}
\mathbb{S}^{3}=\left\{\mathbf{u} \in \mathbb{R}^{4} \left\lvert\, \sum_{i=1}^{3} \mathfrak{u}_{i}^{2}+\left(\mathfrak{u}_{4}-\frac{1}{2}\right)^{2}=\left(\frac{1}{2}\right)^{2}\right.\right\} \tag{6.77}
\end{equation*}
$$

using the inverse stereographic projection $\mathcal{S}^{-1}: \mathbb{R}^{3} \rightarrow \mathbb{S}^{3}$ given by

$$
\mathcal{S}^{-1}(x)=\frac{1}{1+\sum_{i=1}^{3} x_{i}^{2}}\left(\begin{array}{c}
x_{1}  \tag{6.78}\\
x_{2} \\
x_{3} \\
\sum_{i=1}^{3} x_{i}^{2}
\end{array}\right)
$$

for $x \in \mathbb{R}^{3}$. According to the two dimensional case, the projection of the original signal $f_{m}$ is identified with a plane wave in $\mathbb{R}^{4}$ given by

$$
\begin{equation*}
\psi(\mathbf{u})=\tilde{f}(\langle\mathbf{n}, \mathbf{u}\rangle+\|\mathbf{m}\|) \tag{6.79}
\end{equation*}
$$

where $\mathfrak{n} \in \mathbb{R}^{4},\|\mathfrak{n}\|=1$ denotes the orientation of the plane wave.
In analogue to the two-dimensional case, curved signal structures are supposed to be analyzed in terms of the orientation vector of $\psi$. The orientation vector is obtained from the approximations of the generalized Hilbert transform or the gradient in $\mathbb{R}^{4}$. The type of curved signals which can be analyzed, is again determined by the geometric entities represented by the intersection of hyperplanes with the sphere. Compared to the two-dimensional case, the hyperplanes are now three-dimensional. While the intersections of planes and $\mathbb{S}^{2}$ were circles in the two-dimensional case, we now deal with spheres contained in the surface of the hypersphere $\mathbb{S}^{3}$ passing through the south-pole of $\mathbb{S}^{3}$. Since we chose $\mathbb{S}^{3}$ such that its south-pole coincides with the origin of $\mathbb{R}^{4}$, these hyperplanes pass through the origin in $\mathbb{R}^{4}$. We are therefore able to characterize these hyperplanes by just using their normal vectors.

Conformal monogenic signal in $\mathbb{R}^{3}$

Definition 6.12 (Conformal monogenic signal in $\mathbb{R}^{3}$ ).
Let $p_{s}$ and $q_{i, s}$ denote the Poisson and conjugate Poisson kernels in $\mathbb{R}^{4}$ with respect to the scale parameter $s>0$ and denote by $\widetilde{p}_{s}, \widetilde{\mathfrak{q}}_{i, s}$ the corresponding (mean corrected) kernels in $\mathbb{R}^{3}$ (cmp. (6.48)). Then the signal representation

$$
\mathbf{f}_{\mathfrak{m}}(x)=\left(\begin{array}{c}
\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{p}}_{s}\right)(x)  \tag{6.80}\\
\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{1, s}\right)(x) \\
\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{2, s}\right)(x) \\
\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{3, s}\right)(x) \\
\left(f_{\mathfrak{m}} * \widetilde{\mathfrak{q}}_{4, s}\right)(x)
\end{array}\right)=\left(\begin{array}{c}
\widetilde{\mathcal{P}}_{s} f_{\mathfrak{m}}(x) \\
\widetilde{\mathbb{Q}}_{1, s} f_{\mathfrak{m}}(x) \\
\widetilde{\mathscr{Q}}_{2, s} f_{\mathfrak{m}}(x) \\
\widetilde{\mathscr{Q}}_{3, s} f_{\mathfrak{m}}(x) \\
\widetilde{\mathscr{Q}}_{4, s} f_{\mathfrak{m}}(x)
\end{array}\right)
$$

is called the conformal monogenic signal in $\mathbb{R}^{3}$.
We are therefore able to extract the direction angles of the original signal $f_{m}$ in the three-dimensional space at $x \in \mathbb{R}^{3}$ as

$$
\begin{gather*}
\theta_{\mathfrak{m}, 1}(x)=\arctan \left(\frac{\widetilde{\mathscr{Q}}_{2, s} f_{\mathfrak{m}}(\boldsymbol{x})}{\widetilde{\mathscr{Q}}_{1, s} f_{\mathfrak{m}}(x)}\right)  \tag{6.81}\\
\theta_{\mathfrak{m}, 2}(x)=\arctan 2\left(\sqrt{\widetilde{\mathscr{Q}}_{1, s} f_{\mathfrak{m}}(x)^{2}+\widetilde{\mathscr{Q}}_{2, s} f_{\mathfrak{m}}(x)^{2}}, \widetilde{\mathscr{Q}}_{3, s} f_{\mathfrak{m}}(x)\right) . \tag{6.82}
\end{gather*}
$$

The curvature measure which corresponds to the inverse radius of the spherical signal is obtained as


Figure 6.13.: From left to right: Volume rendering of a cube. (a) Regions with low curvature (high radius of curvature). (b) Regions with hight curvature (low radius of curvature). (c) Direction with respect to $\theta_{\mathfrak{m}, 2}$. (d) Direction with respect to $\theta_{\mathfrak{m}, 1}$.

$$
\begin{equation*}
\kappa_{\mathfrak{m}}(x)=\frac{2 \widetilde{\mathscr{Q}}_{4, s} f_{m}(x)}{\sqrt{\sum_{i=1}^{3} \widetilde{\mathscr{Q}}_{i, s} f_{m}(x)^{2}}}=\frac{2}{\tan \varphi_{\mathfrak{m}}(x)} \tag{6.83}
\end{equation*}
$$

In the case of a sinusoidal curved intrinsically one-dimensional signal the amplitude and local phase are given by

$$
\begin{align*}
& A(x)=\sqrt{\widetilde{\mathcal{P}}_{s} f_{\mathfrak{m}}(\mathbf{x})^{2}+\sum_{i=1}^{4} \widetilde{Q}_{i, s} f_{\mathfrak{m}}(\mathbf{x})^{2}}  \tag{6.84}\\
& \phi(x)=\arctan 2 \frac{\sqrt{\sum_{i=1}^{4} \widetilde{\mathscr{Q}}_{i, s} f_{m}(x)^{2}}}{\widetilde{\mathcal{P}}_{s} f_{m}(x)} \text {. } \tag{6.85}
\end{align*}
$$

The isophote curvature in the three dimensional case represents the curvature of the sphere locally approximating the signal at $x$. Therefore, it is possible to extract the curvature information for all surfaces which may locally be approximated by a sphere. The conformal monogenic signal in $\mathbb{R}^{3}$ turns out to be useful in the analysis of volume images. Figure 6.13 shows the features of sample volume rendering of a cube. Image (a) shows the regions of the volume rendering where the curvature is low. These are planar regions, since planes correspond to spheres with infinity radius of curvature. Due to the relation $\kappa=\frac{1}{r}$ it follows that the curvature of a plane tends to 0 . This can be considered as the analogue to the two-dimensional case, where straight lines represent circles with infinite radius. Image (b) shows the regions with high curvature, which are regions which can be approximated by spheres with low radius. In general this
measure of curvature allows us to distinguish between planar surfaces, edges and corners in three-dimensional images. Furthermore, as shown in Figures 6.13(c) and (d), we are able to obtain the direction of these structures with respect to the angles $\theta_{\mathfrak{m}, 1}, \theta_{\mathfrak{m}, 2}$.

### 6.5. Summary

In this chapter, a new fundamental idea for locally analyzing curved and straight signals in one unified framework has been presented. The problem of analyzing standard intrinsically one-dimensional signals and curved signals in one framework can be solved by embedding $n$-dimensional signals in ( $n+1$ )-dimensional conformal spaces using the corresponding stereographic projections and their inverse in which the ( $n+1$ )-dimensional generalized Hilbert transform or gradient allows for an easy estimation of the model parameters. Local signal features such as local amplitude, phase, orientation/direction and curvature can be determined in spatial domain by simple convolution. The conformal monogenic signal can be computed efficiently and can be easily implemented into existing low level signal processing steps of any application. We gave formal as well as experimental proofs of our results. The conformal monogenic signal illustrates the natural relation of the original image domain to geometric entities such as lines, circles, hyperplanes and hyperspheres.
Future applications might use the conformal monogenic signal for the analysis of volume-images as well as image sequences. In volume image processing they may be used for preprocessing, feature detection and image registration. Possible applications in the field of image sequence analysis include the application of the conformal monogenic signal as optical flow constraints.

## 7. Analysis of intrinsically one-dimensional signals on the two-sphere

The previous two chapters focused on the analysis of image signals in the Euclidean plane. In this chapter, signals on the unit sphere in $\mathbb{R}^{3}$ will be analyzed. Scientific disciplines like geophysics, astrophysics and computer vision have to deal with input signals which are naturally defined on the unit sphere. These signals are for instance seismic or gravitational data captured around the earth (Crotwell(2000)), satellite data (Freeden and Hesse (2002)), cosmic microwave background (Mcewen et al. (2007)) or omnidirectional images captured by a catadioptric camera (Bogdanova et al. (2007), Makadia et al. (2004)). The signals are supposed to be analyzed in terms of the generalized Hilbert transform.
Unfortunately, the definition provided in chapter 4 only holds in the Euclidean space, not on a manifold like the two-sphere. It is therefore mandatory to introduce a more general definition of the generalized Hilbert transform. We will construct a generalization of the analytic signal on the unit sphere $\mathbb{S}^{2}$ with the help of the Hilbert and the Cauchy transforms on $\mathbb{S}^{2}$, which have been introduced in the framework of Clifford analysis. In this mathematical framework, it can be shown that the Hilbert transform arises as the non-tangential boundary value of the Cauchy transform. The Cauchy transform will be introduced for arbitrary closed smooth subsets of the Euclidean space $\mathbb{R}^{n}$. Since the unit ball belongs to the class of these subsets, the Cauchy transform for the unit ball can be used to derive the generalized Hilbert transform on the unit sphere.
From the Euclidean space we know that the generalized Hilbert transform has an intuitive interpretation in the Fourier domain. We will derive an analogue interpretation with respect to the Fourier series expansion on the sphere, using the spherical harmonics as the basis functions. We derive and discuss the filter kernels for our new signal model and give an important characterization in the spherical harmonic domain in terms of their spherical harmonic coefficients. While the scalar zonal Poisson or Abel-Poisson kernel is a standard tool in multiscale and texture analysis on $\mathbb{S}^{2}$ and SO(3) (Freeden et al. (1998); Schaeben (1996); Schaeben and van den Boogaart (2003); Bernstein et al.(2009)), we investigate its harmonic conjugate function arising in the Clifford algebra embedding. The key to the spherical harmonic expansion is the identification of the Cauchy transform on $\mathbb{S}^{2}$ with a directional correlation introduced by Wiaux et al. (2006). With the spectral characterization and the resulting interpretation we demonstrate the obtained scale space in Section 7.5 and analyze the results of the obtained kernels acting on the real part of a plane wave in $\mathbb{R}^{3}$ restricted to the sphere.

### 7.1. Clifford algebra

Throughout this chapter we work in the universal Clifford algebra $\mathbb{R}_{0, n}$ over the vector space $\mathbb{R}^{0, n}$ which is the real vector space $\mathbb{R}^{n}$ equipped with a non-degenerate quadratic signature $(0, n)$. For an orthonormal basis $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ of $\mathbb{R}^{0, n}$ the following multiplication rules arise in $\mathbb{R}_{0, n}$ :

$$
\begin{equation*}
\boldsymbol{e}_{i} \boldsymbol{e}_{j}+\boldsymbol{e}_{\mathbf{j}} \boldsymbol{e}_{i}=-2 \delta_{i j}, \quad \forall i, j \in\{1, . ., n\} \tag{7.1}
\end{equation*}
$$

In the following the notation $\mathbf{e}_{i} \mathbf{e}_{\mathbf{j}}=\mathbf{e}_{\mathfrak{i j}}$ is used. For sets $A=\left\{\mathfrak{i}_{1}, \ldots, \mathfrak{i}_{\boldsymbol{h}}\right\} \subseteq\{1, \ldots, n\}$ with $1<\mathfrak{i}_{1}<\ldots<\mathfrak{i}_{h}<n$ and $\boldsymbol{e}_{A}=\boldsymbol{e}_{\mathfrak{i}_{1}} \boldsymbol{e}_{i_{2}} \ldots \boldsymbol{e}_{\mathfrak{i}_{h}}$ the basis ( $\left.\boldsymbol{e}_{A}: A \subseteq\{1 \ldots n\}\right)$ forms a basis for the Clifford algebra $\mathbb{R}_{0, n}$. Therefore an element $a \in \mathbb{R}_{0, n}$ allows the representation $\boldsymbol{a}=\sum_{k=0}^{n}[\mathbf{a}]_{k}$ where $[\mathbf{a}]_{k}=\sum_{|A|=k} a_{A} \mathbf{e}_{\mathrm{A}}$ is called $k$-vector. Vectors $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ are identified with one-vectors $x=\sum_{j=1}^{n} x_{j} \boldsymbol{e}_{j}$. The product of two vectors $x, y \in \mathbb{R}_{0, n}$ is then defined by

$$
\begin{equation*}
x y=-\langle x, y\rangle+x \wedge y \tag{7.2}
\end{equation*}
$$

where the inner product

$$
\begin{equation*}
x \bullet y=\langle x, y\rangle=\sum_{i=1}^{n} x_{i} y_{i}=-\frac{1}{2}(x y+y x) \tag{7.3}
\end{equation*}
$$

results in a scalar and the wedge product or outer product

$$
\begin{equation*}
x \wedge y=\sum_{i<j} e_{i} e_{j}\left(x_{i} y_{j}-x_{j} y_{i}\right)=\frac{1}{2}(x y-y x) \tag{7.4}
\end{equation*}
$$

results in a two-vector, which is also known as a bivector. The conjugation in $\mathbb{R}_{0, n}$ is given by $\overline{\boldsymbol{e}_{\mathrm{i}}}=-\boldsymbol{e}_{\mathrm{i}}$ and therefore the conjugation of a vector $\boldsymbol{x}$ results in $\overline{\boldsymbol{x}}=-\boldsymbol{x}$.
In the following $\mathbb{S}^{2}$ denotes the unit sphere in $\mathbb{R}^{3}$ and $\mathbb{B}^{2}$ the unit ball, respectively. $\xi, \omega$, will be elements of $\mathbb{S}^{2}$ described by the angles $(\theta, \varphi)$ and $(\alpha, \beta)$ where $\theta, \alpha$ are zenithal angles and $\varphi, \beta$ are azimuthal angles. In Cartesian coordinates they are written as $\boldsymbol{\xi}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^{\top}$ and $\boldsymbol{\omega}=(\sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha)^{\top}$. Elements in $\mathbb{B}^{2}$ are denoted by $\boldsymbol{x}, \boldsymbol{y}$ with $\boldsymbol{x}=\mathrm{r} \boldsymbol{\xi}, \boldsymbol{y}=\mathrm{r} \boldsymbol{\omega}$ and $0<r<1$ such that $x=(r \sin \theta \cos \varphi, r \sin \theta \sin \varphi, r \cos \theta)^{\top}$ and $y=(r \sin \alpha \cos \beta, r \sin \alpha \sin \beta, r \cos \alpha)^{\top}$. We identify the north pole $\eta$ with $(0,0,1)^{\top}$. Furthermore $d S$ will denote the surface measure on $\mathbb{S}^{2}$ and $A_{3}$ denotes the surface area of $\mathbb{S}^{2}$.

### 7.2. Basic Fourier analysis on the sphere

### 7.2.1. Spherical harmonics

In order to expand a function in $L^{2}\left(\mathbb{S}^{2}\right)$ into a series, we introduce an orthonormal basis for functions in $\mathrm{L}^{2}\left(\mathbb{S}^{2}\right)$ :

Definition 7.1 (Standard spherical harmonics, Wiaux et al. (2006)).

Spherical harmonics

$$
\begin{equation*}
Y_{l, m}(\theta, \varphi)=\left[\frac{2 l+1}{4 \pi} \frac{(l-m)!}{(l+m)!}\right]^{1 / 2} P_{l}^{m}(\cos \theta) e^{i m \varphi} \tag{7.5}
\end{equation*}
$$

where $P_{l}^{m}(x)$ are the associated Legendre functions

$$
\begin{equation*}
P_{l}^{(m)}(x)=(-1)^{m}\left(1-x^{2}\right)^{m / 2} \frac{d^{m}}{d x^{m}}\left(P_{l}(x)\right) \tag{7.6}
\end{equation*}
$$

and $P_{l}(x)$ are the Legendre polynomials given by the Rodrigues' formula

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left[\left(x^{2}-1\right)^{l}\right] \tag{7.7}
\end{equation*}
$$

The spherical harmonics form an orthonormal basis for the functions in $L^{2}\left(\mathbb{S}^{2}\right)$. Every function $f \in L^{2}\left(\mathbb{S}^{2}\right)$ can be expanded into a Fourier series as

$$
\begin{equation*}
f(\boldsymbol{w})=\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \hat{f}_{l, m} Y_{l, m}(\theta, \varphi) \tag{7.8}
\end{equation*}
$$

where the Fourier coefficients $\hat{f}_{l, m}$ are obtained as

$$
\begin{equation*}
\hat{f}_{l, m}=\int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \varphi) \overline{Y_{l, m}(\theta, \varphi)} \sin \theta d \theta d \varphi \tag{7.9}
\end{equation*}
$$

We will call the index $l$ the frequency of a spherical harmonic and the index $m$ the order.
In the Euclidean plane, the convolution operation is based on the multiplication of a translated filter kernel with the target function. On the sphere a translation corresponds to a rotation described by two angles. To expand convolution operations on the sphere into a series, we need an orthonormal basis for rotations which are representations of the group $\mathrm{SO}(3)$.

### 7.2.2. Wigner-D functions

Definition 7.2 (Wigner-D functions, Wiaux et al. (2006)).

Wigner-D functions

While the spherical harmonics form an orthonormal basis for square integrable functions on the sphere, the Wigner-D functions

$$
\begin{equation*}
D_{m, n}^{l}(\boldsymbol{\rho})=D_{m, n}^{l}(\varphi, \theta, \psi)=e^{-i m \varphi} d_{m, n}^{l}(\theta) e^{-i n \psi} \tag{7.10}
\end{equation*}
$$

with

$$
\begin{align*}
d_{m, n}^{l}(\theta)= & \sum_{k=L_{1}}^{L_{2}} \frac{(-1)^{k}((l+m)!(l-m)!(l+n)!(l-n)!)^{(1 / 2)}}{(l+m-k)!(l-n-k)!k!(k+n-m)!}  \tag{7.11}\\
& \cos (\theta / 2)^{2 l+m-n-2 k} \sin (\theta / 2)^{2 k+n-m}
\end{align*}
$$

and $L_{1}=\max (0, m-n), L_{2}=\min (l+m, l-n)$ form an orthonormal basis for square integrable functions $f \in L^{2}(S O(3))$ on the rotation group $S O(3)$ with respect to the standard Haar measure. Hence, the Fourier series expansion of a function $f \in L^{2}(S O(3))$ with $\boldsymbol{\rho} \in S O(3)$ reads (see e.g. (Wiaux et al. (2006))

$$
\begin{equation*}
f(\boldsymbol{\rho})=\sum_{l \in \mathbb{N}} \frac{2 l+1}{8 \pi^{2}} \sum_{m=-}^{l} \sum_{n=-l}^{l} \hat{f}_{m, n}^{l} \overline{D_{m, n}^{l}(\rho)} \tag{7.12}
\end{equation*}
$$

with the Fourier coefficients $\hat{f}_{m, n}^{l}$ given by

$$
\begin{equation*}
\hat{f}_{m, n}^{l}=\int_{\mathrm{SO}(3)} \mathrm{f}(\boldsymbol{\rho}) \mathrm{D}_{\mathrm{m}, \mathrm{n}}^{\mathrm{l}}(\boldsymbol{\rho}) \mathrm{d} \rho . \tag{7.13}
\end{equation*}
$$

### 7.3. The Cauchy and the Hilbert transform for subsets of $\mathbb{R}^{n}$

The generalized Hilbert transform in $\mathbb{R}^{n}$ has already been defined and used in the previous chapters. It can be derived as the non-tangential boundary value of the Cauchy transform. The classical Cauchy integral formula is well known from complex analysis (see e.g. Needham (1997)). Its generalization in the sense of Clifford analysis working in the real Clifford algebra $\mathbb{R}_{0, n}$ is given by

Cauchy transform

Definition 7.3 (Cauchy transform in $\mathbb{R}_{0, n}$, Delanghe(2004)). Let $G \subseteq \mathbb{R}^{n}$ with smooth boundary $\partial G, x \in G$ and $f \in L^{2}(\partial G)$. Then the Cauchy transform of $f$ in $\mathbb{R}_{0, n}$ is defined as

$$
\begin{align*}
\mathcal{C}[f](x) & =\frac{2}{A_{n}} \int_{\partial G} E(x-y) n(y) f(\mathbf{y}) \mathrm{dS}(\mathbf{y})  \tag{7.14}\\
& =\frac{2}{A_{n}} \int_{\partial G} \frac{x-\mathbf{y}}{\|x-y\|^{n}} n(y) f(\mathbf{y}) \mathrm{dS}(\mathbf{y})
\end{align*}
$$

with $d S$ as the surface element of $\partial G, E(\cdot)$ the Cauchy kernel, $A_{n}$ the surface area of $\partial G$ and $n(\mathbf{y})$ the outward pointing unit normal at $\mathbf{y}$. The Cauchy transform generates a monogenic function in $G$ which solves the differential equation $\partial \mathcal{C}[f](x)=0$, where $\partial$ is the Dirac operator. Additionally the Cauchy transform splits into the Poisson transform and conjugate Poisson transform of $f$ (Brackx et al. (2006)):

$$
\begin{equation*}
\mathcal{C}[f](x)=\frac{1}{2} \mathcal{P}[f](x)+\frac{1}{2} \mathcal{Q}[f](x) \tag{7.15}
\end{equation*}
$$

with non-tangential boundary values of $\mathcal{P}[f](x)$ and $Q[f](x)$ given by

$$
\begin{equation*}
\lim _{\text {n.t. } x \rightarrow \xi} \mathcal{P}[f](x)=f(\xi), \quad \lim _{\text {n.t. } x \rightarrow \xi} Q[f](x)=\mathcal{H}[f](\xi) \tag{7.16}
\end{equation*}
$$

We can therefore define monogenic signals for any closed subset $G \subseteq \mathbb{R}^{n}$ with smooth boundary in $\mathbb{R}^{n}$ as the non-tangential boundary value of the Cauchy transform on that surface. Furthermore, the Cauchy transform provides a natural embedding in a scale-space concept, the Poisson scale space. To emphasize the relationship between the Cauchy transform and the analytic and monogenic signal representations we give some examples:

Example $7.4\left(G=\mathbb{R}_{+}^{2}, \partial G=\mathbb{R}\right)$. In this case we obtained the classical analytic signal on the real line (Gabor (1946)) with $\boldsymbol{x}=\left(x_{0}, x_{1}\right), x_{0}>0$ :

$$
\begin{equation*}
\lim _{\text {n.t. } x \rightarrow\left(0, x_{1}\right)} \mathcal{C}[f](x)=f(x)+\mathfrak{i \mathcal { H }}[f](x)=f_{a}(x) . \tag{7.17}
\end{equation*}
$$

Example $7.5\left(G=\mathbb{R}_{+}^{3}, \partial G=\mathbb{R}^{2}\right)$. This case represents the monogenic signal (Felsberg and Sommer (2001)) with $\boldsymbol{x}=\left(x_{0}, x_{1}, x_{2}\right), x_{0}>0$ and the classical Riesz transforms (Stein (1971)) $\mathrm{R}_{\mathrm{x}_{\mathrm{i}}}$ :

$$
\begin{equation*}
\lim _{\text {n.t. } x \rightarrow\left(0, x_{1}, x_{2}\right)} \mathcal{C}[f](x)=f(x)+R_{x_{1}}[f](x) e_{1}+R_{x_{2}}[f](x) e_{2}=f_{M}(x) \tag{7.18}
\end{equation*}
$$

### 7.4. The Cauchy and the Hilbert transform on the sphere

We have seen that the Cauchy transform is well defined for subsets $G \subseteq \mathbb{R}^{n}$ with smooth boundary $\partial \mathrm{G}$. The unit sphere $\mathbb{S}^{2}$ in $\mathbb{R}^{3}$ is one of these surfaces and therefore it allows the construction of a monogenic signal with the help of the Cauchy transform. In the following we consider functions $f \in L^{2}\left(\mathbb{S}^{2}\right)$. We call such functions signals, which are band-limited such that there exists a maximum frequency $L \in \mathbb{N}$ with $\hat{f}_{l, m}=0$ for $l \geqslant L$. In order to construct an analogue to the analytic and monogenic signal on $\mathbb{S}^{2}$, we proceed in accordance to (7.15). Using the Cauchy transform on $\mathbb{S}^{2}$ we obtain a splitting into the Poisson and the conjugate Poisson transform, which is the natural embedding of a monogenic signal on $\mathbb{S}^{2}$ in the Poisson scale-space. Taking the non-tangential boundary values of the Cauchy transform and therefore of the Poisson and conjugate Poisson transform, we obtain the original function $f$ and its Hilbert transform $\mathcal{H}[f]$ on $\mathbb{S}^{2}$.

Definition 7.6 (Cauchy transform on $\mathbb{S}^{2}$, Delanghe (2004)). Let $x \in \mathbb{B}^{2} \backslash \mathbb{S}^{2}$ with $x=r \xi, \xi \in \mathbb{S}^{2}, 0<r<1$ and $f \in L^{2}\left(\mathbb{S}^{2}\right)$. Then the Cauchy transform of $f$ on $\mathbb{S}^{2}$ is defined as

$$
\begin{equation*}
\mathcal{C}[f](\boldsymbol{x})=\frac{2}{A_{3}} \int_{\mathrm{S}^{2}} \mathrm{E}(\boldsymbol{x}-\boldsymbol{\omega}) \boldsymbol{\omega} \mathrm{f}(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega})=\frac{2}{A_{3}} \int_{\mathrm{S}^{2}} \frac{\boldsymbol{x}-\boldsymbol{\omega}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}} \boldsymbol{\omega} \mathrm{f}(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega}) \tag{7.19}
\end{equation*}
$$

where $E(\cdot)$ is the Cauchy kernel on $\mathbb{S}^{2}$.
According the Brackx et al. (2006) the Cauchy transform on $\mathbb{S}^{2}$ splits into the Poisson and conjugate Poisson transform as

$$
\begin{align*}
\mathcal{C}[f](x) & =\frac{1}{2} \mathcal{P}[f](x)+\frac{1}{2} \mathscr{Q}[f](x)  \tag{7.20}\\
& =\frac{1}{2 A_{3}} \int_{S^{2}} \frac{1-\|x\|^{2}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}} f(\boldsymbol{\omega}) d S(\boldsymbol{\omega})+\frac{1}{2 A_{3}} \int_{S^{2}} \frac{1+\|\boldsymbol{x}\|^{2}+2 x \boldsymbol{\omega}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}} f(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega})
\end{align*}
$$

In our analysis we want to be able to select certain frequency bands in the spectral spherical harmonic domain. Therefore, we consider lowpass filtered versions of our signal in a linear scale space in $\mathbb{B}^{2}$. Given two lowpass filters we construct a bandpass filter as the difference of the two lowpass filters. In the case of the monogenic signal the scale space concept which arises naturally is the Poisson scale space in the upper half space $\mathbb{R}_{+}^{3}$ (Felsberg and Sommer (2004)). Analogously the scale space in this context is the Poisson scale space in $\mathbb{B}^{2}$ which arises naturally from the definition of the Hilbert transform being the non tangential boundary value of the Cauchy transform (Delanghe et al. (1992)). Therefore the Cauchy transform encompasses the

Hilbert transform in the light of the Poisson scale space in the unit ball. The parameter $r$ acts as the scale parameter. The more $r$ tends towards the origin the more blurred or smoothed versions of the original signal are obtained. As $r$ moves towards 1 the original signal and its Hilbert transform are obtained. This leads to the following definition of a Hilbert transform on $\mathbb{S}^{2}$ :

Definition 7.7 (Hilbert transform on $\mathbb{S}^{2}$, Delanghe (2004)). Let $\xi \in \mathbb{S}^{2}$ and $f \in L^{2}\left(\mathbb{S}^{2}\right)$. Then the Hilbert transform of $f$ on $\mathbb{S}^{2}$ is defined as the Cauchy Principal Value integral

$$
\begin{equation*}
\mathcal{H}[f](\xi)=\frac{2}{A_{3}} \text { P.V. } \int_{\varsigma^{2}} \frac{\xi-\boldsymbol{\omega}}{\|\xi-\boldsymbol{\omega}\|^{3}} \boldsymbol{\omega} f(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega}) . \tag{7.21}
\end{equation*}
$$

Due to (7.15) we can analyze the Cauchy transform in two steps by analyzing the Poisson and the conjugate Poisson transform separately. Since the Cauchy transform generates a monogenic function, its component functions are harmonic in $\mathbb{S}^{2}$ with

$$
\begin{equation*}
\Delta \mathcal{P}[f](x)=0, \quad \Delta Q[f](x)=0 \tag{7.22}
\end{equation*}
$$

where $\Delta$ is the Laplace operator in $\mathbb{B}^{2}$.

### 7.4.1. The Cauchy transform on $\mathbb{S}^{2}$ as a directional correlation

It is desirable from a signal processing viewpoint to interpret the Cauchy transform as a filtering operation. In $\mathbb{R}^{3}$ linear filters are applied to signals by convolution. The convolution on the sphere is the integration over the group $\mathrm{SO}(3)$ of the input signal and the filter, as proposed for example by Driscoll and Healy (1994). Since the Cauchy transform integrates over $\mathbb{S}^{2}$ it cannot immediately be identified with a spherical convolution operation. Nonetheless, there exists an operation called directional correlation introduced in Wiaux et al. (2006):

Definition 7.8 (Directional correlation). Let $\rho \in \operatorname{SO}(3), \mathcal{R}(\rho)$ the rotation operator associated with $\rho$ and $h \in L^{2}\left(\mathbb{S}^{2}\right), f \in L^{2}\left(\mathbb{S}^{2}\right)$. The directional correlation of $h$ and $f$ in the direction $\rho$ is given by

$$
\begin{equation*}
\mathcal{R}(\boldsymbol{\rho})[\mathrm{h}] \star \mathrm{f}=\int_{\mathrm{s}^{2}} \overline{\mathrm{~h}\left(\mathcal{R}^{-1}(\boldsymbol{\rho}) \boldsymbol{\omega}\right)} \mathrm{f}(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega}) \tag{7.23}
\end{equation*}
$$

The directional correlation turns out to be a function in $\mathrm{L}^{2}(\mathrm{SO}(3))$. We want to analyze signals on the sphere locally. Therefore we are not interested in the global Cauchy transform of a certain signal. Instead every time we evaluate the Cauchy transform at some point on the sphere, we treat this point as the north pole $\eta$ of a sphere,
rotated to the evaluation point. The spherical coordinates $(\theta, \varphi)$ at which we evaluate the Cauchy transform describe a rotation $\rho=(\varphi, \theta, 0)$. So with respect to original coordinate system we always evaluate the Cauchy transform at the north pole of a sphere in a rotated coordinate system. In that sense we obtain a local analysis of our signal for every point. Furthermore, this is the key to the expression of the Cauchy transform as a directional correlation. Suppose we want to evaluate the Cauchy transform at some fixed point $x=r \xi$. Now we choose this point $x$ as the north pole $\eta$ of some rotated coordinate system. Then the Cauchy kernel $E(\boldsymbol{x}-\boldsymbol{\omega})$ is just a rotated version of the kernel $E(r \boldsymbol{\eta}-\boldsymbol{\omega})$ centered at the north pole $\boldsymbol{\eta}$. The evaluation of the Cauchy transform at a point $x=r \xi \in \mathbb{B}^{2}$ with spherical coordinates $(r, \theta, \varphi)$ reduces to the evaluation of the Cauchy transform at $\eta$ rotated by $\rho=(\varphi, \theta, 0)$. Thinking of the Cauchy kernel as a filter mask we always use the same filter mask centered at the north pole, but at every point we apply it to a rotated version of the original function. So for every point $x=r \xi$, we do not actually evaluate the transform with the kernel $\mathrm{E}(\mathrm{r} \xi-\boldsymbol{\omega})$ but we evaluate the transform as

$$
\begin{align*}
\mathcal{C}[f](r, \theta, \varphi) & =\int_{S^{2}} E(r \boldsymbol{\eta}-\boldsymbol{\omega}) \boldsymbol{\omega} f\left(\mathcal{R}^{-1}(\varphi, \theta, 0) \boldsymbol{\omega}\right) d S(\boldsymbol{\omega})  \tag{7.24}\\
& =\mathcal{R}(\varphi, \theta, 0)[h] \star f . \tag{7.25}
\end{align*}
$$

### 7.4.2. Fourier series expansion of the Cauchy kernel

The next step towards an intuitive interpretation of the Hilbert transform of the sphere is the series expansion of the directional correlation. As we have noticed, the directional correlation is a function in $\mathrm{L}^{2}(\mathrm{SO}(3))$. The Cauchy transform has been interpreted as a directional correlation evaluated for rotations corresponding to the Euler angle representations ( $\varphi, \theta, 0$ ). In this case the directional correlation is also known as a standard correlation on $\mathbb{S}^{2}$ according to Wiaux et al. (2006). We introduced the Wigner-D functions as an orthonormal basis for $\mathrm{L}^{2}(\mathrm{SO}(3))$. As a consequence, the directional correlation admits an expansion into a Fourier series on $\mathrm{SO}(3)$ in terms of the Wigner-D basis functions. For a series expansion of the Cauchy transform we are in the need of the series expansion coefficients. It has been shown in Wiaux et al. (2006) that the coefficients of the directional correlation can be evaluated in terms of the spherical harmonic coefficients of the function and the filter respectively as

$$
\begin{equation*}
[\widehat{\mathcal{R}[\mathrm{h}] \star f}]_{m, n}^{l}=\overline{\hat{h}}_{l, n} \hat{\mathrm{f}}_{l, m} \tag{7.26}
\end{equation*}
$$

such that the series expansion of the directional correlation reads

$$
\begin{equation*}
\mathcal{R}(\boldsymbol{\rho})[h] \star f=\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \sum_{n=-l}^{l}\left[\overparen{\mathcal{R}[h] \star f]_{m, n}^{l}} \overline{D_{m, n}^{l}(\boldsymbol{\rho})} .\right. \tag{7.27}
\end{equation*}
$$

Since we want to provide a spectral characterization of the Poisson and conjugate Poisson filter kernels, we have to expand them into a spherical harmonic series. The directional correlation in terms of the spherical harmonic coefficients is now used to evaluate the Cauchy transform. We seek for the spherical harmonic coefficients of the Cauchy kernel. Since the Cauchy transform splits into the Poisson and conjugate Poisson transform we evaluate the coefficients of the Poisson and conjugate Poisson kernel in (7.20) separately. The Poisson kernel belongs to the set of zonal functions on $\mathbb{S}^{2}$ which only depend on the inner product between their argument $\omega \in \mathbb{S}^{2}$ and a unit vector $\xi \in \mathbb{S}^{2}$. The spectral characterization of these zonal functions is obtained by the Funk-Hecke theorem:

Theorem 7.9 (Funk-Hecke formula on $\mathbb{S}^{2}$, Freeden et al. (1998)). Let f be a zonal function on $\mathbb{S}^{n}$ and $\xi \in \mathbb{S}^{n}$. Then

$$
\begin{equation*}
\int_{S^{n}} f(\langle\boldsymbol{\xi}, \boldsymbol{\omega}\rangle) Y_{l, m}(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega})=\lambda_{\mathrm{l}} \mathrm{Y}_{\mathrm{l}, \mathrm{~m}}(\boldsymbol{\xi}) \tag{7.28}
\end{equation*}
$$

with the eigenvalue

$$
\begin{equation*}
\lambda_{l}=A_{n-1} \frac{1}{C_{l}^{(n-1) / 2}(1)} \int_{-1}^{1} f(t) C_{l}^{(n-1) / 2}(t)\left(1-t^{2}\right)^{(n-2) / 2} d t \tag{7.29}
\end{equation*}
$$

where $C_{l}^{(n-1) / 2}$ is the l-th Gegenbauer polynomial of order $(n-1) / 2$. For $n=2$ the Gegenbauer Polynomials reduce to the Legendre polynomials. In that case the above transform used to obtain the eigenvalues $\lambda_{l}$ reduces to the Legendre transform. Using the Funk-Hecke theorem, the zonal Poisson kernel in $\mathbb{B}^{2}$, also known as the Abel-Poisson kernel, results in the series expansion (see e.g. Freeden et al. (1998))

$$
\begin{equation*}
\mathcal{P}_{\chi_{0}}(\boldsymbol{x}, \boldsymbol{\omega})=\frac{1-\|\boldsymbol{x}\|^{2}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}}=\frac{1-r^{2}}{\left(1-2 r \cos \theta+r^{2}\right)^{(3 / 2)}}=\sum_{k=0}^{\infty}(2 k+1) r^{k} P_{n}(\langle\boldsymbol{\xi}, \boldsymbol{\omega}\rangle) . \tag{7.30}
\end{equation*}
$$

Remembering that we always evaluate the transforms at the north pole $\eta$ with $\boldsymbol{x}=$ $x_{3} e_{3}=r \eta=r e_{3}, 0<r<1$ the above series leads to the spherical harmonic coefficients


Figure 7.1.: From left to right: The Poisson kernel $\mathcal{P}_{x_{0}}$ and the bivector parts of the conjugate Poisson kernel $Q_{\chi_{0}}^{(1)}$ and $Q_{\chi_{0}}^{(2)}$ for $r=0.9$.

$$
\left.\widehat{\left[\mathcal{P}_{\chi_{0}}\right.}\right]_{l, m}=\int_{\mathcal{S}^{2}} \mathcal{P}_{\chi_{0}}(r \boldsymbol{\eta}, \boldsymbol{\omega}) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{d} S(\boldsymbol{\omega})= \begin{cases}r^{l} & \text { for } m=0  \tag{7.31}\\ 0 & \text { else }\end{cases}
$$

For the expansion of conjugate Poisson kernel we first rewrite the kernel as

$$
\begin{equation*}
Q_{x_{0}}(x, \boldsymbol{\omega})=\frac{1+\|\boldsymbol{x}\|^{2}+2 x \boldsymbol{w}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}}=\frac{1+\|\boldsymbol{x}\|^{2}-2 r \omega_{3}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}}-\frac{2 r \omega_{1} e_{13}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}}-\frac{2 r \omega_{2} \mathrm{e}_{23}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}} . \tag{7.32}
\end{equation*}
$$

with $\boldsymbol{\omega}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)^{\top}$ and $\boldsymbol{x}=\mathrm{r} \boldsymbol{\eta}$ such that

$$
\begin{equation*}
\langle\boldsymbol{x}, \boldsymbol{\omega}\rangle=\langle\mathrm{r} \boldsymbol{\eta}, \boldsymbol{\omega}\rangle=\mathrm{r} \cos \theta \tag{7.33}
\end{equation*}
$$

Since $\boldsymbol{x}=r \boldsymbol{\eta}=(0,0, r)^{\top}$ we have

$$
\begin{align*}
\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3} & =\left(\left(-\omega_{1}\right)^{2}+\left(-\omega_{2}\right)^{2}+\left(r-\omega_{3}\right)^{2}\right)^{3 / 2}  \tag{7.34}\\
& =\left(1+r^{2}-2 r \omega_{3}\right)^{3 / 2}  \tag{7.35}\\
& =\left(1+\|\boldsymbol{x}\|^{2}-2 r \omega_{3}\right)\left(1+\|x\|^{2}-2 r \omega_{3}\right)^{1 / 2} \tag{7.36}
\end{align*}
$$

yielding

$$
\begin{equation*}
\frac{1+\|\boldsymbol{x}\|^{2}-2 r \omega_{3}}{\|\boldsymbol{x}-\boldsymbol{\omega}\|^{3}}=\frac{1}{\left(1+\mathrm{r}^{2}-2 r \omega_{3}\right)^{1 / 2}} \tag{7.37}
\end{equation*}
$$

According to Jeffrey and Zwillinger (2007) pp. 988, the generating function
$\left(1+r^{2}-2 r \omega_{3}\right)^{-1 / 2}$ has the following series expansion in terms of the Legendre polynomials:

$$
\begin{equation*}
\frac{1}{\left(1+r^{2}-2 r \omega_{3}\right)^{1 / 2}}=\sum_{k=0}^{\infty} r^{k} P_{n}(\langle\xi, \omega\rangle)=\sum_{k=0}^{\infty} r^{k} P_{n}(\cos \theta) \tag{7.38}
\end{equation*}
$$

Accordingly, the generating function $\left(1+\|x\|^{2}-2 r \omega_{3}\right)^{-3 / 2}$ expands into a series of the Gegenbauer polynomials (see also Jeffrey and Zwillinger (2007))

$$
\begin{equation*}
\frac{1}{\left(1+\|\boldsymbol{x}\|^{2}-2 r \omega_{3}\right)^{3 / 2}}=\sum_{k=0}^{\infty} r^{k} C_{n}^{3 / 2}(\langle\boldsymbol{\xi}, \boldsymbol{\omega}\rangle)=\sum_{k=0}^{\infty} r^{k} C_{n}^{3 / 2}(\cos \theta) \tag{7.39}
\end{equation*}
$$

Therefore, we obtain a series expansion of the conjugate Poisson kernel in terms of Legendre and Gegenbauer polynomials as

$$
\begin{align*}
Q_{x_{0}}(x, \boldsymbol{\omega}) & =\sum_{k=0}^{\infty} r^{k} P_{n}(\cos \theta)  \tag{7.40}\\
& -2 r \omega_{1} \sum_{k=0}^{\infty} r^{k} C_{k}^{3 / 2}(\cos \theta) e_{13}-2 r \omega_{2} \sum_{k=0}^{\infty} r^{k} C_{k}^{3 / 2}(\cos \theta) e_{23}  \tag{7.41}\\
& =Q_{x_{0}}^{(0)}(x, \omega)-2 r Q_{x_{0}}^{(1)}(x, \omega) e_{13}-2 r Q_{x_{0}}^{(2)}(x, \omega) e_{23} \tag{7.42}
\end{align*}
$$

While the Poisson kernel only consists of a scalar part, the conjugate Poisson kernel splits into a scalar and two bivector parts.
The scalar part of the conjugate Poisson kernel is equal to the singularity kernel (cmp. Freeden et al. (1995)). Both, the (Abel-)Poisson and the singularity kernel belong the to the same class of reproducing kernels and can be used for a zonal basis function approximation on the sphere (see Keiner et al. (2006)). Figure 7.1 shows the Poisson kernel and the two bivector parts of the conjugate kernel at a certain scale. We treat the scalar and bivector parts of the conjugate Poisson kernel as three single kernels. For every single kernel, the Fourier coefficients are supposed to be determined, whereas the coefficients Poisson kernel is already given by (7.31) and the coefficients of the scalar part of the conjugate Poisson kernel (singularity kernel) are given by (Freeden and Michel (2004)):

$$
\left.\widehat{\left[\mathbb{Q}_{\chi_{0}}^{(0)}\right.}\right]_{l, m}=\int_{S^{2}} \mathcal{Q}_{x_{0}}^{(0)}(\mathrm{r} \boldsymbol{\eta}, \boldsymbol{\omega}) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{dS}(\boldsymbol{\omega})= \begin{cases}2 r^{l} /(2 l+1) & \text { for } m=0  \tag{7.43}\\ 0 & \text { else }\end{cases}
$$

In order to obtain the Fourier coefficients of the kernels, we express all parts of the kernels as a series depending on the standard spherical harmonics. We introduce the addition theorem for Gegenbauer polynomials with spherical coordinates ( $r_{1}, \theta, \phi$ ) and ( $r_{2}, \alpha, \beta$ ), subtended by the angle $\gamma$ at the origin, as (see Srinivasan et al. (2005)):

$$
\begin{equation*}
C_{n}^{\lambda}(\cos \gamma)=4 \pi \sum_{m=0}^{\lfloor n / 2\rfloor}\left\langle\mathbf{Y}_{\mathbf{n}, \mathbf{m}}(\theta, \phi), \overline{\mathbf{Y}_{\mathbf{n}, \mathbf{m}}}(\alpha, \beta)\right\rangle \tag{7.44}
\end{equation*}
$$

with the vector of scalar spherical harmonics

$$
\mathbf{Y}_{\mathbf{n}, \mathrm{m}}(x, \mathbf{y})=\left(\begin{array}{l}
\mathrm{Y}_{\mathrm{l},-\mathrm{l}}  \tag{7.45}\\
\mathrm{Y}_{\mathrm{l},-\mathrm{l}+1} \\
\ldots \\
\mathrm{Y}_{\mathrm{l}, \mathrm{l}}
\end{array}\right)
$$

where $l=n-2 m$ resulting in

$$
\begin{equation*}
C_{n}^{\lambda}(\cos \gamma)=4 \pi \sum_{m=0}^{\lfloor n / 2\rfloor} \sum_{j=-l}^{l} Y_{l, j}(\theta, \phi) \overline{Y_{l, j}}(\alpha, \beta) . \tag{7.46}
\end{equation*}
$$

In addition we expand $\omega_{1}$ and $\omega_{2}$ into a Fourier series with the Fourier coefficients

$$
\begin{align*}
& \widehat{\left[\omega_{1}\right]_{l, m}}=\int_{\varphi=0}^{2 \pi} \int_{\theta=0}^{\pi} \sin \theta \cos \varphi \overline{\mathrm{l}_{\mathrm{l}, \mathrm{~m}}(\theta, \varphi)} \mathrm{dS}(\boldsymbol{\omega})= \begin{cases} \pm \sqrt{\frac{2 \pi}{3}} & \text { for } l=1, \mathrm{~m}=\mp 1 \\
0 & \text { else }\end{cases}  \tag{7.47}\\
& \widehat{\left[\omega_{2}\right]_{l, m}}=\int_{\varphi=0}^{2 \pi} \int_{\theta=0}^{\pi} \sin \theta \sin \varphi \overline{\mathrm{Y}_{\mathrm{l}, \mathrm{~m}}(\theta, \varphi)} \mathrm{dS}(\boldsymbol{\omega})= \begin{cases}\mathfrak{l} \sqrt{\frac{2 \pi}{3}} & \text { for } l=1, \mathrm{~m}= \pm 1 \\
0 & \text { else }\end{cases} \tag{7.48}
\end{align*}
$$

such that

$$
\begin{align*}
& \omega_{1}=\sum_{l=0}^{\infty} \sum_{m=-l}^{l}{\left.\widehat{\left[\omega_{1}\right.}\right]_{l, m}} Y_{l, m}(\theta, \varphi)=\sqrt{\frac{2 \pi}{3}} Y_{1,-1}(\theta, \varphi)-\sqrt{\frac{2 \pi}{3}} Y_{1,1}(\theta, \varphi)  \tag{7.49}\\
& \omega_{2}=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} \widehat{\left[\omega_{1}\right]_{l, m}} Y_{l, m}(\theta, \varphi)=\mathfrak{\imath} \sqrt{\frac{2 \pi}{3}} Y_{1,-1}(\theta, \varphi)+\mathfrak{l} \sqrt{\frac{2 \pi}{3}} Y_{1,1}(\theta, \varphi) . \tag{7.50}
\end{align*}
$$

We determine the Fourier coefficients of the conjugate Poisson kernel bivector parts as:

$$
\begin{align*}
& \left.\widehat{\left[\mathbb{Q}_{\mathrm{x}_{0}}^{(1)}\right.}\right]_{l, \mathrm{~m}}=\int_{\mathrm{S}^{2}} \mathbb{Q}_{\mathrm{x}_{0}}^{(1)}(\boldsymbol{\omega}) \overline{\mathrm{Y}_{\mathrm{l}, \mathrm{~m}}(\boldsymbol{\omega})} \mathrm{dS}(\boldsymbol{\omega})  \tag{7.51}\\
& =\int_{S^{2}} \omega_{1} \sum_{k=0}^{\infty} r^{k} C_{k}^{3 / 2}(\cos \theta) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{d} S(\boldsymbol{\omega})  \tag{7.52}\\
& \stackrel{l^{\prime}=k-2 m^{\prime}}{=} 4 \pi \sum_{k=0}^{\infty} r^{k} \int_{S^{2}} \omega_{1} \sum_{m^{\prime}=0}^{\lfloor k / 2\rfloor} \sum_{j=-l^{\prime}}^{l^{\prime}} Y_{l^{\prime}, j}(\boldsymbol{\omega}) \overline{Y_{l^{\prime}, j}}(0) \overline{Y_{l, m}(\boldsymbol{\omega})} d S(\boldsymbol{\omega})  \tag{7.53}\\
& =4 \pi \sqrt{\frac{2 \pi}{3}} \sum_{k=0}^{\infty} r^{k}  \tag{7.54}\\
& \times\left(\int_{S^{2}} Y_{1,-1}(\boldsymbol{\omega}) \sum_{m^{\prime}=0}^{\lfloor k / 2\rfloor} \sum_{j=-l^{\prime}}^{l^{\prime}} Y_{l^{\prime}, j}(\boldsymbol{\omega}) \overline{Y_{l^{\prime}, j}}(0) \overline{Y_{l, m}(\boldsymbol{\omega})} d S(\boldsymbol{\omega})\right.  \tag{7.55}\\
& \left.-\int_{S^{2}} Y_{1,1}(\boldsymbol{\omega}) \sum_{m^{\prime}=0}^{\lfloor k / 2\rfloor} \sum_{j=-l^{\prime}}^{l^{\prime}} Y_{l^{\prime}, j}(\boldsymbol{\omega}) \overline{Y_{l^{\prime}, j}}(0) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{d} S(\boldsymbol{\omega})\right)  \tag{7.56}\\
& =4 \pi \sqrt{\frac{2 \pi}{3}} \sum_{\mathrm{k}=0}^{\infty} \mathrm{r}^{\mathrm{k}}  \tag{7.57}\\
& \times\left(\sum_{m^{\prime}=0}^{\lfloor k / 2\rfloor} \overline{Y_{l^{\prime}, 0}}(0) \int_{S^{2}} Y_{1,-1}(\boldsymbol{\omega}) Y_{l^{\prime}, 0}(\boldsymbol{\omega}) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{dS}(\boldsymbol{\omega})\right.  \tag{7.58}\\
& \left.-\sum_{m^{\prime}=0}^{\lfloor k / 2\rfloor} \overline{Y_{l^{\prime}, 0}}(0) \int_{\mathbb{S}^{2}} Y_{1,1}(\boldsymbol{\omega}) \mathrm{Y}_{l^{\prime}, 0}(\boldsymbol{\omega}) \overline{Y_{l, m}(\boldsymbol{\omega})} \mathrm{d} S(\boldsymbol{\omega})\right) \tag{7.59}
\end{align*}
$$

Since $\overline{\gamma_{l, m}}(\boldsymbol{\omega})=(-1)^{\mathrm{m}} \mathrm{Y}_{\mathrm{l},-\mathrm{m}}(\boldsymbol{\omega})$ the triple integrals evaluate to (Thompson (1994))

$$
\begin{align*}
& \int_{\mathrm{s}^{2}} Y_{1,1}(\boldsymbol{\omega}) Y_{l^{\prime}, 0}(\boldsymbol{\omega}) \overline{Y_{l, m}}(\boldsymbol{\omega}) d S(\boldsymbol{\omega})  \tag{7.60}\\
& =(-1)^{\mathrm{m}} \sqrt{\frac{(2+1)\left(2 l^{\prime}+1\right)(2 l+1)}{4 \pi}}\left(\begin{array}{lll}
1 & l^{\prime} & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l^{\prime} & l \\
1 & 0 & (-\mathfrak{m})
\end{array}\right) \tag{7.61}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\mathbb{S}^{2}} Y_{1,-1}(\boldsymbol{\omega}) Y_{l^{\prime}, 0}(\boldsymbol{\omega}) \overline{Y_{l, m}}(\boldsymbol{\omega}) \mathrm{dS}(\boldsymbol{\omega})  \tag{7.62}\\
& =(-1)^{m} \sqrt{\frac{(2+1)\left(2 l^{\prime}+1\right)(2 l+1)}{4 \pi}}\left(\right)\left(\begin{array}{ccc}
1 & l^{\prime} & l \\
-1 & 0 & (-\mathfrak{m})
\end{array}\right) \tag{7.63}
\end{align*}
$$

where $\left(\begin{array}{ccc}l_{1} & l_{2} & l_{3} \\ m_{1} & m_{2} & m_{3}\end{array}\right)$ are the Wigner 3 j -symbols. The Wigner 3 j -symbols evaluate to 0 unless they satisfy

$$
\begin{array}{ll}
\text { (i) }\left|l_{1}-l_{3}\right| \leqslant l_{2} \leqslant l_{1}+l_{2} \\
\text { (ii) } & m_{1}+m_{2}=-m_{3} . \tag{7.65}
\end{array}
$$

Therefore, it holds that

$$
\begin{align*}
\left(\begin{array}{lll}
1 & l^{\prime} & l \\
0 & 0 & 0
\end{array}\right) & = \begin{cases}\left(\begin{array}{lll}
1 & l^{\prime} & l \\
0 & 0 & 0
\end{array}\right) & \text { if } \quad l^{\prime}=l-1 \vee l^{\prime}=l \vee l^{\prime}=l+1 \\
0 & \text { else }\end{cases}  \tag{7.66}\\
\left(\begin{array}{ccc}
1 & l^{\prime} & l \\
\pm 1 & 0 & (-\mathfrak{m})
\end{array}\right) & =\left\{\begin{array}{ccc}
\left(\begin{array}{ccc}
1 & l^{\prime} & l \\
\pm 1 & 0 & \pm 1
\end{array}\right) & \text { if } \quad m=\mp 1 \\
0 & \text { else }
\end{array}\right. \tag{7.67}
\end{align*}
$$

Closed expressions for the Wigner 3j-symbols used here are given in (Baylis (2004)):

$$
\begin{align*}
\left(\begin{array}{ccc}
k & k & 1 \\
q & -q & 0
\end{array}\right) & =(-)^{k-q} \frac{q}{[k(k+1)(2 k+1)]^{1 / 2}}  \tag{7.68}\\
\left(\begin{array}{ccc}
k & k+1 & 1 \\
q & -q-1 & 1
\end{array}\right) & =(-)^{k-q}\left[\frac{(k+q+1)(k+q+2)}{2(k+1)(2 k+1)(2 k+3)}\right]^{1 / 2}  \tag{7.69}\\
\left(\begin{array}{ccc}
k & k+1 & 1 \\
q & -q & 0
\end{array}\right) & =(-)^{k-q}\left[\frac{(k-q-1)(k+q+1)}{(k+1)(2 k+1)(2 k+3)}\right]^{1 / 2} . \tag{7.70}
\end{align*}
$$

With (7.68) it follows that that $\left(\begin{array}{lll}1 & l & l \\ 0 & 0 & 0\end{array}\right)=0$ such that $l^{\prime}=l-1 \vee l+1$. For $l^{\prime}=l-1$
we use (7.70) with $k=l-1, q=0$ and (7.69) with $k=l-1, q=0$ to obtain

$$
\begin{align*}
& (-1)^{m} Y_{l-1,0}(0) \sqrt{\frac{(2+1)(2(l-1)+1)(2 l+1)}{4 \pi}}\left(\begin{array}{ccc}
1 & l-1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l-1 & l \\
1 & 0 & -1
\end{array}\right)  \tag{7.71}\\
& =(-)^{l-1} \sqrt{\frac{2 l-1}{4 \pi} \sqrt{\frac{3(2 l-1)(2 l+1)}{4 \pi}}}  \tag{7.72}\\
& \quad \times \sqrt{\frac{l^{2}}{l(2 l-1)(2 l+1)}} \sqrt{\frac{l(l+1)}{2 l(2 l-1)(2 l+1)}}  \tag{7.73}\\
& =(-)^{l-1} \frac{1}{4 \pi} \sqrt{\frac{3 l(l+1)}{2(2 l+1)}}  \tag{7.74}\\
& \begin{aligned}
&(-1)^{m} Y_{l+1,0}(0) \sqrt{\frac{(2+1)(2(l+1)+1)(2 l+1)}{4 \pi}}\left(\begin{array}{ccc}
1 & l+1 & l \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & l+1 & l \\
1 & 0 & -1
\end{array}\right) \\
&=(-)^{l} \sqrt{\frac{2 l+3}{4 \pi} \sqrt{\frac{3(2 l+3)(2 l+1)}{4 \pi}}} \\
& \quad \times \sqrt{\frac{(l+1)^{2}}{(l+1)(2 l+1)(2 l+3)} \sqrt{\frac{l(l+1)}{2(l+1)(2 l+1)(2 l+3)}}} \\
&=(-)^{l} \frac{1}{4 \pi} \sqrt{\frac{3 l(l+1)}{2(2 l+1)}} .
\end{aligned} \tag{7.75}
\end{align*}
$$

The only contributing terms in the sums are the expressions with $l^{\prime}=l-1 \vee l+1$. Since $l^{\prime}=k-2 m$, this is only the case for $k=(l-1)+2 n, n \geqslant 0$. For $k=l-1$ this is only true for $n=0$. For all other $k$ there are always two solutions but as we have seen, they only differ in their sign. Therefore the sum for all $k>l-1$ evaluates to zero such that

$$
\begin{gather*}
\widehat{\left[Q_{\chi_{0}}^{(1)}\right]_{l, \pm 1}}=\mp 2 r 4 \pi \sqrt{\frac{2 \pi}{3}} \frac{1}{4 \pi} \sqrt{\frac{3 l(l+1)}{2(2 l+1)}} r^{l-1}=\mp \sqrt{\frac{4 \pi l(l+1)}{(2 l+1)}} r^{l}  \tag{7.79}\\
\widehat{\left[Q_{\chi_{0}}^{(2)}\right]_{l, \pm 1}}= \pm \imath 2 r 4 \pi \sqrt{\frac{2 \pi}{3}} \frac{1}{4 \pi} \sqrt{\frac{3 l(l+1)}{2(2 l+1)}} r^{l-1}= \pm \mathfrak{l} \sqrt{\frac{4 \pi l(l+1)}{(2 l+1)}} r^{l} . \tag{7.80}
\end{gather*}
$$

The spherical harmonic coefficients characterize the filter kernels in the frequency domain. As one notices the coefficients of the scalar part are zero for $m \neq 0$ whereas the coefficients of the bivector parts are zero for $m \neq \pm 1$. The factor $r^{l}$ indicates the lowpass behaviour of all filter parts since $0<r<1$. Using the spherical harmonic
coefficients, the Poisson and conjugate Poisson transforms can now be expressed as a directional correlation in the spherical harmonic domain according to (7.27) as

$$
\left.\begin{array}{l}
\mathcal{R}(\boldsymbol{\rho})\left[\mathcal{P}_{x_{0}}\right] \star f=\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m} \overline{D_{m, 0}^{l}(\boldsymbol{\rho})}
\end{array}=\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m} \overline{\gamma_{l, m}(\theta, \varphi)}\right)
$$

Since we evaluate the correlation for rotations $\rho=(\varphi, \theta, 0)$ the Wigner-D functions reduce to spin-weighted spherical harmonics Wiaux et al. (2006)

Spin-weighted spherical harmonics

$$
\begin{equation*}
{ }_{n} Y_{l, m}(\theta, \varphi)=(-1)^{n} \sqrt{\frac{2 l+1}{4 \pi}} \overline{D_{m, n}^{l}(\varphi, \theta, 0)} . \tag{7.84}
\end{equation*}
$$

We define the spin raising and lowering operators as in Newman and Penrose
Spin raising and lowering operators

$$
\begin{align*}
& {\left[\partial_{n} G\right](\theta, \phi)=\left[-\sin ^{n} \theta\left(\frac{\partial}{\partial \theta}+\frac{i}{\sin \theta} \frac{\partial}{\partial \varphi}\right) \sin ^{-n} \theta_{n} G\right](\theta, \varphi)} \\
& {\left[\bar{ð}_{n} G\right](\theta, \phi)=\left[-\sin ^{n} \theta\left(\frac{\partial}{\partial \theta}-\frac{i}{\sin \theta} \frac{\partial}{\partial \varphi}\right) \sin ^{-n} \theta_{n} G\right](\theta, \varphi) .} \tag{7.85}
\end{align*}
$$

With these operators the spin-weighted spherical harmonics are constructed from the scalar spherical harmonics as

$$
\begin{array}{ll}
\left.{ }_{n} Y_{l, m}(\theta, \varphi)=\left[\frac{(l-n)!!}{(l+n)!}\right]^{1 / 2}{ }^{\left[\gamma^{n}\right.} Y_{l, m}\right](\theta, \varphi) & \text { for } 0 \leqslant n \leqslant l \\
{ }_{n} Y_{l, m}(\theta, \varphi)=\left[\frac{(l-n)!}{(l+n)!}\right]^{1 / 2}(-1)^{n}\left[\overline{\delta^{n}} Y_{l, m}\right](\theta, \varphi) & \text { for } \quad-l \leqslant n \leqslant 0 . \tag{7.86}
\end{array}
$$

With $\boldsymbol{\rho}=(\theta, \varphi, 0), \boldsymbol{\omega}=(\theta, \varphi) \in \mathbb{S}^{2}$ the correlations (7.82), (7.83) reduce to

$$
\begin{align*}
\mathcal{R}(\boldsymbol{\rho})\left[Q_{x_{0}}^{(1)}\right] \star f & =\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m}\left({ }_{1} Y_{l, m}(\boldsymbol{\omega})-{ }_{1} Y_{l, m}(\boldsymbol{\omega})\right)  \tag{7.87}\\
& =2 \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m} \frac{\partial}{\partial \theta} Y_{l, m}(\boldsymbol{\omega})  \tag{7.88}\\
\mathcal{R}(\boldsymbol{\rho})\left[Q_{x_{0}}^{(2)}\right] \star f & =\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m}\left({ }_{-1} Y_{l, m}(\boldsymbol{\omega})+{ }_{1} Y_{l, m}(\boldsymbol{\omega})\right)  \tag{7.89}\\
& =2 \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \widehat{f}_{l, m} \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} Y_{l, m}(\boldsymbol{\omega}) . \tag{7.90}
\end{align*}
$$

The $\nabla$ operator in a spherical coordinate system, which coincides with the spherical gradient operator in the case of a scalar valued function, with basis vectors $e_{r}, e_{\theta}, e_{\varphi}$ is defined as

$$
\begin{equation*}
\nabla=e_{r} \frac{\partial}{\partial r}+e_{\theta} \frac{1}{r} \frac{\partial}{\partial \theta}+e_{\varphi} \frac{1}{r \sin \theta} \frac{\partial}{\partial \varphi} \tag{7.91}
\end{equation*}
$$

It acts on a function $f \in L_{2}\left(\mathbb{S}^{2}\right)$ as

$$
\begin{align*}
(\nabla f)(\boldsymbol{\omega}) & =\sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \widehat{f}_{l, m}\left(\nabla Y_{l, m}\right)(\boldsymbol{\omega})  \tag{7.92}\\
& =e_{\theta} \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \widehat{f}_{l, m} \frac{\partial}{\partial \theta} Y_{l, m}(\boldsymbol{\omega})+e_{\varphi} \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \widehat{f}_{l, m} \frac{1}{\sin \theta} \frac{\partial}{\partial \varphi} Y_{l, m}(\boldsymbol{\omega}) \tag{7.93}
\end{align*}
$$

Comparing (7.93) with (7.88) and (7.90) one notices that the conjugate Poisson transforms acts like a gradient operator but instead of acting on the original function it acts on the solution of the Laplace equation. Figure 7.2 demonstrates the application of the bivector parts of the conjugate Poisson transform at a certain scale.

### 7.5. Applications

### 7.5.1. Poisson scale space

The Poisson transform $\mathcal{P}[f]$ acts as a lowpass filter in the spherical harmonic domain on the frequencies $l$. Furthermore the Poisson transform generates a harmonic function and solves the Laplace equation in $\mathbb{B}^{2}$ with boundary values on $\mathbb{S}^{2}$. It constitutes a linear scale space in $\mathbb{B}^{2}$ with scale parameter $r=e^{-p}$ for $p \in[0, \infty)$ such that $0<r<1$.


Figure 7.2.: Outputs of the filters $\mathcal{R}(\rho)\left[Q_{x_{0}}^{(1)}\right]$ and $\mathcal{R}(\rho)\left[Q_{x_{0}}^{(2)}\right]$ at the scale $r=0.99$.

With this choice for $r$, for any $p_{1}, p_{2} \in[0, \infty)$ and $f \in L^{2}\left(\mathbb{S}^{2}\right)$ we have

$$
\begin{align*}
\mathcal{P}_{\mathfrak{p}_{2}}\left[\mathcal{P}_{\mathfrak{p}_{1}}[\mathfrak{f}]\right] & =\sum_{\mathfrak{l}=0}^{\infty} \sum_{m=-\mathrm{l}}^{\mathrm{l}} e^{-\mathfrak{l} \mathfrak{p}_{1}} e^{-\mathfrak{l} \mathfrak{p}_{2}} \hat{\mathbf{f}}_{\mathrm{l}, \mathrm{~m}} \mathrm{Y}_{\mathrm{l}, \mathrm{~m}}  \tag{7.94}\\
& =\sum_{\mathrm{l}=0}^{\infty} \sum_{m=-\mathrm{l}}^{\mathrm{l}} e^{-\mathrm{l}\left(\mathfrak{p}_{1}+\mathfrak{p}_{2}\right)} \hat{\mathfrak{f}}_{\mathrm{l}, 0} \mathrm{Y}_{\mathrm{l}, \mathrm{~m}}=\mathcal{P}_{\mathfrak{p}_{1}+\mathfrak{p}_{2}}[\mathrm{f}] \tag{7.95}
\end{align*}
$$

since we can apply the spherical convolution theorem according to Driscoll and Healy (1994) to the convolution with the zonal Poisson kernel. The Poisson transform therefore fulfills the semigroup property. Furthermore it holds that $\mathrm{P}[\mathrm{f}]>=0$ for every $\mathrm{f}>=0$ due to the positivity of the kernel. Since the Poisson transform solves the Laplace equation, which is the diffusion equation with constant source term, it is an diffusion semigroup operator on $\mathbb{S}^{2}$. The maximum and minimum values of harmonic functions in $\mathbb{B}^{2}$ lie on the boundary $\mathbb{S}^{2}$. In addition it holds for a harmonic function that every function value at some $x \in \mathbb{B}^{2}$ is equal to the average over an arbitrary sphere around $x$ in $\mathbb{B}^{2}$. It therefore generates no additional local extrema. These properties suggest the Poisson kernel as a smoothing filter. Figure 7.3 shows the Poisson transform at different scales on $\mathbb{S}^{2}$.

### 7.5.2. Plane wave analysis

We want to determine the orientation of a plane wave $A e^{i\langle x, k n\rangle}$ and the phase with respect the $\theta, \varphi$ plane in our local spherical coordinate system (see Figure 7.4). The direction of the plane wave is given by $n=(\sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha)^{\top}$ where $k$ is the frequency. $A$ denotes the amplitude of the plane wave. Without loss of generality we can always choose the point $\xi$ at which we evaluate the filter operations as the north pole $\xi=(\theta, \varphi)=(0,0)$. It is well known (see e.g. Baylis (2004)) that a plane wave in $\mathbb{R}^{3}$ can be expanded in terms of spherical harmonics as


Figure 7.3.: Example for Poisson filtered functions on the sphere at decreasing scales.

$$
\begin{equation*}
f(x)=A e^{i\langle x, k n\rangle}=A \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} \hat{f}_{l, m} Y_{l, m}(\theta, \varphi) \tag{7.96}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{f}_{l, m}=\mathfrak{i}^{\mathfrak{l}} \mathfrak{j}_{l}(\mathrm{rk}) \overline{\gamma_{l, m}(\alpha, \beta)} \tag{7.97}
\end{equation*}
$$

where $\boldsymbol{x}=\mathrm{r} \boldsymbol{\xi}, \mathrm{kn}=\boldsymbol{\omega}$ and $\boldsymbol{j}_{\imath}$ is the spherical Bessel function of the first kind and order $l$. The expansion splits the plane wave into an angular part represented by the spherical harmonics and a part depending on the frequency of the wave described by the spherical Bessel function. Due to the nature of our filter kernels, these act only on the angular portions of the plane wave. The frequency information $k$ encoded as the argument of the Bessel function is left untouched by our filter set. Using (7.27) and the property $\mathrm{D}_{\mathrm{m}, 0}^{l}=\left(\frac{4 \pi}{2 l+1}\right)^{1 / 2} \bar{\gamma}_{l, \mathrm{~m}}$ in conjunction with the Wigner-D function addition theorem (Pendleton (2003))

$$
\begin{equation*}
\sum_{m=-l}^{l} D_{m, 0}^{l}(\beta, \alpha, 0) \overline{D_{m, 1}^{l}(\varphi, \theta, 0)}=\overline{D_{0,1}^{l}\left(\beta^{\prime}, \alpha^{\prime}, 0\right)}=D_{1,0}^{l}(\beta, \alpha, 0) \tag{7.98}
\end{equation*}
$$

the conjugate Poisson transforms of $f$, assuming that they are evaluated at the north pole, read


Figure 7.4.: From left to right: Orientation angle $\beta$ of the plane wave in the $\theta, \varphi$ plane with respect to the local coordinate system. Phase $\phi$ of the plane wave with respect to the local coordinate system.

$$
\begin{align*}
& \mathcal{R}(\boldsymbol{\rho})\left[Q_{x_{0}}^{(1)}\right] \star f=A \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \mathfrak{i}^{l} \mathfrak{j}_{\mathfrak{l}}(\mathrm{rk}) P_{\mathfrak{l}}^{1}(\cos \alpha) \cos \beta  \tag{7.99}\\
& \mathcal{R}(\boldsymbol{\rho})\left[Q_{x_{0}}^{(2)}\right] \star f=A \sum_{l \in \mathbb{N}} \sum_{m=-l}^{l} r^{l} \mathfrak{i}^{l} \mathfrak{j}_{\mathfrak{l}}(\mathrm{rk}) P_{l}^{1}(\cos \alpha) \sin \beta \tag{7.100}
\end{align*}
$$

where $P_{l}^{m}$ are the associated Legendre functions. The angle $\beta$ is obtained as

$$
\begin{equation*}
\beta=\arctan \frac{R(\xi)\left[Q_{x_{0}}^{(2)}\right] \star f}{R(\xi)\left[Q_{x_{0}}^{(1)}\right] \star f} . \tag{7.101}
\end{equation*}
$$

Since

$$
\begin{equation*}
P_{l}^{1}(\cos \alpha)=-\sin \alpha \frac{d}{d \cos \alpha} P_{l}(\cos \alpha) \tag{7.102}
\end{equation*}
$$

we notice that the bivector parts of the conjugate Poisson transform both act as differential operators with respect to $\cos \alpha$. We obtain the phase $\phi$

$$
\begin{equation*}
\phi=\arctan \sqrt{\frac{\left(\mathcal{R}(0)\left[Q_{x_{0}}^{(1)}\right] \star f\right)^{2}+\left(\mathcal{R}(0)\left[Q_{x_{0}}^{(2)}\right] \star f\right)^{2}}{\left(\mathcal{R}(0)\left[Q_{x_{0}}^{(0)}\right] \star f\right)^{2}}} \tag{7.103}
\end{equation*}
$$

Note that the determination of the orientation $\beta$ and the phase $\phi$ are invariant with respect the amplitude $A$.
Figure 7.5 shows the filter outputs of the amplitude, the local orientation and the phase obtained by our filter set. It acts as the analogue to the classical Riesz transform


Figure 7.5.: From left to right: Amplitude , orientation and phase output of the filters with a filter mask size of 9 pixels and a scale of $r=0.99$.
in the plane which has been used to obtain local amplitude, orientation and phase of plane waves in $\mathbb{R}^{2}$.

### 7.6. Summary

In this chapter we introduced a further generalization of the Hilbert transform in $\mathbb{R}^{n}$ to arbitrary subsets with smooth boundary in $\mathbb{R}^{n}$. The generalization naturally arises as the non-tangential boundary value of the corresponding Cauchy transform on the subset. Both transforms have been introduced in the context of Clifford analysis. The introduced Hilbert transform from the previous chapters, turns out to be a special case of the new generalized transform. The new generalized Hilbert transform has been used to derive the Hilbert transform on the unit sphere in $\mathbb{R}^{n}$. A spectral characterization of the Cauchy kernel has been derived in terms of its spherical harmonic decomposition which led to a Fourier series of the Cauchy kernel on the unit sphere. Using the analogue of the convolution theorem of the Fourier transform in $\mathbb{R}^{n}$, the spherical harmonic coefficients of the Cauchy kernel allow an easy implementation of the transform. Further, the Cauchy transform naturally gives rise to a linear scale space on the sphere. Locally, intrinsically one-dimensional signals in $\mathbb{R}^{3}$, which correspond to the real parts of complex plane waves in $\mathbb{R}^{3}$ can be analyzed in terms of their parameters orientation, amplitude and phase in a multiscale framework.

## 8. Conclusion and outlook

This thesis aimed to continue the work on generalized Hilbert transforms and their applications in computer and machine vision which was carried out in the Cognitive Systems Group at the University of Kiel by Thomas Bülow, Michael Felsberg, Di Zang and Lennart Wietzke and their respective theses Bülow (1999); Felsberg (2002); Zang (2007); Wietzke (2011). While Bülow and Felsberg provided the foundations in terms of hypercomplex signal representations using generalized Hilbert transforms in the plane, Bülow, Felsberg, Zang and Wietzke used the generalized Hilbert transform and its higher-order variants to analyze the curvature of intrinsically two-dimensional signals and the decomposition of two intrinsically one-dimensional signals. In this thesis, three model based approaches for the description of low-level signal structures have been studied:

1. Superpositions of an arbitrary number of (sinusoidal) intrinsically one-dimensional signals in the plane
2. Curved intrinsically one-dimensional signals in the plane
3. Intrinsically one-dimensional signals in $\mathbb{R}^{3}$ restricted to the unit sphere

The basic goal was an identification of the invariant and equivariant parameters of the signal models with respect to certain group actions, such as the general linear group in the plane, and the estimation of parameters in terms of certain linear shift-invariant operators. The investigations have been carried out in terms of the generalized Hilbert transforms and the partial derivatives as well as their higher-order variants.
It has been argued that the filtering with simple linear shift-invariant filters such as the Hilbert transform and the partial derivatives resembles the behavior of the first stages in the human visual system.
In the case of the superimposed signal model in chapter5, the properties of the classical monogenic signal have been extended to an arbitrary number of superpositions. The decomposition relies on higher-order Hilbert transforms or partial derivatives. While both of these operators are able to obtain the orientations of the underlying signals, the Hilbert transform is mandatory for the phase estimation of sinusoidal intrinsically one-dimensional signals. The phases of the superpositional model constitute a set of invariants with respect to the general linear group in the plane, while the orientations transform equivariantly and allow to infer about certain transformations which have acted on the signals. The methods have been introduced in the context of a multiscale embedding which allows the analysis in a linear scale-space.

Further, a local averaging procedure of the local operator responses has been proposed to eliminate the problem of singularities in the orientation estimation process. Based on the orientation estimates, a novel affine equivariant regional feature has been constructed. It has been coupled by an estimation of the characteristic scale for the underlying intrinsically one-dimensional signals yielding the final parameter set of the affine equivariant regional feature, the affine characteristic scale. Experimentally the validity of the model has been confirmed in comparison to state of the art affine equivariant region detectors.
In chapter 6 curved signal structures have been modeled by curved intrinsically onedimensional signals. Using a nonlinear embedding, the signals are projected to a sphere in the three-dimensional Euclidean space $\mathbb{R}^{3}$. It has been shown that this projection locally approximates a intrinsically one-dimensional signal in $\mathbb{R}^{3}$ such that an analysis in terms of the generalized Hilbert transforms or partial derivatives in $\mathbb{R}^{3}$ is possible. The orientation vector of this intrinsically one-dimensional signal has turned out to encode, in addition to the classical orientation of the signal in the plane, its curvature. The validity of the model has experimentally been confirmed by comparisons with classical differential geometric curvature estimation approaches for curves and images.
Chapter 7. being of more theoretical nature, has studied signals arising on the unit sphere in $\mathbb{R}^{3}$ in terms of a further generalization of the Hilbert transform. To gain insights into this generalization, which is well known in the field of Clifford analysis, a spectral characterization in terms of its spherical harmonic decomposition has been provided. Not only does this decomposition allow an easy implementation of the transform using a theorem similar to the convolution theorem in Euclidean spaces, but it also provides insight to the spectral behavior of the operator.
The results from this thesis lead to new questions for future work, especially in the field of practical applications using the proposed methods. Using the results from chapter 55, interest point detectors should be investigated, which detect points of a certain phase, e.g. points, where the phases of all component signals are zero. Since the phase is invariant with respect to actions of the general linear group, such points should turn out to be useful affine invariant interest points.
Another question of more theoretical nature asks, how the results from chapter 5 can be generalized to obtain the orientations and phases for superpositions of intrinsically one-dimensional signals in dimensions higher than 2. Since a closed form solution for the corresponding symmetric tensor decomposition problem is not available in higher dimensions, solutions of algorithmic and approximating nature are required and have to be developed.
In the context of chapter 6 future work could investigate the application of the proposed method to three dimensional volume images and image sequences to study curvature properties in such signals.

## Appendix A.

## Algorithms

```
Algorithm 1: Pseudocode of the main algorithm to extract the angles and phases.
    Data: Superimposed image signal I, number of superpositions \(d\)
    Result: Angles \(\left(\theta_{1}, \ldots, \theta_{d}\right)\), Phases \(\left(\varphi_{1}, \ldots, \varphi_{d}\right)\)
    \(\mathrm{m} \leftarrow 2 \mathrm{~d}-1 \quad / *\) minimum operator order */
    \(\left\{\mathrm{k}_{0}, \ldots, \mathrm{k}_{\mathrm{m}}\right\} \leftarrow\) convolution kernels of \(\mathcal{H}^{\mathrm{m}}\) (at a scale s)
    \(\left\{\overline{\mathrm{k}}_{0}, \ldots, \overline{\mathrm{k}}_{\mathrm{m}-1}\right\} \leftarrow\) convolution kernels of \(\mathcal{H}^{\mathrm{m}-1}\) (at a scale s)
    \(\left\{\mathrm{I}_{0}, \ldots, \mathrm{I}_{\mathrm{m}}\right\} \leftarrow\left\{\mathrm{I} * \mathrm{k}_{0}, \ldots, \mathrm{I} * \mathrm{k}_{\mathrm{m}}\right\}\)
    \(\left\{\overline{\mathrm{I}}_{0}, \ldots, \overline{\mathrm{I}}_{\mathrm{m}-1}\right\} \leftarrow\left\{\mathrm{I} * \overline{\mathrm{k}}_{0}, \ldots, \mathrm{I} * \overline{\mathrm{k}}_{\mathrm{m}}\right\}\)
    for \(x \in \operatorname{Dom}(I)\) do
        \(\left(\theta_{1}, \ldots, \theta_{\mathrm{d}}\right) \leftarrow \operatorname{get}\) Angles \(\left(\left(\mathrm{I}_{0}(x), \ldots, \mathrm{I}_{\mathrm{m}}(x)\right), \mathrm{d}\right)\)
        \(\left(\varphi_{1}, \ldots, \varphi_{\mathrm{d}}\right) \leftarrow \operatorname{getPhases}\left(\left(\mathrm{I}_{0}(x), \ldots, \mathrm{I}_{\mathfrak{m}}(x),\left(\overline{\mathrm{I}}_{0}(x), \ldots, \overline{\mathrm{I}}_{\mathrm{m}-1}(\mathrm{x})\right),\left(\theta_{1}, \ldots, \theta_{\mathrm{d}}\right)\right)\right.\)
    end
```

```
Algorithm 2: getAngles
    Data: m-th order operator responses \(\left(c_{0}, \ldots, c_{m}\right)\) at a pixel, number of
        superpositions d
    Result: Angles \(\left(\theta_{1}, \ldots, \theta_{d}\right)\)
    \(\mathbf{C} \leftarrow\left[\begin{array}{cccc}c_{0} & c_{1} & \ldots & c_{d} \\ \vdots & \vdots & \ddots & \vdots \\ c_{m-d} & \ldots & c_{m-1} & c_{m}\end{array}\right]\)
    if \(\operatorname{rank}(\mathbf{C}) \neq \mathrm{d}\) then
        return \(\emptyset\)
    end
    \(\left(p_{0}, \ldots, p_{d}\right) \leftarrow \arg \min _{p}\|\mathbf{C} \boldsymbol{p}\|^{2}\) s.t. \(\|\boldsymbol{p}\|=1 /^{*}\) e.g. via SVD */
    \(R \leftarrow\) roots of the polynomial \(\widetilde{Q}(x)=\sum_{i=0}^{d} p_{i} x^{d-i}\)
    \(A \leftarrow \emptyset\)
    if \(\widetilde{\mathrm{Q}}(0)=0\) then
        \(A \leftarrow A \cup 0 \quad / *\) there exists a root at infinity */
    end
    for \(r \in R\) do
        if \(\mathrm{r} \notin \mathbb{R}\) then
        continue
        end
        if \(\mathrm{r}=0\) then
            \(a \leftarrow \frac{\pi}{2}\)
            end
            else
                \(a \leftarrow \arctan (1.0 / r)\)
            end
            \(A \leftarrow A \cup a\)
    end
    return \(A\)
```

```
Algorithm 3: getPhases
    Data: \(m\)-th and \((m-1)\) - th operator responses \(\mathbf{c}=\left(c_{0}, \ldots, c_{m}\right)\) and
        \(\overline{\mathbf{c}}=\left(\bar{c}_{0}, \ldots, \overline{\mathbf{c}}_{\mathrm{m}-1}\right)\) at a pixel, angles \(\theta=\left(\theta_{1}, \ldots, \theta_{\mathrm{d}}\right)\)
    Result: Phases \(\left(\varphi_{1}, \ldots, \varphi_{\mathrm{d}}\right)\)
    \(\mathrm{d} \leftarrow|\theta|\)
    \(\left(\lambda_{1}, \ldots, \lambda_{d}\right) \leftarrow\) getCoefficients \(\left(\left(c_{0}(x), \ldots, c_{m}(x)\right), \theta\right) \quad /^{*}\) odd coefficients \(* /\)
    \(\left(\bar{\lambda}_{1}, \ldots, \bar{\lambda}_{d}\right) \leftarrow\) getCoefficients \(\left(\left(\bar{c}_{0}(x), \ldots, \bar{c}_{m-1}(x)\right), \theta\right) \quad / *\) even coefficients \({ }^{*} /\)
    \(\left(\varphi_{1}, \ldots, \varphi_{\mathrm{d}}\right) \leftarrow(0, \ldots, 0)\)
    for \(i \in\{1, \ldots, d\}\) do
        \(\varphi_{i} \leftarrow \arctan 2\left(\lambda_{i}, \bar{\lambda}_{i}\right)\)
    end
    return \(\left(\varphi_{1}, \ldots, \varphi_{d}\right)\)
```

```
Algorithm 4: getCoefficients
    Data: \(m\)-th operator responses \(\mathbf{c}=\left(c_{0}, \ldots, c_{m}\right)\) at a pixel, angles \(\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{d}\right)\)
    Result: Coefficients \(\left(\lambda_{1}, \ldots, \lambda_{d}\right)\)
    for \(\theta_{j} \in\left(\theta_{1}, \ldots, \theta_{d}\right)\) do
        \(\mathbf{n}_{\mathbf{j}} \leftarrow\left(\cos \left(\theta_{\mathrm{j}}\right), \sin \left(\theta_{\mathrm{j}}\right)\right)\)
    end
    \(\mathbf{M} \leftarrow\left[\begin{array}{ccc}\mathfrak{n}_{1,1}^{m} & \ldots & n_{d, 1}^{m} \\ n_{1,1}^{m-1} n_{1,2} & \ldots & n_{d, 1}^{m-1} n_{d, 2} \\ n_{1,1}^{m-2} n_{1,2}^{2} & \ldots & n_{d, 1}^{m, 2} n_{d, 2}^{2} \\ \vdots & \ddots & \vdots \\ n_{1,2}^{m} & \ldots & n_{d, 2}^{m}\end{array}\right]\)
    \(\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{\mathrm{d}}\right) \leftarrow \arg \min _{\boldsymbol{\lambda}}\|\boldsymbol{M} \boldsymbol{\lambda}-\mathbf{c}\|^{2}\)
    return \(\lambda\)
```
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## Index

affine characteristic scale,74
affine group, 9
analytic signal, 24
Cauchy transform
in $\mathbb{R}^{n}, 116$
on the two-sphere, 118
characteristic scale,72
Clifford algebra, 114
conformal monogenic signal
in $\mathbb{R}^{2}, 98$
in $\mathbb{R}^{3}, 110$
conjugate Poisson kernel, 32
conjugate Poisson transform, 32
directional correlation, 119
equivariant
function system, 14
map, 13
evaluation functional, 10
feature, 11
Fourier series
on $\mathbb{S}^{2}, 115$
on $\mathrm{SO}(3), 115$
Fourier transform, 16
functional, 10
Gaussian kernel
in $\mathbb{R}^{n}, 31$
general linear group, 8
generalized Hilbert transform, 25
fourier multiplier, 25
multiscale, 32
on the two-sphere, 119
generalized structure tensor, 68
group, 7
action, 8
on functions, 10
homomorphism, 8
transformation, 8
higher order
derivatives, 38
generalized Hilbert transform, 38
Hilbert transform, 24
invariant
map, 13
isophote
classification, 92
curvature, 87, 92
of a signal, 86
kernel
convolution, 11
Legendre functions, 115
linear feature, 11
linear functional, 10
local phase, 28
matrix group, 9
monogenic signal,26
multiindex notation, 36
multiscale differential operator, 32
Operator
linear, 10
linear shift-invariant, 11
orbit, 12
orthogonal group, 9
outer product, 37
parameter space
of i1D signals, 20
partial derivatives, 29
phase
local,24
Poisson kernel
in $\mathbb{R}^{n}, 31$
Poisson transform, 31
quotient, 12
representation, 8
Riesz transform, 25
Rodrigues formula, 115
rotation group, 9
scale equivariance, 72
scale-space
Gaussian, 31
linear, 30
Poisson, 31
signal, 7
i0D, 18
i1D, 19
curved, 85
i2D, 20
sinusoidal i1D, 17
curved, 86
superimposed, 19
signal multivector, 36
singularity
of an i1D signal, 62
special linear group, 9
spherical harmonics, 115
stereographic projection, 87
inverse, 88
structure multivector, 35
structure tensor, 68
symmetric tensor, 37
tensor, 36
tensor field, 41
Wigner-3j symbols, 126
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