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Abstract:

Cosmogenic radionuclides like 10Be and 14C are produced by reactions of pri-
mary cosmic rays (CR) and secondary particles with atmospheric nuclei, are then
mixed in the atmosphere and finally deposited in natural archives like ice sheets,
tree rings or sediments. Because the flux of CRs strongly depends on solar activity
the production rate of cosmogenic radionuclides being stored in these archives
have recorded the solar activity over thousands of years. Although cosmogenic
radionuclide measurements can, thus, in principle be used to reconstruct solar
activity back in time, the problem arises that reconstructions based on 10Be and
14C differ significantly. This work provides a reconstruction which for the first
time is consistent with both 10Be and 14C archive data. In order to do so, the
full simulation chain — starting with the local interstellar medium beyond the
heliosphere and ending with the deposition of the radionuclides in natural archives
— determining the generation of cosmogenic radionuclides has to be taken into
account. For the reconstruction of the solar activity over thousands of years in this
work the activity is reflected by the solar modulation parameter ϕ. Investigating
first the different local interstellar spectrum (LIS) models this work provides a
method to convert them into each other, models the CR modulation within the
heliosphere and studies their consistency with terrestrial and space data. Secondly,
the particle transport within the Earth’s magnetosphere is described, stressing the
importance of the field geometry for the vertical cutoff rigidity, complemented by
investigations of the direction of incidence. In a third step the secondary particle
environment and its dependence on the respective LIS model as well as hadronic
interaction models is studied. Using LIS-dependent solar modulation parameters all
LIS models are shown to be able to represent the measurements. In order to decide
which hadronic interaction model is the more suitable one, fourth, the CR-induced
ionization of the atmosphere is investigated, favoring the Bertini model rather than
the BIC model. After having successfully validated the local and global production
rates of 10Be, 7Be, 36Cl, 3H, 26Al and 14C in a fifth issue, on the basis of modeled
and measured production rates and taking into account temporal variations of
the Earth’s magnetic field strengths, this work provides a new solar modulation
parameter being able to represent 10Be as well as 14C data over the entire Holocene.



Zusammenfassung:

Kosmogene Radionuklide, wie 10Be und 14C, werden überwiegend durch Reaktionen
der Kosmischen Strahlung sowie der sekundären Teilchen mit den Bestandteilen der
Atmosphäre produziert, dort gemischt und anschließend in natürlichen Archiven wie
Baumringen, Eisschichten und Sedimenten abgelagert. Aufgrund der Tatsache, dass
der Fluss der kosmischen Strahlung stark von der solaren Aktivität abhängt, haben
die in den Archiven gespeicherten Produktionsraten der kosmogenen Radionuklide
die Aktivität über tausende von Jahren aufgezeichnet. Doch obwohl die Messungen
zur Rekonstruktion der solaren Aktivität genutzt werden können, zeigt sich,
dass die Ergebnisse unter Benutzung der beiden Radionuklide stark voneinander
abweichen. Die vorliegende Arbeit unternimmt den Versuch, eine Rekonstruktion
der solaren Aktivität bereitzustellen, welche erstmals sowohl mit 10Be, als auch
14C Messungen konsistent ist. Um dies zu erreichen wird die vollständige Simula-
tionskette, welche für die Produktion der kosmogenen Radionuklide verantwortlich
ist, beginnend mit dem lokalen interstellaren Medium jenseits der Heliosphäre
und endend mit der Einlagerung der kosmogenen Radionuklide in natürlichen
Archiven, berücksichtigt. Dabei wird die solare Aktivität durch den solaren Mod-
ulationsparameter ϕ beschrieben. In der Untersuchung der verschiedene Modelle
des lokalen interstellaren Spektrums (LIS) wird zunächst eine Methode vorgestellt,
mit der die verschiedenen Modellspektren ineinander umgerechnet werden können,
sowie ihre Modulation innerhalb der Heliosphäre simuliert. Des Weiteren wird
ihre Konformität mit terrestrischen und extraterrestrischen Messungen geprüft. In
einem zweiten Schritt wird der Teilchentransport innerhalb der Erdmagnetosphäre
beschrieben, wobei insbesondere die Bedeutung der Magnetfeldgeometrie für die
vertikale Cutoff-Steifigkeit betont, und zusätzlich der Einfluss der Einfallsrichtung
Kosmischer Strahlung untersucht wird. Die dritte Untersuchung beschäftigt sich
mit der Simulation der sekundären Teilchenkomponenten sowie der Untersuchung
ihrer Abhängigkeit vom LIS-Modell und des hadronischen Wechselwirkungsmodells.
Mit Hilfe der LIS-abhängigen solaren Modulationsparameter wird gezeigt, dass
alle LIS-Modelle in der Lage sind die Messungen widerzuspiegeln. Um dagegen
zu entscheiden, welches der hadronischen Wechselwirkungsmodelle für die Zwecke
dieser Arbeit besser geeignet ist, wird in einem vierten Schritt die Ionisation der
Atmosphäre untersucht. Wie gezeigt wird, begünstigen diese Untersuchung das
Bertini-Modell gegenüber dem BIC-Modell. Nach erfolgreicher Validierung der
simulierten lokalen und globalen Produktionsraten der kosmogenen Radionuklide
10Be, 7Be, 36Cl, 3H, 26Al und 14C wird, unter Benutzung gemessener und mod-
ulierter 10Be und 14C Produktionsraten sowie unter Berücksichtigung der zeitlichen
Variation der Stärke des Erdmagnetfeldes, in einem fünften Punkt, ein solarer
Modulationsparameter, welcher in der Lage ist, sowohl die 10Be als auch die 14C
Messungen während des Holozäns widerzuspiegeln, bestimmt.
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Erratum

In Chapter 7 the global 14C production rates by Reimer et al. (2009), reconstructed
using an ocean-atmosphere diffusion box model (see e.g. Oeschger et al., 1975;
Stuiver and Braziunas, 1993b, for further information), are used in order to recon-
struct the solar modulation parameter during the Holocene from the computations
performed in this work. Note that it is not clear whether the data by Reimer et al.
(2009) really reflect absolute values.

The reconstructed solar modulation parameters are then used to compute
the global 10Be production rates during the Holocene. Note that the measurements
by Berggren et al. (2009), which reflect the 10Be flux between the years 0 and
600 BP, do not reflect absolute values. The fact that both measurements and
reconstructed global production rates are in good agreement is therefore not to be
expected. An explanation for the good agreement may be that the solar modulation
parameters reconstructed from the global 14C production rates by Reimer et al.
(2009) are too high. Further studies therefore are necessary.





Chapter 1

Introduction

“... und während du ’nen Schneeball machst
und ich so Deine Spuren im Schnee seh’ ...”

Phillip Poisel - Seerosenteich -

When I was a little child the world was a mystery to me and I often wondered
whether or not other people are able to see the world as I do. Some things, however,
were save and sound: trees were there to climb on and snow was a great opportunity
for a snow fight with my siblings. Throughout the years I learned that the Earth
not only possesses an atmosphere but also a magnetic field shielding us from a flow
of (galactic) cosmic rays (CRs), a flux of high-energetic particles which is influenced
by the varying activity of the Sun. And: I had to realize that trees and snow have
something in common I never could have imagined, because once these primary
particles penetrate into the atmosphere they interact with atmospheric matter
by producing secondary particles like electrons, neutrons and protons, which not
only ionize the atmosphere but also produce so-called cosmogenic radionuclides.
These cosmogenic radionuclides are mixed and transported in the atmosphere, and
finally stored in natural archives like trees, ice sheets or sediments, preserving the
information on the solar activity of thousands of years. In principle, cosmogenic
radionuclide measurements can, thus be used to reconstruct solar activity back in
time. This work focuses on the past 11,500 years, the time period since the last ice
age that is called the Holocene.

The most prominent cosmogenic radionuclide is 14C, which is stored mainly
in organic materials like, e.g., tree rings. With a half-life of 5730 years it is
mainly used to determine the age of e.g. archeological samples. Of importance for
reconstruction purposes also is the cosmogenic radionuclide 10Be with a half-life of
1.39·106 years, which is stored in the ice sheets of Greenland and Antarctica. The
solar activity reconstructed using tree ring measurements (14C), however, deviates
significantly from that using ice cores (10Be) (see e.g. Usoskin and Kromer, 2005;
Steinhilber et al., 2008). The reason for this discrepancy can presumably be found
in the links of the simulation chain responsible for the production of cosmogenic
radionuclides, starting beyond the solar system and ending with the deposition of
the radionuclides in terrestrial archives shown in Fig. 1.1:

• The local interstellar spectrum (LIS), the energy spectrum in the medium
surrounding the heliosphere, i.e. the bubble-like structure around the Sun
formed by the continuous particle stream of the solar wind. Because the LIS
could not be measured by now several models exist in the literature.
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Figure 1.1: Sketch of the processes involved in order to model the atmospheric ion-
ization as well as the production of the cosmogenic radionuclides.

• The modulation (see Section 2.2) of the LIS inside the heliosphere

• The propagation of particles in the Earth’s magnetosphere

• Interactions of particles with atmospheric matter, which, amongst other, leads
to the production of cosmogenic radionuclides

• Atmospheric mixing and transport processes of cosmogenic radionuclides and
their storage inside natural archives like trees, ice sheets and sediments

Previous approaches a) are restricted to a single LIS model (see e.g. Webber et al.,
2007), b) only simulate the influence due to primary protons while modeling alpha
particles as composite of two protons and two neutrons (see e.g. Masarik and Beer,
1999), c) only take into account the production rate values due to a fixed angle of
incidence of the cosmic ray (see e.g. Masarik and Beer, 2009), d) take into account
only one of the two cosmogenic nuclides, 10Be or 14C, preventing them from being
able to adjust the reconstructed solar activity (see e.g. Kavaltsov et al., 2012).

Taking into account the above mentioned chain as self-consistent as possible,
this work provides a reconstruction of solar activity, which, in the estimation
limitations, for the first time is consistent with both the 10Be and 14C archive data.
The steps to achieve this main goal are given in the following.

Chapter 2 gives an overview of the theoretical background, focusing on the
CRs and their modulation due to fluctuations of the heliospheric magnetic field
embedded in the solar wind. In addition, basic information about the structure of
the Earth’s magnetic field and atmosphere are provided, and, moreover, the most
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relevant particle interactions are described. Following the simulation chain from
outside our solar system inwards, Chapter 3 is devoted to the investigation of the
different LIS models used in the literature, where it is of particular interest whether
or not the Voyager spacecrafts, which are currently around the outer boundary of
the heliosphere, will be able to measure the "true" LIS in the near future as well
as how the LIS model-dependent modulated spectra can be converted into each
other. Chapter 4 concentrates on the computation of the galactic CR transport in
the Earth’s magnetosphere and atmosphere, and investigates the geometry of the
field, represented as a measure of the difference between the vertical and horizontal
components, and its connection with the vertical cutoff-rigidity, a measure for the
ability of a cosmic ray particle to reach a given geographical location. In a detailed
study the time-dependent longitudinal and latitudinal variations of both measures
between 1900 and 2010 will be performed, and the question whether or not the
magnetic field variations throughout this time play an important role will be
addressed. Chapter 5 presents the results of the secondary particle computations
(see also Matthiä, 2009). Here, in particular the dependence on the used LIS model
as well as the atmospheric interaction model will be investigated. In addition,
Chapter 6 is devoted to the investigation of the different hadronic interaction
models on the CR-induced ionization. Taking into account the above-mentioned
full simulation chain, Chapter 7 focuses on the computation of new, self-consistent,
local and global production rates of the cosmogenic radionuclides 10Be, 7Be, 3H,
36Cl, 26Al and 14C. Furthermore, the computations of the global production rates
of 14C and 10Be will be used to reconstruct the solar activity throughout the
Holocene and to verify whether or not the computations of this work based on
the self-consistent simulation chain are able to provide a reconstruction of solar
activity being for the first time consistent with both 10Be and 14C archive data.
A summary of the main results of this work as well as an outlook discussing
possible improvements are given in Chapter 8, while a detailed outlook, presenting
studies of the influence of galactic and heliospheric variations on the production of
cosmogenic radionuclides, is given in Chapter 9.





Chapter 2

The Sun-Earth Environment

“... how simple it can be,
the sunlight on a tree ...”

K’s Choice - How simple it can be -

The space between stars is filled with charged and neutral particles but also more
complex structures such as molecules and dust, an environment nowadays known
as the Interstellar Medium (ISM). In the vicinity of the Sun, the ISM is pushed
radially outwards by the solar wind (SW), a particle stream evolving from the Sun.
As a result, a local bubble, the so-called heliosphere is built up. Additionally the
Sun possesses a magnetic field being frozen into the SW and therewith carried
outwards into the heliosphere, resulting in a heliospheric magnetic field (HMF).
Both the size of the heliosphere and the strength of the HMF today are known to
strongly depend on the solar activity.

In 1611, shortly after the invention of the telescope, Galileo Galilei, Christoph
Scheiner and Johannes Fabricius independently discovered black spots on the
solar surface, the sunspots, and their temporal evolution. About 250 years later,
Heinrich Schwabe discovered the sunspot number to follow a quasi-periodicity of
11 – 13 years, the eleven year solar cycle, as shown in Fig. 2.1. Here the observed
sunspot number from 1600 – 2010 is displayed, where periods of low sunspot
number are followed by periods of high ones, implying the sunspot number to be
an indicator for the solar activity. As we know today the conditions of the solar
corona during these two phases change considerably.

In 1908, George Ellery Hale and coworkers discovered that sunspots always
appear as pairs of opposite magnetic polarity reversing about every eleven years.
They concluded that the Sun’s magnetic field polarity also had to reverse itself
within this period. Today one of the theories for the existence of the solar magnetic
field is the turbulent dynamo theory (see e.g. Jiang et al., 2007; Choudhuri, 2008).
During the evolution within a solar cycle, the solar magnetic field lines penetrate
through the photosphere into the corona, thus the solar and coronal magnetic field
structures undergo drastic changes. In order to discuss the effects occurring on the
source surface Fig. 2.2 is shown. During solar minimum conditions (left panel),
open field lines can be found over the solar poles, the so-called polar coronal holes
(PCHs), while a closed field line configuration, also known as the Streamer Belts,
occur in equatorial regions. During solar maximum conditions (middle panel) this
picture changes dramatically. The well defined and almost symmetric structure
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Figure 2.1: The yearly average sunspot number between 1610–2010 (data taken from
http : //solarscience.msfc.nasa.gov/SunspotCycle.shtml).

during solar minimum conditions is now revoked. Here closed loops as well as
open field lines can be found all around the solar surface. After eleven years (right
panel), however, the coronal magnetic field returns to its original configuration
(solar minimum configuration) by showing an opposite polarity. Thus, another
full solar cycle is needed in order to transverse the solar magnetic polarity back to
initial conditions. Hence, a second solar cycle known as the solar magnetic cycle
(also Hale-cycle) with a periodicity of 22 years exists.

This Chapter will summarize the theoretical background of this work. After
introducing the cosmic ray components taken into account as well as their
modulation with the solar activity cycle (see Section 2.2), the configuration and
functionality of the Earth’s magnetic field (see Section 2.3), the Earth’s atmosphere
and the particle interactions within (see Section 2.4) will be investigated.

2.1 Cosmic Radiation Environment

Cosmic rays (CRs) are energetic charged particles. Their discovery goes back
to the year 1912 when Victor Hess during multiple balloon flights detected that
the intensity of the ionizing radiation was increasing with increasing altitude.
Because the measurements during the daytime showed only minor differences
to those during the nighttime he concluded that the Sun and its solar particles
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North North Northa)                                                            b)                                                                  c)

Figure 2.2: The eleven year solar activity cycle. Starting with solar minimum con-
ditions (left panel), where a well defined and almost symmetric structure occurs, the
solar magnetic field changes dramatically in time. During a solar maximum (middle
panel) closed loops as well as open field lines are mixed and distributed all over the
solar surface. After eleven years, the coronal magnetic field is back in its original
configuration (left panel) but with an opposite polarity (adapted from Forsyth, 2001).

could not be the source of this phenomena. In contrast to the expectations, he
discovered the discharging to be much faster at higher altitudes then on the ground,
leading to the assumption of an electromagnetic radiation inside the atmosphere.
Furthermore, during the 1930’s the influence of the Earth’s magnetic field on CRs
was discovered, thus since then CRs are known to be electrically charged particles.
By using spatially separated detectors in 1939 Pierre Auger additionally discovered
extensive air showers (EAS). He concluded that the primary cosmic ray particles are
interacting with the atmospheric atoms and molecules by initiating the production
of second generation particle cascades (see Section 2.4).

With respect to their origin today between three main CR components can
be differentiated:

a) Anomalous Cosmic Rays (ACRs)
ACRs are particles accelerated within the heliosphere (see e.g. Fichtner, 2001).
Formally being interstellar neutral particles, ACRs are believed to undergo
photo-ionization or charge exchange in the vicinity of the Sun, therefore be-
coming pic-up ions (PUIs). Once these particles are charged they are coupled
to the interplanetary magnetic field and carried outwards with the solar wind.
Fisk and Gloeckler (2009) suggested that most PUIs are accelerated at the
heliospheric shock to ACR energies. Thereby, the energization is believed to
result as a consequence of momentum diffusion and/or energization at the
shocks in the solar wind, effects known as the first- and second-order Fermi
acceleration. After sufficient energization the ACRs escape from the shock
and are able to diffuse back into the inner heliosphere again. However, note
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that there exist multiple theories to explain the ACR anomaly.

b) Solar Energetic Particles (SEPs)
SEPs are energetic particles originating from the Sun, mainly consisting of
protons, electrons and heavier ions in the energy range of several keV up to
GeV. However, only about one percent of the SEP events produces particles
with energies above 500 MeV which can be registered by ground based de-
tectors like e.g. Neutron Monitors (NMs, see e.g. Simpson, 2000). Such high
energetic events are so-called Ground Level Events (GLEs) which have been
found to strongly impact the upper as well as middle atmospheric chemistry
(see recent investigations by Sinnhuber et al., 2012). The most recent GLE
occured on May, 17th 2012. Since 1942 70 GLEs have been detected which are
summarized e.g. by Belov et al. (2009a).

c) Galactic Cosmic Rays (GCRs)
GCRs are highly energetic particles originating from far outside our solar
system which reach the Earth isotropically. Because GCRs are the basic motor
for the production of cosmogenic nuclides inside the Earth’s atmosphere they
are of great importance for this work, and thus are discussed in more detail in
the following Section.

2.2 Galactic Cosmic Rays (GCRs)

Originating from far outside of our solar system GCRs are able to reach energies
up to 1020 eV. Most of these particles are accelerated by supernova explosions and
supernova remnants (see e.g. Büsching et al., 2005), which, for example in our galaxy,
occur on average once every 50 years (Diehl et al., 2006). However, this explanation
is still under scientific debate.

The Composition of GCRs

To investigate a) the origin, b) the acceleration as well as c) the propagation
of GCRs their chemical composition needs to be studied. Because of satellite
based measurements, the composition of GCRs nowadays is known to consists
of 98 % hadrons and 2 % electrons and photons (see e.g. Amsler et al., 2008,
and references therein), but due to their small contribution to the total flux, the
latter particles will not be considered in this work. The hadronic component
itself thereby consists of approximately 87 % protons (H), 12 % helium nuclei
(He) and a small fraction of 1 % heavier elements up to iron (Fe) (see e.g. Wefel,
1991). In order to investigate the compositional abundances inside as well as
outside the solar system Fig. 2.3 shows the abundances as function of the atomic
number Z (see e.g. Simpson, 1983; Wefel, 1991; Wiebel-Sooth et al., 1998, and
references therein). It shows that most of the elemental compositions are similar,
suggesting the GCR elements to be produced by the same process taking place in
the solar system. Note that although still under debate, it is generally believed
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Figure 2.3: The relative chemical abundances of particles in the solar system com-
pared to GCRs. The abundances are normalized to silicon (adapted from Wefel,
1991).

that in the universe most of the elements heavier than helium are created in stars
when lighter nuclei fuse to create heavier nuclei, a process known as nucleosynthesis.

There are, however, two groups of elements, in particular Li, Be and B as
well as Sc, Ti, V, Cr and Mr, which are much less abundant in the solar system
compared to their abundance in the GCRs. An explanation can be found in the
interaction of GCRs with the interstellar medium. Furthermore, the galactic hydro-
gen and helium abundances with high First Ionization Potential (FIP) are much
smaller compared to the abundance in the solar system. Here, due to the conditions
inside the galaxy, a significant amount of these high FIP elements can not be ion-
ized, and thus will not be accelerated to GCR energies (see e.g. Müller et al., 1991).

In order to reach the Earth’s atmosphere, GCR particles have to traverse
the galactic magnetic field, the heliospheric magnetic field (HMF) as well as
the Earth’s magnetosphere, leading to a strong modulation of the GCR energy
spectrum, as discussed in the following.

The Heliospheric Modulation of GCRs

As described in Herbst et al. (2010) the intensity of GCRs is modulated as they
traverse the turbulent heliospheric magnetic field embedded into the solar wind.
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Figure 2.4: Galactic cosmic ray intensity variation as measured by the Oulu neutron
monitor (upper panel). The quantity ξ = (C(t) − Cm)/Cm represents the relative
change of the count rate C(t) with respect to the rate Cm = 6481 counts/s, measured
during the 1960’s solar minimum. The sunspot number is displayed in the lower
panel (data from, http://sidc.oma.be). It is evident that the intensities of GCRs
and the sunspot number are anti-correlated. Also shown is the “flat" (green intervals)
and “peak" (red intervals) structure of the NM count rates which correlates well with
the solar Hale cycle (see e.g. Heber et al., 2009).

They are scattered by irregularities in the HMF and undergo convection as well as
adiabatic deceleration in the expanding solar wind. The large-scale HMF also leads
to gradient and curvature drifts of the GCRs inside the heliosphere. Since all these
transport processes depend on the solar magnetic activity, the GCR intensity is di-
rectly correlated to the solar activity cycle. Figure 2.4 shows the monthly averaged
Neutron Monitor (NM) count rate measured at the NM station in Oulu as well as
the corresponding sunspot number for the time period from 1964–2010. It shows
that the neutron count rate measured at the Earth’s surface is anti correlated to the
sunspot number, leading to the conclusion that the GCR flux as well as the produc-
tion of secondary particles inside the atmosphere (see Section 2.4) is high during
solar minimum conditions while being low during solar maximum ones, respectively.

Because of the large scale heliospheric magnetic field GCRs undergo gradient
and curvature drifts, and thus the different polarities of two consecutive solar
minima lead to two different drift patterns, as sketched in Fig. 2.5: If the solar
magnetic field is directed outward from the sun in the northern polar region and
inward in the southern polar region (left panel), also known as A>0 solar epoch,
positively charged cosmic rays are expected to drift into the inner heliosphere over
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Figure 2.5: The two different drift cycles, A>0 (left) and A<0 (right), during solar
minimum conditions. While in an A>0 positively charged particles drift into the
inner heliosphere over the solar poles and outwards along the heliospheric current
sheet, they enter the inner heliosphere along the heliospheric current sheet and drift
outwards through the polar regions during an A<0 cycle (adapted from Dunzlaff et
al., 2008).

the solar poles and outwards along the heliospheric current sheet (Jokipii et al.,
1977), while in an A<0 cycle (right panel), where the drift directions are reversed,
positively charged particles enter the inner heliosphere along the heliospheric
current sheet and drift outwards through the polar regions (Potgieter and Moraal,
1985). Note that the situation sketched in Fig. 2.5 describes the cases when the
heliospheric current sheet, the plasma sheet which separates the northern and
southern magnetic polarity, is flat and coincides with the Suns equatorial plane.
Additionally from Fig. 2.4 it is evident that the count rates show alternating “flat”
and “peaked” time profiles in correlation with the solar magnetic Hale cycle of
about 22 years. This different pattern can be understood in terms of the different
intensity variation with the inclination of the heliospheric current sheet due to
gradient, curvature and current sheet drift (Potgieter and Ferreira , 2001). In an
A < 0 solar magnetic epoch, like in the 1980’s, the intensity of cosmic rays is
expected to depend on the tilt angle of the heliospheric magnetic field, and varies
strongly for smaller tilt angles (“peaked” structure), while the intensity in an A > 0

solar magnetic epoch varies significantly less (“flat” structure, see Potgieter and le
Roux, 1992).

In order to understand the measured intensity time-profile, the transport of
GCRs inside the heliosphere has to be modeled (see Parker, 1965). If f(r, P, t)
is the differential cosmic ray phase space distribution function, with r the spatial
coordinates, R the particle rigidity, and t the time, the transport equation can be
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described by

∂f

∂t
= −

(
V︸︷︷︸
1

+ ⟨vD⟩︸ ︷︷ ︸
2

)
· ∇f +∇ ·

(↔
κ · ∇f

)
︸ ︷︷ ︸

3

+
1

3
(∇ ·V)

∂f

∂ lnR︸ ︷︷ ︸
4

+ S︸︷︷︸
5

, (2.1)

consisting of five different terms:

(1) the outward convection with the solar wind speed v

(2) gradient and curvature drifts in the global HMF (Jokipii et al., 1977) with
A>0 conditions in the 1970’s and 1990’s and A<0 conditions in the 1980’s of
Fig. 2.4.

(3) the diffusion through the irregular heliospheric magnetic field: the diffusion
tensor

↔
κ consists of a coefficient parallel to the magnetic field line (κ∥) and

two perpendicular diffusion coefficients for radial (κ⊥r) and polar directions
(κ⊥ϑ).

(4) the adiabatic energy change due to the divergence of the expanding solar wind.

(5) the local sources, e.g. particles accelerated at the Sun.

Thus, a detailed description of ground based observations would rely on a time-
dependent numerical solution of Parker’s transport equation (see e.g. (see e.g.
Scherer and Ferreira, 2005; Ferreira et al., 2007; Florinski et al., 2008).

Especially the adiabatic energy change due to the divergence of the expand-
ing solar wind, 1

3(∇ · V) ∂f
∂ lnR , strongly depends on the local interstellar spectrum

(LIS). However, because the LIS has not yet been measured several approximations
exist in the literature. Five of these models and their modulation due to the solar
activity are investigated in detail in Chapter 3.

2.3 The Terrestrial Magnetosphere

The Earth’s magnetic field is generated by highly complex systems via dynamo
processes originating in the inner core as well as in the outer interplanetary space
surrounding the Earth. Between internal and external magnetic field has to be
distinguished, as described in the following.

The Internal and External Magnetic Field Structure

The Earth’s magnetosphere itself evolves due to the interaction of the solar wind
particles with the terrestrial magnetic field. Thereby, today the Earth’s magnetic
field is believed to be generated in the Earth’s liquid core (see e.g. Wicht et al.,
2009), where slowly moving convection currents keep stirring the core as the Earth
is cooling down. Because the iron core is electrically conducting, this movement
generates a dipole-shaped geomagnetic field. The charged solar wind particles are
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Figure 2.6: Sketch of the external terrestrial magnetic field, for further information
see text. Artists impression after Russell and Luhmann (1997).

streaming towards the magnetic field and, due to the Lorentz force, are deflected.
Therewith they are forced to flow around the Earth, thus, a magnetosphere is
evolving.

As mentioned above, the internal magnetic field can be described by a
dipole field which is slightly inclined with respect to the terrestrial rotation
axis. Currently, e.g., the geomagnetic north pole is calculated to be at a
longitude of 72.21◦W and a latitude of 80.08◦N with an inclination of 9.98◦ (see
http://www.ngdc.noaa.gov/geomag/faqgeom.shtml for more information). Further-
more the magnetic center, which is shifted in comparison to the geographical center,
is approximately located at a radius of 563 km, 22.49◦N and 140.22◦E, respectively.

The dipole-approximation, however, is only valid for regions between one
and six Earth radii. While near the surface the higher dipole moments play an
important role. For regions further out, however, the interaction with the solar wind
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becomes more and more important. As shown in Fig. 2.6, the Earth’s magnetic
field interacts as an obstacle for the arriving supersonic solar wind, forming a
bow shock during the deceleration from supersonic to subsonic solar wind speeds.
The boundary between the Earth’s magnetosphere and the solar wind plasma,
the magnetopause, is thereby shaped non-uniformly along the Sun-Earth axis by
forming

a) a bullet-shaped front, which extends approximately eleven Earth radii in di-
rection towards the Sun (dayside), which is characterized by a compression of
the Earth’s magnetic field lines

and

b) a magnetic tail, which is extending up to several hundred of Earth radii in
direction away from the Sun (nightside), formed by stretched magnetic field
lines.

At the Cusp-regions, which are located at the magnetic poles, the compressed mag-
netic field lines from the dayside are bent towards the nightside. In order to describe
the magnetospheric effects a complex current system is needed (see e.g. Baumjohann
and Treumann , 1997), with the most important ones being:

• Chapman-Ferraro-Currents (also magnetopause currents): Due to the
law by Ampere, ∇× B⃗ = µ0 · j⃗, distorted magnetic field lines always induce
electric currents. The field lines inside the dayside of the Earth’s magnetic field
are compressed by the interaction of the charged solar wind particles with the
terrestrial magnetic field. Charged particles with a certain energy start to
gyrate along the magnetic field lines when they arrive at the magnetopause,
thereby inducing the Chapman-Ferraro-currents in the dayside.

• Tail Currents: The dayside Chapman-Ferraro-currents merge into the tail
currents of the nightside, where the currents of the northern as well as south-
ern hemisphere circulate in the same direction, leading to a build up of an
additional current, the neutral sheet current.

• Ring Current: The ring current, manly induced by high energetic protons
which are drifting inside the equatorial plane and additionally perform highly
complex drift-, bounce- as well as gyration motions, circulates in westward
direction around the Earth.

• Birkeland Currents: Additionally there are currents which circulate parallel
to the magnetic field along the magnetic field lines from the magnetosphere
to the polar regions of the ionosphere, the so-called Birkeland currents. Inside
the ionosphere this system is closed by the Hall- and Pedersen currents.

From the mathematical point of view the Earth’s magnetic field B⃗ can be derived
by a summation of the contributions from internal and external sources. According
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to e.g. Gauß (1863) B⃗ can be written as the gradient of the scalar potential V⃗ :

B⃗ = −∇V⃗ . (2.2)

By using a spherical harmonic model of V⃗ (a multipole expansion) instead of a simple
dipole approximation, the geomagnetic field can be modeled more realistically, and
in spherical coordinates is given by:

V (r, θ, ϕ) = r0

∞∑
n=1

{
(
r

r0

)n

T ext
n (θ, ϕ) +

(r0
r

)n+1
T int
n (θ, ϕ)}, (2.3)

see e.g. Connerney (1993), with r0 as the Earth’s radius and T ext
n and T int

n as
external as well as internal source region contributions given in the following way:

T ext
n (θ, ϕ) =

n∑
m=0

{Pm
n (cos θ) (Gm

n cos(mϕ) +Hm
n sin(mϕ))} (2.4)

T int
n (θ, ϕ) =

n∑
m=0

{Pm
n (cos θ) (gmn cos(mϕ) + hmn sin(mϕ))}. (2.5)

Here Pm
n gives the Schmidt-normalized associated Legendre polynomial of degree n

and order m, which are defined by

Pm
n (x) = Nnm

√
(1− x)m

dmPn(x)

dxm
, (2.6)

with Nnm =

{
1, m = 0√

2(n−m)!
(n+m)! , m ̸= 0

and Pn(x) =
1

2nn!
dn(x2−1)n

dxn , while Gm
n ,H

m
n , g

m
n

as well as hmn represent the time-dependent Gauss coefficients describing the Earth’s
magnetic field.

As shown by e.g. Pilchowski et al. (2010) a first order approximation of the
internal terrestrial magnetic field is that of a tilted geocentric dipole field, where
dipole center and the Earth’s center coincide. For a certain position r⃗ the magnetic
field B⃗ is given by

B⃗(r⃗) =
3(m⃗ · r⃗)
r5

r⃗ − m⃗

r3
, (2.7)

with m⃗ as the magnetic moment and r = |r⃗|. Considering only internal sources Eq.
(2.3) reduces to

V (r, θ, ϕ) = r30

g11h11
g01

 · 1

r3

xy
z

 =
m⃗ · r⃗
r3

. (2.8)

However, the magnetic moment m⃗ can be expressed by

m⃗ = m0

sinΘ cosΦ

sinΘ sinΦ

cosΘ

 = r30

g11h11
g01

 (2.9)
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if m⃗ is assumed to be tilted with respect to the rotation axis (z-axis, Θ) as well as
by the angle Φ around it. Therefore the magnetic field strength as well as the angles
can be expressed by the expansion coefficients:

m0 = r30

√(
g11
)2

+
(
h11

)2
+

(
g01
)2
,

Θ = arccos

(
g01/

√(
g11
)2

+
(
h11

)2
+

(
g01
)2)

,

Φ = arctan
(
h11, g

1
1

)
.

For a tilted geocentric dipole the coefficients are given by Θ = 168.6◦, Φ = 109.9◦

and | B⃗ |=30760 nT, while in case of the International Geomagnetic Reference
Field (IGRF) expansion they result in Θ = 169.7◦, Φ = 108.2◦ and | B⃗ |=30037 nT.
Thereby the IGRF by the International Association of Geomagnetism and Aeronomy
(IAGA, see e.g. Finlay et al., 2010) provides a set of Gaussian coefficients, gmn and
hmn , that are computed every five years, so a reconstruction of the internal terrestrial
magnetic field between 1900 and 2010 is possible.

2.4 The Earth’s Atmosphere

The Earth’s atmosphere is characterized by variations of the temperature and
pressure with increasing altitude. Multiple models exist, describing the atmospheric
characteristics, e.g. the Mass Spectrometer - Incoherent Scatter Model of the Upper
Atmosphere developed in 1990 (MSISE90) (see Hedin, 1991, and references therein)
or the US Naval Research Laboratory Mass Spectrometer and Incoherent Scatter
Radar Model of 2000 (NRLMSISE00) (see Picone et al., 2002, and references
therein). The atmosphere is in a nearly local hydrostatic equilibrium state, i.e. the
difference of atmospheric pressures between two levels is always close to the weight
of a column of air with unit cross section. The atmospheric temperature profile,
as shown in the left panel of Fig. 2.7, however, indicates the existence of multiple
zones with different thermal gradients and properties classifying the atmosphere in
the following way:
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1)

2)

3)

4)

5)

model: MSISE90

model: NRLMSISE00

during summer

during winter

Figure 2.7: The atmospheric temperature profile for two different atmospheric
models, MSISE90 (red) and NRLMSISE00 (black) during two different seasonal
conditions (summer (solid lines) and winter (dashed lines)). Also shown are the
temperature-based classifications of the Earth’s atmosphere numerated as 1)–5) (de-
tailed description see text).

1) Troposphere The Troposphere (0 – 15 km) is the most important latitude-
dependent atmospheric layer, because it contains about
three-quarters of the atmospheric mass. Additionally, be-
cause of the amount of water vapor occurring in this layer
and its relation to the formation of clouds, the troposphere is
the layer where the terrestrial weather is formed. It is charac-
terized by a decreasing temperature with increasing altitude,
the thermal gradient depends on the humidity and is in the
order of -6.5 K/km, and a rapid vertical atmospheric mixing.

2) Stratosphere Due to the absorption of the solar UV radiation by the trace
gas ozone, the temperature increases again with increasing
altitude in the Stratosphere (15 – 50 km). In contrast to the
troposphere it is characterized by slow vertical atmospheric
mixing.

3) Mesosphere In the Mesosphere (50 – 85 km) the temperature decreases
again. Here, the lowest temperatures in the entire atmo-
sphere can be found.

4) Thermosphere Inside the thermosphere (90 – 120 km) the temperature in-
creases immediately as a result of the absorption of short-
wavelength radiation by the atmospheric gases N2 and O2. In
this layer the ionosphere is embedded, i.e. the region where
ions are produced by photoionization.

5) Exosphere In the Exosphere (120 – 500 km) gas molecules with sufficient
energy are able to escape from the Earth’s gravitational force.
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However, that this classification does not take into account all characteristic
layers.

Atmospheric Composition

The terrestrial atmosphere extends up to several thousand kilometers with 99.9%
of the mass being concentrated in the lowest 100 km. It is primarily composed of
78 % N2, 21 % O2, 0.9 % Ar, 0.03 % CO2 and a number of trace gases like CO
and CH4 occurring in relatively small amounts. Thereby, two of the most important
parameters describing the atmosphere are a) the amount of mass contained above
a certain point of interest, the atmospheric depth x = m

A , and b) the atmospheric
pressure p = F

A at this location. Note that the atmospheric pressure varies between
the poles and the equator, which leads to a variation of the atmospheric pressure
and therewith a variation in the amount of mass contained above different locations.

Particle Interactions in the Earth’s Atmosphere

While the shielding of the Earth’s magnetic field against energetic charged particles
depends on the geomagnetic location, thus increasing from no shielding over the geo-
magnetic poles to reflecting protons with several GeV over the geomagnetic equator,
the shielding of the atmosphere only depends on the atmospheric depth. This ef-
fect is known as the atmospheric cutoff (Konradi et al., 1987). In what follows the
interaction of charged particles with the Earth’s atmosphere will be discussed, and
the atmospheric ionization as well as the production of secondary particle cascades
and thus the production of cosmogenic radionuclides is investigated.

Energy Loss by Ionization (The Bethe-Bloch-Formula)

If heavy charged particles (in this context all charged particles heavier than
electrons and positrons) penetrate the Earth’s atmosphere, they cause an excitation
as well as an ionization of the atmospheric atoms and molecules due to inelastic
scattering. Therefore, these penetrating particles experience a characteristic energy
loss dE/dx depending on the particles charge and velocity.

The correct quantum-mechanical calculation was performed by Bethe, Bloch
and other authors in the early 1930s, using Coulomb interactions to describe the
momentum transfer of the primary particle to the target’s atomic shell electrons:

− dE

dx
= 2πNAr

2
ec

2ρ
Z

A

z2

β2

[
ln

(
2meγ

2v2Wmax

I2

)
− 2β2

]
, (2.10)

known as the Bethe-Bloch-formula. For energies above a few GeV two corrections
have to be taken into account: a) the density effect correction δ and b) the shell
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correction C (for details see Leo, 1994), leading to:

− dE
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= 2πNAr
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)
− 2β2 − δ − 2 · C

Z

]
, (2.11)

with

2πNAr
2
ec

2 = 0.1535 MeV cm2 g−1 re=2.817·10−13 cm, e− radius
me: the e− rest mass ρ: density of the target material
NA = 6.022·1023 mol−1, Avogadro number β = v

c

I: mean excitation potential z: projectile charge
Z: atomic number of the absorber A: atomic mass
γ = 1√

1−β2
δ = density correction

and Wmax representing the maximum energy transfer in a single collision:

Wmax =
2mec

2η2

1 + 2s
√

1 + η2 + s2
, (2.12)

with s = me
M , M the projectile mass and η = βγ. If the projectile’s mass is much

greater then the electron mass, i.e. s→0, this reduces to Wmax ≈ 2mec
2η2.

By solving them numerically, Eq.(2.11) can be used to track the energy loss
of an ion along its atmospheric path, as shown in Fig. 2.8. As can be seen, the
higher the energy of the primary proton the deeper it is able to penetrate into the
Earth’s atmosphere, and, due to the v2 dependence of the energy loss, dE/dx is in-
creasing with increasing primary particle energy. Note that for the same reason most
of the energy of the primary particle is deposited near its stopping altitude. Because
the energy loss results in an ionization of the Earth’s atmosphere the deposited
energy is directly linked to the atmospheric ion pair production rate (see Section 6).

According to Kallenrode (2004) in a first order approximation the ionization
rate is given by the product of the energy loss dE/dx and the flux of the incident
primary particles F , and thus depending on the collisional ionization rate κe, the
energy of the ions Eion, the interaction cross sections σn and the number density
n0. Taking into account the barometric height formula (see e.g. Berberan-Santos et
al., 1997) the stopping altitude of a particle, given by

xs = H ln

(
κeσnn0H

Eion

E0

)
, (2.13)

can easily be calculated.

Atmospheric Production of Secondary Particles

High energetic CRs penetrating the Earth’s atmosphere also undergo collisions with
atmospheric nuclei. The mean free-path length λ of a CR inside the atmosphere is
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1 MeV

8.5 MeV

30 MeV

100 MeV

Figure 2.8: The atmospheric energy loss of primary protons with energies varying
between 1 and 127 MeV. Figure after Herbst (2007).

defined by the inelastic cross section σ of the interaction between the primary CR
particle and the atmospheric nuclei. Thereby

λ =
1

N · σ
, (2.14)

with N the number density of possible scattering centers per atmospheric volume
and σ the specific cross sections for the process of interest, describing the probability
of a certain nuclear reaction to occur. Thereby σ is given by

σ =
number of incident particles per unit time per unit area

number of reactions per uni time per nucleus
,

a quantity which strongly depends on the type as well as the energy of the projectile.

Since the mean free path λ is not only a function of the energy dependent
cross section but also on the density of the atmosphere, the altitude of the first
interaction is not fixed for a particle with a specific energy, leading to fluctuations
in the shower development. Thus its evolution is characterized by two terms, a
source term due to a) the production of secondary particles due to the interaction
of CRs with atmospheric nuclei and b) the decay of particles. The produced
secondary particles themselves interact with the atmospheric atoms, thus, forming
a particle cascade, an air shower (AS). How far into the atmosphere the cascade
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Figure 2.9: Schematic view of the development of an air shower showing the three
components: electromagnetic, muonic and hadronic cascade. Figure after Simpson
(2000).

can develop strongly depends on the energy of the primary particle. The most
important cascade components thereby are mesons, in particular π± and π0, as
described in the following:

The secondary particle components produced in an air shower can be di-
vided into three different parts: the electromagnetic, the hadronic and the muonic
component (see Fig. 2.9).

During the first interaction of a CR particle with an atmospheric nucleus, a
high energetic first generation of secondary particles is produced. These secondaries
either decay (e.g. in π0) and/or produce a second generation of secondaries, which
may also decay or interact with each other. While propagating towards the Earth’s
surface, an increasing production of secondary particles with increasing atmospheric
depth occurs. Each new generation of secondaries is less energetic, so that at a
specific altitude, the probability for a decay exceeds that of a further interaction,
leading to a production maximum at a specific atmospheric depth followed by
an exponential decrease. Because the atmosphere corresponds to about eleven
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hadronic interaction lengths, only air showers generated by primaries of sufficiently
high energies can be observed at sea level.

The hadronic component
The hadronic component consists mainly of neutral and charged pions, kaons,
protons and neutrons. Although only about 1% of the total number of the produced
secondary particles are hadrons, this component builds the main origin of as well as
feeds the electromagnetic and muonic component. The reason for this mechanism
is the following: One third of the pions produced in the hadronic shower are
neutral. They are short-lived and most of them decay into a pair of photons
before interacting with atmospheric nuclei. These photons are able to interact
with the atmospheric nuclei by producing electron-positron pairs which produce
photons themselves due to bremsstrahlung, an electromagnetic radiation which is
generated by a sudden, impact-related, deceleration of a charged particle during
a deflection from another charged particle. The muonic component on the other
hand is generated by decays of charged mesons. Note that the composition of the
air shower changes from high to low altitudes. While being proton-dominated at
the top of the atmosphere a neutron-dominated composition occurs at sea level (see
e.g. Masarik and Beer, 1999).

The muonic component
The muonic component is generated by decays of mesons generated in the hadronic
component. While the decay of charged pions is the dominant process for the
muon production, also neutral kaons excite a small contribution. Whether a meson
decays or interacts with the atmospheric nuclei, depends strongly on the relative
magnitudes of its mean decay length and its mean free path length with respect to
hadronic interactions. The following reactions contribute to the muon production
(see e.g. Brüggemann, 2006):

π± → µ± + νµ(νµ), with a probability of ≈ 99.99%

K± → µ± + νµ(νµ), with a probability of ≈ 63.5%

→ π0 + µ± + νµ(νµ), with a probability of ≈ 3.2%

K0
L → π± + µ± + νµ(νµ), with a probability of ≈ 3.2%.

Due to the atmospheric density profile, the possibility of an interaction of mesons
with an atmospheric nucleus increases with decreasing altitude. Therefore, mesons
are able to decay only at high altitudes before they interact, so most muons are
produced high in the atmosphere, i.e. in an early stage of the shower development,
accounting for 5% of the total number of particles in an extensive air shower.

The electromagnetic component
The electromagnetic component mainly consists of electrons, positrons and photons
generated by the decay of the neutral pions produced in the hadronic component.
As mentioned above, about one third of all pions produced in the hadronic
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component are neutral and decay into a pair of photons. These photons are able to
interact with the atmospheric nuclei by producing electron-positron pairs:

γ + nucleus → nucleus + e+ + e−.

Due to bremsstrahlung, these electron-positron pairs generate further photons:

e± + nucleus → nucleus + e± + γ.

An electromagnetic sub-cascade develops, because both processes feed each other.
In addition, neutral pions which are generated along the shower axis also create
sub-cascades, thus they become the most numerous particles in an air shower. If
the energy of the electrons and positrons decreases below a certain critical energy
(for air Ecrit = 84.2 MeV) the electromagnetic cascade is dying out.





Chapter 3

The Solar Modulation

⋆ As denoted in the corresponding Sections parts of this Chapter are published as
Herbst et al. (2010) and are in press as Herbst et al. (2012a).

“... I went out to walk through distant streets
and a distant mind ...”

Alin Coen Band - Halo -

As mentioned in Section 2.2 the CR flux inside the heliosphere shows temporal
variations due to the 11-year solar and 22-year magnetic cycle. Nowadays it is known
that processes like, e.g., the ionization of the atmosphere as well as the production
of the cosmogenic radionuclides are strongly influenced by this modulation (see e.g.
Moraal, 2011). Based on the transport equation (see Eq.(2.1)) in the following two
approaches and their results will be investigated in more detail.

Force Field Solution

According to the approximations by Caballero-Lopez and Moraal (2004) (see also
Gleeson and Axford, 1968), the Parker equation can be reduced to a simple
convection-diffusion equation, if there is (a) no source of cosmic rays inside the
heliosphere, (b) a steady state, (c) the adiabatic energy loss rate is zero, and (d)
there are no drifts. If only the radial direction is taken into account, a single pa-
rameter, the so called modulation parameter or modulation potential ϕ, can be
obtained:

ϕ =

rb∫
r

v(r′)

3κ
dr′, (3.1)

with v the solar wind speed, κ the global averaged diffusion coefficient and rb the
outer modulation boundary, like the solar wind termination shock or the heliopause
(Caballero-Lopez and Moraal, 2004), from which the solution of the transport
equation can be computed. A typical form of the resulting distribution function is
f = fb exp (−3ϕ/(βκ)), with fb representing the local interstellar spectrum (LIS)
and β = v/c (Moraal, 2011). Since ϕ has the dimension of an electric potential, it
also is often called the Force Field potential. Typical values of ϕ vary from 300 MV
in current solar minimum conditions up to 2,000 MV during solar maximum
conditions. Notice that the Force Field formalism results in a modulation potential
that causes energy, rigidity, or momentum changes, while the original assumption
was that the adiabatic energy loss term is negligible compared to the two spatial
streaming terms (see Eq. (2.1)). There is no straight forward physical reason why
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this field, force, or energy loss, is related to the true adiabatic loss. The Force Field
energy loss originates from the introduction of the Compton-Getting spectral term
−(1/3)∂ ln f/∂ lnR.

Nevertheless, Caballero-Lopez and Moraal (2004) (see also Moraal, 2011) in-
vestigated the validity of these simplifications by comparing the results of the
Force Field solution with those of a numerical computation and found that the
approximation is able to describe the modulation of the LIS at 1 AU by using the
following equation:

J(E, ϕ) = JLIS(E +Φ)
(E)(E + 2Er)

(E +Φ)(E +Φ+ 2Er)
(3.2)

Here, the modulation function Φ is given by Φ = (Ze/A)ϕ, with Z and A as charge
and mass number of cosmic ray nuclei, respectively, ϕ the modulation parameter in
MV, E the particles kinetic energy in MeV/nuc, Er the rest energy, thereby Er ≈
938 MeV for protons, of the GCR particle and JLIS the differential intensity spectra
of the Local Interstellar Spectrum (LIS), representing the boundary condition of
the Force Field model.

Due to the fact that the LIS until now has not been measured in-situ, differ-
ent representations of these spectra exist. The LIS is well determined in the high
energy range beyond several GeV, however, note that due to the adiabatic cooling
processes of ions in the energy range below a few hundred MeV the LIS model is
practically unknown in this energy interval. Thus, several LIS-approximations for
the energy spectrum of primary protons, alpha particles as well as heavier particles
exist.

3.1 The Local Interstellar Spectrum

The Force Field model is only a first order approximation of the influence of the par-
ticle transport in the heliosphere. Nevertheless this approximation in the following
will be used to investigate the modulation of the galactic cosmic proton and alpha
spectra by Garcia-Munoz et al. (1975), Webber and Higbie (2003), Langner et al.
(2003), Usoskin et al. (2005) and Webber and Higbie (2009).

Approximation by Usoskin et al. (2005) (Abbrev.: US05)

The latitudinal gradients of GCRs as measured by the Ulysses spacecraft (Heber et
al., 1996) have been a challenge for numerical transport models. A first approach to
model the variation using a two-dimensional code solving Parker’s transport equa-
tion was made by Burger et al. (2000). A parametrization of the LIS computations
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given in Burger et al. (2000) was found by Usoskin et al. (2005):

Jp,US05(E) =
1.9 · 104 · P (E)−2.78

1 + 0.4866 · P (E)−2.51

Here P (E) =
√
E(E + 2 · Erest), E is expressed in units of (GeV/nuc) and Jp,α,US05

in (particles/(m2 sr s GeV/nuc)). Additionally the ratio of alpha to proton particles
is in the order of 0.03 Gaisser and Stanev (2006) or 0.05 (Usoskin et al., 2005) in
the local interstellar medium. In this work the ratio is assumed to be 0.05, thus the
primary alpha particle spectra is given by:

Jα,US05(E) = 0.05 · 1.9 · 104 · P (E)−2.78

1 + 0.4866 · P (E)−2.51
,

Approximation by Langner et al. (2003) (Abbrev.: LA03)

The proton LIS by Langner et al. (2003) is based on a complex GCR propagation
model by Moskalenko et al. (2002) and is given by:

Jp,LA03 =

{
exp

(
a− b(lnE)2 + c lnE − d

√
E
)

E < 1, 000MeV/nuc

exp
(
e− f lnE − g

E

)
E ≥ 1, 000MeV/nuc

(3.3)

with a=0.823, b=0.08, c=1.105, d=9.202·10−2, e=22.976, f=2.86 and g=1.5·103,
as well as E given in MeV/nuc, and the differential proton flux Jp,LA03 in parti-
clesm−2 s−1 sr−1 (MeV/nuc)−1.

Unfortunately Langner et al. (2003) only presents the proton LIS. However,
by using the alpha to proton ratio method by Gaisser and Stanev (2006), as
previously mentioned, the alpha LIS is given by

Jα,LA03 = 0.05 · Jp,LA03. (3.4)

Approximation by Garcia-Munoz et al. (1975) (Abbrev.: GM75)

The proton and alpha LIS models by Garcia-Munoz et al. (1975) are given by

Jp,GM75(E) = 9.9 · 108
[
E + 780 exp

(
2.5 · 10−4E

)]−2.65

Jα,GM75(E) = 1.8 · 108
[
E + 660 exp

(
1.4 · 10−4E

)]−2.77
,

with E in units of (MeV/nuc) and Jp,α,GM75 in (particles/(m2 sr s MeV/nuc)).

Approximation by Webber and Higbie (2003) (Abbrev.: WH03)

This spectrum is derived from galactic cosmic ray propagation calculations by Web-
ber and Lockwood (2001a) and Webber and Lockwood (2001b). They are given in
the following way:

Jp,WH03(E) = 21.1 ·
[
E−2.8 ·

(
1 + 5.85E−1.22 + 1.18E−2.54

)−1
]

Jα,WH03(E) = 1.075 ·
[
E−2.8 ·

(
1 + 3.91E−1.09 + 0.9E−2.54

)−1
]
,
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with E in units of (GeV/nuc) and Jp,α,WH03 in (particles/(m2 sr s MeV/nuc)).

Approximation by Webber and Higbie (2009) (Abbrev.: WH09)

Employing a Monte Carlo Diffusion Model, Webber and Higbie (2009) calculated
interstellar proton, helium, carbon and iron spectra on the base of recent Voyager
measurements. The determined proton LIS was parameterized by Herbst et al.
(2010) as well as Webber and Higbie (2010). For the latter approximation the
following equations were presented:

Jp,WH09(E) = (18.9/E2.79)/(1 + 6.75/E1.22 + 1.3/E2.8 + 0.0087/E4.32)

Jα,WH09(E) = (0.99/E2.77)/(1 + 4.14/E1.09 + 0.65/E2.79 + 0.0094/E4.2),

with E given in GeV/nuc and Jp,α,WH09 in units of (particles/(m2 sr s MeV/nuc)).

However, the previous work by Scherer et al. (2011) and the results displayed in
Chapter 3.2 will show that the LIS model by Webber and Higbie (2009) is rather
the heliopause spectrum (HPS) than a LIS spectrum.

Comparison of the Different Proton and Helium Spectra

Figure 3.1 shows the ratios of the proton (upper panel) and alpha particle (lower
panel) LIS-model dependent differential intensities with respect to the energy
spectrum by Usoskin et al. (2005). It shows that all spectra are in good agreement
with each other at energies above 30 GeV/nuc. At lower energies, however,
differences up to a factor of two for both primary particle types exist.

In addition Fig. 3.2 shows the modulation of the LIS models investigated at
1 AU for two different solar modulation parameters. While the upper panel shows
the particle flux during solar minimum condition (ϕ=500 MV) the lower panel
displays the results for typical solar maximum condition (ϕ=1,500 MV). Here
protons are given by the black lines, alpha particles by the red ones. For all LIS
models it is evident that the higher the solar modulation parameter ϕ the lower
the intensity of the modulated primary particle flux. However, strong differences
between the proton as well as alpha particle models becomes evident too.
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Figure 3.1: Ratios of the proton (upper panel) and alpha particle (lower panel) LIS
spectra by Garcia-Munoz et al. (1975), Webber and Higbie (2003) and Webber and
Higbie (2009) with respect to to model by Usoskin et al. (2005).
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Usoskin et al. (2005)
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solar minimum conditions

solar maximum conditions

Figure 3.2: The proton (left panel) and alpha (right panel) LIS spectra by Usoskin
et al. (2005), Garcia-Munoz et al. (1975), Webber and Higbie (2003) and Webber
and Higbie (2009).
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3.2 The Local Interstellar Spectrum Beyond the He-
liopause:

What can be Learned from Voyager in the Inner Heliosheath?⋆

K. Herbst1, B. Heber1, A. Kopp1, O. Sternal2 and F. Steinhilber3

1 IEAP, Christian-Albrechts-Universität zu Kiel, Kiel, Germany
2 MINT-Kolleg, Universität Stuttgart, Germany
3 Swiss Federal Institute of Aquatic Science and Technology, Eawag, 8600 Düben-
dorf, Switzerland

⋆ in press, ApJ as Herbst et al. (2012a)

The local interstellar spectrum (LIS) is one of the most important but un-
known parameters in all model efforts to describe the modulation of Galactic
Cosmic Rays on their way from the galaxy through a possible bow shock, heliosheath
and heliosphere towards the Earth. Because it could not be measured so far, several
LIS models derived from numerical simulations or data at Earth were developed.
A new perspective to determine the LIS was opened when the Voyager spacecraft
crossed the termination shock and entered the heliosheath. Webber and Higbie
(2009) derived a new LIS, which is lower than all previous LIS models over the
entire energy range, on the base of these measurements. Numerical simulations by
Scherer et al. (2011) showed that already particles in the outer heliosheath (OHS)
are modulated, suggesting that the LIS by Webber and Higbie (2009) is a heliopause
spectrum rather than the “true” LIS. By using the same simplified simulation model
we estimate the diffusion coefficient in the OHS to be consistent with several 1026 to
1027 cm2 s−1 for all LIS models under consideration by mapping them to this HPS
and conclude that the Voyager measurements will not be able to determine the LIS
in the next future. We then discuss the circumstance under which terrestrial archive
can be used to at least exclude LIS models unless one has to await a dedicated
mission like e.g. the Interstellar Probe.

Introduction

The three-dimensional region around the Sun controlled by the solar wind and its
embedded magnetic field is called the heliosphere (see Fig. 3.3, dark gray region).
The interaction of the supersonic solar wind with the local interstellar medium
(LISM) leads to a transition of the solar wind from supersonic to subsonic speeds at
the termination shock (TS). Such a transition might also occur for the interstellar
wind at a possible heliospheric bow shock (BS) (cf. McComas et al., 2012); the
heliopause (HP) is the boundary layer separating the LISM and the solar wind. The
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Figure 3.3: Projection of the heliosphere onto the equatorial plane, showing the
streaming of the LISM from the right towards the Sun. The charged plasma interacts
with the expanding solar wind and forms three discontinuities, the termination
shock, the heliopause and possibly a bow shock. This structure has so far been
investigated by the two Voyager spacecraft, which are currently approaching the
heliopause (adapted from Fichtner and Scherer, 2000).

layer between the TS and the HP is called inner heliosheath (IHS, light gray region in
Fig. 3.3), while the layer between the HP and a possible BS is called outer heliosheath
(OHS). The structure of the OHS became subject of several investigations, triggered
by recent observations of the Interstellar Boundary Explorer (IBEX) mission (cf.
McComas et al., 2009, 2012).

The heliosphere is a protection shield against Galactic Cosmic Rays (GCRs).
These highly energetic particles enter it at the HP and encounter the outward-flowing
solar wind plasma, which carries a turbulent magnetic field that in average can be
approximated by an Archimedean spiral. On their passage through the heliosphere
the CGRs undergo modulation (e.g. McDonald, 1998; Scherer et al., 2006; Potgieter,
2011), so that their spectra measured at Earth are different from the spectrum at
the outer boundary, the local interstellar spectrum (LIS). In lack of the possibility
to directly measure this LIS in-situ several parametrizations of the proton LIS were
developed with the help of galactic propagation models or derived indirectly from
measurements at Earth, four of which will be investigated subsequently: Usoskin et
al. (2005) (US05), Garcia-Munoz et al. (1975) (GM75), Webber and Higbie (2003)
(WH03) and Langner et al. (2003) (LA04).

In order to compare these various LIS models with measurements at Earth’s
orbit, a full solution of Parker’s transport equation (Parker, 1965) is required,
for which the knowledge of the spatial, temporal and rigidity dependence of all
parameters involved in the modulation of GCRs as well as the size of the modulation
volume is needed. The LIS enters such transport models as an outer boundary
condition.

This overall picture was changed in the last few years from the data point of
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Figure 3.4: The relative intensities of the different LIS models investigated here
with respect to the spectrum by Webber and Higbie (2003) (WH03), illustrating the
differences between the spectra and especially the problem that all spectra deviate
from each other at energies above several 10 GeV where hardly any modulation is
expected, indicated by a tolerance interval of ± 10% around the WH03 spectrum.

view, but also by numerical simulations: on the one hand the Voyager 1 and 2
spacecraft crossed the TS on December 16, 2004 (at 94 AU) and July 31, 2008
(at 84 AU), respectively. Webber and Higbie (2009) derived a new LIS from these
measurements in the IHS (Stone et al., 2005, 2008), which, as will be shown later,
lies over the entire energy range below the four LIS models mentioned above. On
the other hand, Scherer et al. (2011) used a simplified modulation model in order
to demonstrate that particles detected in the OHS are modulated rather than to
represent the LIS. In consequence, the boundary value at the HP for modulation
studies is a modulated heliopause spectrum (HPS) rather than the LIS, which
instead is applicable further out, e.g. at a possible BS. Combining these two results
we conclude that the LIS by Webber and Higbie (2009) can be regarded as such a
heliopause spectrum, and the transport parameters in the OHS (i.e. the diffusion
coefficient in a simplified approach) can be estimated by comparing the modulated
LIS models with this spectrum. Moreover, they have to be compatible with the
HPS in the sense that they fit to the HPS for reasonable diffusion coefficients. The
goal of our investigations is to compare the OHS modulation for the four LIS models
and to discuss possible consequences rather than to develop a new modulation
model, so that we use the simplified approach by Scherer et al. (2011) and can
validate our modulation spectra with their results. Figure 3.4 shows the relative
intensities of the LIS by US05 (black), GM75 (red), LA04 (blue) and WH09 (orange)
normalized to the spectrum by WH03 (green), revealing significant variations over
the entire energy range, in particular also at energies above several tens of GeV,
where no modulation is expected. The Figure, moreover, reveals that the LIS by
Webber and Higbie (2009) is the lowest spectrum over the entire energy range. As
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mentioned above, this may be seen as consistent with the findings by Scherer et al.
(2011) that the Voyager spacecraft measured a modulated HPS, rather than the LIS.

The amounts of modulation for the four LIS models required to “map” them
to the HPS must be computed numerically by solving Parker’s transport equation
(Parker, 1965)

∂j

∂t
= − (v⃗sw + ⟨v⃗d⟩) · ∇j +∇ · (KS · ∇j)

+
1

3
(∇ · v⃗sw)

∂

∂E
(ΓEj) ,

with j representing the differential intensity that is related to the CR distribution
function f by j = P 2 f , where P is the particle rigidity. v⃗sw is the solar wind
velocity, ⟨v⃗d⟩ represents the mean drift velocity, while KS is the diffusion tensor.
The factor Γ is given by Γ = (E + 2E0)/(E + E0), where E is the kinetic energy
of the particle and E0 its rest energy (cf. Strauss et al., 2011). The modulation
process is studied by means of numerical simulations with stochastic diffusion
equations (SDEs). Like Scherer et al. (2011) we use the numerical propagation
code by Strauss et al. (2011) (see also Kopp et al., 2012). The physical model is
based on Potgieter (1996), the essential parts of which are given in the Appendix.
Like Scherer et al. (2011) we merely vary the value of the diffusion coefficient in the
OHS which can be either constant or proportional to the rigidity, scenarios which
reflect two extreme cases (cf. Büsching and Potgieter, 2008; Sternal et al., 2011).

The term 1
3 (∇ · v⃗sw) ∂

∂E (ΓEj) in the transport equation represents the adia-
batic energy change within the TS due to the divergence of the expanding solar
wind. Because of the dependency of this term on the variation of j (and thus on the
LIS as its outer boundary condition) with energy the various LIS models undergo
different modulation. Scherer et al. (2011) demonstrated that the adiabatic energy
change (under the present model assumptions always cooling) is the dominating
effect responsible for the modulation in the OHS. This is illustrated further in
Fig. 3.5 (cf. also Fig. 4 of Scherer et al., 2011), where the energy change (in
arbitrary units) of two sample trajectories of GCR protons for constant diffusion
coefficients of κ = 1027 cm2 s−1 (left panel) and κ = 1025 cm2 s−1 (right panel)
in the OHS are shown. The numerical code calculates the particle trajectories
backwards, i.e. the (pseudo) particle starts at the HP (red point) and leaves the
system when it penetrates the (possible) BS (green point). The physical particle,
thus, enters the heliosphere at the green point and is detected at the red one (cf.
Kopp et al., 2012, for a discussion of forward/backward methods).
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Figure 3.5: Sample trajectories of protons illustrating the OHS modulation due to
adiabatic cooling within the TS for OHS diffusion coefficients of κ = 1027 cm2 s−1

(left panel) and κ = 1025 cm2 s−1 (right panel). The particles enter the heliosphere
at a possible BS (green point), propagate through the heliosphere, undergo adiabatic
cooling inside the TS and finally penetrate the HP at the red point. The color
indicates the energy loss (in arbitrary units) on a scale ranging from black (no energy
loss) over blue and green to red. The dotted lines represent the TS, the solid ones
show the HP, while the dashed lines represent the boundary of the computational
volume.

Analysis and Discussion

The Diffusion Coefficient in the OHS

The modulated spectra as the result of our SDE simulations for the four LIS are
shown in Figs. 3.6 and 3.7 for OHS diffusion coefficients κ being constant and pro-
portional to the particle rigidity, respectively. While the line style stands for the
LIS model (US05: short dashes, GM75: dotted, WH03: dashed-dotted and LA04:
long dashes), the color represents the value of the diffusion coefficient in the OHS:
κ= 1025 (red, upper left panel), κ= 1026 (green, upper right panel), κ= 1027 (blue,
lower left panel) and κ= 1028 (orange, lower right panel). Furthermore, in all four
panels gray stands for the LIS itself. The colored bands indicate the range covered
by all four LIS models together: the upper boundary is formed by the spectra of
US05 (0.01 - 0.3 GeV) and LA04 (E > 0.3), the lower one by the spectra of LA04
(E < 0.02 GeV), GM75 (0.02 - 0.4 GeV) and WH03 (E > 0.4 GeV). As expected,
the modulation decreases with increasing κ , so that it nearly vanishes for κ=1028

cm2 s−1 and is stronger at lower energies for the case κ ∝ P . The bands show in
both cases a widening towards lower energies.
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Figure 3.6: The colored bands show the modulated spectra for a constant diffusion
coefficient κ in the OHS for the four LIS models by US05 (short dashes), GM75
(dotted), WH03 (dashed-dotted) and LA04 (long dashes), with the upper left panel
showing the simulation results for κ=1025 cm2 s−1 (red), the upper right panel for
κ=1026 cm2 s−1 (green), the lower left panel for κ=1027 cm2 s−1 (blue) and the
lower right panel for κ=1028 cm2 s−1 (orange). In all four panels the LIS themselves
are represented by the gray bands.

Estimation of the Diffusion Coefficient in the Outer Heliosheath

We estimate the diffusion coefficient κ in the OHS by comparing the modulated
spectra shown in Figs. 3.6 and 3.7 with the “measured” HPS by Webber and Higbie
(2009). Fig. 3.8 shows the bands displayed in Figs. 3.6 and 3.7 in the left and
right panel, respectively, together with the WH09 spectrum (black line). Although
for lower energies the HPS lies in a reasonable κ range between 1026 (green) and
1027 cm2 s−1 (blue), the simulation results as well as the unmodulated LIS models
themselves exceed the HPS in the high-energy range above several 10 GeV, where
essentially no modulation should be present. Allowing for a tolerance of ± 10 %
around the LIS model by WH03 (gray area in Fig. 3.4) we shift the HPS by Webber
and Higbie (2009), which is essentially at the lower end of this area, upwards by 10
and 20 %. The result is shown in Fig. 3.9, where only the two relevant modulation
bands for κ= 1026 cm2 s−1 (green) and 1027 cm2 s−1 (blue) are shown. The HPS
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Figure 3.7: Same as Fig. 3.6 but for energy-dependent diffusion (κ ∝ P ) in the OHS.

Figure 3.8: Combination of our simulations for a constant (left panel) and rigidity-
dependent (right panel) diffusion coefficient. The colored bands are taken from
Fig. 3.6 and Fig. 3.7, the HPS by Webber and Higbie (2009) is displayed as the
black line.

is represented again by the solid line, while the HPS being shifted upwards by 10%
and 20% are depicted by long and short dashes, respectively. As in Fig. 3.8 the
left panel shows the case of constant κ, the right one that of κ ∝ P in the OHS. It
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Figure 3.9: Bands for κ=1026 cm2 s−1 (green) and κ=1027 cm2 s−1 (blue) are shown
together with the HPS (solid line), which was shifted up by factors of 10% (long
dashed line) and 20% (short dashed line) within the “tolerance” area in Fig. 3.4 in
order to account for devations of the LIS models above 10 GeV, where no modulation
should occur.

follows:

a) If we permit that the spectrum proposed by Webber and Higbie (2009) may
be shifted upwards by 10 to 20% all four modulated LIS models investigated
in this study are consistent with the (modulated) HPS,

b) the diffusion coefficient κ in the OHS can be estimated to a few 1026 up to
κ = 1027 cm2 s−1

Because the colored bands in Fig. 3.9 cover all four LIS models as well possible
refinements of the model, none of them can be excluded due to the Voyager
measurements, and, moreover, we conclude that the Voyager spacecraft will not
measure the "true" LIS, but a modulated spectrum with a diffusion coefficient in
the range given above. For the access to further information on the LIS a dedicated
space mission like the Interstellar Probe (ISP) has to be awaited.

Another line was followed by Herbst et al. (2010) who studied the variation
of the so-called modulation parameter, a proxy for solar activity, with the different
LIS models. In order to do so they investigated the value of this quantity during
grand solar minima derived from measurements of the cosmogenic radionuclide
10Be in terrestrial archives like ice cores. They found that the spectra by GM75 and
WH03 as well as the HPS by WH09 lead to negative modulation parameters during
such periods of time, corresponding to a modulated spectrum at Earth exceeding
the LIS in this approach, while all four LIS models, except perhaps the very low
spectrum by Webber and Higbie (2009), are consistent with recent 10Be data,
reflecting the solar activity over the last centuries. In the still simple, but more
elaborated approach used in the present study such minimum conditions would
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correspond to a diffusion coefficient above several 1027 or 1028 cm2 s−1, leading to
mean free paths large enough to cause almost negligible diffusion in the OHS.

Summary and Conclusions

In this paper we used numerical simulations with the SDE approach by Strauss
et al. (2011) and Kopp et al. (2012) to compute and compare the modulated
spectra in the outer heliosheath for the four LIS models by Usoskin et al. (2005),
Garcia-Munoz et al. (1975), Webber and Higbie (2003) and Langner et al. (2003).
A fifth LIS model was derived by Webber and Higbie (2009) from recent Voyager
measurements and lies below the other four LIS models over the entire energy
range. Motivated by the findings by Scherer et al. (2011) who demonstrated that
modulation occurs already in the outer heliosheath instead at the heliopause we
concluded that this spectrum is a modulated heliopause spectrum rather than the
“true” LIS. By comparing the four modulated LIS spectra with this heliopause
spectrum we can estimate the diffusion coefficient to lie in the range between a few
1026 and 1027 cm2 s−1. Since all four LIS models are, thus, compatible with the
Voyager data, none of them can be excluded. And since Voyager obviously detected
a modulated spectrum rather than the LIS, there will be no way to measure LIS in
the next future, and only a dedicated mission like e.g. the Interstellar Probe (ISP)
can be expected to do so.

Boundary conditions for the proper choice of the LIS, although no simple
way to derive the LIS exists, may, however, come from the other end of the
modulation chain: the results by Herbst et al. (2010) indicate that some of the
LIS models are not consistent with data of cosmogenic radionuclides in so far as
the modulated spectra at Earth would exceed the LIS during grand solar minima,
as discussed in Section 3.4. These findings, however, are based on the usage of
simplifying proxies for solar activity, so that a fully self-consistent model chain (e.g.
Scherer et al., 2006; McCracken and Beer, 2007) is probably required to learn more
about the LIS.

3.3 Parker Equation Versus Solar Modulation Parame-
ter

Although being much more physical, following the full Parker Equation (see
Eq.(2.1)) with 3D simulations is a time-consuming process. In addition for each set
of conditions, e.g. over thousand of years, new computations need to be performed.
Because this is far beyond present computational capabilities in the following the
Force Field solution is used in order to describe the solar activity throughout the
Holocene. In the energy-range of interest for the computation of the cosmogenic
radionuclides, 0.4 – 8 GeV, this is a valid simplification, as shown in Fig. 3.10. Here,
the LIS by Usoskin et al. (2005) is shown as solid line, the computations for a mod-
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Figure 3.10: Modulation of the LIS by Usoskin et al. (2005) due to the SDE simula-
tion results for a diffusion tensor of κ = 1026 cm2 s−1 in comparison to a Force Field
solution based modulation parameter of ϕ = 68 MV. Shaded in gray is the energy
range of interest for the production of cosmogenic radionuclides (0.4 – 8 GeV).

ulation of κ=1026 cm2 s−1 are displayed as open dots, the green band corresponds
to its variations, while the results for a solar modulation parameter of ϕ=68 MV
are given as dashed line. In addition, the energy-range of interest is displayed as
gray shaded area. Although strong differences in the low energy range can be ob-
served, the results of both approaches, moreover, within the shaded area are in good
agreement, revealing that for the purpose of the following investigations the solar
modulation is a sufficiently good approximation.

3.4 Conversion of the Solar Modulation Parameter

⋆ Parts of this Section are published as Herbst et al. (2010)

As already shown in Section 3.1 the modulation parameter ϕ strongly de-
pends on the used LIS model (see also Usoskin et al., 2005). In the following
Section this dependency will be investigated further and an energy range dependent
method to convert the different LIS dependent modulation parameters into each
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LIS models ϕ in MV η2

US05 526 0.059
LA03 749 0.129
GM75 481 0.034
WH03 378 0.040
WH09 322 0.097

Table 3.1: The model-dependent modulation parameters ϕi adapted by the best-fit
method and the corresponding goodness values (η2i , see Equation (3.5)).

other is introduced and examined (see also Herbst et al., 2010). As a first step the
proton LIS-dependent ϕ values will be calculated using proton measurements by
the PAMELA experiment (Casolino et al., 2009) at 1 AU. Note, that the following
investigations at the end of this Section also will be applied to the alpha LIS models.

In order to calculate the solar activity parameter, the individual ϕ values are
determined by fitting the modulated proton LIS spectra to recent measurements.
For this purpose the proton spectrum measured by the PAMELA instrument
(Casolino et al., 2009) during the solar minimum conditions in July 2006 was
used. To describe the observations for each LIS model an individual modulation
parameter ϕi can be found by minimizing the function

η2i =
∑

(J1AU(E, ϕi,LISi)/J
PAM
1AU (E)− 1)2 (3.5)

between the PAMELA measurements (JPAM
1 AU(E)) and the modulated GCR spectra

(J1AU(E, ϕi,LISi)).

The resulting modulation parameters ϕi as well as the corresponding best fit
values (η2i ) are listed in Table 3.1. Additionally the ratio of the adapted spectra
to the PAMELA measurements are shown in Fig. 3.11. Note, that the values
of η2 represent the goodness values of the LIS models for an energy range of
0.4 to 8 GeV/nuc, the energy range most important for the production of the
cosmogenic radionuclide 10Be (see e.g. McCracken, 2004; Masarik and Beer, 2009).

From Fig. 3.11 it is evident that the proton LIS model by Langner et al.
(2003) shows higher η2 values compared to the other models, a fact which is caused
by high deviations from the measurements in the lower energy range. However, it
also shows that all LIS models are able to represent the observed spectrum fairly
well within the applied energy range of 0.4–8 GeV. Note, that the LIS dependent
modulation parameter range from ϕWH09=322 MV up to ϕLA03=749 MV. The best
fit to the measurements provides the modulated LIS model by Usoskin et al. (2005)
resulting in a modulation parameter of ϕUS05=526 MV. However, it is important
to note that differences of up to 10% are observed at certain energies. Thus, it
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Figure 3.11: Ratio of the modulated proton LIS models to the PAMELA measure-
ments (US05 (black), GM75 (blue), WH03 (green), LA03 (red) and WH09 (ma-
genta)). The spectra show strong variations in the low energy range. Nevertheless,
in the highlighted energy range, which is referring to the energy range of interest
(0.4 - 8 GeV), all spectra are able to reproduce the measurements fairly well.

needs to be emphasized that the choice of the modulation parameter is only useful
if the corresponding LIS model is specified. The following investigations will show
that a linear correlation between all investigated LIS model dependent modulation
parameter exists.

Following an approach first described by Usoskin et al. (2005), the LIS de-
pendent ϕ values can be related to a given one, e.g the one by Usoskin et al. (2005),
by using the equations

ϕLIS,i = mi · ϕUS05 + bi. (3.6)

In order to obtain the coefficients mi and bi for the primary proton spectra the
following procedure is applied:

1. For a given value of ϕUS05 the spectrum at 1AU, JUS05, is calculated according
to Equation (3.2).

2. The modulated spectrum Jp,US05 then is used as reference spectrum in order to
fit the other modulated LIS by minimizing the function given in Equation (3.5).

3. The resulting data sets for primary protons are used to obtain the parameters
bi and mi by linear regression.

Thus, for primary protons in the energy range of interest, 0.4–8 GeV, the following
equations can be obtained:

ϕGM75 = 1.03378 · ϕUS05 − 48.0287 MV

ϕLA03 = 1.06925 · ϕUS05 + 234.871 MV

ϕWH03 = 0.983462 · ϕUS05 − 121.360 MV

ϕWH09 = 0.978454 · ϕUS05 − 197.676 MV.
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Figure 3.12: LIS dependent linear regressions corresponding to the energy range
investigated in this work, 0.4–8 GeV (solid lines) and the one used by Usoskin et al.
(2005), 0.1–100 GeV (dashed lines).

Figure 3.12 displays the LIS dependent modulation parameter by Garcia-Munoz
et al. (1975) (blue), Langner et al. (2003) (red), Webber and Higbie (2003) (green)
and Webber and Higbie (2009) (magenta) as function of the solar modulation
parameter by Usoskin et al. (2005) between 0–2,000 MV. Here the solid lines
represent the results using the energy range applied in this work, 0.4–8 GeV, while
the dashed lines represent the LIS dependent modulation parameter calculated by
Usoskin et al. (2005) using an energy range of 0.1–100 GeV. As can be seen, the fit
parameter strongly depend on the energy range applied.

In order to investigate this effect as well as to estimate the uncertainties of
the parameters mi as well as ϕLIS for the usage of the energy range of 0.4–8 GeV
the equations for a broader energy range between 0.6–6 GeV as well as a wider
energy range of 0.2–12 GeV are applied in the following.

On the Influence of the used Energy Range

A shown above, the fit parameter strongly depend on the applied energy range.
In order to investigate this dependence as well as to determine the system-
atic errors of the LIS model dependent modulation parameters in the following
a broader (0.6–6 GeV) as well as wider (0.2–12 GeV) energy range will be examined.

As an example for the influences of the used energy ranges Fig. 3.13 shows
the energy range dependent regressions for the LIS model by Garcia-Munoz et al.
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Figure 3.13: Influence of the used energy ranges on the linear relations between
ϕGM75 (upper panel), ϕWH09 (lower panel) and ϕUS05. Investigated energy-ranges:
0.4 to 8 GeV (black curve), 0.2 to 12 GeV (green line) and 0.6 to 6 GeV (red line).
For more details see text.
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Figure 3.14: Deviations of the proton LIS dependent linear relations between the
broader (wider) energy ranges with respect to the results using the energy range
between 0.4 and 8 GeV. Upper left: GM75, upper right: LA03, lower left: WH03

and lower right: WH09. Here the same coloring as in Fig. 3.13 is applied.

(1975) (left panel) as well as Webber and Higbie (2009) (right panel) as function of
the modulation parameter ϕUS05. The previously investigated regression functions
corresponding to an applied energy-range of 0.4 to 8 GeV are represented as black
lines while those applying an energy range of 0.6 to 6 GeV and 0.2 to 12 GeV are
colored in red and green, respectively. While the modulation parameters ϕGM75

only show minor differences all three linear functions of the LIS model by Webber
and Higbie (2009) differ significantly from each other, thus the used energy range
is of great importance.

To investigate the dependencies in even more detail Fig. 3.14 displays the
model dependent deviations between the modulation parameters obtained from the
linear relations applying an energy-range of 0.4 – 8 GeV and the broader (red lines)
as well as wider (green lines) energy limits. Due to the variety in the spectral shape
the linear equations of the investigated LIS models respond differently to changes in
the applied energy range. It becomes evident that the LIS model dependent linear
equations using the spectra by Garcia-Munoz et al. (1975) solid lines) and Langner
et al. (2003) (dashed lines) only show minor dependences on the energy range, while,
in contrast, the spectra by Webber and Higbie (2003) (dashed-dotted lines) as well as
Webber and Higbie (2009) (dotted lines) show deviations of up to 100%. Addition-
ally a modulation parameter dependent behavior becomes obvious in the deviations.
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Figure 3.15: Proton LIS and modulation dependent error in ϕLIS.

The previous findings are now used as a measure for LIS model dependent
systematical errors, in the following denoted as ∆ϕ. However, note that because
the deviations show modulation parameter dependent values the estimated errors
will also show a similar behavior .

On the Estimation of ∆ϕ

The LIS dependent systematical error is calculated by

∆ϕLIS =
|ϕLIS − ϕLIS,broad|+ |ϕLIS − ϕLIS,wide|

2
, (3.7)

as displayed in Fig. 3.15 as function of the LIS dependent modulation parameter
ϕLIS, revealing that

a) all ∆ϕLIS show a strong dependence with the modulation parameter, as pre-
dicted previously

b) the dependences between the systematical errors ∆ϕLIS and the modulation
parameter strongly depends on the used LIS models

c) the models by Garcia-Munoz et al. (1975), Langner et al. (2003) as well as
Webber and Higbie (2003) show only minor errors within ± 25 MV, while the
model by Webber and Higbie (2009) predicts errors within ± 340 MV.

To verify these findings Fig. 3.16 shows the LIS dependent best fit to the PAMELA
proton measurements by Casolino et al. (2009) (filled squares, see also Fig. 3.11)
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Figure 3.16: Comparison of the ∆ϕLIS corrected primary proton spectra with the
PAMELA measurements. Upper left: GM75, upper right: LA03, lower left:WH03,
lower right: WH09.

as well as the results including the estimated LIS and solar modulation phase
dependent errors ∆ϕLIS. While the black lines represent the uncorrected results red
and green lines display the modulated LIS models for the lower and upper limits
affiliated with the corrected modulation parameter. Due to the small differences
within the lower and upper modulation volume the corrected results using the LIS
model by Garcia-Munoz et al. (1975) and Langner et al. (2003) (upper left and
right panel) show only minor energy-dependent differences.
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Furthermore from the investigations using the LIS model by Webber and Higbie
(2003) it shows that variations of the modulation parameter within ±17 MV can
lead to differences of up to 10% between the investigated results (lower left panel).
Because of this effect, the results using the lower modulation boundary result in
a better fit to the data than the previously investigated ones. However, note that
significant changes can be observed for the LIS by Webber and Higbie (2009). Due
to a modulation dependent estimated error of ± 92 MV now differences of up to
50% at low energy ranges occur.

However, in order to provide a full description of the dependence of the used
primary LIS models on the solar modulation as well as the results of this work
the conversion of ϕ between the different LIS models also needs to be applied for
the primary alpha spectra given in Section 3.1. Following the instructions given
above one of the few primary alpha particle spectra measured with the PAMELA
instrument (see Adriani et al., 2011) is used in order to compute the individual
modulation parameter of the different alpha LIS models during recent times using
the η2 method given by Eq. (3.5). The results of this investigation are given in
Fig. 3.17, showing the best fit of the individual LIS models as well as the resulting
LIS-dependent modulation parameter and their goodness with respect to the
reference data. As already seen in case of the proton LIS all alpha particles LIS
models are able to reproduce the measurements. The spectra by e.g. Webber and
Higbie (2003) and Usoskin et al. (2005) are able to represent the measurements
when a modulation parameters of ϕWH03 = 199 MV and ϕUS05 = 215 MV is applied.

The conversion equations between the different alpha spectra can be calcu-
lated by applying the same method introduced for protons. In the energy range of
interest, 0.4–8 GeV, the linear equations, thus, are given by:

ϕGM75 = 1.07 · ϕUS05 + 141.6 MV

ϕLA03 = 1.08 · ϕUS05 + 228.6 MV

ϕWH03 = 1.00 · ϕUS05 − 10.1 MV

ϕWH09 = 0.98 · ϕUS05 − 43.4 MV.

To investigate the influence of the used energy range on the resulting linear equations
Fig. 3.18 shows the LIS-model dependent ∆ϕLIS as function of solar modulation
parameter values between 0 and 2,000 MV. It becomes obvious that only modest
∆ϕLIS values of up to ± 19 MV occur which only play a minor role, and thus can
be neglected.

3.5 Application to a Long-Term Record of ϕ

In recent publications by Vonmoos et al. (2006) and Steinhilber et al. (2008) the
modulation parameter ϕ has been reconstructed for the past 9300 years using
10Be, mainly measured in the GRIP ice core from Greenland. Note that Vonmoos
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Figure 3.17: Best fit of the investigated alpha LIS models to measurements by the
PAMELA instrument (see Adriani et al., 2011). The different black lines represent
the modulated LIS models while the red squares show the measurements performed
within solar modulation phases of ϕ = 450 – 550 MV. The integrated table gives the
LIS dependent modulation parameter as well as the η2 values of each model.

et al. (2006), Steinhilber et al. (2008) use the modulation function Φ in units of
MeV. This record is based on the 10Be production calculations of Masarik and
Beer (1999). In these calculations, besides protons also alpha particles and heavier
particles have been taken into account merely by increasing the corresponding
proton fluxes. This implies that the effect of the different rigidity cutoffs, but also
the different solar modulation due to the diverse Z/A ratios has been neglected.
However, the estimated differences are smaller than 10%, so the original Φ (MeV)
record has the meaning of a modulation potential ϕ (MV).

Figure 3.19 displays the long-term reconstruction of ϕ given by Steinhilber
et al. (2008). The left y-axis shows the ϕ record using the LIS by GM75. As
can be seen, for most of the time, the calculated modulation parameter is in
the range of presently observed values. However, in some periods (marked as
red vertical lines) ϕ becomes very small or even negative, for example around
the years 500BP and 1300 BP. Further periods with negative values are found
between 7400 and 5000 before present (BP) with the lowest values around 5600 BP.

The fact that the modulation parameter reaches zero or even negative values
implies that the modulation vanishes. The negative values could be interpreted
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Figure 3.18: Deviations of the alpha LIS dependent linear relations between the
broader (red) and wider (green) energy ranges with respect to the results using the
energy range between 0.4 and 8 GeV (upper four panels) and the corresponding
modulation dependent errors (lower four panels).

as an acceleration against the solar wind, which is unphysical. However, several
physical reasons for such negative values exist, which can be divided into "outer-
heliospheric" and "inner-heliospheric" ones. "Inner-heliospheric" reasons for the
negative ϕ values are due to uncertainties in a) the measurement of 10Be, b) the
geomagnetic field intensity and its geometry in the past, c) temporal changes in the
transport of 10Be from the atmosphere into the ice (atmospheric mixing), and d)
the 10Be production calculations. Besides these "inner-heliospheric" reasons, also
"outer-heliospheric" ones exist, such as e) the LIS model used in the production
calculations, and f) a possible temporal variation of the LIS by additional contri-
butions e.g. from supernovae.

So far no extraordinary events like nearby supernova explosions are known
to have taken place during the periods with negative ϕ values. Hence, the negative
values must be caused by the effects a)–e). Possible reasons for the negative ϕ

values may be found in the uncertainties in the 10Be measurement and in particular
in the palaeo-geomagnetic field intensity reconstruction. As was pointed out by
Snowball and Muscheler (2007), the latter contains a large uncertainty. Since
the geomagnetic field has to be considered for calculating the ϕ values, also the
calculated ϕ itself holds a large error. Using the Monte-Carlo technique, Vonmoos
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Figure 3.19: The modulation parameter reconstruction for the past 9300 years based
on 10Be mainly measured in the GRIP ice core (see Vonmoos et al. (2006) and
Steinhilber et al. (2008)).The left y-axis shows the reconstructed ϕ using the GM75

LIS (blue curve). For most time intervals, the parameter is in the range of presently
observed values, but there are times (marked with the red vertical lines) where the
parameter gets zero or even negative (e.g. around the years 500, 1300, and 5600
BP). The modulation values are converted to the other LIS used in this work (US05,
LA03, WH03 and WH09), using Equation (3.6). The resulting modulation param-
eters are shown on the right y-axes.

et al. (2006) and Steinhilber et al. (2008) found that the error in ϕ due to the 10Be
measurement and the palaeo-geomagnetic field varies in the range of 40–150 MV
with an average value of 80 MV. To investigate this effect, the averaged value was
added to the long-term reconstruction, providing an upper limit of ϕ. Since some of
the reconstructed modulation potentials are even smaller than -80 MV this upper
limit cannot explain all negative ϕ values. Although such negative ϕ values could
be a consequence of the geomagnetic field, it is not likely that these discrepancies
were present during all the time periods where negative ϕ values are calculated.

Besides the first two "inner-heliospheric" effects, the other ones, i.e. c), d)
and e) might be of importance. This work, however, only concentrates on the
possible impacts of "outer-heliospheric" processes on the reconstruction of the
modulation parameter by neglecting the effects c) and d), the influence of the
uncertainties in the 10Be transport and production models. Therefore, the following
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study is restricted to the heliospheric effect e) which implies that the choice of the
LIS itself gives an explanation for the negative values. Note that by neglecting the
"inner-heliospherical" effects c) and d), they are not ruled out as possible sources
for the negative ϕ values at all.

As shown in Section 3, ϕ itself strongly depends on the used LIS model. It
is possible that the LIS model by Garcia-Munoz et al. (1975), which has
been used for calculating the long-term ϕ record by Vonmoos et al. (2006) and
Steinhilber et al. (2008), does not represent the true LIS. To study the influence of
the LIS, the reconstructed values of ϕGM75 from the long-term ϕ record given in
Fig. 3.19 (see y-axis on the left hand side) are converted to the other LIS models
by using the linear conversions as given in Section 3.4.

The resulting LIS-dependent reconstructed ϕ values of WH03, WH09, US05

and LA03 are shown on the y-axes on the right hand side of Figure 3.19. The
calculated model dependent ϕ values show that the modulation parameter can be
shifted to lower or higher values, depending on the applied LIS model. So the
negative values of ϕ occurring in the reconstruction by Vonmoos et al. (2006) and
Steinhilber et al. (2008) can either become even more negative by using the LIS
models WH03 and WH09, or shift to positive ones and therefore to physically
reasonable values of ϕ when the models US05 and in particular LA03 are applied.



Chapter 4

Computation of the Particle
Transport

⋆ Parts of Section 4.2 have been published in Fichtner et al. (2012) and, moreover,
are about to be submitted to Annales Geophys. as Herbst et al. (2012b)

"... I hold you in cupped hands,
and shield you from a storm ..."

Keane - Sunshine -

4.1 Magnetospheric Transport

Arriving at Earth, mainly low-energetic particles are shielded by the Earth’s mag-
netic field. As mentioned in Section 2.3 charged particles are deflected by the Lorentz
force F⃗L

F⃗L = −Ze
(
v⃗ × B⃗

)
, (4.1)

with v⃗ representing the velocity of the primary particle, Z its mass number, e
the elementary charge and B⃗ the magnetic field vector. Due to the fact that F⃗L

is perpendicular to v⃗ and B⃗ the particles follow a curved path. Furthermore, if
external forces F ext

⊥ have an additional influence on the primary particle the total
force is given by

F⃗tot = −Ze
(
v⃗ × B⃗

)
+ F ext

⊥ . (4.2)

In case of a homogeneous magnetic field with no additional external forces the path
of the primary particle resembles a helical orbit with radius rL, known as the Larmor
radius, perpendicular to the magnetic field defined by

rL =
γ m0 v⊥
Z e B

, (4.3)

where γ = 1√
1−(v/c)2

gives the Lorentz factor, which becomes important for high

energetic particles, and m0 represents the rest mass of the primary particle. When
the particle additionally possesses a velocity parallel to the magnetic field it performs
a helical path along the magnetic field line. In addition to rL the particle motion
then is also described by the pitch angle α, the angle between the velocity vector
and the magnetic field line. With v⊥ = v cosα as well as v∥ = v sinα the Larmor
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radius then is given by

rL =
γ m0 v cosα

Z e B

=
p c

Z e

cosα

B

= R
1

c

cosα

B
, (4.4)

where R = p c
Z e defines the rigidity of the primary particle. Since the rigidity

characterizes the particle motion, it is possible to use the rigidity as a quantity to
describe the magnetospheric influence on a particle.

It was Carl Størmer (Størmer, 1955) who found out that in case of a mag-
netic dipole an eastward-directed axial symmetric cone exists to which the access
for particles below a specified rigidity is forbidden. For a given geographic location
and for particles with fixed rigidities the space of all incoming particle directions
can be divided into a) the allowed cone, b) the main cone, c) the forbidden cone,
d) the Størmer cone as well as e) the penumbra sketched in Fig. 4.1. According to

Zenith

Nadir

EastWest

South

North

allowed cone

forbidden cone

    Penumbra

        mixed 

allowed/forbidden

Stormer cone

main cone

Figure 4.1: A geometric visualization of the three subspaces for particles with given
rigidities. The Størmer cone (forming the boundary of the forbidden cone, colored
in red), an intrinsic property of a dipole field, is a circular cone in the magnetic east
direction. The appearance of this cone is defined by an exact solution of the Størmer
integral (Figure adapted from Smart and Shea (2005)).

Cooke et al. (1991) these regions can be described the following way:

The allowed cone represents the solid angle containing all trajectories which do
not intersect with the Earth’s surface.
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The main cone is the boundary of the allowed cone, which is composed of trajec-
tories asymptotic to the simplest bound periodic orbits, and trajectories that
scratch the Earth’s surface.

The forbidden cone is the solid angle containing all trajectories which could per-
manently be bound in the geomagnetic field, and therewith can not access the
Earth’s magnetic field from outside.

The Størmer cone is the boundary of the forbidden cone which, in case of an
axial symmetric magnetic field, forms a right circular cone.

The penumbra is the solid angle region between main and Størmer cones, contain-
ing a complex structure of allowed and forbidden bands of arrival directions.

For an explanation on the East-West asymmetry of the cones please see Section 4.3.

4.2 Vertical Cutoff Rigidities

The cutoff rigidity RC is defined as the minimum rigidity and thus the minimum
energy a particle must have in order to penetrate the geomagnetic field at a
given location. The definition of the cutoff rigidity allows to describe the particle
trajectory in a given magnetic field as a quantity independent from the type of
the particle. However, it is also important to note that RC strongly depends on
the arrival direction of a primary particle, revealing effects like e.g. the East-West
asymmetry investigated in Section 4.3.

Unfortunately, several concepts describing the cutoff rigidity exist in the lit-
erature, which shortly will be discussed in the following (see e.g. Cooke et al., 1991;
Smart and Shea, 2009).

The Størmer cutoff rigidity RC: Approximating the geomagnetic field by a geo-
centric dipole the cutoff rigidity can be described by the Størmer cutoff rigidity
RC, the rigidity value for which the Størmer cone lies in the given direction

RC =
M cos4 λ

r2
[
1 + (1− sinϑ cosφ cos3 λ)

1
2

]2 , (4.5)

with M the dipole moment, λ describing the geographic latitude, ϑ and φ as
the zenith and azimuthal angle, respectively and r the distance from the dipole
center (in units of Earth radii). The azimuthal angle is measured clockwise
from the given direction to the magnetic north pole. However, approaching
cosλ in Equation (4.5) to be zero the equation can be re-written as

RC =
M · cos4 λ

4 · r2
. (4.6)
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Since Eq.(4.6) is easy to calculate, and thus widely used in literature it should be
pointed out that this expression is only valid for high latitudes as shown in recent
studies by Pilchowski et al. (2010) (see also discussion Section 7.4).

The rigidity of a primary particle as well as its direction of incidence on top
of the atmosphere play an important role in determining its path through the ter-
restrial magnetosphere. As mentioned above, not all particles with a fixed rigidity
are able to penetrate the terrestrial magnetic field from all directions of incidence
at a given geographic location. To see whether or not the particle characteristics
allow for a passage through the magnetic field numerical simulations have to be
performed. These simulations acquire inversely-charged particles which start their
way through the magnetosphere at the Earth’s surface, a method first introduced by
McCracken and Fréon (1962). By using this so-called backward-trajectory tracing
method the path of particles can be traced by numerical integration through a
mathematical model of the terrestrial magnetic field. Consequently, particles which
are able to exit the magnetosphere therefore also are allowed to reach the given
location from outside the magnetosphere.

However, in order to compute the cutoff rigidities of primary particles the
concept of upper, lower and effective cutoff rigidity need to be introduced.
Following the investigations by Cooke et al. (1991) tree quantities can be described:

The lower cutoff rigidity RL represents the rigidity value of the lowest detected
allowed/forbidden transition among a set of computed rigidities. Thus, if the
rigidity of the particles is below this threshold they are not able to access the
given geographic location.

The upper cutoff rigidity RU gives the rigidity value of the highest detected al-
lowed/forbidden transition among a set of computed rigidities. Thus, if the
rigidity value of the particles is above the upper cutoff rigidity then all parti-
cles can access the given geographic location.

The effective cutoff rigidity RC represents rigidity values which lie within the
penumbra region, describing the total effect of the penumbral structure for a
given particle direction.

For more detailed information on the numerical computations see e.g. Shea and
Smart (1970), Dorman et al. (1972) as well as Scherer et al. (2006).

Starting at a fixed location Fig. 4.2 shows selected trajectories resulting from
the backward-trajectory tracing method for particles of different rigidities. It shows
that particles with high rigidities, represented by trajectories 1 and 2, starting
form the Earth’s surface show simple trajectories with only small bending before
they leave the Earth’s magnetosphere. With decreasing rigidity, however, this
picture changes. Now the amount of bending increases, and the trajectories show
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Figure 4.2: Illustration of the backward-trajectory-tracing method using particles with
different rigidities. Here the rigidity decreases from trajectory 1 to 5 (Figure adapted
from Smart and Shea (2005)). See text for further information.

intermediate loops, like e.g. trajectories 3 and 4. Although these particles are
bent stronger than trajectories 1 and 2 they still are able to escape the magnetic
field. Particles with trajectories like the one given in example 5, however, show
multiple intermediate loops as well as an intersection with the terrestrial surface.
Consequently their trajectories are forbidden and they would not be able to reach
the location from outside the magnetic field.

In a first step the cutoff rigidity of particles with vertical incidence using the
simulation code PLANETOCOSMICS is computed. The colored contour plot of
Fig. 4.3 displays the results for a 5◦ x 5◦ geographical latitude-longitude grid at an
altitude of 20 km. Here the IGRF for the year 2010 is applied, revealing the lowest
vertical cutoff rigidities to be found at high latitudes, where almost all charged
particles are able to reach the Earth’s atmosphere. Higher vertical cutoff rigidities,
however, can be found at lower latitudes, showing a rigidity maximum with values
up to 18 GV over India and Southern Asia. At these high cutoff rigidities only
protons with energies above 17.4 GeV will be able to reach the given location. Note
that the asymmetric shape near the equator reflects the tilt of the magnetic dipole
axis with respect to the Earth’s rotation axis as well as the higher moments of the
field. Since it is known that the geomagnetic field changes over time the vertical
cutoff rigidities may show spatial, geometrical as well as the temporal dependencies,
as studied in the following.

The Vertical Cutoff Rigidity and its Altitude Dependency

In order to investigate the spatial influence the vertical cutoff rigidity is calculated at
different altitudes between 100 and 5000 km above sea-level. The results presented in
the panels of Fig. 4.4 are computed for the IGRF in 2010, showing the computations
for 100 and 500 km in the upper two panels while the results for 1000 and 5000 km
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Figure 4.3: Global vertical cutoff rigidity distribution for the IGRF field of 2010 at
an altitude of 20 km.

are displayed in the lower ones. While the shape of the cutoff rigidity distribution
only shows slight variations with changing altitude the cutoff rigidity value decreases
from 17 GV at 100 km to 5 GV at 5000 km. Accordingly primary protons and
alpha particles need at least an energy of 16.24 GeV/nucleon and 7.69 GeV/nucleon
in order to reach locations within the cutoff rigidity maximum at an altitude of
100 km, respectively, whereas they only need energies of 4.12 GeV/nucleon as well
as 1.71 GeV/nucleon at an altitude of 5000 km. As illustrated in Fig. 4.2 particles
with lower rigidities may be forced to perform highly complex trajectories in order
to reach a given location. Note that in the following Chapters per nucleon is denoted
as per nuc.

Influence of the Geometry of the Earth’s Magnetic Field

On the basis of the investigations by Pilchowski et al. (2010) in the following
the influence of the magnetic field geometry and its magnitude on the computed
vertical cutoff rigidity is investigated in more detail.
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Figure 4.4: Computed global vertical cutoff rigidities at 100 km (upper left), 500 km
(upper right), 1000 km (lower left) as well as 5000 km (lower right).

Temporal Evolution of the Vertical Cutoff Rigidity and its Connection to
the Magnetic Field Geometry

Although the Earth’s magnetic field may be regarded as a tilted dipole field in a
first order approximation, already C. F. Gauss noted in the 19th century that the
field may be better represented by a series of Legendre polynoms, finally leading to
the so-called International Geomagnetic Reference Field (IGRF, see Finlay et al.,
2010). Using the IGRF the results of the previous investigation clearly revealed a
strong dependance on the altitude. Further studies show that the higher moments
of the IGRF vanish in altitudes above one Earth radius (6370 km) and that the
dipole component becomes dominant. Thus, in this work the influence of the
magnetic field geometry on the cutoff rigidity is studied in more detail.

The investigations by Pilchowski et al. (2010) and Fichtner et al. (2012) sug-
gest to introduce the difference between horizontal and vertical components as
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Figure 4.5: The three measures describing the geomagnetic field: the magnitude |B|
(upper panel), the geometry based on the introduced magnetic field parameter δB
(middle panel) in comparison with the vertical cutoff rigidity (lower panel) using
the IGRF for 2010.
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measure for the geometry of the magnetic field given by δB =
√
B2

ϑ +B2
φ − |Br|.

Figure 4.5 shows the distribution of magnitude and geometry measure (up-
per and lower panel) in comparison to the vertical cutoff rigidity RC (lower panel)
as function of latitude and longitude.

As shown above, the cutoff rigidity values are always lowest at polar regions
while reaching amounts well above 10 GV close to the equator. The magnitude
of the field on the other hand shows a less order structure with islands of high
|B| values, especially below Australia, as well as low values, in particular between
South-America and South-Africa, a region known as the South Atlantic Anomaly
(SAA), which can not be seen in the values of the vertical cutoff rigidity. In
contrast to |B| the geometry of the field, represented by δB (middle panel), shows a
very similar behavior compared with RC . Despite the curvy shape of the magnetic
field also the significant maximum at equatorial regions can be found at the same
geographic region. Note, however, that δB is only a first order approximation
because of the differences at e.g. polar regions and that in the geometry measure
also artifacts of |B| are visible.

The previous findings clearly reveal that the vertical cutoff rigidity is much
better reflected by the geometry then the magnitude |B|. However, in order to test
and investigate the results in more detail in a second step the temporal variation of
a) the vertical cutoff rigidity, b) the magnitude |B| as well as c) the geometry δB
between 1900 and 2010 are studied in the following.

The values of RC (left panels), |B| (middle panels) as well as δB (right pan-
els) the global distributions for the years 1900 (upper panels), 1955 (middle panels)
and 2010 (lower panels) are displayed in Fig. 4.6, from which it shows that:

1) The temporal variation of the cutoff rigidity RC reveals a slight shift of the
band of the high vertical cutoff rigidity in northwestern direction, which can
especially be seen in the increase of the cutoff rigidity values at the region
between North America, North Africa and Southern Europe. In addition an
increase as well as a longitudinal widening of the maximum values can be
observed.

2) The quantity δB follows the temporal evolution of the vertical cutoff rigid-
ity i.e. the westward moving of the high-value band. In contrast temporal
variations at polar regions can be observed.

3) The magnitude of the magnetic field also shows significant variations, which,
however, again do not show an obvious correlations with RC . The most promi-
nent effect is a significant decrease of the magnetic field intensity in the SAA
and an extension of this area.
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Figure 4.6: The parameters |B| (left panels), δB (middle panels) and RC (right
panels) for the IGRF model of the years 1900 (upper panels), 1955 (middle panels)
as well as 2010 (lower panels). A detailed description is given in the text.

Because no obvious correlation between the magnitude of the magnetic field and
the vertical cutoff rigidity was found the temporal variations of |B| will not be
studied further.

Figure 4.7 displays the absolute difference of the vertical cutoff rigidity and
δB between the years 1900 and 2010 as function of latitude and longitude. It
shows that the cutoff rigidity (upper panel) has significantly changed within the
last century especially over Europe, Russia, Asia, Australia as well as South Africa
while only little changes can be observed at high latitudes. Here three regions
of significant variations beyond ± 3 GV can be found: the region over Mexico,
the region between South America and South Africa (both decrease) as well as
the region between North America, North Africa and Southern Europe (increase).
Similar behavior can be found in the low and mid latitudes of δB values (lower
panel), while at high latitudes significant differences are observed. The regions of
significant value de- as well as increases, however, correlate with those occurring in
the changes of the cutoff rigidity.

Another important fact, which may not be neglected, is that the geomag-
netic field did undergo much stronger changes between 1955 and 2010 then in the
years between 1900 and 1955, as displayed in the left panels of Fig. 4.8. Additionally
the corresponding δB variations are shown in the right panels, revealing again a
quite similar behavior. Accordingly, in this Section we could find a quantity δB,
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Figure 4.7: The absolute differences of RC and δB between 1900 and 1955 (upper
panels) as well as 1955 and 2010 (lower panels).

the difference between the horizontal and vertical components of the magnetic field,
which is able to reflect

a) the geometry of RC as well as

b) its temporal evolution

Since the 1950s the secondary particle component has been measured constantly
by ground-based instruments like e.g. Neutron Monitors (NMs, see e.g. Simpson,
2000). Especially the temporal evolution of the vertical cutoff rigidity should have
an effect on the secondary particle environment, and thus should be visible in NM
data. Therefore the influence of the temporal vertical cutoff rigidity variations at
selected locations is investigated in the following.
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Figure 4.8: The absolute differences of RC and δB for different time intervals be-
tween 1900 and 1955 (upper panels) and 1955 and 2010 (lower panels).

Influence of the Temporal RC Variations on Ground-Based Mea-
surements

Neutron monitor stations with locations of low cutoff rigidity show higher variations
over a solar cycle than those at equatorial regions. Furthermore the altitude of a
NM station determines the amount of absorbing atmosphere above the station, and
thus, the higher the altitude of the station, the higher the measured counting rate.

The green filled stars in Figure 4.9 show the NM stations which have been
active between 1955 and today. However, only a few of these stations have been
able to provide data over a longer period of time. The red an blue ellipses mark the
areas of significant de- as well as increases, within which, however, none ore only a
few NM stations are located.

In order to investigate the influence of the rigidity changes on the NM counting
rates in the following the four specific locations colored in magenta are investigated
further: Kiel (54◦N 11◦E), Moscow (56◦N 38◦E), Mexico City (19◦N 100◦W, within
the blue circle) as well as a hypothetical Neutron Monitor on British Virgin Islands
(18◦N 64◦W, within the red circle, denotes as BVIs).

The panels of Fig. 4.10 show the temporal variations between the years 1900
and 2010 of the cutoff rigidity (left panels) as well as the geometry measure
δB (right panels) for Moscow and Kiel given as the red and black dots in the



4.2. Vertical Cutoff Rigidities 67

Figure 4.9: Neutron Monitor stations established between 1950 and 2012 (filled
green stars).

upper panels, respectively, while Mexico (black dots) and the BVIs (red dots) are
displayed in the lower panels, revealing that:

a) Although Kiel and Moscow are located at nearly equal latitudes significant
differences in the temporal evolution of both, the cutoff rigidity values (upper
left panel) and δB (upper right panel) between 1900 and 2010 can be observed.
While at Kiel (black dots) only minor variations are visible at Moscow (red
dots) a clearly visible decrease of both values occurs.

b) Considerably stronger temporal variations become obvious at Mexico City
(lower left panel, black dots) and the British Virgin Islands (red dots).

c) The temporal evolution of both quantities for all locations investigated are in
good agreement with each other. Note that in spite of the deviations at high
latitudes the computed temporal variations of δB are nevertheless in reliable
agreement with the rigidity values, showing even similarities in the temporal
behavior.

Thus, in addition to the previous investigations the results show that δB not only
can be seen as a first order approximation of the vertical cutoff rigidity computed
for 2010 but is also able to reflect the temporal evolution of the Earth’s magnetic
field. In addition the panels displaying the vertical cutoff rigidity show dashed
lines, referring to years 1913, 1955 and 1997 and their corresponding cutoff rigidity
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Kiel

Moscow

Mexico

British Virgin Islands

Figure 4.10: Vertical cutoff rigidities (left panels) as well as δB (right panels) values
between 1900 and 2010 at Kiel (black dots) and Moscow (red dots) both displayed in
the upper panels and Mexico City (black dots) and the British Virgin Islands (BVIs,
red dots) in the lower panels. While the cutoff rigidities at Kiel can be assumed as
constant over time those at Moscow show a decrease over the period investigated.
This effect, however, is much stronger for locations like Mexico City and the BVIs.
The geometry-based quantity δB shows a similar behavior.

values. Red horizontal lines thereby correspond to Moscow (upper panel) and
the BVIs (lower panel), while black ones display the values of Kiel and Mexico,
respectively. Note that both, the mentioned times as well as the time-dependent
cutoff rigidity values are of great importance for the following study.

However, only data of the NM in Kiel and Moscow are available. Due to
the fact that both stations are located within regions of only small cutoff rigidity
changes of up to 0.3 GV here only effects which are well within the statistical noise
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RC,1913 (GV) RC,1955 (GV) RC,1997 (GV)
Kiel 2.64 2.49 2.52

Moscow 2.70 2.38 2.29
Mexico 11.38 9.79 8.21
BVI 7.48 7.84 9.74

Table 4.1: The vertical cutoff rigidities for Kiel, Moscow, Mexico and the British
Virgin Islands in 1910, 1955 and 1997

of the detector are expected. Therefore another approach has to be found.

A possibility to investigate the influence of the rigidity changes on the counting
rates at certain locations lies in the analysis of NM latitude surveys (see e.g.
Clem and Dorman, 2000). In such surveys a mobile NM is used to measure the
counting rates while covering several geomagnetic location, and thus geomagnetic
cutoffs (see Moraal et al., 1989). For our analysis we use the counting rates
recorded on the Italian Antarctic Program 3-NM-64 survey (see Villoresi et al.,
1997), performed during the solar minimum conditions in 1997, described by
the solar modulation parameter ϕ = 410 MV (Usoskin et al., 2011). Because
NMs show a strong dependance on the solar activity it is of great importance
to only compare times with identical modulation conditions. Thus, in the fol-
lowing only the count rate changes of all four stations during solar conditions
with ϕ ≈ 400 – 420 MV are investigated, conditions which apply for the solar
minima of 1955 and 1997 (see Usoskin et al., 2011). Furthermore, due to the
11 year solar cycle as well as the 22 year solar cycle, the conditions mentioned
above are assumed to be present around 1913, thus they will be investigated as well.

The panels of Fig. 4.11 show the measured normalized counting rates (open
circles) as function of the cutoff rigidity RC . In addition a Gaussian profile has
been fitted to the measurements, shown as the red solid line. As mentioned above
the latitude scan was performed during the solar minimum in 1997, within the NM
era the corresponding solar conditions also occurred in the solar minima of 1955 as
well as are believed to also have occurred around 1913. Using the information on
the time-dependent cutoff rigidity values found in Fig. 4.10, also given in Table 4.1,
from Fig. 4.11 the corresponding normalized counting rate values, N(RC)/N(0),
can be determined. Their temporal dependence also can be found in Table 4.2.

Assuming the normalized counting rates as function of cutoff rigidity to be
constant over time from Fig. 4.11 it appears that over the investigated three solar
cycles the counting rate values increased about 12% at Mexico City (upper left
panel), while a count rate decrease of about 9% at the British Virgin Island (upper
right panel) would have been recorded due to the strong de- as well as increases of
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Figure 4.11: NM latitude scan by Villoresi et al. (1997) (black dots) and the cor-
responding counting rate variations at Kiel, Moscow, Mexico and the BVIs (color-
coded lines).

N/N(0)1913 (%) N/N(0)1955 (%) N/N(0)1997(%)
Kiel 96.8 97.2 97.2

Moscow 96.7 97.6 97.8
Mexico 61.6 67.0 73.2
BVI 76.2 74.6 67.2

Table 4.2: The measured normalized counting rates for Kiel, Moscow, Mexico and
the British Virgin Islands in 1910, 1955 and 1997

the vertical cutoff rigidity, respectively. Stations with smaller temporal cutoff de-
or increases show less strong variations within the counting rates, as can be see e.g.
for Moscow (lower left panel) and Kiel (lower right panel). These minor variations
could not be distinguished from the statistical noise of the detector, and thus can
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be neglected.
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Summary

The results of the previous investigations clearly reveal that

a) the analytic quantity δB, the difference between the horizontal and vertical
components of the magnetic field, can be seen as a first order approximation
of the vertical cutoff rigidity, whereas the SAA is only visible in |B| but not
in the single magnetic field moments

b) the vertical cutoff rigidity is more of a geometrical effect while the existence of
the South Atlantic Anomaly occurs due to the higher moments of the magnetic
field configuration

However, in order to be able to study the effect the results of this work on the
secondary particle environment long-term measurements of selected locations are
needed. Unfortunately none of the Neutron Monitor stations within regions of strong
cutoff rigidity changes is able to provide the necessary data.

4.3 Directional Cutoff Rigidities

By now only the vertical cutoff rigidity distribution was calculated and investigated.
However, due to the fact that galactic cosmic rays reach the Earth’s magnetic
field isotropically the directional cutoff rigidities have to be taken into account as
well in order to calculate the secondary particle environment and thus the global
cosmogenic radionuclides production rates correctly. Thus the cutoff rigidities
of primary particles arriving from arbitrary directions will be computed, taking
into account the cutoff rigidity distribution RC(r, ϑ, φ) for particles with zenith
angles of -90 ◦ ≤ ϑ ≤ 90◦ and azimuthal angles of 0 ◦ ≤ φ ≤ 360◦, as displayed
in the panels of Fig. 4.12. As can be seen the azimuthal angle φ is measured
counter-clockwise, whereas a zenith angle of ϑ = 0◦ represents the geographical
northern (vertical) direction. Both angles are varied within a 10◦ x 10◦ grid in the
following computations.

While more positively charged particles are able to penetrate the terrestrial
magnetic field from western direction, negative particles are deflected in the
opposite way, with more particles arriving from eastern direction. The positively
charged low energetic cosmic rays from eastward direction are suppressed compared
to those from the west, because the Earth’s presence effectively shadows certain
trajectories, which therefore are forbidden. The effect is known as the East-West
effect (see e.g. Jacklyn and Fenton, 1957), revealing that positive charged particles
arriving form eastward directions (φ = 90◦) exhibit much higher cutoff rigidities
then particles with western directions of incidence (φ = 270◦). The strength of this
effect, thus, is increasing with increasing zenithal angle ϑ.

To illustrate the East-West effect in the following the global directional cut-
off rigidity distributions for different zenithal and azimuthal angles are studied.
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Figure 4.12: Sketch of the angular connection of incidenting particles. Left panel:
Determination of the nomenclature, after Michaelsen (2010). Right panels: Angular
dependence of ϑ (upper panel) and φ (lower panel).

Selected results are shown in Figure 4.13, presenting the global cutoff rigidity
distributions for three different zenithal angles (ϑ = 0◦: upper panels, ϑ = 50◦:
middle panels and ϑ = 90◦: lower panels), each for eastward (φ = 90◦, left panels)
and westward (ϕ = 270◦, right panels) direction of incidence.

It shows that

a) the effect is negligible for low zenithal angles (φ= 0◦ – 30◦) but

b) increases with increasing zenithal angles, as shown in the middle and lower
panels of Figure 4.13, so that

c) particles arriving from eastward directions encounter a maximum cutoff rigid-
ity of approximately 18 GV at an zenithal angle of 0◦ (vertical direction, see
results in Fig. 4.3) while looking at a maximum values of around 79 GV for
zenith angles of 90◦.
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East West

Figure 4.13: Selected results presenting the global cutoff rigidity distributions for
three different zenithal angles (upper panels: ϑ= 0◦, middle panel: ϑ= 50◦ and lower
panels: ϑ= 90◦) each for eastward (ϕ=90◦, left panels) and westward (ϕ=270◦, right
panels) direction of incidence.

Thus, the investigations reveal that the directional cutoff rigidities need to be taken
into account.



Chapter 5

Computing the Secondary Particle
Environment

"... like a child with old eyes
cynical, sensible, always full of surprises..."

Kosheen - Hungry -

In order to quantify the influence of galactic cosmic rays on the atmospheric
ionization as well as the production of cosmogenic radionuclides it is essential
to know the flux of secondary particles like those of the electromagnetic as
well as hadronic branch evolving when high-energetic particles interact with the
atmospheric matter. Of special interest for this work are the evolving secondary
proton and neutron fluxes as a function of geomagnetic location, atmospheric depth
and time, as studied in the following.

As described in Appendix A.2 a primary particle spectrum at Earth has to
be defined in the PLANETOCOSMICS code in order to compute the secondary
particle production in the atmosphere. This can either be done by choosing the
built-in modulated galactic cosmic ray spectrum by Garcia-Munoz et al. (1975)
or by defining an arbitrary cosmic ray spectrum as input. Unfortunately for
both methods time-consuming numerical computations have to be performed
for each set of new input parameters such as the modulation value. Because of
this and the fact that the primary particle spectrum strongly depends on a) the
heliospheric modulation, b) the temporal evolution of the solar magnetic field, and
thus the solar activity as well as c) the geomagnetic propagation in this work the
atmospheric transport of secondary particles is calculated for a set of logarithmic
equally-binned primary particle energy intervals, where over each energy-bin is
uniformly distributed.

Applying this method the secondary particle environment can be simulated
independent from a) the use of a specific LIS model, b) the solar activity given by
the solar modulation parameter ϕ as well as c) the propagation within a specific
geomagnetic field. The results thereby are obtained in the following way (see also
Matthiä et al., 2008; Matthiä, 2009, for a more detailed description):

In the following the secondary particle fluence, which represents the number
of particles per area, in the energy interval ∆Esec = [Esec, Esec + δEsec] at a given
atmospheric depth x is denoted by F s

∆Eprim
(∆Esec, x), where s represents the
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secondary particle species. In a first step the secondary particle fluences induced by
primary particles within the energy range of ∆Eprim = [Eprim, Eprim+ δEprim] with
the corresponding fluence F (∆Eprim) for secondary neutrons, protons, electrons
and muons are computed in this work.

Assuming the primary particle flux to be constant over a small energy inter-
val the normalized secondary particle fluence f sEprim

(∆Esec, depth) per primary
particle with an energy Eprim ∈ ∆Eprim, is given by

f sEprim
(∆Esec, x) ≈

F s
∆Eprim

(∆Esec, x)

F (∆Eprim)
. (5.1)

For an arbitrary primary particle spectrum of species p, denoted by F p(∆Eprim),
with the particle-type dependent specific intensity F p(∆Eprim) the secondary par-
ticle flux at a fixed atmospheric depth x, however, is given by

F s,p(∆Esec, x) =

Ep
max∑

Eprim=Ep
0

F p(∆Eprim) · f s,p∆Eprim
(∆Esec, x). (5.2)

Due to a summation over the primary particle energy an upper as well as lower limit
of the arbitrary primary spectrum needs to be defined. The upper limit, Ep

max in
this work thereby is defined by the maximum energy simulated, thus 10 TeV. The
lower energy limit on the other hand, Ep

0 , is limited by the cutoff rigidity defined by
the Earth’s magnetic field, thus the geographic location and therefore is also known
as the cutoff energy EC . Using

EC =
√

(RC · q)2 c2 +m2c4 −mc2, (5.3)

where q represents the charge of the primary particle, m gives its mass while c the
speed of light, thereby a given cutoff rigidity can easily be converted into its cutoff
energy EC .

Taking into account all primary particle species of interest the total secondary
particle flux F s(∆Esec, x) is given by a summation over all primary particle types

F s(∆Esec, x) =
∑
p

Ep
max∑
Ep

F p(∆Eprim) · fs,p∆Eprim
(∆Esec, x). (5.4)

However, in order to compute the secondary particle fluxes, the following
assumptions were made:

a) The intensity of primary particles is assumed to be constant over a small
energy interval ∆Eprim.
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b) The analysis of this work’s results is restricted to the investigation of primary
hydrogen and helium nuclei.

c) The investigation on the computation of the secondary particles and their
dependence on the LIS models as well as changes due to the usage of different
hadronic interaction models is restricted to secondary protons and neutrons.

d) The influence of solar energetic particles on the CR-induced ionization and
the production of secondary particles is neglected.

In the following only the secondary neutron and proton production is investigated
because they are the main motor for the production of cosmogenic radionuclides.
For a more detailed study on e.g. muons see Matthiä (2009).
However, as mentioned in Section 2.4, secondary neutrons as well as protons play
an important role in the atmospheric radiation-environment and additionally are
the basic source of the production of cosmogenic radionuclides, and thus are of
major interest for this work.

Secondary neutrons are either produced by a) collisions of primary particles
with atmospheric matter, b) as fragments of the projectile of target nuclei or c)
from nuclei excited in evaporation processes. According to Dunai (2010) the energy
spectra of secondary neutrons produced at a certain atmospheric depth can be
divided into thermal neutrons (1·10−8 MeV to 1·10−6 MeV), epithermal neutrons
(1·10−6 MeV to 1·10−4 MeV), slow neutrons (1·10−4 MeV–0.1 MeV), fast neutrons
(0.1–10 MeV) as well as high-energy neutrons (10 MeV – 10 GeV). Secondary neu-
trons with energies above 10 GeV, however, are less frequently in the atmosphere.
In order to validate the following results a comparison with measurements will be
performed. For this study recent secondary neutron measurements by Goldhagen
et al. (2003), using a multi-sphere neutron spectrometer (Bonner spheres) in order
to determine the neutron energy spectrum of various locations, thus different cutoff
rigidities ranging within 0.7 GV ≥ RC ≤ 11.6 GV, as well as different atmospheric
depths, will be used.

Secondary protons, on the other hand, form the second largest population of
the secondary particle environment. Due to energy losses while traversing the
Earth’s atmosphere, primary protons with sufficient energies are able to contribute
to the total proton flux at any specific atmospheric depth. Thereby the contribution
becomes much stronger with decreasing atmospheric depth. If the energy of the
primary particle is high enough, for protons in the range of E ∼ 2.75 GeV (R ∼
3.6 GV), the particle is able to reach the Earth’s surface, otherwise it is stopped
at an energy-dependent atmospheric depth. Recent measurements by Boezio et al.
(2003) will be used for comparisons with the computations.
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5.1 Dependence on the LIS model

As investigated before, several primary proton and alpha particle LIS models exist,
which can be converted into each other by the linear equations given in Section 3.4.
However, although the spectra can be converted into each other they still show
energy-dependent differences. Thus, the influence of these models on the computed
secondary neutron as well as proton fluxes needs to be studied further.

Secondary Neutrons

As mentioned above recent measurements by Goldhagen et al. (2003) were performed
at different atmospheric depths as well as locations. The measurements were per-
formed during the solar minimum conditions in 1997 a time for which Usoskin et
al. (2011) reconstructed a solar modulation parameter of ϕUS05=404 MV. Using the
conversion equations given in Section 3.4 as well as their corresponding errors ∆ϕ

calculated in Section 3.4 the following LIS-dependent modulation parameter were
applied in the computations:

LIS Model Primary Protons Primary Alpha Particles

GM75 380 ± 7 MV 356 ± 4 MV
LA03 667 ± 3 MV 447 ± 8 MV
WH03 276 ± 18 MV 192 ± 3 MV
WH09 198 ± 71 MV 155 ± 5 MV

The panels of Figure 5.1 show the results of the computations (black lines, error-
dependent light blue band) in comparison with the measurements (red dashed dot-
ted line) for a location with RC = 2.7 GV at Sea-Level (1030 g/cm2) as function
of the secondary neutron energy. Note that the differential intensities are multi-
plied by the secondary particle energy in order to be able to study the differences in
more detailed. From top to bottom the panels display the results applying the LIS
models by Usoskin et al. (2005) , Garcia-Munoz et al. (1975), Webber and Higbie
(2003) as well as Webber and Higbie (2009). In general the shape of the neutron
flux at Sea-Level, which can be described as a multiple peak structure with three
significant peaks around 5·10−8 MeV, 1 MeV and 100 MeV, shows only slight LIS
model-dependent intensity variations, revealing that at low energies all LIS depen-
dent computations are able to represent the measurements fairly well, while they
tend to overestimate the peak around 100 MeV, results which are in good agree-
ment with the computations by Matthiä (2009). Furthermore, Fig. 5.1 investigates
the significance of the calculated LIS-dependent modulation parameter error ∆ϕLIS,
shown by the light blue bands. It shows that the LIS models by Garcia-Munoz
et al. (1975), Langner et al. (2003) as well as Webber and Higbie (2003) are only
weakly affected by the slight changes in the corrected modulation parameter, while
the model by Webber and Higbie (2009) with a corresponding error of ∆ϕWH09 = ±
71 MV shows significant changes in the neutron flux intensities. Using the upper
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Figure 5.1: Omnidirectional differential secondary neutron intensities at different
atmospheric depths and geomagnetic locations in comparison to measurements by
Goldhagen et al. (2003) (red curves) at an atmospheric depth of 1030 g/cm2 per-
formed at a region with RC= 2.7 GV. The calculations were performed for the dif-
ferent LIS models discussed in Section 3.1ff. using the LIS-dependent modulation
parameter retrieved by Equation (3.6) (black lines) as well as their uncertainties
(light blue bands).
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modulation limit of ϕWH09 + ∆ϕWH09 = 269 MV shows only minor influence on
low energetic secondary neutrons while at higher energies an even stronger over-
estimation of the measurements occurs. Adapting the lower modulation limit of
ϕWH09−∆ϕWH09 = 127 MV leads to a strong underestimation of the measurements
in the low energy range, while now the computations at higher energies are in good
agreement with the measurements. Note, however, that the different influences of
the corrected computations at low and high energies are grounded in the multipli-
cation of the secondary neutron intensity with the secondary particle energy, thus
minor influences at low energies occur while a strong influence is visible in higher
energy ranges.

Secondary Protons

The LIS dependent computed differential secondary proton fluxes as function of the
secondary proton energy is shown in Figure 5.2. Here the measurements performed
by the Cosmic AntiParticle Ring Imaging Cherenkov Experiment (CAPRICE)98
(Boezio et al., 2003) at an atmospheric depth of 5.5 g/cm2 for a fixed cutoff rigidity
of 4.3 GV are compared with this works computations. Note that the measurements
were performed in the solar minimum conditions of May 1998, where a modulation
parameter of ϕUS05= 570 MV was present (see Usoskin et al., 2011).

The corresponding adapted LIS dependent modulation parameters and their
systematical errors are given by:

LIS Model Primary Protons Primary Alphas

GM75 541 ± 6 MV 447 ± 3 MV
LA03 844 ± 3 MV 536 ± 8 MV
WH03 439 ± 16 MV 275 ± 3 MV
WH09 360 ± 99 MV 236 ± 6 MV

Figure 5.2 shows the secondary proton flux as function of the secondary particle
energy. Note that, as above, the flux is multiplied by the secondary proton
energy in order to provide a better comparability between the calculations and the
measurements. As can be seen this works computations (black lines, light blue
bands) are in good agreement with the measurements available only for the high
energy range (red squares).

In general it shows that the intensity profile within the energy range of
10−2 ≥ E < 3.4 GeV shows a decreasing characteristic while it abruptly
spikes to a much higher intensity level at around 3.4 GeV. This effect is a cutoff
rigidity dependent one. As mentioned before, the measurements were performed
at a cutoff rigidity of RC= 4.3 GV corresponding to a cutoff energy of ∼ 3.4 GeV,
the energy where the abrupt increase is located. The effect is most visible at low
atmospheric depths where only minor low energetic particles are produced.
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However, all modulated LIS models are able to represent the measurements
fairly well. Again it shows that the estimated modulation parameter error only
plays an important role for the model by Webber and Higbie (2009).

Consequences

Because both investigation revealed that all LIS models are able to represent the
measurements equally good when a) the proper LIS model dependent modulation
parameter and b) their corresponding error is applied all further investigations will
only be performed using the LIS model by Usoskin et al. (2005), if not stated
otherwise.

5.2 Dependence on the Hadronic Interaction Model

As described in Appendix A.1 the GEANT4 collaboration suggests two models to
simulate the hadronic interactions within the Earth’s atmosphere. According to the
collaboration unfortunately neither the BIC nor the Bertini interaction model can
replace one another and each model has its own advantages and disadvantages. In
order to test which model may be the better choice for the investigations of this work
in the following the hadronic model dependent secondary neutron as well as proton
flux computations are compared with the measurements by Goldhagen et al. (2003)
(secondary neutrons), Sanuki et al. (2003) and Diggory et al. (1974) (secondary
protons).

Secondary Neutrons

As a first step the secondary neutron fluxes computed with both models here are
compared to the measurements by Goldhagen et al. (2003). As shown in Fig 5.3
two different atmospheric depths as well as cutoff rigidities are applied. The upper
two panels show the computations at an atmospheric depth of 1030 g/cm2 at a
location with RC=2.7 GV and their deviations from the measurements, respectively.
the lower two panels, furthermore investigate the computations at a much lower
atmospheric depth of 53.5 g/cm2 at a much higher cutoff rigidity of 11.6 GV.

In general the multiple peak structure with its two significant peaks around
1 MeV and 100 MeV shows slight variations for the two different atmospheric
depths and their corresponding cutoff rigidities. Note that the 100 MeV peak is
dominant at sea level while the peak around 1 MeV dominates at lower atmospheric
depths. At an atmospheric depth of 1030 g/cm2 an additional peak around
5·10−8 MeV occurs while for the computations at 53.5 g/cm2 one in the energy
range of 2.3–20 GeV is evolving. The latter peak corresponds to a) fragments of
primary alpha particles (dominating effect) and b) neutrons which originate from
either nucleon-nucleus or nucleus-nucleus interactions (see e.g. Matthiä, 2009).
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Here the intensity maximum is located at 5 GeV/nuc, which, in fact, is similar to
the primary alpha particle energy corresponding to a cutoff rigidity of RC ≥ 11.6
GV. Thus, below this rigidity value the peak is dissembled by secondary neutrons
produced from low rigidity primary alpha particle fragmentations and, therewith,
not visible.

However, the first two panels reveal that the computations using the Bertini
model (dashed black line) are in good agreement with the low-energetic measure-
ments by Goldhagen et al. (2003) (red line), while a slight overestimation occurs at
higher energies. The results using the BIC hadronic interaction model (solid black
line) on the other hand are in good agreement with the measurements at thermal
energies while a significant overestimation over the following energy range occurs
(see also Matthiä, 2009). However, the picture changes when the neutron flux at an
atmospheric depth of 53.5 g/cm2 with a rigidity of 11.6 GV is investigated (lower
two panels). Now the low energetic secondary neutron flux is better represented
by the computations using the BIC model while both models overestimate the
measurements at higher energies.

Secondary Protons

In this Section the influence of the used hadronic model on the computation of the
secondary proton flux and their energy dependent deviations to the measurements
are investigated.

The first two panels of Fig. 5.4 display the results at an atmospheric depth
of 720 g/cm2 for a cutoff rigidity of 11.2 GV. Here the same line-style as in Fig. 5.3
is applied, whereas the measurements by Sanuki et al. (2003) are given as red
squares. The lower two panels shows the secondary proton flux at sea level at
locations with RC=1.9 GV in comparison to the measurements by Diggory et al.
(1974) (green squares). Note that in both cases a good agreement between the
computations using the Bertini model and both measurements occur, while the
computations using the BIC model overestimate the measurements by up to 80%,
findings which also are consistent with the investigations by Matthiä (2009).

Consequences

Although the secondary particle flux computations show the Bertini model to fit
the measurements better this works investigations by now are not able to favor a
particular hadronic interaction model. Therefore the following investigations of the
cosmic ray induced ionization will be performed for both hadronic models.
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Figure 5.2: Omnidirectional differential secondary proton intensities at different
atmospheric depths and geomagnetic locations in comparison to measurements by
Goldhagen et al. (2003) (red curves) at an atmospheric depth of 1030 g/cm2 per-
formed at a region with RC= 2.7 GV. The calculations were performed for the dif-
ferent LIS models discussed in Section 3.1. using the LIS-dependent modulation
parameter retrieved by Equation (3.6) (black lines) as well as their uncertainties
(light blue band).
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Goldhagen et al. (2004)
hadronic int. model:BIC
hadronic int. model: Bertini

1030 g/cm2

RC = 2.7 GV

53.5 g/cm2

RC = 11.6 GV

Figure 5.3: Computed differential neutron intensities for different atmospheric
depths and cutoff rigidities in comparison to the measurements by Goldhagen et al.
(2003) (red lines). Here the influence of the two used hadronic models BIC (dashed
black lines) and Bertini (solid black lines) is investigated.
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Sanuki et al. (2003)

hadronic interaction model: BIC
hadronic interaction model: Bertini
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Diggory et al. (1974)

Figure 5.4: Computed differential proton intensities for different atmospheric depths
and cutoff rigidities in comparison to the measurements by Sanuki et al. (2003)
(upper panels) and Diggory et al. (1974) (lower panels). The influence of the two
hadronic models BIC (solid black lines) and Bertini (dashed black lines) is investi-
gated.





Chapter 6

Modeling the Cosmic Ray Induced
Ionization

⋆ Parts of this Chapter are published in Fichtner et al. (2012)

"... I’d rather be floating in space somewhere
or worry about the ozone layer ..."

K’s Choice - 20,000 seconds -

Some atmospheric electrical phenomena, like e.g. the atmospheric lightning,
were known since the beginning of mankind. The understanding of the involved
processes, however, is a relative recent development.

Since the late 18th century the Earth is known to possess atmospheric elec-
trical properties. In addition in 1784 Charles-Augustin Coulomb discovered the
electrical conductivity of air and its dependence on the atmospheric humidity (see
e.g. Aplin et al., 2008). Afterwards the atmospheric electrical properties have
been investigated continuously, and, in the early 19th century, with Faraday and
Maxwell, a more mathematical as well as theoretical interpretation of the effects
was developed. These developments finally lead to the prediction and subsequently
to the discovery of a global atmospheric electric field.

6.1 The Cosmic Ray Induced Ionization

Today the global atmospheric electric field is known to be induced by cosmic rays
entering the Earth’s atmosphere (see e.g. Harrison et al., 2004; Bazilevskaya et
al., 2008). While in the upper atmosphere CRs mainly lose their energy due to
ionization of the ambient matter, with decreasing altitude the probability of an in-
teraction with the surrounding atmospheric gases drastically increases. The nuclear
interaction mean free path of a primary proton for example is in the order of 100
g/cm2. As shown in Section 2.4, CRs are able to initiate nucleonic-electromagnetic
cascades consisting of an electromagnetic, a hadronic and a muonic component.
Thus, the production of the charged secondary particles of the electromagnetic
component instantaneously leads to a further ionization of the middle as well as
lower atmosphere, an effect strongly depending on a) the energy of the primary
particle, b) the secondary particle type as well as the c) the atmospheric depth (see
Usoskin et al., 2006, and references therein).

Because GCRs are modulated by solar activity the ionization due to GCRs
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is anti-correlated to the eleven year solar cycle, and thus is high for low solar
activity and vice versa. In case of Solar Energetic Particle (SEP) events, however,
only very high energetic ones, such as particles of a Ground Level Events (GLEs),
are able to induce and contribute significantly to the atmospheric ionization.

The first direct measurements of the atmospheric ionization go back to the
year 1912 when Victor Hess detected the atmospheric ion pair production rate
during his balloon flights. In addition in 1934/35 Erich Regener and his co-worker
Johann Georg Pfotzer investigated the altitude dependent ionization profile (see
e.g. Regener and Pfotzer, 1935), discovering the ionization to be a transition
curve with a maximum at altitudes around 15–20 km, a value strongly depending
on the geographic latitude as well as the solar activity (see Bazilevskaya and
Svirzhevskaya, 1998; Bazilevskaya et al., 2008).

A series of detailed studies was first carried out by Neher (1967), Neher
(1971) as well as Lowder et al. (1972), studies which were continued by e.g. Rosen
et al. (1985) and Ermakov et al. (1997). Nowadays the atmospheric ionization
is believed to strongly affect atmospheric physical and chemical properties like
e.g. the atmospheric ion-balance (see e.g. Dorman et al., 2004), the atmospheric
cloud-coverage (see e.g. Marsh and Svensmark , 2000) as well as the atmospheric
aerosol formation (see e.g. Vitt and Jackmann, 1996).

Especially because these effects are not fully understood by now it is of great im-
portance to numerically compute the atmospheric ionization in order to understand
the basic principles and the dominating processes of the mechanisms involved.
Therefore this Chapter will present the numerical computations of the atmospheric
depth- as well as location dependent galactic cosmic ray induced ionization rates
using the PLANETOCOSMICS simulation code (see Appendix A). Adopting a
method first described by Usoskin et al. (2006) the ionization yield Y (E, x), the
ionization function F (ϕ,E, x) as well as the ionization rate Q(ϕ,RC , x) of primary
protons and alpha particles will be calculated. Moreover, in order to verify the
results of this work comparisons with numerical computations of the Cosmic Ray
Atmospheric Cascade (CRAC) model by Usoskin et al. (2006, 2010) as well as
measurements performed by Neher (1971) as well as Lowder et al. (1972) will be
presented. Furthermore a comparison with the measured ionization rates of a
latitude survey by Neher (1967) at multiple atmospheric depths and the influence
of the used magnetic field configuration is studied.

In addition note that the following Sections will investigate the influence of
the used hadronic interaction models BIC and Bertini, leading to a decision
which hadronic model will be used to compute the production of the cosmogenic
radionuclides investigated in Chapter 7.
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6.2 Modeling the Cosmic Ray Induced Ionization due to
Galactic Cosmic Rays

By now only two models are able to compute the cosmic ray induced ionization, both
using the Monte-Carlo method (see e.g. Nelson et al., 1985; Binder and Heermann
, 2010) to simulate the nucleonic-electromagnetic interactions:

a) The CRAC model by Usoskin et al. (2006) and its updated version
CRAC:CRII by Usoskin et al. (2010) are based on the COsmic Ray
SImulations for KAscade (CORSIKA) Monte-Carlo package. In order to sim-
ulate the low-energetic nuclear interactions the model is extended by FLUKA,
a fully integrated particle physics simulation package. The CRAC model in
addition was also used as the ground-base model of the Sofia model by Veli-
nov and Mateev (2005, 2007) as well as Velinov et al. (2009), which includes
an analytical approximation of the direct cosmic ray induced ionization.

b) PLANETOCOSMICS, which is used in this work (see Appendix A for a
detailed description).

In general the cosmic ray induced ionization rate Q, representing the number of ion
pairs produced in one gram of the surrounding atmospheric material per second, is
given by

Q(ϕ,RC , x) =
∑
i

∫ ∞

EC,i

Ji(ϕ,E) · Yi(E, x) dE, (6.1)

with i representing the investigated primary cosmic ray particle type, in this
work primary protons and alpha particles, Ji(ϕ,E) the corresponding modulated
differential primary particle flux at Earth, while Yi(E, x) represents the ionization
yield. As explained later in more detail the total cosmic ray induced ionization rate
strongly depends on a) the solar activity (ϕ), b) the geographic location (RC) and
c) the atmospheric depth (x).

In order to compute the cosmic ray induced ionization and to compare the
results of this work with those of the CRAC:CRII model the computation method
first described by Usoskin et al. (2006) is applied, thus the following steps will be
performed and investigated:

1. Calculation of the Ionization Yield Yi due to primary particles of type i ac-
cording to:

Yi(E, x) = α · 1

Eion
· ∆Ei

∆x
,

with ∆Ei as the mean specific energy loss at a certain atmospheric depth x

per simulated primary particle of type i with the energy E, while the average
atmospheric ionization energy Eion in air is defined as 35 eV (Porter et al.,
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1976). In order to take into account the influence of the zenith incidence
angle of the primary particle additionally a geometrical normalization factor
α = 2π

∫
cos(θ) sin(θ)dθ has to be considered.

2. By multiplying the ionization yield Yi(E, x) with an arbitrary cosmic ray spec-
trum Ji(ϕ,E) the differential ionization function Fi(ϕ,E, x) of type i primary
CRs is obtained. Fi(ϕ,E, x) therefore is given by

Fi(ϕ,E, x) = Yi(E, x) · Ji(ϕ,E).

3. The ionization rate Qi is obtained by integrating the ionization function
Fi(ϕ,E, x) over the primary particle energy,

Qi(ϕ,RC , x) =

∫ ∞

EC,i

Fi(ϕ,E, x) dE,

where the lower energy limit EC,i is given by the cutoff energy of the primary
particle at a given location (see Eq.(5.3)).

4. By summing up the ionization rates of all primary particle types investigated
the total atmospheric ionization rate is achieved:

Q(ϕ,RC , x) =
∑
i

Qi(ϕ,RC , x)

These four steps in the following are investigated in more detail. Thereby compar-
isons with the computations by Usoskin et al. (2006) and Velinov et al. (2009) are
performed. Moreover, the measurements by Neher (1967), Neher (1971) and Lowder
et al. (1972) will be used in order to verify which hadronic interaction model is the
more suitable one.

On the Computation of the Ionization Yield Yi

The first step to determine the cosmic ray induced ionization is to compute the
yield function Yi, representing the number of produced ions in one gram of the
surrounding atmospheric environment due to a single primary particle of type i

with a given energy E. As mentioned above, the yield function is given by

Yi(E, x) = α · 1

Eion
· ∆Ei

∆x
. (6.2)

As described in Section 5 for the computation of Yi(x,E) the energy loss of primary
protons and alpha particles in the energy range of 0.1 GeV/nuc – 10 TeV/nuc is
calculated mono-energetically with logarithmic equally binning. For each primary
particle bin furthermore multiple events are simulated and thus an averaged specific
energy loss value is obtained. For a discussion on the energy-interval dependent
number of computed events and its limitations see Appendix C.
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Figure 6.1: Influence of the Secondary cascade branches on the cosmic ray induced
ionization (taken from Usoskin et al. (2006)).

PLANETOCOSMICS offers the computation of the total specific energy loss
at 1000 atmospheric layers with an equally spaced thickness of ∆x = 1.035 g/cm2.
A disadvantage of this method, however, is that the deposited energy inside of
each of these layers can not be separated into the components of electromagnetic,
hadronic or muonic interactions, as show e.g. in Figure 6.1, which is taken from
Usoskin et al. (2006). Here the ionization yield function Yi for primary protons
with energies of 200 MeV (left panel), 10 GeV (middle panel) as well as 100 GeV
(right panel) as function of the atmospheric depth between 0 and 1030 g/cm2 are
shown. Also displayed is the influence of the hadronic (open dots), electromag-
netic (dotted) and muonic (grey) component on the total ionization yield (solid line).

It shows that the hadronic component clearly dominates the atmospheric
ionization in case of low primary proton energies (left panel), revealing that a
significant ionization is only present in the upper atmosphere. In case of an energy
of 10 GeV (middle panel) all secondary particle components are equally important,
however, showing a strong dependence on the atmospheric depth. On one hand
below 300 g/cm2 the electromagnetic component dominates the ionization while at
300 – 900 g/cm2 secondary particles of the hadronic branch are more important.
Near the Earth’s surface, on the other hand, the muonic component dominates the
cosmic ray induced ionization (see also Section 2.4). For high energetic primary
protons (right panel) the hadronic component has only a minor influence, whereas
electromagnetic branch particles dominate at depths below 600 g/cm2, while
muonic ones dominate above 600 g/cm2.

Comparisons of the results of this work with those computed by Usoskin et
al. (2006) and Velinov et al. (2009) are shown in the panels Fig. 6.2. The upper
panel displays the ionization yields due to primary protons with an energy of 1 GeV
as function of the atmospheric depth between 0 and 1000 g/cm2. The black solid
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hadronic interaction model: Bertini

Usoskin et al. (2006)

hadronic interaction model: BIC

Velinov and Mishev (2009)

Eprim = 1 GeV

Eprim = 100 GeV

Figure 6.2: Upper panel: Ionization Yield Y for a primary protons with an energy
of 1 GeV computed using the BIC (BERT) model given as solid (dashed) black lines
as well as in comparison with the computations by Usoskin et al. (2006) (red line)
and Velinov et al. (2009) (green line). Lower panel: Ionization Yield Y relative to
the computation by Usoskin et al. (2006) for a primary proton with an energy of
100 GeV.
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and dashed lines thereby represent the results using the hadronic BIC and Bertini
model, respectively, while the simulations by Usoskin et al. (2006) and Velinov et
al. (2009) are displayed as red and green solid lines. A good agreement between the
results of this work and the computations by Usoskin et al. (2006) at atmospheric
depths below 600 g/cm2 exists, while stronger deviations can be observed at larger
atmospheric depths. The computations by Velinov et al. (2009), however, show
significantly lower yield values compared to the other computations. Nevertheless,
all model results show that at these primary particle energies severe decreases of
the ionization yield values with increasing atmospheric depth occur. In addition
the lower panel of Fig. 6.2 shows the yield function values of primary protons with
an energy of 100 GeV normalized to the results by Usoskin et al. (2006), revealing
the different models to vary up to a factor of two. However, good agreements of
the computations of this work using the BIC model and the results by Usoskin et
al. (2006) at atmospheric depths above 200 g/cm2 occur.

In the following the influence of the two hadronic models and their deviation
to the calculations performed by Usoskin et al. (2006) will be investigated further.
For this purpose the primary proton induced ionization yield as function of
particle energies between 0.1 and 100 GeV is studied for atmospheric depths of
100 g/cm2 and 700 g/cm2, as shown in the upper and lower panel of Fig. 6.3.
Again solid and dashed lines represent the results using the hadronic BIC and
Bertini model, respectively, while the red solid lines show the computations by
Usoskin et al. (2010) using the CRAC:CRII model. As can be observed the results
of this work are in good agreement with each other at lower atmospheric depths,
while increasing deviations between both models as well as the computations by
Usoskin et al. (2010) become obvious. For primary proton energies between 0.1
and 20 GeV the computations using the BIC and Bertini model, however, pre-
dict higher ionization yield values then the ones computed by Usoskin et al. (2010).

The previous investigations showed the occurrence of significant depth-dependent
differences between the investigated models. To study the variations further
the total primary particle induced ionization yield (composite of primary proton
and alpha particle induced ionizations) as function of primary particle energy at
atmospheric depths between 100 and 800 g/cm2 is given in Fig. 6.4. Here the red
lines represent the computations using the BIC, while black ones display the results
of the Bertini model. Different line-styles represent different atmospheric depths.

As before the ionization yield Y increases with increasing primary particle
energy while a decrease with increasing atmospheric depth becomes obvious.
In addition a steep increase in the low energy range due to the dominance
of the hadronic component is visible, while a flatter increase in mid and high
energy ranges is present. The results are in good agreement with the findings by
Usoskin et al. (2010).
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hadronic interaction model: BIC

hadronic interaction model: Bertini

Usoskin et al. (2006)

100 g/cm2

700 g/cm2

Figure 6.3: The ionization yield Yprotons due to primary protons at different atmo-
spheric depths between 100 g/cm2 (upper panel) and 700 g/cm2 (lower panel) as
function of the primary particle energy. The solid and dashed black lines represent
the computations of this work using the BIC and Bertini hadronic interaction model,
respectively. Additionally the ionization yield function computed by Usoskin et al.
(2006) is given by the red solid lines.
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200 g/cm2

400 g/cm2
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hadronic interaction model: BIC
hadronic interaction model: Bertini

Figure 6.4: Ionization Yield Y due to primary protons and alpha particles as func-
tion of the primary particle energy at multiple atmospheric depths between 100 and
800 g/cm2.

On the Computation of the Ionization Function Fi

By multiplying the previously investigated primary particle type i dependent yield
function Yi(x,E) with an arbitrary cosmic ray spectrum Ji(E, ϕ), like e.g. a solar
energy particle event or a modulated galactic cosmic ray spectrum, the differential
ionization function Fi(ϕ,E, x) is obtained:

Fi(ϕ,E, x) = Yi(x,E) · Ji(E, ϕ). (6.3)

Due to the folding with the galactic cosmic ray spectrum, which has its maximum
intensities at around 1 GeV, the shape of the ionization function will significantly
differ from the previous investigations. Thus, the differential ionization function due
primary protons depending on primary particle energies between 0.1 and 100 GeV
at atmospheric depths of 100 g/cm2 and 700 g/cm2 are given in the upper and
lower panels of Fig. 6.5, respectively. Because such investigations strongly depend
on the solar activity here the galactic cosmic proton spectrum by Usoskin et al.
(2005) during solar modulation conditions of ϕ = 700 MV, a value corresponding
to the mean solar modulation value of the last solar cycles (Usoskin et al., 2011),
is applied. Again the results of this work are displayed as solid and dashed black
lines while the results by the CRAC:CRII model (Usoskin et al., 2010) are given as
red solid lines.
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Usoskin et al. (2006)

hadronic interaction model: BIC

hadronic interaction mordel: Bertini 100 g/cm2

700 g/cm2

Figure 6.5: Ionization Function due to primary protons as function of the primary
particle energy between 0.1 and 100 GeV at an atmospheric depths of 100 g/cm2

(upper panel) and 700 g/cm2 (lower panel). Lower panels: Ionization Function Fi

due to primary protons (left) and alpha particles (right) as function of the primary
particle energy at atmospheric depths between 100 and 800 g/cm2.
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Figure 6.6: Total ionization function at multiple atmospheric depths.

As supposed above due to the convolution with the primary particle spec-
trum the shape changes drastically. Now a steep increase to the ionization function
maximum occurs, which is followed by a slow decrease at higher energies.

At an atmospheric depth of 100 g/cm2, the computations of this work are in
good agreement with each other over the entire investigated energy range, and,
furthermore with the results by Usoskin et al. (2010) slightly overestimating them
at low and mid primary particle energies, however, revealing the ionization to be
most effective at primary proton energies of 1 GeV. At an atmospheric depth of
700 g/cm2 the picture slightly changes. Here significant variations within the mid
energy ranges within 1 and 30 GeV between the three models become obvious. In
addition a shift of the ionization maximum to higher primary proton energies can
be observed, which, however, slightly differs from the results by Usoskin et al. (2010).

Furthermore, the total ionization function of the primary particle energy and
atmospheric depth is given in Fig. 6.6. Here the same color- and line-style coding
as in Fig. 6.5 is applied.

In summary the previous investigations show the following picture:

a) The difference between the two hadronic interaction models investigated in
this work for low energetic primary particles is increasing with increasing at-
mospheric depth. While both models are in good agreement with each other
at an atmospheric depth of 100 g/cm2 significant variations up to a factor of
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four at 800 g/cm2 occur.

b) Depending on the atmospheric depth and the used hadronic interaction model
a shift of the energy dependent ionization function maximum, and thus the
effective primary proton as well as alpha energy, occurs.

On the Computation of the Ionization Rate Q

The ionization rates Qi of different cosmic ray species i are obtained by integrating
the ionization function Fi(ϕ,E, x) over the primary particle energy, thus,

Qi(ϕ,RC , x) =

∫ ∞

EC,i

Ji(ϕ,E) · Yi(E, x) dE (6.4)

=

∫ ∞

EC,i

Fi(ϕ,E, x) dE, (6.5)

where EC,i refers to the latitude and longitude dependent cutoff energy (see
Eq. (5.3)) of the primary particle investigated, which additionally corresponds to
the cutoff rigidity. By summing up the ionization rates of all investigated primary
particle types i the total atmospheric ionization rate Q(x,RC , ϕ) in units of (g s)−1

can be achieved.

Q(x,RC , ϕ) =
∑
i

Qi.

To verify the results of this work in the following the total ionization rate at
polar as well as equatorial regions is computed and a comparison with measure-
ments by Neher (1971) and Lowder et al. (1972) are performed.

Q(ϕ,RC , x) at Polar Regions (RC= 0 GV)

From 1954 to 1969 Neher (1971) performed multiple balloon flights measuring the
ion pair production rate for multiple solar modulation phases, locations as well as
atmospheric depths. Moreover a study of a latitude survey from Thule, Greenland
to Peru in the year 1965 was performed. In this Section measurements for solar
minimum conditions in 1955 (ϕ = 404 MV) at Thule, Greenland ()RC= 0 GV)
are compared with the results of this work using the hadronic BIC and Bertini model.

Note that in order to compare the results of this work with the measure-
ments performed by Neher (1971) as well as Lowder et al. (1972), which are given
in units of (cm3 s atm)−1, a convolution of the computations with the location and
altitude-dependent density (in units of g/cm3) and pressure (in units of atm, 1 atm
= 1013.25 hPa) has to be performed.

The upper and lower panels of Figure 6.7 show the total ionization rate Q(ϕ,RC , x)
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at polar regions during the solar minimum conditions in 1955 as well as the solar
maximum conditions in 1959 as function of atmospheric depths between 0 to
1000 g/cm2, respectively. The measurements by Neher (1971) are displayed as open
circles. The computations for the BIC and Bertini model are displayed as black
solid and dashed lines, respectively. In addition the computations by Usoskin et al.
(2006) are given as red curves.

During solar minimum conditions in general the ion pair production rate is
constantly decreasing with increasing atmospheric depth, displaying a steep
decrease between 0–600 g/cm2 which flattens within 600–1000 g/cm2. It shows
that the computations of this work are in good agreement with the measurements.
However, the simulations using the Bertini model seem to be the more suitable
ones, although only measurements up to 300 g/cm2 are available.

To study the latter in more detail also the ionization rates during solar maximum
conditions, which are displayed in the lower panel of Fig. 6.7, are investigated. Here
a comparison with measurements by Neher (1971) (open circles) and Lowder et al.
(1972) (crosses) is performed. In addition note that, although both measurements
were performed during similar solar modulation conditions the measurements show
differences of up to 20% from each other in between atmospheric depths of 0 to
200 g/cm2, a result which is still under scientific debate (see e.g. Bazilevskaya et al.,
2008). However, while during solar minimum conditions a constant decrease over
the entire atmospheric depth range is visible here a slightly ionization rate increase
within the first 55 g/cm2 becomes obvious, occurring because of the shielding
of the low energy part of the primary spectrum due to increasing solar activity.
Furthermore this increase is followed by a production maximum at around the
same atmospheric depth, leading to a steep decrease between 55–600 g/cm2 which
is similar to the investigations during solar minimum conditions.

It shows that the computations of this work are in good agreement with
both measurements. In particular the computations using the hadronic Bertini
interaction model are able to represent both measurements well within atmospheric
depths of 0 to 600 g/cm2, slightly underestimating them at higher atmospheric
depths. Also shown are the computations by Usoskin et al. (2006) which themselves
underestimate the measurements between 0–100 g/cm2 while slightly overestimating
them at higher atmospheric depths up to 600 g/cm2.

Q(ϕ,RC , x) at Equatorial Region (RC= 13 GV)

In addition to the investigations at polar regions here the results of both hadronic
models at equatorial regions are compared with measurements by Neher (1971)
performed during the solar minimum conditions of 1965 near Peru, as shown in
Fig 6.8. Applying the previous color and line-style coding it becomes obvious
that the ion pair production rate at equatorial regions shows a steep increase
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Neher (1971)

Usoskin et al. (2006)

hadronic interaction model: BIC

hadronic interaction model: Bertini

1955, polar regions

solar minimum conditions

hadronic interaction model: Bertini

hadronic interaction model: BIC

Usoskin et al. (2006)

Neher (1971)

Lowder et al. (1972)

1959, polar regions

solar maximum conditions

Figure 6.7: Polar ionization during solar minimum (upper panel) and solar maxi-
mum (lower panel) conditions. Here this works computations are displayed by the
solid and dashed black lines, the computations by Usoskin et al. (2006) are shown
as red solid lines while the measurements by Neher (1971) and Lowder et al. (1972)
are represented by the black open circles (x).
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hadronic interaction model: Bertini

hadronic interaction model: BIC

Neher (1971)

1965, equatorial regions

solar minimum conditions

Figure 6.8: Equatorial ionization during solar minimum conditions. The results of
this works are displayed by the solid and dashed black lines corresponding to the
hadronic interaction models BIC and Bertini, while the computations by Usoskin et
al. (2006) are shown as red solid lines. Additionally the measurements by Neher
(1971) are given by the black open circles.

within the first 50 g/cm2 which is followed by a smeared out maximum covering
atmospheric depths between 50 to 100 g/cm2. Like in the previous investigations
the computations using the Bertini model show a slightly better agreement with
the measurements over the entire atmospheric depth range.

Thus, based on the previous investigations, from now on only the hadronic
Bertini interaction model will be taken into account.

Selected Applications

To confirm the previous finding in the following Section the reconstruction of a lati-
tude scan performed by Neher (1967) is compared with the computations using the
hadronic Bertini interaction model. As shown in Section 4.2 the temporal evolution
of the geomagnetic field can not be neglected, thus to take into account the influ-
ence of the magnetic field configuration on the latitude scan reconstructions in the
following the three different IGRF parameter sets of 1900, 1965 the year in which
the latitude was performed as well as 2010 will be studied.
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latitude -10.3 -3.1 -2.3 3.3 12.1 17.3 23.4 30.2
longitude -78.6 -80.7 -80.3 -80.4 -78.3 -75.7 -74.3 -74.3
latitude 37.0 38.0 41.6 46.5 52.8 65.6 76.5
longitude -74.2 -73.3 -65.6 -59.5 -55.3 -56.7 -68.8

Table 6.1: Locations of the latitude survey measurements performed by Neher (1967).

Computation of the Ionization Rate in 1965 and its Application to the
Latitude Survey by Neher (1967)

Among other measurements Neher (1967) performed a latitude survey during the
solar minimum conditions of July 1965. Throughout 30 balloon flights, of which
half were made from shipboard (mobile stations) while the other half was being
launched at Bismarck, North Dakota, a northward directed latitudinal survey
from Peru to Thule, Greenland was performed, measuring the cosmic ray induced
ionization at atmospheric depths between 5 g/cm2 and Sea Level as function of the
geomagnetic latitude.

In order to compute the ionization rate Q(ϕ,RC , x) for this setup, and to
compare the results with the measurements, the cutoff rigidity dependent com-
putations have to be converted into latitudinal and longitudinal ones. As a first
calculation therefore Q(ϕ,RC , x) is "synchronized" with a global cutoff rigidity
distribution as computed e.g. in Section 4.2. Thus, at each atmospheric depth x

a latitude and longitude dependent ionization rate distribution can be computed.
Such a distribution is shown in the colored contour plot of Fig. 6.9 displaying the
results for an atmospheric depth of 140 g/cm2. Here the LIS models by Usoskin et
al. (2005) are used, which, according to Usoskin et al. (2011) in 1965 is modulated
by ϕ = 386 MV. In addition also the locations of the performed latitudinal survey
route, which also are given in Table 6.1, are displayed as filled stars. Red color
represents ionization rates of 270 ion pairs/(cm3 s atm), blue ones of approximately
80 ion pairs/(cm3 s atm). Note that the shape of the global ionization distribution
depends on the used magnetic field configuration, however, the production rates
are anti-correlated to the cutoff rigidity distribution. Thus, regions with low cutoff
rigidities, e.g. polar regions, show maximum ionization rate values.

Figure 6.10 uses the previous investigations as function of latitude to com-
pare them with the depth dependent measurements of the latitude survey by
Neher (1967). Note that the computations as well as the measurements of each
atmospheric depth investigated are colored differently: the results at 140 g/cm2,
200 g/cm2 and 280 g/cm2 are displayed in red, blue and green, respectively. The
colored stars represent the locations of the mobile stations while the solid lines
represent the computations of this work.
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Figure 6.9: Color plot of the latitude and longitude dependent atmospheric ioniza-
tion during solar minimum conditions (ϕ=389 MV) at an atmospheric depth of
140 g/cm2. In addition the locations of the latitude survey performed by Neher
(1967) are displayed as black stars.

A good agreement between the measurements and the computations of this
work is found, although at higher latitudes slight overestimations of the measure-
ments occur. In addition Fig. 6.10 shows a black dashed line representing the so
called latitudinal knee-effect (see e.g. Compton and Turner , 1937). According to
Dorman (2012) the knee, which is caused by magnetospheric effects like shadow
cone effects as well as due to the modulation of low energetic GCRs (see e.g. Neher,
1967), is defined to be the latitude of an atmospheric depth-dependent cutoff
rigidity value above which the ionization rate becomes plateau-like. According to
the measurements by Neher (1967) the depth-dependent knee effect follows a linear
function given by f(latitude) = 30 · latitude − 1235 (black dashed line), which is
in good agreement with the computations.

Taking into account the variation of the global cutoff rigidity distribution
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Neher (1969)

200 g/cm2

140 g/cm2

280 g/cm2

magnetic field model: IGRF for 1965

� = 398 MV

Figure 6.10: Latitude survey at 140 g/cm2 (blue), 200 g/cm2 (green) and 280 g/cm2

(cyan). The measurements performed by Neher (1967) are represented by the at-
mospheric depth dependent filled colored stars. Additionally a linear approximation
of the so-called latitudinal knee (see text for more information) predicted by Neher
(1967) as well as given by this work are given by the black and red dashed lines.

over the past 110 years (see Section 4.2) the question arises whether or not the
computations of the reconstructed latitude survey are sensitive to the used magnetic
field configuration. Thus, in the following the influence of the used magnetic field
configurations of the IGRF model in 1900, 1965 and 2010 is investigated.

On the Influence of the Magnetic Field Model Applied

The panel of Fig. 6.11 shows the difference between the cutoff rigidities com-
puted for the magnetic field parameters of the year 1900 and 2010, as discussed in
Section 4.2, also showing the locations of the performed latitude survey. It becomes
obvious that the latitude survey by Neher (1967) was performed in regions which
only show minor cutoff rigidity changes of ± 0.5 GV during the past 110 years,
implying that the use of different magnetic field configurations should only have
minor influence on the computed ionization rates.

Figure 6.12 shows the deviations of the computed latitude survey using ei-
ther the IGRF parameters for 1900 (solid lines) or 2010 (dashed lines) to the actual
survey using the configurations of 1965 at 140 g/cm2 (red), 200 g/cm2 (blue)
as well as 280 g/cm2 (green), revealing that certain regions are more influenced
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Figure 6.11: Latitude survey . The locations of the original latitude survey are
represented by the filled purple stars in the left panel.

Figure 6.12: Shifted latitude survey at 140 g/cm2 (blue), 200 g/cm2 (green) and
280 g/cm2 (cyan) using the magnetic field parameters of the year 1900 (solid lines)
and 2010 (dashed lines).
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Figure 6.13: Shifted latitude survey. The locations of the shifted latitude survey are
represented by the filled purple stars in the left panel.

by a change in the magnetic field properties than others. While no influence of
the used magnetic field configurations on the ionization at polar regions can be
observed, at low and mid latitudes differences are visible. Here ionization rate
decreases/increases between ± 10–20%, and thus a much stronger variation than
expected, occurs. This study alone reveals that it is of great importance to use the
proper magnetic field configurations for the reconstruction of the measurements,
however, furthermore, the question arises how strong the effects would be if the
latitude survey would have been performed at regions about 20◦ further more east,
a case study which is performed in the following.

Influence of the Magnetic Field During the Shifted Latitude Sur-
vey

The shifted, hypothetic, latitude survey is shown in Fig. 6.13. As can be
seen such a latitude scan would have been performed in regions of stronger cutoff
rigidity changes, which would lead to even more severe deviations, as shown in
Fig. 6.14. It becomes obvious that by using this setup now a much wider region
within 0–72◦ shows severe differences between the computations using the proper
magnetic field configurations and those using the parameters of the IGRF model
for 1900 (2010). In this investigations differences of up to ± 20–40% occur,
emphasizing the previous findings.
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Figure 6.14: Shifted latitude survey at 140 g/cm2 (blue), 200 g/cm2 (green) and
280 g/cm2 (cyan) using the magnetic field parameters of the year 1900 (solid lines)
and 2010 (dashed lines).

Depth-Dependent Cosmic Ray Induced Ionization Between 1936 and
2010

The previous Section showed that the ionization rate distribution strongly depends
on the used magnetic field configuration, however, a strong dependence on the solar
modulation also exists. Therefore this Section will study the influence of the solar
modulation on the atmospheric ionization rates at specific atmospheric depths as
well as geographical locations. In order to investigate the solar influence on the at-
mospheric ionization during realistic conditions the reconstructed solar modulation
parameter over the last 74 years (Usoskin et al., 2011) is taken as input for this study.

As shown in Fig. 6.15 the total ionization rates due to primary protons and
alpha particles are displayed at atmospheric depths of 700 g/cm2 (left panel) and
1000 g/cm2 (right panel) as a function of time. Here black lines represent the
computations at polar regions, while red lines show the results at equatorial regions.
Note that the second y-axis give the ionization values at equatorial regions.

From this investigations it becomes obvious that the solar modulation cycle
dependent ionization rates with the two minima-cycle dependent flat and peaked
profiles can be observed at polar as well as equatorial regions. In general, inde-
pendent from atmospheric depth and location, the ionization rates clearly show
an anti-correlation to the solar activity cycle. Furthermore, independent from
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Figure 6.15: Influence of the solar modulation on the ionization rates at atmospheric
depths of 700 g/cm2 (left panel) and 1000 g/cm2 (right panel) at polar (black lines)
and equatorial regions (red lines). Note that the second y-axis correspond to the
values computed at equatorial regions.
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Figure 6.16: Contour plots of the atmospheric ionization (here in units of (ion
pairs/(cm3 s atm)) as function of atmospheric depths between 0 and 1030 g/cm2 and
the solar modulation between 1939 and 2010 using the reconstructed solar modulation
parameters by Usoskin et al. (2011). The computations are performed for polar
regions.

atmospheric depth and location, the eleven as well as 22 year cycle is visible in the
ionization rate values.

However, in order to investigate the atmospheric depth dependence of the
solar activity over the past 74 years Figs. 6.16 and 6.17 show logarithmically col-
ored contour plots of the cosmic ray induced ionization as function of atmospheric
depth and time at polar regions as well as equatorial regions, respectively. Here
purple color indicates low ionization while red coloring represents high ionization
values. In addition contour lines at specific ionization values are shown, combining
and summarizing almost all results previously found:

a) the cosmic ray induced ionization strongly depends on the atmospheric depth
investigated

b) the ionization strongly depends on the solar variation

c) during solar minimum and maximum conditions at polar regions the ionization
maximum can be found between 0-75 g/cm2, while it is smeared out between
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Figure 6.17: Contour plots of the atmospheric ionization (here in units of (ion
pairs/(cm3 s atm)) as function of atmospheric depths between 0 and 1030 g/cm2 and
the solar modulation between 1939 and 2010 using the reconstructed solar modulation
parameters by Usoskin et al. (2011). The computations are performed for equatorial
regions.

50 and 200 g/cm2 at equatorial regions

d) the ionization rates between 600 and 1000 g/cm2 are independent of latitude,
while an increase of a factor of up to 20 between both locations at lower
atmospheric depths can be observed

e) the variability due to the solar modulation is stronger at polar regions.

In summary the computations of this Chapter revealed that the hadronic Bertini
model is the more suitable one for the purpose of this work. Thus, the following
investigations on the local and global cosmogenic radionuclide production rates will
be performed exclusively for this particular model.



Chapter 7

Modeling the Production of
Cosmogenic Radionuclides

⋆ Parts of Section 7.2 and Section 7.3 are published in Matthiä et al. (2011) and
Fichtner et al. (2012). Furthermore, the results of Section 7.6 are in prep. as Herbst
et al. (2012c).

"And we stare at the Sun
but we never see anything there

just a glare has become
all that we’ll ever see there..."

MuteMath - Stare at the Sun -

GCRs are modulated as they enter the heliosphere (see Section 2.2). During times of
low solar magnetic activity this helio-magnetic modulation is less pronounced than
during solar maximum conditions. Thus, during phases of low solar activity much
higher particle intensities occur inside the heliosphere. Particles arriving at the
Earth’s vicinity additionally encounter the terrestrial magnetic field which shields
the atmosphere from low energetic primary charged particles, a quantity described
by the cutoff rigidity investigated in Section 4.2. However, particles which are able
to enter the terrestrial atmosphere will interact with the atmospheric environment.
While lower energetic particles mainly lose energy due to ionization processes in
the upper atmosphere (see Chapter 6) the interaction of high-energetic primary
particles deeper inside the atmosphere leads to the evolution of altitude-dependent
secondary particle cascades mainly consisting of secondary neutrons, protons and
muons (see Section 2.4). Of great importance for the production of both short- and
long-lived cosmogenic radionuclides thereby in particular are secondary neutrons
and protons. Due to the fact that the production is directly correlated with the
primary particle intensity on top of the atmosphere it is directly anti-correlated to
the solar activity.

Since the discovery of atmospheric particle showers in the early 1930s it was
predicted that CRs could also lead to the production of cosmogenic radionuclides
in the atmosphere as well as on the Earth’s surface (see Grosse, 1934). This was
only verified in the late 1940s when the cosmogenic radionuclide 14C was discovered
(see e.g. Libby, 1946; Libby et al., 1949). The discovery of other cosmogenic
radionuclides, however, took about 30 more years, but with the development of
the Accelerator Mass Spectrometry (AMS) in the late 1970s (see e.g. Muller, 1977)
other cosmogenic radionuclides like 10Be as well as 36Cl were detected. Nowadays,
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in times of space probing and satellite imaging the Sun and its interior can be
studied in much more detail, providing huge amounts of information about the
solar activity and the solar magnetic field evolution with time. In order to study
e.g. the solar activity over past millennia (see e.g. Beer et al., 1990; Beer, 2000;
Beer et al., 2000; Vonmoos et al., 2006; Steinhilber et al., 2008) or to reconstruct
the solar as well as terrestrial magnetic field over thousands of years back in time
(see e.g. Wagner et al., 2000; Steinhilber et al., 2010) several approaches have to be
taken into account.

Because of the fact that a) cosmogenic radionuclides are directly linked to
the primary particle intensity and b) they are stored in natural archives like ice
sheets, tree rings or sediments information of former solar as well as geomagnetic
conditions are well preserved. First studies by Beer et al. (1988, 1990) investigated
the 10Be concentrations measured from the Camp Century ice core (North Green-
land) dating back to the year 1783. A clear anti-correlation to the solar activity
is visible in the data. By comparing the measured 10Be concentrations with the
relative abundance of 14C measured from tree rings Bard et al. (1997) additionally
identified delayed concentration maxima during persistent periods of low solar
activity. Today these time periods are known as the Grand Solar Minima. Within
the last millennium six of these minima occurred, the most recent ones of which are
the Wolf minimum (between 1060 and 1320 AD), the Spoerer minimum (around
1500 AD), the Maunder minimum (around 1690 AD), the Dalton minimum (around
1820 AD) and the Gleissberg minimum (around 1890 AD). Besides these grand
solar activity minima McCracken et al. (2004) could also identify six periods of
unusually high solar activity between 850 AD and 1958 AD.

In addition, other parameters like e.g. the total solar irradiance (see e.g.
Steinhilber et al., 2010) as well as the solar modulation parameter investigated in
Section 3.4 can also be reconstructed from the measured data (see e.g. Vonmoos
et al., 2006; Steinhilber et al., 2008). Using the latter results Herbst et al.
(2010) (see also Section 3.4) concluded that the reconstructed solar modula-
tion parameter values from 10Be data may strongly depend on the used LIS.
Investigating different LIS models they found inconsistencies between the spec-
tra and the 10Be productions rates which may reveal information about the true LIS.

This Chapter will introduce the physical background of the production of
cosmogenic radionuclides as well as present the process of modeling various
nuclides using the simulation code PLANETOCOSMICS (see e.g. Appendix A.2).
In order to do so in a first step the atmospheric altitude as well as primary
particle energy dependent production rates of 10Be, 7Be, 14C, 3H, 36Cl and 26Al
as function of the solar modulation parameter ϕ and the geomagnetic location
will be computed. Note that in contrast to previous approaches the cosmogenic
radionuclide production rates due to primary protons as well as primary alpha
particles is investigated separately here. In the following Sections particularly the
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influence of the cross sections as well as the applied geomagnetic field configurations
are studied. In order to validate the results of this work comparisons with other
numerical approaches by e.g Masarik and Beer (1999), Webber and Higbie (2003),
Masarik and Beer (2009) or Kavaltsov et al. (2012) as well as measurements by
e.g. Nir et al. (1966), Reimer et al. (2009) and Berggren et al. (2009) will be
performed. Furthermore the computed 14C production rates will be used in order
to reconstruct the solar modulation parameter ϕ during the Holocene using the
corresponding paleomagnetic field configurations given by Knudsen et al. (2008) as
well as Korte et al. (2011). Using the reconstructed modulation parameter as well
as the global 10Be production rates presented in this work for the first time also
10Be measurements will be shown to be reasonably well represented.

7.1 The Production of Cosmogenic Radionuclides

Cosmogenic Radionuclides are the product of an interaction of CRs with the
atmospheric gases Oxygen, Nitrogen and Argon. By assuming the intensity of the
LIS outside the heliosphere to be constant over the Holocene GCRs are modulated
only by solar activity as well as the geomagnetic field.

Inside the atmosphere three main production mechanisms, which lead to the
production of cosmogenic radionuclides, exist:

Spallation reactions: Protons as well as neutrons are sputtered off the atmo-
spheric target nuclei during an interaction with high-energetic secondary neu-
trons (at Sea Level sporadically also protons). Furthermore evaporation pro-
cesses may occur, and thus, more than one low-energetic nucleon may be
emitted when the energy of the impactor is in the order of 7 – 9 MeV, an
energy corresponding to the binding energy of the nucleon (see e.g. Masarik
and Beer, 1999; Dunai, 2010).

Thermal neutron capture: Occurs because most of the neutrons produced in
cascades and sub-cascades are slowed down to thermal energies in the energy
range of 1 · 10−8 − 7 · 10−7 MeV (Phillips et al., 2001). Due to the fact that
most of these reactions are determined by large cross sections they produce a
significant amount of cosmogenic radionuclides (see e.g. Phillips et al., 2001;
Dunai et al., 2007; Dunai, 2010), the most prominent example of which e.g. is
14C.

Negative muon capture: Thermal-energetic muons are captured by the atomic
electron shell of the target atom and subsequently cascade towards the lowest
electron shell, where they decay or are captured by the nucleus (see e.g. Ei-
delman et al., 2004). Furthermore, muons are not stable. They decay with a
half-life time of 1.52 µs.

Furthermore, because of the much lower corresponding cross sections and the fact
that thermal muons mainly occur near the Earth’s surface the negative muon capture
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CN mass number atomic mass number half-life

10Be 4 10 1.39·106a
7Be 4 7 53d 6h 45min
36Cl 17 36 3.01·105a
3H 1 3 12a 117d

26Al 13 26 7.17·105a
14C 6 14 5730a

Table 7.1: Characteristic of the cosmogenic radionuclides investigated in this work:
10Be, 7Be, 36Cl, 3H, 26Al as well as 14C (see e.g. Steinhilber, 2010).

reactions are of minor importance and thus will not be taken into account in this
work.

The Cosmogenic Radionuclides Investigated in This Work

The following Section investigates the production reactions as well as the charac-
teristics of the cosmogenic radionuclides studied in this work.

As shown in Table 7.1 and Table 7.2 Beryllium has at least two cosmogenic
radionuclides, 7Be and 10Be, both of which are produced by spallation reactions of
secondary neutrons and protons with the atmospheric Nitrogen and Oxygen atoms.
Because of its long half-life of 1.39·106 a 10Be has a long half-life before it decays to
10B (see e.g. McPherson et al., 2003), a half-life time which, however, is still under
scientific debate. Chemeleff et al. (2009) as well as Korschinek et al. (2010) refer to
a half-life time of 1.39·106a while Nishiizumi et al. (2007) and Hofmann et al. (1987)
talk about 1.36·106a and 1.51·106a, respectively. The cosmogenic radionuclide 7Be,
with a half-life time of merely about 53 days, decays by electron capture where
an electron is spontaneously swallowed by the nucleus, emitting a neutrino (see
e.g. Liu et al., 2003). The reactions leading to the production of the cosmogenic
radionuclides studied in this work are summarized in Table 7.2, showing the
majority of those cosmogenic radionuclides to be produced by spallation reactions
with the atmospheric atoms Nitrogen and Oxygen, while both 36Cl and 26Al are
the result of interactions with the stable Argon isotopes 36Ar and 40Ar.

The Cross Sections

As pointed out in Section 2.4 the probability for an interaction of a secondary
particle with an atmospheric target atom is described by the cross section σ. For
the production of the cosmogenic radionuclides studied here only neutron and
proton cross sections play an important role. The main difference between both
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10Be 14N + n → 10Be + 3p + 2n 7Be 14N + n → 7Be + 3p + 5n
14N + p → 10Be + 4p + 1n 14N + p → 7Be + 4p + 4n
16O + n → 10Be + 4p + 3n 16O + n → 7Be + 4p + 6n
16O + p → 10Be + 5p + 2n 16O + p → 7Be + 5p + 5n

3H 14N + n → 3H + 6p + 6n 36Cl 40Ar + n → 36Cl + 1p + 4n
14N + p → 3H + 7p + 5n 40Ar + p → 36Cl + 2p + 3n
16O + n → 3H + 7p + 7n 36Ar + n → 36Cl + p
16O + p → 3H + 8p + 6n

26Al 40Ar + n → 26Al + 5p + 10n 14C 14N + n → 14C + p
40Ar + p → 26Al + 6p + 9n

Table 7.2: Production reactions of the CNs investigated in this work (see e.g. Von-
moos, 2005).

can be found in the low energy range: Due to the existence of the Coulomb barrier
the positively charged protons are repulsed by the protons located inside the nuclei
of the target atom (see e.g. Beer et al., 2012).

The corresponding excitation functions are displayed in Fig. 7.1. It shows
that each of the cross sections has a specific threshold energy which is an indicator
for the minimum energy required to trigger the corresponding reaction.

The upper panels of Fig. 7.1 show the excitation functions of 10Be (left panel) and
7Be (right panel). The black and red solid lines represent the reactions of N and O
with the secondary neutrons, respectively, while the dashed colored lines refer to
interactions with secondary protons. The thresholds of e.g. the production of 10Be
from interactions of the secondary neutrons and protons with Nitrogen thereby
are in the order of 15 MeV and 33 MeV, respectively. However, in all cases the
oxygen-based threshold energy is in the order of 30 MeV. For information on the
experimental data used here see Masarik and Beer (1999) as well as Webber and
Higbie (2003).

The left middle panel of Fig. 7.1 shows the cross sections for the production
of 36Cl by interactions with the stable isotopes of atmospheric Argon. However, in
the atmosphere Argon is much less abundant than Nitrogen or Oxygen. The black
lines show the interaction probability for the spallation reaction with 40Ar, while
the red line represents the interaction with 36Ar. Here the two peak structure of
the dashed black line refers to the interaction of 40Ar(p,x)36Cl. The excitation
function 36Ar(n,p)36Cl, however, has a much lower threshold then the other two,
while showing an almost five times higher σ value. Note the partly compensation
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Figure 7.1: The cross-sections for the production of the cosmogenic radionuclides
10Be, 7Be, 36Cl, 3H, 26Al and 14C.
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of the much less abundance of Argon by the much higher σ values of the three
reactions. Moreover, in the middle right panel the cross sections for the production
of 3H are displayed. Those cross sections were taken from experimental data by Nir
et al. (1966) and references therein.

The lower panels display the energy-dependent cross sections of 26Al (left
panel) and 14C (right panel). All previously investigated cross section are located
in the energy range between 1 MeV and 10 GeV, most of the time exceeding the
binding energy of E > 8 MeV. The only exception to this picture is 14C which is
produced by thermal-neutron capture. Here much lower energies within 1·10−9 –
100 MeV become important. In addition note that 14C is given in barn rather than
mbarn.

The cross sections used in this work can also be found at e.g. the National
Nuclear Data Center (see e.g. http : //www.nndc.bnl.gov/exfor/endf.htm).

Due to the strong energy-dependence of the cross sections the production of
the cosmogenic radionuclides investigated here will strongly depend on the sec-
ondary particles fluxes, and thus different production rates as function of a) solar
modulation, b) geomagnetic latitude as well as c) atmospheric depth will occur (see
e.g. Beer et al., 2012).

However, once cosmogenic radionuclides are produced they become subject of
complex atmospheric mixing and transport mechanisms, as sketched in Figure 7.2.
After being transported and distributed by atmospheric circulation mechanisms,
indicated by the black cycles, as well as being attached to atmospheric aerosols
they are either removed by condensation, like e.g. 10Be as well as 36Cl, or become
part of the carbon cycle (see e.g. Prentice et al., 2011) like the radionuclide
14C (see e.g. Dunai, 2010), processes leading to the storage of the cosmogenic
radionuclides in natural archives like ice sheets, trees or sediments, where they
preserve information about their production and transport. Moreover, Heikkilä
et al. (2008) performed global circulation model computations on the example of
10Be. They found that the stratospheric production contributes in the order of
70 % to the total atmospheric production. As a result the signal stored e.g. in the
Antarctic ice contains information of higher but also lower latitudes. Atmospheric
transport and mixing processes, however, are beyond the scope of this work, thus
all cosmogenic radionuclides investigated here are assumed to be globally mixed.

7.2 Modeling the Production of Cosmogenic Radionu-
clides

First attempts to calculate the production of the cosmogenic radionuclides were
made in the mid of the 20th century. In those days, however, both the secondary
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Figure 7.2: Sketch of the processes involved in the production of cosmogenic ra-
dionuclides. Primary particles entering the Earth’s atmosphere trigger a secondary
particle cascade. The evolving hadronic branch which, amongst others, leads to the
production of the cosmogenic radionuclides investigated in this work. After being pro-
duced the radionuclides attach to aerosols and undergo atmospheric circulation and
mixing processes. Depending on the residence time they undergo a mixing, which can
either be global or altitude dependent. Eventually they are transported into natural
archives like ice sheets, trees or sediments where they continue to decay radioactively.
Both transport archiving processes can be influenced by the atmospheric circulation
as well as the accumulation rate.



7.2. Modeling the Production of Cosmogenic Radionuclides 119

particle fluxes, and thus the cosmogenic nuclide production rates as well as the
cross sections were not well known. Therefore the pioneers of this new field, D.
Lal and B. Peters, invented another approach. Using photo-emulsion plates they
determined the number of interactions between the CRs and the matter contained
in the plates at different geographic locations and altitudes over several years. By
multiplying the counting-rate with the yield function (see Section 6.2) they were
able to obtain the production rate of a specific cosmogenic radionuclide without
the exact knowledge of the physics involved (see e.g. Lal and Peters, 1967).

Nowadays computations by e.g. Masarik and Beer (1999, 2009), Webber and
Higbie (2003, 2010), Usoskin et al. (2004), Kavaltsov and Usoskin (2010), Matthiä
et al. (2011) as well as Kavaltsov et al. (2012) exist, investigating the cosmic ray
induced atmospheric secondary particle environment as function of solar activity,
latitude, longitude as well as atmospheric depth.

On the Computation Algorithms

The production rate of a certain cosmogenic nuclide Pj , strongly depends on the the
galactic cosmic ray flux and its modulation within the heliosphere. As demonstrated
e.g. by Beer et al. (2012) the production of a cosmogenic nuclide at a specific
atmospheric depth x in an infinitesimally thin layer of atmospheric gas is given by

Pj(x) =
dJ

dx
=

(
Lσj
A

)
Jj(x), (7.1)

where Jj(x) = J0 exp−x · n · σ represents the particle flux, while L and A give the
Loschmidt number and the atomic weight, respectively.

The production of a specific cosmogenic radionuclide at a given atmospheric
depth x is

Pj(ϕ,RC , x) =
∑
i

Ni

∑
k

∫ ∞

0
σijk(Ek) · Jk(ϕ,Ek, x) dEk, (7.2)

where N represents the density of the target atom of species i, Ek gives the energy
of the secondary particle of type k (neutrons or protons) while Jk(Ek, x) represents
the atmospheric depth as well as energy-dependent secondary particle fluxes of type
k as computed in Section 5.

On the Computations using PLANETOCOSMICS

As discussed in Appendix A.2 interactions of the primary particles with the
surrounding atmospheric atoms are simulated using the GEANT4 Monte-Carlo
software, version 4.9.1 (Agostinelli et al., 2003), as well as the PLANETOCOSMICS
simulation tool (Desorgher, 2006). In order to generalize the results as well as to
derive the yield and response functions for the production of cosmogenic radionu-
clides the computations are performed for primary particles in logarithmic equally
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binned energy intervals between 10 MeV and 10 TeV. Note that, in contrast to
other approximations here the influences of primary hydrogen and helium particles
are investigated separately, also primary protons and alpha particles with energies
below 100 MeV are neglected because they contribute less than 0.1% to e.g. the
total 10Be production rate (see e.g. Matthiä et al., 2011).

Using the approach introduced in Section 5 the energy range of the primary
particles was divided into 150 logarithmically equidistant bins, where particles were
equally distributed over each interval investigated. In order to take into account
an isotropic spectrum, each primary particle was injected randomly into the entire
2π atmospheric sphere, and the intensity was weighted with a cosine of the zenith
angle. To investigate the production rates at different altitudes the secondary
neutron and proton fluxes at 30 different atmospheric depths were simulated by
means of the hadronic Bertini interaction model (see e.g. Bertini and Guthrie, 1971).

As improvement to other approximations this work in addition uses the JAM/JQMD
model by Koi et al. (2008) in order to compute the inelastic nuclear scattering of
alpha particles at energies above 10 GeV/nucleon, which is not yet implemented
in the GEANT4 code (for further information on the implementation see Matthiä,
2009).

The production of cosmogenic radionuclides strongly depends on the sec-
ondary particle flux, and thus on the primary particle intensities at the top of
the atmosphere which varies strongly with the solar cycle. Thus, during solar
minimum conditions more secondary hadrons can be produced in the particle
cascades induced by the primary particles impinging the Earth’s atmosphere than
during solar maximum conditions. Moreover, the production rate of the secondary
particles depends on the primary particle energy as well as the atmospheric depth.
Thus, the higher the primary particle energy

a) the deeper it can penetrate into the Earth’s atmosphere

and

b) the higher is the number of secondary particles produced in the atmospheric
cascades.

In order to study the influence of primary protons and alpha particles on the pro-
duction of cosmogenic radionuclides the production rate as function of the primary
particle energy and the atmospheric depth will be investigated in a first step.

On the Computation of the Yield Function

As discussed in Matthiä et al. (2011) Eq.(7.2) can be re-written as function of the
differential primary particle fluence rate dFp/(dEpdt), representing the number of
primary particles of species p per area and time on top of the atmosphere, and the
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secondary particle fluence at a specific atmospheric depth x, f(Ep, Ek, x), giving the
number of secondary particles of type k with an energy Ek produced by a primary
particle with an energy Ep. Thus,

Pj(Ep, x) =
∑
i

Ni

∫ ∞

EC

dFp

dEp dt
dEp

∑
k

∫ ∞

0
σijk(Ek) · f(Ep, Ek, x) dEk (7.3)

=

∫ ∞

EC

dFp

dEp dt
Yj(Ep, x), (7.4)

where the primary particle energy and altitude-dependent yield function Y (Ep, x)

reveals information about the number of cosmogenic nuclides of species j which,
at a specific atmospheric depth x, are produced due to a single primary particle of
type p with an energy Ep. The primary particle intensity on top of the atmosphere
thereby strongly depends on the geographic location, represented by the cutoff
energy EC which is given by Eq.(5.3). 10Be production rates due to a single
primary particle of a certain energy are displayed in the colored contour plots of
Fig. 7.3 and Fig. 7.4 for primary protons and alpha particles, respectively. Both
plots show the production as function of primary particles with energies between
100 MeV and 1 TeV as well as function of the atmospheric depth varying between
0 and 1000 g/cm2.

Obviously, the higher the energy of the primary particle the deeper it is able
to penetrate into the atmosphere. As a consequence the production rate per
primary particle is increasing with increasing primary particle energy until a
production maximum at around 150–200 g/cm2 is reached after which the yield
is decreasing again. Additionally it shows that a) more 10Be atoms per cm are
produced by primary alpha particles than by primary protons and b) in both cases
primary particle energies below a few hundred MeV have only a minor contribution
to the cosmogenic radionuclides production.

Figure 7.5 shows the yield functions of the long-lived cosmogenic radionu-
clides 10Be (black line), 14C (red line) and 36Cl (green line) at low atmospheric
depths, normalized to the corresponding yield values at a primary particle energy
of 10 GeV. At high primary particle energies only minor differences between the
radionuclide-dependent normalized yields occur. Investigating the lower energy
part, however, this picture changes. Here variations, in particular between 10Be
and 36Cl can be observed. As a consequence this study reveals that the long-lived
cosmogenic nuclide 36Cl may be much more sensitive to changes in the low energy
range than the other two nuclides investigated, and thus should be more sensitive
to so called Ground Level Events (GLEs), strong solar particle events evolving
from the Sun which are high energetic enough to reach the Earth’s surface. The
strongest amongst them, therefore, should be visible in 36Cl measurements.
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Figure 7.3: The production of the cosmogenic nuclide 10Be produced by primary
hydrogen. Here the production per primary particle is given as function of primary
particle energy and atmospheric depth. The results are also published in Matthiä et
al. (2011).

On the Computation of the Response Function

Since the late 1920s several cosmic ray detection devices have been built. The use of
ionization chambers (see Chapter 6) lead to the conclusion that the cosmic ray flux
at Earth is not constant over time. In addition intensity-decreases occur about 24
hours after a solar flare, changes which nowadays are known as Forbush decreases
(Forbush, 1938). It is the detailed work by Scott Forbush which today provides
the only information about the solar activity before the year 1957. However, with
the invention of the Neutron Monitor (NM) by John Simpson in the late 1940s
and the formation of a worldwide NM network the ionization chamber era ended.
Using Neutron Monitors it is possible to measure secondary particle intensities
produced by the interaction of GCRs and/or SEPs within the Earth’s atmosphere,
and, therefore obtain information about the primary particles. The altitude of a
particular station thereby determines the amount of absorbing atmosphere above
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Figure 7.4: Same as in Fig. 7.3 but for primary alpha particles.

it and hence the amount of absorption of the secondary cosmic rays. Thus, the
higher the station the higher the measured counting rate. Unfortunately, like
the ionization chamber, NMs can not provide information about the cosmic ray
composition because over the whole energy spectrum as well as the primary particle
types is integrated. Nowadays multiple satellites like e.g. the Interplanetary
Monitoring Platform (IMP) are able to measure the energy distribution as well as
the charge of the particles entering the detector. Thus, using all these data provides
the possibility to interpret the cosmogenic radionuclides data before the year 1933
(see e.g. Beer et al., 2012), which, after being stored in the natural archives like
ice sheets, trees and sediments act as further cosmic ray detectors, the only ones
allowing to look back in time.

For a quantitative comparison of such cosmic ray detectors the yield func-
tion Yj(Ep, x) as well as the response function Rj(Ep, x) of the primary particle
type j are used. In order to compute the response function Rj(Ep, x), i.e. the
product of the yield function and the differential energy spectrum of cosmic rays



124 Chapter 7. Modeling the Production of Cosmogenic Radionuclides

10Be
14C
36Cl

Figure 7.5: Yield functions of the cosmogenic radionuclides 10Be, 36Cl and 14C as
function of the primary particle intensity normalized to the value at an energy of
10 GeV.

near Earth,

Rj(Ep) =
dFp

dEp dt
(Ep) · Y (Ep), (7.5)

has to be calculated (see e.g. Clem and Dorman, 2000, and references therein
for further information). As shown in Section 3.1 the GCR spectrum typically
shows an intensity maximum around 1 GeV/nuc which causes the production
maximum of the response function to shift towards much lower energies within a
few hundred MeV/nuc up to 3 GeV/nuc. If not stated otherwise in the following
investigations the LIS model by Usoskin et al. (2005) is used.

Figure 7.6 shows the response function R(Ep) of the cosmogenic radionu-
clides 10Be (black lines), 14C (red lines) and 36Cl (green lines) normalized to the
corresponding response value maximum as function of the primary particle energy.
In addition the dependence on the solar modulation parameter ϕ for ϕ=0 MV (left
curves), ϕ=500 MV (middle curves) and ϕ=2,000 MV (right curves). It shows that
with increasing solar activity the response function maximum shifts towards higher
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Figure 7.6: The response function of 10Be (black lines), 14C (red lines) and 36Cl
(green lines) as function of the primary particle energy due to primary protons and
alpha particles. In addition the influence of the solar modulation parameter is shown
from left to right: ϕ = 0 MV, ϕ = 500 MV and ϕ = 2000 MV.

energies. As indicated in the previous investigations 36Cl as well as 14C show a
response maximum at lower energies than the radionuclide 10Be. Thus, GLEs may
more likely to be seen in the 36Cl and 14C measurements than in 10Be data.

7.3 Local Production Rates

However, in order to calculate the production rates at a specific location also the
shielding of the Earth’s magnetic field described in Section 4.2 as well as Section 4.3
has to be taken into account.

The local cosmogenic radionuclides production rate Plocal(ϕ,RC) representing
the depth-integrated production rate at a fixed location with the cutoff rigidity RC

as a function of the solar modulation parameter, is given by

Plocal(ϕ,RC) =

∫
x
P (ϕ,RC , x) dx, (7.6)
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as shown in Fig. 7.7 displaying the results for the cosmogenic radionuclides 10Be, 7Be
(upper left and right panels), 36Cl, 3H (middle right and left panels) as well as 26Al
and 14C (lower right and left panels), as function of the cutoff rigidity between 0 and
17 GV using the LIS model by Usoskin et al. (2005). Each cosmogenic radionuclide
production rate is investigated for different solar modulation parameters between 0
and 2,000 MV (from top to bottom). Although the production mechanisms and thus
also the cross sections differ from each other, the production rates of the cosmogenic
radionuclides investigated show a similar behavior:

a) the lower the solar modulation the higher the local production rate.

b) because the solar modulation mainly affects low-energetic particles the modu-
lation effect is strongest in polar regions, while being almost negligible at equa-
torial regions where low-energetic particles only contribute to small amounts.

The local production rates for three different values of the solar modulation param-
eter, ϕ = 500 MV, ϕ=1000 MV as well as ϕ = 1500 MV, are also given as Table E.2
in Appendix E.

On the Influence of the Magnetic Field Configuration

As stated before the application of different magnetic field models like e.g. the
IGRF or the non-tilted dipole model leads to strong variations of the geomagnetic
cutoff rigidity distribution. Because the local production rate strongly depends
on the location, and thus the cutoff rigidity RC , a strong dependence of the local
production rates on the magnetic field is expected.

Note that each cutoff rigidity corresponds to a certain latitude and longitude
as shown on the example of 10Be in Fig. 7.8. Here the results for a non-tilted dipole
field are presented for several solar modulation parameters between 0 and 2,000 MV.

In order to demonstrate the influence of the magnetic field configuration on
the global distribution of the local cosmogenic radionuclides production rate the
upper panel and lower panel of Fig. 7.9 show the simulation results for a non-tilted
dipole and the IGRF in 2010, respectively. Here the results for a solar modulation
of ϕ = 400 MV are shown (see orange line in Fig. 7.8). It shows that the local
production rate is anti-correlated to the cutoff-rigidity values, where the highest
values can be found at polar regions, while the lowest ones occur at equatorial
regions. Furthermore the production rate strongly depends on the magnetic field.
In case of the IGRF the values show the typical cutoff-rigidity course with minimum
production over India as well as the typical shape corresponding to the magnetic
field tilt. Whether the global cosmogenic radionuclides production rate also shows
such a strong dependence on the magnetic field or if its information is smeared out
due to the global mixing processes will be studied in Section 7.4.
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Figure 7.7: The local production rates of the cosmogenic radionuclides 10Be, 7Be,
36Cl, 3H, 26Al as well as 14C as function of RC , for selected solar modulation pa-
rameters between 0 MV and 2000 MV. Note the different scaling.
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ϕ =       0 MV

ϕ =   200 MV

ϕ =   400 MV
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ϕ = 1000 MV

ϕ = 1500 MV
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Be
10

Figure 7.8: The local production rates of 10Be as function of latitude in a non-
tilted dipole field. The results are presented for different modulation phases varying
between 0 and 2,000 MV.

On the Influence of the Cross Sections

Despite the strong dependence on the geomagnetic field model this work, for the
first time, also investigates the influence of the cross sections used. It shows that
for some cosmogenic radionuclides, in particular 10Be as well as 7Be, multiple cross
sections exist in the literature. For both radionuclides the most frequently used ones
are those by Masarik and Beer (1999) and Webber and Higbie (2003). Figure 7.10
shows the cross sections of 10Be (upper panels) and 7Be (lower panels). In addition
nitrogen-based reactions are shown in the left panels while the oxygen-based ones
are displayed in the right panels. The cross sections by Masarik and Beer (1999)
are represented by the solid lines, while those by Webber and Higbie (2003) are
given as dashed ones.

For both cosmogenic radionuclides differences between the two cross section sets
occur. Figure 7.10 shows that the cross sections given by Masarik and Beer (1999)
are larger then those by Webber and Higbie (2003), and thus, larger local production
rates may be computed when the cross sections by Masarik and Beer (1999) are
applied.

Shown in Fig. 7.11 are the local production rates of 10Be (left panel) and
7Be (right panel) as a function of the cutoff rigidity and the solar modulation



7.3. Local Production Rates 129

Figure 7.9: Contour plot of the local 10Be production rate as function of latitude
and longitude using a non-tilted dipole field (upper panel) as well as the IGRF model
parameters for the year 2010 (lower panel) with ϕ=400 MV.
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14N(n,x)10Be

14N(p,x)10Be

Masarik and Beer (1999)

Webber and Higbie (2003)

14N(n,x)  7Be

14N(p,x)  7Be

16O(n,x)10Be

16O(p,x)10Be

16O(n,x)  7Be

16O(p,x)  7Be

Figure 7.10: Different cross section sets for the production of the cosmogenic ra-
dionuclides 10Be (upper panels) and 7Be (lower panels) provided by Masarik and
Beer (1999) (solid lines) as well as Webber and Higbie (2003) (dashed lines). Black
lines refer to neutron spallation reactions, while red ones show the proton spallation
reactions.

parameter. Here solid and dashed lines refer to the results using the cross section
set by Masarik and Beer (1999) and Webber and Higbie (2003), respectively. As
expected above, the local production rate of both cosmogenic radionuclides are
higher for the cross sections by Masarik and Beer (1999). For both cosmogenic
radionuclides the differences are in the order of 5 – 28%, and therefore are not
negligible.

In summary the previous study showed two things:

a) It is important to know the cross sections of the cosmogenic radionuclides as
accurately as possible.
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Figure 7.11: The local production rates of 10Be and 7Be depending on the the two
cross sections sets by Masarik and Beer (1999) (solid lines) and Webber and Higbie
(2003) (dashed lines) for a solar modulation between 0 and 2000 MV.

b) Only those production rates given in the literature should be compared to
each other that are based on a) the same LIS model, b) the same geomagnetic
field and c) the same cross sections.

Unfortunately, only the minority of the published work give information on the
latter topic.

7.4 Global Production Rates

Once cosmogenic nuclides are produced they are the subject of atmospheric trans-
port and mixing processes. Thus, the knowledge of the mean global production
rates is also of great importance.

In order to derive the mean global cosmogenic radionuclide production, which only
depends on the solar modulation parameter, the following assumptions are made.
A sketch of this approach can also be found in the panels of Fig. 7.12.

a) The local cosmogenic nuclides production rates as functions of the solar mod-
ulation parameter as well as latitude and longitude (see e.g. Fig. 7.9) are
segmented into 5◦x 5◦ boxes.
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Figure 7.12: Sketched method to calculate the global cosmogenic radionuclides pro-
duction rates.

b) The local production rate inside each box is calculated by

Pbox = (Pupper + Plower) /2, (7.7)

representing the mean production value between the upper and lower boundary
of a box (see upper left panel of Fig. 7.12).

c) Each box is normalized with the weighting factor γ given by

γ = cos [(higher latitude + lower latitude)/2] , (7.8)

which reflects the geomagnetic latitudinal dependence of the local cosmogenic
radionuclide production rates.

Depending on the geomagnetic field applied the global cosmogenic radionuclides
production rate is given by

Pglobal =
1

c

1

k

∑
k

Pbox,k · γ, (7.9)
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Figure 7.13: The global production rates of 10Be, 7Be, 36Cl and 14C depending for a
modulation parameter between 0 and 2000 MV. The computed production rates are
compared with other results given in the figure captions.

where c represents the number of columns taken into account and k gives the number
of boxes of each column. As can be seen from the lower panels of Fig. 7.12 the global
production rate for a non-tilted dipole field is limited to the investigation of only
half a column due to the symmetry of the field (left panel), whereas the total num-
ber of columns has to be taken into account when the IGRF is applied (right panel).

Figure 7.13 shows the global production rates of 10Be, 7Be, 36Cl and 14C us-
ing a non-tilted dipole field. In order to compare the results of this work (solid
lines) the Figure additionally shows computed and measured results of other groups
for a solar modulation parameter of ϕ=550 MV, revealing a strong variation between
the different computations. However, the results of this work are in good agreement
with the computations of other groups. In case of, e.g., 14C a good agreement with
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the results by Lal and Peters (1967) as well as those by Kavaltsov et al. (2012) can
be found. Note that Kavaltsov et al. (2012) also used the PLANETOCOSMICS
simulation code, however, using the BIC hadronic interaction model and applying
an alpha particle spectrum of 0.03 times the LIS by Usoskin et al. (2005). The
reason why the results of this work are in good agreement with their computations
is discussed in one of the following investigations. Moreover, a list of the global
production rates of 10Be and 14C as function of the solar modulation parameter ϕ
are given in Table E.3 in Appendix E.

As mentioned earlier the computed production rates strongly depend on a)
the LIS model used, b) the magnetic field model applied as well as c) the cross
sections taken into account. Unfortunately, not all groups state which input pa-
rameters they use for their computations. However, because of the strong influence
of the LIS, the magnetic field and the cross sections on the local production rate
values it is expected that the global production rates will show a likewise behavior.
Therefore the following topics are investigated: a) the influence of the two different
cross section sets by Masarik and Beer (1999) and Webber and Higbie (2003) as
well as b) the influence of the LIS model applied on the global production rate is
studied. Furthermore, the investigations of this work reveal a strong dependence of
the global cosmogenic nuclide production on the used cutoff rigidity distribution,
and investigation which will be described in more detail. The investigations on the
influence of the magnetic field, however, will follow in Section 7.6.

a) LIS model

The LIS model used by the various groups in most cases are not known,
thus Fig. 7.14 shows the global 10Be production rates as function of the solar
modulation parameter for four LIS models studied in Chapter 3.4. Investigated are
the LIS models by Garcia-Munoz et al. (1975) (red lines), Usoskin et al. (2005)
(black lines), Webber and Higbie (2003) (blue line) as well as Webber and Higbie
(2009) (green lines) revealing large differences between the various LIS models. The
computations by e.g. Masarik and Beer (1999) use the LIS model by Garcia-Munoz
et al. (1975), a non-tilted dipole field and apply the cross sections published in the
same article. Thus, a good agreement between their computations (open circle)
and the results presented in this work (red curve) should be present. But the
computations of this work show much lower production rate values, differences
which may be explained by

• the use of computed cutoff rigidities rather than their approximation due to
Eq.(4.6)

• the use of vertical as well as asymptotic cutoff rigidities

• the separated investigation of the cosmic ray induced cosmogenic nuclides
production due to primary protons and alpha particles
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LIS model by Garcia-Munoz et al. (1975)
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Figure 7.14: The local production rates of 10Be as function of the solar modulation
between 0 and 2,000 MV applying the LIS models by Usoskin et al. (2005) (black
line), Garcia-Munoz et al. (1975) (red line), Webber and Higbie (2003) (blue line)
and Webber and Higbie (2009) (green line).

• the fact that primary alpha particles above 10 GeV/nuc are simulated using
the integrated JAM/JQMD model by Koi et al. (2008) rather then treated as
compound of primary protons

• different hadronic and electromagnetic interaction models may have been ap-
plied in the computation of the secondary particle cascades.

As shown earlier, see e.g. Section 5, especially the latter fact leads to non-negligible
differences in the secondary particle fluxes and thus the production of the cos-
mogenic radionuclides. Furthermore, as shown in point c), the cutoff rigidity
distribution taken into account has a strong impact.

b) Cross Sections

Because of the larger cross section by Masarik and Beer (1999) the corre-
sponding computed global production rates, as shown in Fig. 7.15 on the example
of 10Be (left panel) and 7Be (right panel), have much larger values then those using
the cross sections by Webber and Higbie (2003) (dashed lines). For 10Be and 7Be
these differences are in the order of 25% and 22%, respectively. Looking more
closely on the computations of 10Be reveals that a good agreement with the results
by Oeschger et al. (1970) and O’Brien (1979) can be found when the cross sections
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Figure 7.15: The global production rates of 10Be (left panel) and 7Be (right panel)
depending on the the two cross sections sets by Masarik and Beer (1999) (solid lines)
and Webber and Higbie (2003) (dashed lines) for a solar modulation between 0 and
2000 MV.

by Masarik and Beer (1999) and Webber and Higbie (2003), respectively, are used.

c) Cutoff Rigidity Distribution

As mentioned above the computations reveal a strong dependence of the global
production rates on the used cutoff rigidity distributions. Most of the other groups
use the cutoff rigidity approximation given in Eq.(4.6), which, as stated before (see
also Pilchowski et al., 2010), is only valid at polar regions. The differences between
this approximation and the computed vertical cutoff rigidities of this work are
displayed in Fig. 7.16. As predicted agreements between both methods can only
be found at high latitudes. At mid and low latitudes much higher cutoff rigidities
are presents for the computations of this work. As shown in Fig. 7.17 using the
latter method thus leads to the computation of much lower global production
rates. Here the global production rates of 14C for both the computations using
the PLANETOCOSMICS simulation code (solid lines) and the approximation by
Elsasser et al. (1956) are displayed. In addition the results are presented for the
LIS models by Usoskin et al. (2005) (black lines) and Garcia-Munoz et al. (1975)
(red lines). It shows that the results of this work are in good agreement with the
computations by Masarik and Beer (1999, 2009) when a) the LIS by Garcia-Munoz
et al. (1975) is applied as well as b) the cutoff rigidity approximation by Elsasser
et al. (1956) is used (red dashed line), revealing that the groups which use this
approximation overestimate the global production rates by approximately 10%.
This finding also explains the good agreement of the computations of this work
with the results by Kavaltsov et al. (2012). Although using an alpha particle LIS
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RC = M  cos4��/(4  r2) 

PLANETOCOSMICS 

Figure 7.16: Computed cutoff rigidities using PLANETOCOSMICS (red curve) in
comparison to the results using the approximation given in Eq.(4.6) (black curve).

model which is 1.7 times lower then the one used in this work and applying the
BIC hadronic interaction model the results are comparable with the computations
of this work. Note, however, that they also use the approximation by Elsasser et al.
(1956). As a conclusion Kavaltsov et al. (2012) state that other groups overestimate
the global 14C production rate due to the use of outdated primary particle spectra.
This work, however, reveals that the overestimation is more likely an effect of the
cutoff rigidity approximation by Elsasser et al. (1956) which only is valid at high
latitudes.

7.5 Global Production Rates between 1940 and 2010

By now the global production rates as function of the solar modulation parameter
between 0 and 2,000 MV have been computed. With this information it is possible
to reconstruct the global production rate for times where the magnetic field strength
and the solar modulation parameter are known or at least could be reconstructed.

Since the early 1930s the interactions of the cosmic rays with the atmosphere have
been studied in detail. Thus, as a first investigation in the following the global 10Be
and 14C production rates are studied between 1940 and 2010 . For this investigation

a) the LIS model by Usoskin et al. (2005),
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RC = 14.9  cos4��/(4  r2)

RC computed with PLANETOCOSMICS

LIS by Usoskin et al. (2005)
LIS by Garcia-Munoz et al. (1975)

Masarik and Beer (2009)

Masarik and Beer (1999)

Lal and Peters (1967)

Figure 7.17: Global 14C production rates and their dependence on the used cutoff
rigidity calculation method. Solid lines: Computations using the PLANETOCOS-
MICS simulation code, Dashed lines: Calculations using the approximation by El-
sasser et al. (1956) for the LIS model by Usoskin et al. (2005) (black lines) and
Garcia-Munoz et al. (1975) (red lines).

b) the solar modulation parameter by Usoskin et al. (2011), displayed in the
upper panel of Fig. 7.18

and

c) the computed cutoff rigidities for the IGRF between 1940 and 2010 simulated
in Section 4.2 and Section 4.3.

are applied. For each month an individual global production rate can be computed,
which is anti-correlated with respect to the solar modulation parameter. However,
please note the discussion in Section 7.6 revealing that the reconstructions by
Usoskin et al. (2011) may be systematically too low.

Figure 7.18 shows the monthly variations of the global production rates of
10Be (solid lines) and 14C (filled circles) with respect to the values of 2010. It
becomes obvious that variations of up to 65% over the last 70 years occur in
both computations. Also the 11-year solar activity as well as the 22-year solar
magnetic cycle with its alternating peaked and flattened structures, caused by
drift effects of the primary particles in the heliosphere, are visible in the com-
puted production rates. Furthermore, the cosmogenic radionuclide 14C shows a
5% stronger modulation during solar maximum conditions, which is caused by
the response to low energetic particles compressed during solar maximum conditions.
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10Be

14C

Figure 7.18: Global 10Be and 14C production variations between 1940 and 2010 with
respect to recent values. Here the black line represents the results for 10Be while
black dots show those of 14C.

The following studies will concentrate on the influence of the magnetic field
as well as cross sections on the computations during the time between 1940 and
2010.

Dependence on the Magnetic Field

Previous investigations on the computed local production rates of cosmogenic
radionuclides showed that especially radionuclides with short half-lives, such as e.g.
7Be, which only can be measured in-situ are sensitive to the magnetic field and its
changes with time. The following study investigates the temporal variations of the
magnetic field using a) the IGRF model computations as well as b) a non-tilted
dipole with the time-dependent magnetic field strength variations in order to
compute the global production rates between 1940 and 2010.

The differences between the computations for the IGRF and the non-tilted
dipole are shown in Fig. 7.19. Surprisingly, only minor differences of less than ±2%

between both computations occur, which in view of the global picture are of minor
importance. Consequently, the magnetic field information is smeared out in the
global production rate information due to global atmospheric mixing of the local
production rates. These findings, furthermore, reveal that the use of a non-tilted
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Figure 7.19: Differences between the computations for the IGRF compared to those
aplying the non-tilted dipole field . Only minor differences of less than 2% can be
observed.

dipole with varying time-dependent magnetic field strengths is sufficient for the
following investigations. This, moreover, leads to a considerable computation-time
reduction.

Dependence on the Cross Sections

As shown in Fig. 7.20 also the reconstructed global 10Be production rates between
1940 and 2010 strongly differ from each other when the cross sections by Masarik
and Beer (1999) (black solid lines) and Webber and Higbie (2003) (red solid lines)
are used. Again the computed global production rate values for the cross sections
by Masarik and Beer (1999) are in the order of 25% higher then those applying the
cross sections by Webber and Higbie (2003).

Consequently the investigations show that the global production rates strongly
depend on the cross sections applied while the magnetic field geometry information
is smeared out and the usage of a non-tilted dipole field becomes sufficient.

7.6 Global Production Rates between 9400 BP and 0 BP

Over the past 11,500 years the Earth is under "interglacial" conditions, a time
also referred to as the Holocene. During 80% of the last two million years the
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Figure 7.20: The global 10Be production rate values and their dependence on the
applied cross sections. Black lines correspond to the use of the cross sections by
Masarik and Beer (1999), red ones to the use of the cross sections by Webber and
Higbie (2003).

Earth has been in ice ages (glacial conditions) which are intercepted by the
interglacials every 100,000 years (see Beer et al., 2012). However, different from
the Grand Solar Minima being caused by changes of the solar activity the ice
ages occur due to long-term cyclic orbital changes of the Earth. This Section
will show the reconstruction of the global production rate during the past 9,450
years. Furthermore the Grand Solar Minima between 1,000 BP (before present)
and 0 BP are investigated in more detail. Note that 0 BP refers to the year
1950, which was set empirically. Since the beginning of the 1850s a continuously
increasing fossil fuel consumption can be observed. These fuels, however, no
longer possess detectable 14C, because they are much older than 50,000 years
and only the non-radioactive nuclides 12C and 13C are emitted during the fossil
burning. Thereby the natural 14C/12C ratio is reduced, an effect known as the Suess
effect (see e.g. Suess, 1955). Consequently, measured 14C data need to be calibrated.

In order to compute the global production rates throughout the Holocene in
this work the solar modulation parameter reconstructed by Steinhilber et al.
(2012) as well as the magnetic field strength reconstructions by Knudsen et al.
(2008) are taken into account. The studies, however, only focus on the cosmogenic
radionuclides 10Be and 14C.
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Figure 7.21: The solar modulation parameter ϕ during the Holocene reconstructed
by Steinhilber et al. (2012) as black solid line. In addition the conversion to the LIS
by Usoskin et al. (2005) using the conversion equations by Herbst et al. (2010) are
represented by the light blue line.

Using relative 10Be as well as 14C measurements Steinhilber et al. (2012)
computed recently a new set of solar modulation parameter values throughout
the Holocene on the base of the computations by Masarik and Beer (2009). The
solar modulation potential is given as black line in Fig. 7.21, where the occurrence
of non-physical negative modulation parameter values is still present. However,
Steinhilber et al. (2012) use the LIS model by Garcia-Munoz et al. (1975). Thus,
because the results of this Chapter are computed for the LIS by Usoskin et al.
(2005), the solar modulation parameter values are converted by the LIS-dependent
conversion equations given in Chapter 3, shown in addition as light blue curve.
Although the modulation parameter now is shifted towards higher modulation
values still times of negative ϕ values are present.

Another important parameter for the study of the global production rates
during the Holocene is the time-dependent magnetic field strength. Merely few
reconstructions for this time exist, however, here in a first investigation the mag-
netic field strength values by Knudsen et al. (2008) are used. The mean terrestrial
magnetic field strength (black curve) and its upper and lower error estimates (light
blue band) is shown in Fig. 7.22 normalized to present values. It shows that the
magnetic field strength during the Holocene may have varied between 0.8 and 1.5
times the present geomagnetic field strength.
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Figure 7.22: The mean magnetic dipole strength B0 during the Holocene recon-
structed by Knudsen et al. (2008) as black solid line. The upper and lower limits
are represented by the light blue band.

The Global Production Rate as Function of ϕ and B0

The process of reconstructing the global cosmogenic radionuclide production rates
during the Holocene is a multi-step procedure as sketched in Fig. 7.23: taking into
account the results by Knudsen et al. (2008) as a first step the global cutoff rigidity
distributions for times of magnetic field strengths variations between zero and two
times the present values are computed. The resulting distributions then are used
to compute the corresponding global production rates for modulation parameter
values between 0 and 2000 MV. Coupling the information of the solar modulation
parameter variations and the temporal evolution of the geomagnetic field strength
as well as normalizing the computations to the input parameter by Steinhilber et
al. (2012) and Knudsen et al. (2008) the production during the Holocene can be
reconstructed. The procedure and its results will be described in more detail in the
following.

In order to reconstruct the production during the Holocene the global pro-
duction rates as function of the solar modulation parameter and the terrestrial
magnetic field strengths are investigated more detailed here.

The 3D plot of Fig. 7.24 shows the global 10Be production rates as function
of the solar modulation parameter ϕ and the magnetic field strength B0, revealing



144 Chapter 7. Modeling the Production of Cosmogenic Radionuclides

Reconstruction of the solar modulation

parameter by Steinhilber et al. (2012)

Magnetic field strength B0 relative 

to today by Knudsen et al. (2008)

Computation of the global cosmogenic 

radionuclide production rates for

a) modulation parameters between  

0 and 2000 MV and

b) global cutoff rigidity distributions for 

magnetic field strengths between 

0 to 2 times the present values 

Synchronization

Reconstruction of the global cosmogenic

radionuclide production rates between 

9400 BP and today

Figure 7.23: Sketch of the method used to reconstruct the global production rates
during the Holocene.

that the highest production rates occur during solar minimum conditions coupled
with low magnetic field strengths while the lowest ones occur for high magnetic field
strengths and high solar activity, where almost one order of magnitude between the
computed values can be observed.

By now the global production rates of the cosmogenic radionuclides 10Be
and 14C has been computed as function of a) the solar modulation parameter
ϕ between 0 to 2,000 MV in steps of 1 MV and b) the magnetic field strengths
B0 varying between 0 and two times present values in steps of 0.25. Thus, a 3D
matrix has been achieved, which easily can be used in order to synchronize the
computations with the reconstructed solar modulation parameter by Steinhilber et
al. (2012) as well as the magnetic field strengths by Knudsen et al. (2008).

The corresponding reconstructed global 10Be production rates are shown in
Fig. 7.25. Here results for the mean magnetic field strengths are displayed as black
solid line, while the dependence on the reconstructed magnetic field strength error
estimates are displayed as light blue band. The upper panel displays the period of
time between 9,400 BP and 0 BP, whereas the lower panel shows a zoom in on the
last millennium. Furthermore the upper panel includes the information on a) the
solar modulation parameter (color bar on top), where white coloring refers to high
solar activity while dark blue corresponds to low solar modulation, as well as b) the
magnetic field strengths and their variations (shaded gray area). It shows that the
computed global production rates reveal multiple spike-like production increases
which are linked to drops in the solar modulation parameter value, and thus the
solar activity.



7.6. Global Production Rates between 9400 BP and 0 BP 145

B0 relative to today Φ (MV)

P
g
lo

b
a
l 
(a

to
m

s
 c

m
-2

 s
-1

)

Figure 7.24: Dependence of the global 10Be production rates on the strength of the
magnetic field between zero and two time the present value as well as the solar
modulation parameter between 0 and 200 MV.

Zooming in on the last millennium (lower panel) it shows that these spike-
like increases are connected with the occurrence of Grand Solar Minima. In the
past 1,000 years there were six of these Grand Minima, in particular the Oort
minimum (O), the Wolf minimum (W), the Spører minimum (S), the Maunder
minimum (M) as well as the Dalton (D) and Gleissberg (G) minima, a time period
known as "little ice age". A similar picture shows for the global 14C production as
investigated in Fig. 7.26.

In order to validate the reconstructed production rates a comparison with
10Be and 14C measurements and computations, respectively, needs to be performed.
Unfortunately only a 600 year yearly-mean 10Be GRIP ice core data set is available
on the internet (see also Berggren et al., 2009). Furthermore, in case of 14C only
the relative 14C/12C ratio can be measured, and thus further modeling by e.g.
an ocean-atmosphere diffusion box model (see Oeschger et al., 1975; Hughen et
al., 2004; Reimer et al., 2009, for more detailed information) is needed. This
model is based on further simplifications like, e.g., taking into account only
four reservoirs: atmosphere, biosphere, mixed ocean layers and deep sea. Using
these relative production rates further simulations using e.g. a box-diffusion
carbon cycle model (see Oeschger et al., 1975; Stuiver and Braziunas, 1993b, for
further information) have to be performed in order to model global production rates.

However, as displayed in Fig. 7.27 showing the global production rates of
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Figure 7.25: Upper panel: The reconstructed global 10Be production rate values dur-
ing the Holocene using the magnetic field reconstruction by Knudsen et al. (2008)
(gray shaded area in the background) as well as the solar modulation parameter by
Steinhilber et al. (2012) (color bar on top). Lower panel: A zoom into the last mil-
lennium showing the six Grand Solar Minima: O = Oort, W = Wolf, S = Spører,
M = Maunder, D = Dalton and G = Gleisberg. In both cases the light blue band
corresponds to the magnetic field uncertainties.
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Figure 7.26: Same as Fig. 7.25 for the global 14C production during the Holocene.
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10Be (upper panel) and 14C (lower panel) during the Holocene, both radionuclide-
dependent data sets (red lines) deviate almost by the same amount from the
computations of this work. Thus, because a much wider time period is covered,
based on the ocean-atmosphere diffusion box model computations available at
http://www.radiocarbon.org/IntCal09.htm (see also Reimer et al., 2009), the global
14C production rate between 10,500 BP and 0 BP is studied in more detail in the
following.

A More Detailed Comparison of the Reconstructed Global 14C Pro-
duction Rates with 14C computations from a ocean-atmospheric dif-
fusion box model (see e.g. Reimer et al., 2009)

A comparison between the results of the previous investigation (see upper panel
of Fig. 7.26) and the simulations from an ocean-atmosphere diffusion box model
(see e.g. Reimer et al., 2009) are presented in Fig. 7.28. Here the computations
of this work are displayed by the black line and the corresponding light blue error
band, while the ocean-atmosphere diffusion box model results are given as red line.
The comparison clearly reveals that strong differences between the two computations
exist. Assuming a) the ocean-atmosphere diffusion box model results to be valid and
b) the production rates computed in this work, and thus the self-consistent chain,
to be correct from the modeling point the discrepancies may be caused by either
the used reconstructed magnetic field strength values by Knudsen et al. (2008),
which may not represent the proper conditions throughout the Holocene or the
reconstructed solar modulation parameter used in this work, which may show too
low values (see discussion at the beginning of this Section). Both dependencies will
be studied in the following.

Influence of the Used Geomagnetic Field Strength Reconstructions

As mentioned earlier, the geomagnetic field strength reconstructions by Knud-
sen et al. (2008) are not the only ones available. Concentrating on the time
period throughout the Holocene most recent investigations are published by
Korte et al. (2011). Using the first time-dependent spherical-harmonic geo-
magnetic field CALS10k.1b model, which can be downloaded at ftp://ftp.gfz-
potsdam.de/home/mag/Download/CALS10k1b/CALS10k_1b.zip, they calculated
the geomagnetic dipole strength for the past 10,000 years.

A comparison of the temporal evolution of the reconstructed magnetic field
strengths by Knudsen et al. (2008) and Korte et al. (2011) relative to present
values is displayed in Fig. 7.29. Here the black solid line represents the mean values
reconstructed by Knudsen et al. (2008) whereas the red dashed one is displaying
the results by Korte et al. (2011), revealing differences between the two models
to only occur between three time-frames: 8,750 BP and 6,250 BP, 3,500 BP and
1,000 BP as well as . During the other times the mean geomagnetic field strength
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applying B0 by Knudsen et al. (2008) 

10Be data from Berggren et al. (2009), 5 year average

applying B0 by Knudsen et al. (2008)
14C simulations of an ocean-atmosphere diffusion box model (see e.g. Reimer et al., 2009)

Figure 7.27: Global 10Be (upper panel) and 14C production rates (lower panel) during
the Holocene in comparison with measurements by Berggren et al. (2009) and ocean-
atmosphere diffusion box model data (see e.g. Reimer et al., 2009) given as red
curves, respectively.
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applying B0 by Knudsen et al. (2008)
14C simulations of an ocean-atmosphere diffusion box model (see e.g. Reimer et al., 2009)

Figure 7.28: Computed global 14C production rates using ϕST12 and well as the
magnetic field strengths by Knudsen et al. (2008) (black line and corresponding band)
during the Holocene. In comparison the ocean-atmosphere diffusion box model data
(see e.g. Reimer et al., 2009) are shown as red curve.

values by Korte et al. (2011) are well within the upper and lower magnetic field
strength value error estimates by Knudsen et al. (2008). Furthermore, during most
of the time the values by Korte et al. (2011) are well below the mean values by
Knudsen et al. (2008), revealing that a change to their values will lead to higher
production rates within the period of time of major differences. Nevertheless, in
order to investigate the strength of this effect the global 14C production rates using
the geomagnetic field strength values by Korte et al. (2011) are computed.

These new results, displayed as black dots, in comparison to the result using
the values by Knudsen et al. (2008), black line and corresponding error estimates,
are displayed in the upper panel of Fig. 7.30. As expected the production rates
taking into account the reconstructions by Korte et al. (2011) only show higher
production values during the times of strong differences between the two data sets
highlighted as gray shaded areas. Differences, which, however, are not as significant
as previously thought. In order to complete the picture, the lower panel in addition
displays both computations in comparison to the ocean-atmosphere diffusion box
model data (see e.g. Reimer et al., 2009). Unfortunately, the differences between
both computations can not be minimized due to the use of another magnetic
field strength model. Thus, the differences more likely are caused by the solar
modulation parameter applied.
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Korte et al. (2011)

Figure 7.29: The reconstructed magnetic field strengths by Knudsen et al. (2008)
(black line and band) compared with the most recent ones by Korte et al. (2011) (red
dashed line) for the time period between 9400 BP to 0 BP.

On the Influence of the Solar Modulation Parameter

For the computation of global production rates during the Holocene the solar
modulation parameter ϕST12 by Steinhilber et al. (2012) was used. For the first
time this modulation parameter was derived on the basis of two cosmogenic
radionuclides. Using measurements of ice-cores and tree rings as well as the
computations of the global 10Be and 14C production rates by Masarik and Beer
(2009) they were able to reconstruct a new modulation parameter set. Unfortu-
nately, as mentioned earlier, there are still negative, and therefore non-physical
ϕ values present, which would imply that the spectrum during the Grand Solar
Minima would have exceeded the LIS. By now no other reconstruction of a
general solar modulation parameter during the Holocene, using both cosmogenic
radionuclides, is available, and no other group was able to define a single solar mod-
ulation parameter which can represent both 10Be and 14C data during the Holocene.

Nevertheless, in order to see whether the computations of this work are able
to provide a cosmogenic radionuclides independent solar modulation parameter the
following method is applied:

1) Taking into account the full interaction chain investigated in this work and the
resulting computed three-dimensional data matrix of the global 14C production
rate a synchronization with the data by Reimer et al. (2009) can be performed.
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applying B0 by Korte et al. (2011)

applying B0 by Knudsen et al. (2008)

14C

14C simulations of an ocean-atmosphere diffusion box model (see e.g. Reimer et al., 2009)

14C

Figure 7.30: Upper panel: The reconstructed global 14C production rates for the
magnetic field reconstructions by Knudsen et al. (2008) (black line and band) and
Korte et al. (2011) (filled black dots). Lower panel: Computations of the upper panel
in comparison to the ocean-atmosphere diffusion box model output (red line, see e.g.
Reimer et al., 2009)
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Figure 7.31: Reconstruction of the solar modulation parameter from the compu-
tations of this work: Knowing the global production rates from the measurements
(z-axis) and the information on the magnetic field (x-axis), both represented by the
green solid lines, it is possible to reconstruct the corresponding solar modulation
parameter (red dashed line and red dot).

2) Using the global production rates of the ocean-atmosphere diffusion box model
(see e.g. Reimer et al., 2009) and taking into account the temporal evolution of
the geomagnetic field strengths by either Knudsen et al. (2008) or Korte et al.
(2011) for each combination a corresponding solar modulation parameter can
be reconstructed. An illustration of the procedure is shown in Fig. 7.31, where
the green lines show the global production rate value and the geomagnetic field
strength, both given values, while red displays the corresponding reconstructed
solar modulation value.

3) Applying this method a new time-dependent solar modulation parameter, in
the following denoted as ϕHE12, can be reconstructed.

4) To test ϕHE12, and therewith indirectly the computations of this work, af-
terwards the global 10Be production rates during the Holocene using the new
modulation parameter ϕHE12 are computed, and a comparison with the GRIP
ice core data by Berggren et al. (2009) is performed.

The result of the first three steps, the reconstruction of the solar modulation
parameter during the Holocene based on the global 14C production rates, is
shown in the upper panel of Fig. 7.32. Here the results based on the use of the
geomagnetic field strengths by Knudsen et al. (2008) are displayed as solid red line
combined with the light blue band for its upper and lower limits, while those for
the reconstructions by Korte et al. (2011) are displayed as filled dots. It shows
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����� reconstructed from data by Reimer et al. (2009), B0 by Korte et al. (2011)
����� reconstructed from data by Reimer et al. (2009), B0 by Knudsen et al. (2008)

�ST�� by Steinhilber et al. (2012)

Figure 7.32: Upper Panel: The reconstructed solar modulation parameter ϕHE12 dur-
ing the Holocene depending on the geomagnetic field strength reconstruction used.
Red line as well as the light blue band correspond to the results applying the re-
constructions by Knudsen et al. (2008), filled dots correspond to the computations
applying the reconstructions by Korte et al. (2011). Lower panel: Same as in the
upper panel but compared with the solar modulation parameter by Steinhilber et al.
(2012) (black filled dots).
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that both reconstructed solar modulation parameter do not become negative (i.e.
non-physical). However, using the B0 values of Korte et al. (2011) temporarily
shifts the reconstructed values of ϕHE12 towards higher values, in mean by about
120 MV, which is comparable with findings by Vonmoos et al. (2006). In addi-
tion the lower panel shows the reconstructed modulation parameter of this work
in comparison with ϕST12 (black dots), where the strong differences become obvious.

However, to see wether or not ϕHE12 has the potential to also be able to re-
construct 10Be measurements the computations of this work in the following
are compared to data provided by Berggren et al. (2009). Thus, applying the
geomagnetic field strengths by Knudsen et al. (2008) and Korte et al. (2011) as well
as ϕHE12 the new global 10Be production rates during the Holocene are computed
in the next step. The corresponding results for the period between 10,000 BP
and -50 BP are displayed in the upper panel of Fig. 7.33. Here the computed
10Be production rates using the magnetic field strength values by Knudsen et al.
(2008) are displayed as black triangles, while those using the data by Korte et al.
(2011) are displayed in red. The GRIP ice-core data by Berggren et al. (2009) in
addition are given by the gray line. As mentioned before this data set is limited
to the last 600 years, thus a zoom into 550 BP to -50 BP is displayed in the lower
panel. In summary the results reveal that a) the influence on the used magnetic
field reconstructions is of minor importance and b) the computed global 10Be
production rate values are in good agreement with the measurements by Berggren
et al. (2009). The differences between both, however, can be explained by the
stratospheric and tropospheric mixing processes of 10Be (see Heikkilä et al., 2008,
for further information), which, however, was beyond the scope of this work.

In order to investigate the entire Holocene also more recent investigations
from the space era need to be taken into account. On the basis of Ionization Cham-
ber data and Neutron Monitor measurements Usoskin et al. (2011) reconstructed
the solar modulation parameter between 1939 and 2010. This reconstruction in the
following is added to the investigation, and, furthermore, will be compared to the
reconstructed solar modulation ϕHE12.

The upper panel of Fig. 7.34 shows the solar modulation parameter ϕHE12

and its limits due the the magnetic field strengths by Knudsen et al. (2008) (red
line and light blue band) and Korte et al. (2011) (filled dots) in combination with
the solar modulation parameter values by Usoskin et al. (2011) (ϕUS11, black
line). However, because the period is much too wide in order to compare ϕHE12

and ϕUS11 in more detail the lower panel shows both time-dependent parameters
between 300 BP and -62 BP corresponding to the time-period between 1650 and
2012. Both values are normalized to the value of 1950. In addition also the sunspot
numbers throughout this period is shown in dark blue. As can be seen a) the
three Grand Solar Minima are well represented and b) both ϕUS11 and ϕHE12 are
in good agreement within the limits of the geomagnetic field strength variations
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using ΦHE12 and B0,mean by Knudsen et al. (2008)

using ΦHE12 and B0,mean by Korte et al. (2011)

Berggren et al. (2009), GRIP ice-core measurements
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using ΦHE12 and B0 by Knudsen et al. (2008)

Berggren et al. (2009), GRIP ice core data

5 year average

Figure 7.33: Upper panel: The global 10Be production rates using ϕHE12 and the
geomagnetic field reconstructions by Knudsen et al. (2008) (black triangles) as well
as Korte et al. (2011) (red triangles) in comparison to the GRIP ice-core data by
Berggren et al. (2009) (gray line) between 10,000 BP and -50 BP. Lower panel:
Same as upper panel but zoomed into times between 550 BP and -50 BP.
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investigated in this work.

Note, however, that further investigations on the reconstruction of the solar
modulation parameter during 2006 and 2008 using proton measurements from
the PAMELA instrument were performed in this work as well. As displayed in
Fig. 7.35 the solar modulation parameter values reconstructed from the PAMELA
measurements in mean are about 160 MV above those reconstructed by Usoskin et
al. (2011), findings which seem to indicate that ϕUS11 is computed systematically
too low.

Conclusions

Taking into account the full interaction chain the global production rates of 10Be,
7Be, 3H, 36Cl, 26AL as well as 14C could be computed self-consistently. For the
first time in this work it was possible to reconstruct a solar modulation parameter
throughout the Holocene, which

a) never becomes negative (i.e. non-physical)

b) leads to a reasonably well description of the 10Be measurements by Berggren
et al. (2009) as well as the ocean-atmosphere diffusion box model 14C data
(Reimer et al., 2009) during the Holocene.

Unfortunately, therewith the conclusions by Herbst et al. (2010), which, at the time
of their publication, could only be based on the solar modulation by Steinhilber
et al. (2008), need to be reinvestigated. Thus, by using the conversion equations
determined in Section 3.5 and the solar modulation parameter reconstructed in
this work, the LIS-dependent modulation-parameters during the Holocene are
re-calculated in the following. The results for the models by Garcia-Munoz et al.
(1975), Webber and Higbie (2003) and Webber and Higbie (2009) are displayed in
the three panels of Fig. 7.36. Note that ta conversion to the LIS model by Langner
et al. (2003) would lead to even higher modulation values as those given by ϕHE12,
thus they here are not investigated further.

It shows that the LIS-dependent modulation parameters by Garcia-Munoz et
al. (1975) (upper panel) and Webber and Higbie (2003) (middle panel) represented
by the black lines still show positive (i.e. physical) values over the entire period.
The conversion to the model by Webber and Higbie (2009) (lower panel), however,
shows a different picture. Here during two of the six Gand Solar Minima between
1000 BP and 0 BP, in particular the Wolf minimum around 640 BP as well as the
Maunder Minimum around 240 BP, negative (i.e. non-physical) solar modulation
parameter values occur. As discussed in Section 3.5 this leads to the conclusion
that the spectrum by Webber and Higbie (2009) may not be a proper LIS model.

Weakening the conclusions by Herbst et al. (2010), this new investigation,
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Figure 7.34: Upper panel: The solar modulation parameter reconstructed in this
work (red line/dots, light blue band) in comparison with the values by Usoskin et
al. (2011) (black line). Lower panel: Zoom into the years 1650 to 2012, showing in
addition the observed sunspot numbers in dark blue.
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Figure 7.35: Solar modulation parameter by Usoskin et al. (2011) (black line) in
comparison with parameter values determined from PAMELA proton measurements
using the method described in Section 3.4 (red line).

however, supports the findings discussed in Section 3.2. Consequently, neither
from the Voyager measurements nor the cosmogenic radionuclides preserved in ice
sheets, tree rings or sediments it is possible to reveal information on the "true"
LIS. However, the models by Garcia-Munoz et al. (1975), Webber and Higbie
(2003), Langner et al. (2003) as well as Usoskin et al. (2005) are able to fit the
measurements reasonably well and thus all may be proper LIS models, findings
which are consistent with recent Voyager data (see discussion in Section 3.2).
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Figure 7.36: Influence of the LIS model on the reconstructed solar modulation pa-
rameter applying the conversion equations by Herbst et al. (2010). Upper panel: LIS
model by Garcia-Munoz et al. (1975). Middle panel: LIS model by Webber and Hig-
bie (2003). Lower panel: LIS by Webber and Higbie (2009). Here the reconstructed
modulation parameter for the magnetic field variations by Knudsen et al. (2008) and
its limits are given as red line and light blue band, while those for the magnetic field
variations by Korte et al. (2011) are displayed as filled red dots. The LIS-dependent
solar modulation parameter values are given as black lines and dots, respectively.



Chapter 8

Summary

One of the main goals of this work was the self-consistent modeling of the
production of cosmogenic radionuclides being consistent with both 10Be and 14C
measurements, by taking into account the full simulation chain starting with
different local interstellar spectrum (LIS) models and their modulation outside as
well as within the heliosphere and ending with the deposition of the cosmogenic
radionuclides in natural archives like trees, ice sheets or sediments.

Starting with the investigation of the different LIS models used in the litera-
ture, this work investigated whether or not the Voyager spacecraft will be able to
measure the LIS in the near future. Furthermore, a method to convert the LIS-
dependent solar modulation parameters into each other was presented. Although
being only a rough approximation of the particle transport, for the purpose of this
work to provide solar-activity reconstructions over thousands of years the Force
Field solution, leading to the solar modulation parameter ϕ (Caballero-Lopez and
Moraal, 2004) was used. In addition, the influence of the Earth’s magnetic field
variation as well as the importance of its geometry on the vertical cutoff rigidity
were studied. The atmospheric production of secondary particles was investigated
depending on the LIS model and the hadronic interaction model. Furthermore,
in order to identify the most suitable hadronic model the galactic CR-induced
ionization of the atmosphere was studied, favoring the Bertini model rather than
the BIC model. Using this full chain, the local and global cosmogenic radionuclides
production rates were computed for the first time self-consistently.

The main results of this work can be summarized as follows:

a) On the basis of the finding by Scherer et al. (2011) that modulation takes place
already in the outer heliosheath, this work proposes that i) all LIS models are
consistent with the HPS and ii) non of the above LIS models can be excluded
to be the proper LIS as well as that the Voyager spacecraft will not be able to
measure the LIS in the near future.

b) The various LIS models can be converted into each other by energy-dependent
conversion equations. On the basis of the modulation parameters by Stein-
hilber et al. (2008) (however, note point f) below) this leads to the conclusion
that not all of these models, especially not the ones by Webber and Higbie
(2003, 2009) as well as Garcia-Munoz et al. (1975), may be proper LIS models.
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c) Based on the studies by Pilchowski et al. (2010), the influence of the geom-
etry of the geomagnetic field is studied further. Following their discussion
this work could show that the geometry of the magnetic field, represented by
the introduced measure δB given as the difference of vertical and horizontal
components, is a sufficiently good proxy for the cutoff rigidity. Both mea-
sures reflect, consistent with each other, the magnetic-field variations over the
time-period from 1900 to 2010, thus the magnetic field variations cannot be
neglected for e.g. the local production of 10Be and 14C.

d) Beyond the investigations by Matthiä (2009) this work investigates the influ-
ence of the two hadronic interaction models BIC and Bertini on the galactic
CR-induced ionization, confirming the findings by Matthiä (2009) by means
of ridges investigations.

e) Only by taking into account the complete chain, starting with the LIS and end-
ing with the deposition of cosmogenic radionuclides into terrestrial archives, it
was possible to compute new self-consistent local and global production rates
of cosmogenic radionuclides.

f) By taking into account the interaction chain on the basis of global 14C data
derived from an ocean-atmosphere diffusion box model Oeschger et al. (1975);
Hughen et al. (2004); Reimer et al. (2009) the new solar modulation parameter
ϕHE12 is computed for the entire Holocene, which, for the first time, is

– compatible with both 10Be and 14C data

– does not become negative (i.e. non-physical) independent of the LIS
model during the Grand Solar Minima, with the exception of the he-
liopause spectrum by Webber and Higbie (2009), which still shows non-
physical values.
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Outlook

Further improvements of the simulation chain will briefly be discussed in the follow-
ing.

a) Modulation of the LIS

In this work the solar modulation parameter ϕ has been used in order
to reconstruct the solar activity throughout the Holocene. However, as
discussed in Chapter 3, the Force Field solution is just a rough first order
approximation of the particle transport inside the heliosphere. As shown in
Section 3.2 time-consuming numerical simulations are necessary in order to
model the particle transport in a more realistic way.

b) Solar Energetic Particles

Solar energetic particles events, mainly consisting of protons and alpha
particles in the energy range of several MeV up to a few hundred MeV,
and, in particular, so-called ground level events which can be detected at
sea-level, may also contribute significantly to the production of cosmogenic
radionuclides. The question arises to what amount such strong solar events
contribute to the global production rates preserved in tree rings, ice sheets
or sediments. By now this is a controversially discussed topic, however, the
investigation of Section 7.2 indicate that such events are more likely visible
in high-resolution 36Cl data rather than in those of 10Be, supporting the
investigations by e.g. Webber et al. (2007).

c) Geomagnetic Field

As shown in Section 7.6, the reconstruction of the geomagnetic field
strength has a non-negligible influence on the global cosmogenic radionuclides
production rates. Earlier reconstructions by e.g. Yang et al. (2000) show
much higher geomagnetic field strength values than those by Knudsen et al.
(2008) or Korte et al. (2011), used in this work, which would influence the
computations of the cosmogenic radionuclides as well as the reconstruction of
the solar modulation parameter.

d) Atmospheric Mixing

The production of the cosmogenic radionuclide 10Be strongly depends
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on latitude and altitude, and thus the signal stored in ice sheets contains
information from different locations. As shown by Heikkilä et al. (2008),
in addition 10Be is in contrary to 14C not fully globally mixed because
stratospheric and tropospheric mixing have to be treated differently. In order
to take into account these mixing processes global circulation models like e.g.
the ECHAM5-HAM climate model (see e.g. Roeckner et al., 2003; Stier et al.,
2005), a state-of-the-art climate model developed at the Max-Planck-Institut
für Meteorologie in Hamburg, are necessary.

On the Influence of Galactic and Heliospheric Variations

Despite the investigations outlined in this work, also other factors like, e.g., galactic
variations due to the passage of a spiral arm, heliospheric variations or the influence
of geomagnetic field reversals need to be studied more closely in the future. As a
first step into this direction in the following first results of the influences of galactic
and heliospheric variations on the production of the cosmogenic radionuclide 10Be
are presented.

Due to the combination of several observations it is commonly known today
that our solar system is located inside one out of the four spiral arms of our Galaxy.
Inside these spiral arms a huge amount of new stars are formed while others end
their shell-burning with a supernova explosion. As mentioned in Section 2.2, Super-
nova remnants (SNRs) are a possible source of cosmic rays (CRs) measured in our
heliosphere. At first, however, galactic magnetic fields attach the CRs to the spiral
arms they are produced in, but on long time scales the particles are able to diffuse
into the surrounding space (see e.g. Büsching and Potgieter, 2008). Furthermore,
the position of our solar system inside the Milky Way varies. Thus, every 70 to 100
million years it passes through one of the four arms (Beer et al., 2012). Because
SNRs occur more frequently inside galactic arms the GCR flux beyond the solar
system is believed to vary over large time-scales. In addition, localized regions of
extremely high GCR fluxes due to multiple SNRs may exist within a spiral arm,
as e.g. in the Gould’s belt a region of star-forming clouds inside the Milky Way
(Büsching et al., 2005, see e.g.). Both facts would lead to dramatic increases of the
primary particle flux inside the heliosphere. Moreover, the shape and the structure
of the heliosphere itself, but also the GCR flux within it, are also strongly influenced
by the interstellar environment (see e.g. Scherer et al., 2006, and references therein).

The local and global 10Be production rates for selected scenarios are shown
in the following.

Galactic Variations

The scale on top of Fig. 9.1 (adopted from Shaviv, 2003) shows the simulated galaxy
arm passages (upper scale) as well as the corresponding cosmic ray fluxes with re-
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spect to present-day LIS values (lower scale, black solid line) over the past 1,000 Myr.
Note that the flux around the time of a spiral arm passage is lagging behind the spi-
ral arm crossing itself (see Shaviv, 2003, for further information). The lower panel
shows the LIS by Usoskin et al. (2005) and its maximum variations according to
Shaviv (2003) (black lines) as well as computations of possible galaxy arm spectra
by Büsching and Potgieter (2008) (colored lines), corresponding to the locations of
the blue stars in the implemented figure in the upper right corner. The correspond-
ing computations of the local and global 10Be production rates are given in Fig 9.2.
From the left, showing the local 10Be production rates, it becomes obvious that
much higher local production rates occur at mid and equatorial regions.

Heliospheric Variations

Using the BoPo model (see Scherer and Ferreira, 2005, for a model description),
Scherer et al. (2008) investigated the influence of variations of the LISM conditions
on the heliospheric environment, concentrating on stable phases of the local inter-
stellar medium (LISM), like a hot, a warm and a cold LISM (Frisch and Slavin,
2006). Among others, the following two scenarios were investigated:

model b) A low density ISM with a proton density np=0.04 cm−3, a hydrogen density of
nH=0.04 cm−3, a relative LISM inflow speed of 26 km/s and a LIS temperature
of TLISM=7000 K. Additionally the termination shock (TS) is assumed to be
at 126 AU, the heliopause (HP) to be located at 180 AU while a possible bow
shock (BS) is set at 290 AU.

model d) A perturbed interstellar medium due to, e.g., SNs close to the solar system
(Frisch, 1997) with a proton density of np=0.04 cm−3, a hydrogen density of
nH=0.04 cm−3, a relative LISM inflow speed of 100 km/s, and a LIS temper-
ature of TLISM=8000 K. Additionally, the TS is assumed to be at 11 AU, and
the HPS to be located at 16 AU, while a possible BS is set at only 22 AU.

The present heliosphere is assumed to have a proton density of np=0.1 cm−3, a
hydrogen density of nH=0.1 cm−3, a relative LISM inflow speed of 25 km/s, and a
LIS temperature of TLISM=6500–8000 K. Additionally the TS is assumed to be at
80 AU while the HPS may be located at 130 AU. Thus the upper two cases can be
seen as important extreme cases which may have a strong influence on the local as
well as global cosmogenic radionuclide production rates.

The corresponding local and global 10Be production rates are displayed in
the left and right panels of Fig. 9.4.

The spectra by Scherer et al. (2008) are modeled for typical solar minimum
conditions in the order of ϕ = 500 MV . From the left panel, displaying the local
10Be, it becomes obvious that both hemispherical scenarios would lead to much
higher production rate values at polar and mid-latitudes than the typical minimum
conditions, given by the dashed-dotted line.
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Figure 9.1: Upper panel: Cosmic ray history adopted from Shaviv (2003). Shown
here are the simulated galaxy arm passages (shaded areas in the upper scale) as well
as the corresponding cosmic ray fluxes with respect to present LIS values (lower
scale, black solid line) as function of time over the past 1,000 Myr as adopted from
Shaviv (2003). Lower panel: LIS model by Usoskin et al. (2005) as black solid
line, its maximum variations due to Shaviv (2003) as dashed lines and the computed
spectra by Büsching and Potgieter (2008) for a spiral arm passage. The sketch of the
Galaxy in the upper right panel shows the color code for the angle dependent spectra
by Büsching and Potgieter (2008).
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Figure 9.2: Left panel: Local 10Be production rates due to primary protons. The
black solid line represents the results using the unmodulated LIS by Usoskin et al.
(2005), the red curves correspond to the four stages of the galaxy arm passage. Right
panel: The corresponding global production rates for geomagnetic field strengths be-
tween zero and two times the present value.
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Figure 9.3: The differential energy spectra of different heliospheric conditions com-
puted by Scherer et al. (2008) at 1 AU (red lines) in comparison to the unmodulated
LIS by Usoskin et al. (2005) (black line).
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scenario )
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Figure 9.4: The local and global 10Be production rates for different heliospheric con-
ditions (red lines) in comparison to the computations of present heliospheric condi-
tions (black lines). In this study only primary protons are investigated.
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Appendix A

GEANT4 and
PLANETOCOSMICS

A.1 The GEANT4 toolkit

GEANT4 is a C++-based Monte Carlo simulation toolkit (see e.g Agostinelli et al.,
2003; Allison et al., 2006; Apostolakis et al., 2009) which can be implemented in
multiple settings and simulation codes like e.g. that used in this work, PLANETO-
COSMICS. For further information on the Monte Carlo Method (see e.g. Nelson et
al., 1985; Binder and Heermann , 2010).

The GEANT4 toolkit provides the possibility to simulate the transport of
particles through as well as their interaction within a certain medium such as the
Earth’s atmosphere (see e.g. Apostolakis et al., 2009). Because of its numerous
applications GEANT4 has been established in multiple communities such as the
large hadron collider community, in high-energy physics as well as in the medical
physics branch (see e.g. Jan et al., 2004; Amko et al., 2005; Allison et al., 2006).

The main applications of GEANT4 are:

1. the description of an experimental setup by user-defined geometrical volumes

2. the transport of particles through this setup

3. the simulation of particle interaction and events by Monte-Carlo based gener-
ators

4. the visualization of the user-defined setup as well as the particle trajectories
through the setup

In order to compute the interaction of primary particles with the Earth’s atmo-
sphere PLANETOCOSMICS selects from the physical processes embedded in the
GEANT4 toolkit: a) decay processes, b) electromagnetic processes, c) hadronic pro-
cesses, d) photoelectron-hadron processes, e) optical processes, f) parameterization
processes and g) transportation processes. Of great importance for this work are the
electromagnetic as well as the hadronic processes, which therefore will be described
further. A more detailed investigation of the two electromagnetic sub-packages can
be found at http://GEANT4.web.cern.ch/GEANT4/support/userdocuments.shtml.



194 Appendix A. GEANT4 and PLANETOCOSMICS

The Electromagnetic Physics Packages

In order to simulate the electromagnetic (em) interactions of charged particles as
well as photons with the surrounding material GEANT4 provides two sub-packages,
the standard em package and the low-energy em package.

The Standard em Package allows for computations of the atmospheric ioniza-
tion, γ-conversion, bremstrahlung etc. due to electromagnetic interactions
(see Lassila-Perini and Urban, 1995; Apostolakis et al., 2000; Urban, 2002).
This package, however, merely averages the influences and effects of atomic
shell structures, so that the electromagnetic interaction simulations are re-
stricted to particles within the energy range of 1 keV to 10 PeV. Nevertheless,
the standard em package nowadays is established especially in high-energy
physics as well as space and medical physics.

The Low Energy em Package provides alternative models in order to simulate
interaction of photons as well as charged particles down to energies of 100 eV
(see e.g. Chauvie et al., 2004; Amko et al., 2005). This package also includes
models for the computation of atomic relaxation and other shell effects (see
Chauvie et al., 2007). Because of the additionally implemented features one
of the disadvantages of this package is the strong increase in CPU time.

However, the most important development to former GEANT versions is the im-
plementation of an integral sampling approach in order to compute the particle
interaction length. To take into account the energy dependence of electromagnetic
cross sections the probability p for an interaction is sampled and is given by

p = 1− exp

(
−
∫
σ(E)ndx

)
, (A.1)

where σ(E) represents the energy-dependent cross section, n gives the atomic density
and x describes the arc length along the trajectory (see Apostolakis et al., 2009).
In this process the sampling is performed by using the approach first described by
Ivanchenko et al. (1991). According to Apostolakis et al. (2009) befor each step the
energy range dependent maximum cross section σmax in the energy range (ηE0−E0)

is estimated. Thereby the parameter η = 1−α with a default value of 0.8 while E0

represents the energy at the beginning of the step. After the first step the energy
has changed, thus the energy-dependent cross section σ(E1) has to be calculated.
The sampling of the final state of the first step therewith is performed randomly
with a certain probability given by

ps =
σ(E1)

σmax
. (A.2)

Unfortunately, due to the increase of computation time this method is not performed
for every step along the trajectory of the investigated particle.
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The Hadronic Physics Packages

The GEANT4 toolkit provides several packages to simulate hadronic interaction,
which strongly depend on the energy range of interest. In order to compute highly
energetic particle interaction, which are of great importance for this work, the
GEANT4 collaboration offers a standard set of models including

a) The quark-gluon string (QGS) model: This model provides the possibility
to simulate the interaction of protons, neutrons, pions as well as kaons in the
energy range of 20–50 TeV. The QGS model is able to provide the physical
necessities to a) compute the splitting of nucleons into quarks as well as di-
quarks and b) the formation and excitation of quark-gluon strings. In order
to take into account the formation of strings the model uses the approach
by Capella and Krzywicki (1978) and Kaidalov and Ter-Martirosyan (1982).
According to Apostolakis et al. (2009) the simulations using this model are in
good agreement to the available experimental data.

b) The Bertini-style cascade model: The Bertini model describes hadronic in-
teraction using the standard intra-nuclear cascade application by Bertini and
Guthrie (1971), covering the simulation of hadronic interaction for protons,
neutrons, pions, kaons and hyperons with energies up to 10 GeV. In case of
a collision an excited residual nucleus is built by creating multiple particle-
hole states. In order to destroy them and to de-excite the residual nucleus
afterwards the Griffin and Dworzecka (1986) approach is applied.

c) The Binary cascade (BIC) model: The BIC model is a combination of a
classical cascade model and a full quantum-molecular dynamics model, which
is able to cover particle energies up to 10 GeV (see Folger et al., 2004). Note
that thereby only incident protons and neutrons in the energy range below
3 GeV are simulated so that incident particles and the resulting subsequent
secondaries for particles with higher energy are propagated by a numerical
integration of the equation of motion in a potential. The cascade stops when
the mean energy of all scattered particles is below an energy between 18 –
90 MeV (see Apostolakis et al., 2009).

The latter two hadronic cascade models, the BIC and the Bertini model are used to
estimate the uncertainties of the processes involved, when calculating the production
of secondary particles (see Chapter 5) as well as the atmospheric ionization (see
Chapter 6). Note, however, that the GEANT4 collaboration proposes the usage
of the Bertini-style cascade for high energetic particle interactions while the BIC
model should be used for particles with energies below 1 GeV.

A.2 The PLANETOCOSMICS Code

The PLANETOCOSMICS simulation code (see e.g. Desorgher, 2006),
a GEANT4-based Monte-Carlo package which also can be found at
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http://cosray.unibe.ch/∼laurent/planetocosmics/, was developed by combin-
ing and upgrading the two already existing codes MAGNETOCOSMICS and
ATMOCOSMICS, providing the possibility to

a. Compute the cut-off rigidity as function of position, direction, and time (see
Section 4.1).

b. Compute asymptotic directions (see Section 4.3).

c. Visualize particle trajectories and magnetic field lines.

d. Compute the resulting flux of atmospheric-shower particles at user-defined
altitudes and/or depths (see Section 5) and therewith e.g. the production of
cosmogenic radionuclides (see Chapter 7).

e. Simulate the energy being deposited in the atmosphere vs altitude and/or
depth (see Section 6).

In the following, a short overview of the magnetospheric and atmospheric models,
which are available in the PLANETOCOSMICS code, is given together with de-
tails of the configurations used in order to provide the results of this work will be
presented in addition.

The Primary Particle Spectra

In order to compute the secondary particle production in the Earth’s atmosphere it
is necessary to define a primary particle spectrum at 1 AU. This can either be done
by choosing the built-in modulated galactic cosmic ray spectrum by Garcia-Munoz
et al. (1975), by defining an arbitrary galactic cosmic ray spectrum as well as a solar
energetic particle spectrum as input files or by simulating mono-energetic primary
particles and their contribution to the interaction with the magnetosphere as well as
the atmosphere and convolve the results with a certain local interstellar spectrum
afterwards. The latter method is employed in this work and will is discussed in more
detail in Section 5.

The Geometry of the Simulation Volume

The user can select between a spherical shell structure or a flat geometry arranged in
layers of equal pressure, temperature and composition in order to set the simulation
environment. However, a comparison of the model results using a spherical geometry
and a flat geometry shows that there are only small variations between the two
models. As pointed out by Matthiä (2009), these variations occur due to differences
in the particles path lengths, showing the variation to be in the order of 1% for
particles with a zenith incidence angle of 40◦ and of about 4% for particles with
zenith incidence angle around 70◦, respectively. The influence of this effect was
shown to be negligible for the secondary particle intensities produced in the Earth’s
atmosphere (Matthiä, 2009). For all investigations of this work, thus a flat geometry
is adopted.
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The Magnetospheric Models

PLANETOCOSMICS provides different models to describe the internal terrestrial
magnetic field as well as the influence of the external magnetic field. For both
magnetic field configurations three models are available.

1. The Internal Magnetic Field

a) Dipole field
Using this magnetic field model the user is able to vary the strength of the
dipole field B0, the tilt angle of the dipole field φ and the position of the center
of the dipole with respect to the center of the Earth.

b) Eccentric tilted dipole
In contrast to the simple dipole model the eccentric tilted dipole model includes
the temporal evolution of the magnetic field while neglecting higher moments.

c) IGRF field
As mentioned in Section 2.3 the IGRF is a geomagnetic field model provided by
the International Association of Geomagnetism and Aeronomy (IAGA). The
IGRF is a series of mathematical models which describe the Earth’s internal
field and its secular variation (see e.g. Gauß, 1863; ?). According to Eq.(2.3)
the internal magnetic field can be described as the negative gradient of the
scalar potential V (r, ϑ, φ, t) given by

V (r, ϑ, φ, t) = r0

∞∑
n=1

n∑
m=0

(r0
r

)n+1
(gmn (t) cosmφ+ hmn (t) sinmφ)Pm

n (cosϑ),

(A.3)
with r representing the Earth’s radius, ϑ the zenith angle, φ the azimuthal
angle, gmn (t), hmn (t) the Gauss spherical harmonic coefficients and their linear
interpolation as well as Pm

n the Legendre Polynomes. Every five years a new set
of Gauss parameters is released. By now the eleventh generation of the IGRF
is available (Finlay et al., 2010), providing the opportunity to reconstruct the
magnetic field variations from 1900 to 2011.

If not stated otherwise this work utilizes the IGRF model in order to compute the
internal magnetic field.

2. The External Magnetic Field

While the internal magnetic field represents the undisturbed isolated magnetic
field within the first six Earth radii the external magnetic field is disturbed by the
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interaction with the solar wind.

Here the user has the possibility to choose between three models
developed by Nicolai Tsyganenko (Tsy89, Tsy96 and Tsy2001, see
http://geo.phys.spbu.ru/∼tsyganenko/modeling.html which are based on a
large number of satellite observations (e.g. IMP, POLAR and GOES). These
models are semi-empirical best-fit representations of the Earth’s magnetic field,
including contributions of the ring current system, magnetotail current system,
magnetopause current system and the large-scale system of field-aligned currents.

a) Tsy89
The Tsy89 model was primarily developed as a simple empirical approxi-
mation for the global magnetosphere, binned into several intervals of the
disturbance index Kp. Variations of the Kp index are only due to distur-
bances of the geomagnetic field caused by the solar wind within a three hour
interval. The geomagnetic disturbances are monitored by at least thirteen
satellite stations at an altitude of 70 RE . Thus, the global Kp index can
be obtained as the mean value of the disturbance levels in the two horizon-
tal field components measured at these stations. For further information see
http://wwwuser.gwdg.de/∼rhennin/kp.html.

b) Tsy96
The Tsy96 model includes magnetopause, large-scale Birkeland current sys-
tems, and heliospheric magnetic field reconnection across the boundary. The
model is parameterized by the solar wind pressure Pdyn = 1

2n · v2 with n the
solar wind particle number density and v the solar wind speed. An additional
parameter introduced in this model is the so-called Disturbance storm time
(Dst) index, defined as the disturbance field axially symmetric with respect
to the dipole axis as a function of storm-time (see e.g. Sugiura and Kamei,
1991), which shows negative values caused by the ring current, while positive
variations are mostly caused by the compression of the magnetosphere from a
solar wind pressure increase and the transverse components of the heliospheric
magnetic field (see Sugiura and Kamei, 1991).

c) Tsy2001
The Tsy2001 model represents the mathematical form of a variable configura-
tion of individual inner and near magnetosphere current systems for different
interplanetary conditions and ground disturbance levels. This model was ad-
justed by the observed dawn-dusk asymmetry of the inner magnetosphere due
to the partial ring current that develops during magnetospheric disturbances.
Therefore data from a large number of spacecraft have been used to define the
new parameters of the model. In general the Tsy2001 model, like the Tsy96
model is defined by the input parameters a) solar wind dynamic pressure, b)
solar wind speed and c) Dst index. Additionally this model also takes into
account the interplanetary magnetic field.
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Atmospheric Models

Implemented in PLANETOCOSMICS are three different possibilities to define the
terrestrial atmosphere. While the two empirical atmospheric models, the MSISE90
model (see Hedin, 1991) and the upgraded version NRLMSISE00 (see Picone et
al., 2002) are fully implemented, a user-defined atmosphere can be put into the
PLANETOCOSMICS code as well.

If not stated otherwise the NRLMSISE00 model is used to define the atmo-
spheric conditions.

Hadronic Interaction

In order to simulate the hadronic interactions of primary particles with the ambient
atmospheric matter PLANETOCOSMIC provides multiple GEANT4 models (see
Section A.1). For the purpose of this work the GEANT4 collaboration suggests
either to use the QGSP−BIC−HP model or the QGSP−BERT−HP model.

For the investigation of the secondary particle environment (see Chapter 5)
as well as the cosmic ray induced ionization (see Chapter 6) the BIC and Bertini
model are used which reveal that the Bertini model is the better choice in order to
compute the production of the cosmogenic radionuclides (see Chapter 7).

Electromagnetic Interaction

The electromagnetic interactions can either be calculated by using the GEANT4
low energy em model or the GEANT4 standard em model.

In this work the GEANT4 standard em model is applied.

Composition of the Soil

PLANETOCOSMICS provides the possibility to define composition and thickness
of the Earth’s soil, where the composition of the soil plays an important role, due
to albedo particles a) produced by the interaction of produced secondary particles
with the soil itself or b) by back-scattered incoming particles.





Appendix B

PLANETOCOSMICS - Macro
File Examples

B.1 Computation of the Vertical Cutoff Rigidity Distri-
bution

An exemplary macro of the computation of vertical cutoff rigidities at an altitude
of 200 km on March 15th 2005. The computations are performed for the IGRF
field.

/tracking/verbose 0
/tracking/storeTrajectory 0
/control/verbose 1
/run/verbose 0
/control/verbose 1

#
# Geometry and physics
#

/PLANETOCOS/SPACECOORDINATE/UseSpice true
/PLANETOCOS/GEOMETRY/SetConsiderAtmosphere false

/PLANETOCOS/PHYSICS/SelectTypeOfEMPhysics NONE
/PLANETOCOS/PHYSICS/SelectTypeOfHadronicPhysics NOHADRONIC
/PLANETOCOS/Initialise

/PLANETOCOS/USERLIMIT/SetMagnetoMaxStepLength .1 rplanet
/PLANETOCOS/STOPCONDITION/SetMaxTrackLength 70. rplanet

#
# Step length definition
#

/PLANETOCOS/INTEGRATION/SetStepperModel CashKarpRKF45
/PLANETOCOS/INTEGRATION/SetPrecision 1e-6
/PLANETOCOS/INTEGRATION/SetG4MaxStep 5e-2 rplanet
/PLANETOCOS/INTEGRATION/SetDeltaIntersection 1e-2 km

#
# Set year, date and time
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#

/PLANETOCOS/BFIELD/SetStartDate 2005 03 15 10 0 0

#
# Set magnetic field model
#

/PLANETOCOS/BFIELD/SetInternalFieldModel IGRF

#
# Set coordinate system and direction of incidence
#
/PLANETOCOS/SOURCE/SetDirection GEO 0. 0. degree
/PLANETOCOS/SOURCE/verbose 1

#
# Compute and save the cutoff rigidities in a user defined grid
# here at an altitude of 200 km, resulting in a 5◦x5◦ grid
#
/PLANETOCOS/MAGNETIC/RCutoffVsPosition GEO 200 km -90 5 37 -180 5 74 0 0
degree 2005Alt200km.out

B.2 Computation of the Secondary Particle flux and the
Atmospheric Ionization

An exemplary macro file for the computation of the specific energy loss as well as the
production of secondary particles inside the Earth’s atmosphere. As explained in Section 5
the secondary particle environment was computed for logarithmical equally binned
mono-energetic primary particles. Here the macro for primary protons with energies
between 926 GeV and 1 TeV is presented.

/control/verbose 1

#
# Atmospheric definitions
#

/PLANETOCOS/SPACECOORDINATE/UseSpice true
/PLANETOCOS/GEOMETRY/SetType Flat
/PLANETOCOS/GEOMETRY/SetConsiderAtmosphere true
/PLANETOCOS/GEOMETRY/SetPlanetCoreThickness 10 km
/PLANETOCOS/GEOMETRY/SetHeigthOfWorldAboveAtmosphere 150 km
/PLANETOCOS/GEOMETRY/SetMaxLayerThickness 5. km
/PLANETOCOS/GEOMETRY/SetMinLayerThickness .01 km
/PLANETOCOS/GEOMETRY/SetHeigthOfWorldAboveAtmosphere 10 km
/PLANETOCOS/GEOMETRY/SetAtmosphereTop 200. km
/PLANETOCOS/GEOMETRY/SetGroundAltitude 0. km
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/PLANETOCOS/GEOMETRY/SetAtmosphereModel NRLMSISE00
/PLANETOCOS/GEOMETRY/SetAp 10.
/PLANETOCOS/GEOMETRY/SetF107 100.
/PLANETOCOS/GEOMETRY/SetF107A 100.

/PLANETOCOS/GEOMETRY/SetGroundAltitude 0 km
/PLANETOCOS/GEOMETRY/verbose 1

#
# Set reference date
#

/PLANETOCOS/GEOMETRY/SetReferenceDate 2004 5 5 10 0 0

#
# Set physics models including the PHITS model by Koi et al. (2008)
#

/PLANETOCOS/PHYSICS/SelectTypeOfEMPhysics STANDARD
/PLANETOCOS/PHYSICS/SelectTypeOfHadronicPhysics QGSP_BERT_HP
/PLANETOCOS/PHYSICS/SelectTypeOfIonHadronicPhysics PHITS

#
# Soil definitions
#

/PLANETOCOS/SOIL/ResetLayers
/PLANETOCOS/SOIL/AddLayer 2 1 g/cm3 10 m
/PLANETOCOS/SOIL/AddElementToLayer Hydrogen 0.111894
/PLANETOCOS/SOIL/AddElementToLayer Oxygen 0.888106

#
# Define detector altitude
#

/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.001 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.01 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.05 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.1 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.3 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 0.6 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 1 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 2 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 3 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 4 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 5 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 6 km
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/PLANETOCOS/GEOMETRY/DetectorAtAltitude 7 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 8 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 9 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 10 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 11 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 12 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 13 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 14 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 15 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 16 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 17 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 18 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 19 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 20 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 30 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 50 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 70 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 90 km
/PLANETOCOS/GEOMETRY/DetectorAtAltitude 100 km

#
# Initialise
#

/PLANETOCOS/Initialise

#
# Switch of the magnetic field
#

/PLANETOCOS/BFIELD/SwitchOff
#
# Informations on the primary particles
#

/PLANETOCOS/ANALYSIS/PRIMARY/FluxHisto proton 1 100 10 4e6 MeV log

/PLANETOCOS/ANALYSIS/PRIMARY/CosZenithHisto proton 2 100 0. 1.

/PLANETOCOS/ANALYSIS/PRIMARY/CosZenVsEnergyHisto proton 3 200 0.0001 200 GeV log 100 0. 1.

#

# Computing the secondary particle flux for given secondary energy ranges

#

/PLANETOCOS/ANALYSIS/SECONDARY/SelectAllDetectors

/PLANETOCOS/ANALYSIS/SECONDARY/SetTypeOfWeight INVERSE_COSTH

/PLANETOCOS/ANALYSIS/SECONDARY/DownwardFluxHisto proton 1 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/DownwardFluxHisto e- 1 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/DownwardFluxHisto gamma 1 200 1.e-8 1e6 MeV log
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/PLANETOCOS/ANALYSIS/SECONDARY/DownwardFluxHisto neutron 1 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/UpwardFluxHisto proton 2 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/UpwardFluxHisto e- 2 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/UpwardFluxHisto gamma 2 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/UpwardFluxHisto neutron 2 200 1.e-8 1e6 MeV log

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithHisto proton 3 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithHisto e- 3 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithHisto gamma 3 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithHisto neutron 3 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto proton 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto alpha 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto e- 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto e+ 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto mu- 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto mu+ 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto pi- 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto pi+ 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto kaon- 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto kaon+ 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto gamma 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

/PLANETOCOS/ANALYSIS/SECONDARY/CosZenithVsEkinHisto neutron 4 200 1.e-08 1.e6 MeV log 200 -1. 1.

# Deposited energy

/PLANETOCOS/ANALYSIS/EDEP/AtmoEdepVsAltitudeHisto 1 1000
/PLANETOCOS/ANALYSIS/EDEP/AtmoEdepVsDepthHisto 1 1000

#
# Cut in range definition
#

/PLANETOCOS/CUT/SetCutInDepthForAllAtmosphericLayers 2. g/cm2
/run/setCut 1. m
/run/particle/applyCuts true e-
/run/particle/applyCuts true gamma
/run/particle/applyCuts true e+
/run/particle/dumpCutValues

#
# Stopping conditions
#

/PLANETOCOS/STOPCONDITION/SetStoppingEnergy e- 1.e-8 MeV
/PLANETOCOS/STOPCONDITION/SetStoppingEnergy gamma 1.e-8 MeV
/PLANETOCOS/STOPCONDITION/SetStoppingEnergy proton 1.e-8 MeV
/PLANETOCOS/STOPCONDITION/SetStoppingEnergy alpha 1.e-8 MeV
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/PLANETOCOS/STOPCONDITION/SetStoppingEnergy neutron 1.e-8 MeV

#
# Set maximum computation time for this particular energy
#

/PLANETOCOS/DURATION/SetMaxTotalDuration 24.0 hour

#
# No visualisation
#

/vis/enable false
/tracking/storeTrajectory 0
/PLANETOCOS/DRAW/DrawTrajectory false

#
# Define the characteristics of the primary particle (GEANT4-style)
#

/PLANETOCOS/RANDOM/SetRandomSeedAtRunStart true
/PLANETOCOS/ANALYSIS/ResetHistograms

/PLANETOCOS/SOURCE/ConsiderCutoff false

/gps/particle proton
/gps/pos/centre 0 0 180 km
/gps/direction 0 0 -1
/gps/ang/rot1 1 0 0
/gps/ang/rot2 0 1 0
/gps/ang/type cos
/gps/ang/mintheta 0 deg
/gps/ang/maxtheta 90 deg

/gps/ene/min 9261187.28129 MeV
/gps/ene/max 10000000.0 MeV
/gps/ene/type Pow
/gps/ene/alpha 0.

/tracking/verbose 0

#
# Set number of events and save results in an output file
#

/run/beamOn 100000
/PLANETOCOS/ANALYSIS/SaveTree 9.261e+06_1.0e+07.ascii ascii
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On the Computation Time

Figure C.1: Number of events computed within selected energy bins using the BIC
(black dots and line) and Bertini (red dots and line) interaction model.

As mentioned in Chapter 5 the mono-energetic computation-method used in this work is
very time consuming, thus the computation time per primary energy bin was restricted
to a computation time of 12 hours. Because of the fact that the higher the number of
computed events the better the statistics, this, however, downgrades the statistics in the
high energy range, as shown in Fig. C.1. Here the number of computed events within the
12 hour simulation window as function of selected primary particle bins (filled dots) for
the hadronic BIC (black) and Bertini (red) models is displayed. It shows that energy bins
between 0.1 GeV up to 1 GeV are only minor influenced by the 12 hour limitation, while
in the high energy range significant event number decreases can be observed. Starting with
105 events at energies between 0.1 GeV up to 1 GeV only 176 and 240 events using the BIC
and Bertini model are computed at around 10 TeV, respectively. Nevertheless, the Bertini
model possesses better statistics in the high energy range.
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Figure C.2: Computation time needed in order to simulate 105 events.

Furthermore, Fig. C.2 shows the amount of time needed in order to compute 105

events for the selected primary particle energy bins (red dots). It becomes obvious that
only a computation time of 8 minutes is needed in order to simulate the secondary particle
interactions for an energy bin of 0.1 to 0.107 GeV while the computations for the energy
bin of 10 TeV to 10.8 TeV would need at least 35 weeks.

This study reveals that it is indeed of importance to limit the computation time of
the mono-energetic primary particle bins. Moreover, due to the fact that high energy
primary particles statistically are rare a time limitation as applied in this work is adequate.
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Information on the SDE model

The SED model by Strauss et al. (2011) and Kopp et al. (2012) is essentially based on
Potgieter (1996), the values are the same as in Scherer et al. (2011). The TS is located
at 100 AU, the HP at 130 AU, a possible BS forms the outer boundary of the simulation
volume at 250 AU. Within the HP the solar wind speed is assumed to be directed radially
outwards with a constant value of 400 km/s, beyond the solar wind speed is assumed to
vanish. The adiabatic energy change due to the factor ∇⃗ · v⃗sw = 2 vsw

r is taken into account
only for r ≤ rTS and is set to zero elsewhere. The mean free path is given by

λ∥ = λ0 · (1 + r) · P, (D.1)

with λ0 = 0.1 for distances between r ≤ rTS and 0.01 beyond. Within the HP the diffusion
tensor is

KS =

κrr 0 κrφ
0 κϑϑ 0

κφr 0 κφφ

 (D.2)

with the components

κrr = κ∥ · cos2 ψ + κ⊥,r · sin2 ψ
κrφ =

(
κ⊥, r − κ∥

)
· sinψ · cosψ = κφr

κϑϑ = κ⊥,ϑ

κφφ = κ∥ · sin2 ψ + κ⊥,r · cos2 ψ, (D.3)

where ψ represents the Parker angle between the radial direction and that of the averaged
HMF at the actual position of the particle, and the components are related to the mean
free path by

κ∥ =
1

3
λ∥ v

κ⊥,r = κ⊥,θ = κ0 · κ∥, (D.4)

with v representing the speed of the particle and κ0 = 0.1. Note the change of λ∥ beyond
the TS according to Eq. (D.1).

Beyond the HP the diffusion tensor is replaced by a scalar value, which is varied between
1025 and 1028 cm2/s, and is either constant or proportional to the rigidity P . This model
neglects drift effects and, moreover, does not take into account the heliospheric current
sheet, for the inclusion of these effects we refer to Strauss et al. (2011).
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ϕ (MV) 10Be 14C
0 0.0304 3.1124

200 0.0238 2.4853
400 0.0197 2.0868
600 0.0167 1.8043
800 0.0146 1.5912

1000 0.0129 1.4237
1200 0.0115 1.2880
1400 0.0104 1.1756
1600 0.0094 1.0807
1800 0.0086 0.9994
2000 0.0079 0.9290

Table E.3: The total global cosmogenic radionuclides production rate in units of
(cm2 s)−1 for different solar modulation phases with ϕ varying between 0 and
2000 MV.
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