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Chapter 1

An introduction to Fourier restriction

1



2 1.1. The restriction operator

1.1 The restriction operator

Let

ĝ(x) =

∫Rn

g(ξ)e−ix·ξdξ, g ∈ L1(Rn), x ∈ Rn, (1.1.1)

denote the Fourier transform of an L1-function. For any smooth subsurface S of Rn,
consider the Fourier restriction operator

R(g) = RS(g) = ĝ|S. (1.1.2)

Restriction of an Lp-function to a subset of Rn with Lebesgue measure zero is à priori
not well defined. However, the operator R is well defined, for instance, on the subset
S = S(Rn) of Schwartz functions on Rn. The Schwartz functions are not only dense in
every Lp(Rn), p <∞, the space S is also mapped to itself under Fourier transform.
It is often useful to study the adjoint operator

R∗f(x) = f̂dσ(x) =

∫

S

f(ξ)e−ix·ξdσ(ξ), (1.1.3)

x ∈ Rn, where σ is the surface measure of S. One would like to know for which range
of p, q ∈ [1,∞], depending on the surface S, this operator R∗ is bounded from Lq(S, σ)
to Lp(Rn). In other words: for which p, q ∈ [1,∞] does there exist a constant C(p, q, S)
such that for all f ∈ Lq(S, σ) we have

‖f̂dσ‖Lp(Rn) ≤ C(p, q, S)‖f‖Lq(S,σ) ? (1.1.4)

We shall concentrate on the case of compact hypersurfaces. Locally, a hypersurface is
given as the graph of some function (at least after a permutation of coordinates); due to
the compactness, we may decompose S in finitely many subsets given as a graph. From
now on we will thus assume without loss of generality that S is a compact hypersurface,
given as a graph.

In that case, we always have the trivial restriction estimate

‖f̂dσ‖∞ ≤ ‖f‖L1(S,σ). (1.1.5)

Moreover, if R∗ : Lq0(S) → Lp(Rn) is bounded for some p and q0, we observe that for any
q ≥ q0 by Hölder’s inequality we have

‖R∗f‖p ≤ C(q0, p, S)‖f‖Lq0(S,σ) ≤ C(q0, p, S)σ(S)
1
q0

− 1
q ‖f‖Lq(S,σ) = C(q′, p, S)‖f‖Lq(S,σ),

(1.1.6)

i.e. R∗ : Lq(S) → Lp(Rn) is bounded as well. Thus every point (1
q
, 1
p
) where such an

estimate holds provides us with a certain area where it is valid as well (cf. Figure 1.1).
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Figure 1.1: Schematic picture of the area of p and q for an adjoint restriction operator

1.2 First results

A very fundamental achievement concerning the above question was the result of Stein and
Tomas for the unit sphere Sn−1. They proved that R : Lp

′
(Rn) → L2(Sn−1) is bounded

if and only if 1 ≤ p′ ≤ 2n+2
n+3

[St]. The proof uses estimates on oscillatory integrals, which
in turn rely on the non vanishing Gaussian curvature of the sphere. Therefore the proof
remains valid for every compact hypersurface with non vanishing Gaussian curvature.
Another important example is any compact part of the paraboloid. Greenleaf gave a fur-
ther generalisation for surfaces satisfying some uniform decay estimates, with the range
of p depending on the degree of decay [Gre]. Thus the "analytic" question of Fourier
restriction has a "geometric" answer in terms of the Gaussian curvature. This philosophy
is also reflected in the fact that for a "flat" hypersurface, which has vanishing curvature
everywhere, all restriction estimates beside the trivial ones fail. Indeed the geometry of
the surface plays a very important role not only in the Stein-Tomas result but in the
whole theory.
Interpolation between the Stein-Tomas Theorem and trivial results immediately gives
even some (p′, q′)-results, but not the sharp range, which is generally believed to be the
following:

Conjecture
Let S ⊂ Rn be a compact hypersurface with positive principle curvatures, and let p > 2n

n−1

and 1
q′
≥ n+1

(n−1)p
. Then R∗ : Lq(S) → Lp(Rn) is bounded.

The conditions on p and q are necessary. The first one can be obtained by a careful analysis
of the oscillatory integral given by d̂σ, the second one is due to a so-called Knapp-Box-
example. That means testing the adjoint restriction operator on a small box, adapted
to the geometric shape of the surface. In dimension n = 2, the question whether the
conditions on p and q are sufficient as well was answered positively by Zygmund in 1974
[Z]. Observe that for n = 2, we have 2n

n−1
= 4 and Plancherel’s formula implies

‖f̂dσ‖24 = ‖f̂dσf̂dσ‖2 = ‖fdσ ∗ fdσ‖2. (1.2.1)
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The general case n 6= 2 does not come with such an advantage and requires further,
more complicated techniques. Despite the work of many outstanding mathematicians
in this field, including Thomas Wolff, and Fields medalists Jean Bourgain and Terence
Tao, and a lot of progress over the recent decades, the complete answer still remains open.

1.3 The bilinear method

For a long period of time, the state-of-the-art technique for this problem was the so-called
bilinear method. One studies the bilinear operator (f1, f2) → R∗

S1
(f1)R

∗
S2
(f2), where the

subsurfaces S1, S2 ⊂ S fulfill some separation assumption, while their normal fields obey
a certain "transversality" condition. The goal is to establish a local bilinear estimate of
the form

‖R∗
S1
(f1)R

∗
S2
(f2)‖Lp(Q(R)) ≤ CεR

ε‖f1‖2‖f2‖2, (1.3.1)

for all ε > 0, where R is a large parameter and Q(R) for instance a cube of side length R.
If R grows to infinity, the left-hand-side converges to the integral over the whole space,
but the right-hand-side would blow up to infinity. However, there is some "ε-removal"
technique available, meaning that one has to pay in the range of p for lowering ε. Addi-
tional work is required to deduce a linear estimate.
One ingredient of the local bilinear estimate is a method called "induction on scales"
invented by Wolff [W]. Starting with a large power of R obtained by a trivial estimate,
ε is reduced step by step by an inductive argument: very roughly speaking, on Q(R1−δ),
R comes with the power α′ = (1− δ)α < α in the bilinear estimate due to the induction
hypothesis. However, the challenge is to deal with the remaining part Q(R)\Q(R1−δ).
This involves a kind of discretisation, a decomposition into "wave packets", which are
functions well localised both in position and momentum space. If one interprets the last
coordinate direction as time variable, the closest analogon to a wave packet from physics
is a particle of a laser beam: a light ray of highly concentrated frequencies, stable over
a long period of time. The wave packets were developed essentially by Bourgain [Bo1],
although some rudimentary versions were used by Fefferman [F] and A. Córdoba [C]. A
detailed application of the whole method will be carried out in Chapter 3 of my thesis.
Unfortunately, even a sharp bilinear estimate implies some, but in general not the full
linear estimate.
Other related surfaces were also studied, using and developing the described techniques,
for instance the truncated cone {(x, t) ∈ Rn × [1, 2] : t = |x|}. On the one hand, for a
fixed t, the corresponding section of the cone is a dilated sphere Sn−1. On the other hand,
for a fixed x, variation of t gives a line segment without any curvature. Therefore the
restriction conjecture for the n-dimensional cone is the same as for the (n−1)-dimensional
sphere. If one takes a cylinder instead of a cone, this behaviour is even more obvious.
Wolff proved the sharp bilinear estimate and the consequent linear estimate for the cone
[W].

Lee and Vargas independently studied an example for a surface where the principle cur-
vatures have different signs, namely the graph of the function φ(x, y) = x2 − y2, see [L1]
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and [V]. Their approach does not cover perturbation terms since it uses the change of
coordinates x′ = x + y, y′ = x − y, i.e. the surface transforms to the graph of x′ · y′.
Later, they joined in working on surfaces with n − k non vanishing, positive principle
curvatures [LV], generalising Wolff’s work on the cone, which has n − 1 non vanishing
principle curvatures.
New progress in this area was recently performed by Bourgain and Guth 2011 [BG],
further extending the range of p and q for the paraboloid and the sphere closer to the
conjectured one. They make use of a trilinear approach instead of a bilinear one.

1.4 Surfaces of finite type

There also exists some intermediate situation between the case of non vanishing principle
curvature and the "flat" case of identically vanishing curvature: What about a surface,
where the principle curvature vanishes at some point, but not identically? An example is
the graph S of the function φ(x) = xm, x ∈ [0, 1], m ≥ 2. For m = 2 this is a part of the
parabola we already discussed, but for m > 2 the second derivative of φ and therefore the
Gaussian curvature vanishes at the origin. Therefore one would expect a smaller range
than 1

q′
≥ 3

p
, p > 4 such as for the parabola. However, the surface is not completely

"flat" at the origin in the sense that not all derivatives are vanishing at the origin (in this
example, the m-th derivative does not vanish); we say that φ is of finite type m at 0. Since
the origin is the only point with vanishing curvature, a first approach would be a dyadic
decomposition (0, 1] =

⋃
j∈N[2−j−1, 2−j]. On each piece, the curvature does not vanish, but

becomes small for j → ∞. A certain rescaling allows to apply the already mentioned
results for curves where the curvature is comparable to 1. The different contributions
turn out to sum to a restriction estimate

‖f̂dσ‖Lp(R2) ≤ C(p, q, S)‖f‖Lq(S) (1.4.1)

provided that 1
q′
> m+1

p
. Another Knapp-Box-example shows that at least the condition

1
q′

≥ m+1
p

is necessary, thus our somewhat simple approach is not far from the optimal

result, which is as follows: R∗ : Lq({(x, xm) : x ∈ [0, 1]}) → Lp(R2) is bounded if and
only if 1

q′
≥ m+1

p
, p > 4 [ACK].

1.5 A brief description of the thesis

Whereas the setting of curves is quite well understood (see for instance [ACK] or [Ba2]),
less is known about surfaces with principle curvatures vanishing at a certain point, which
will be the objects of interest in my thesis.
One of these surfaces is the 2-dimensional truncated cone in R3, but with the underlying
curve, the circle, replaced by a curve of finite type like φ(x) = xm. Like in the situation of
the classical cone, the behaviour should be determined by this curve, and the conjectured
range for p and q is the same. This is reflected in the proof as well, which makes use of
adapting several classical techniques for curves instead of the described bilinear method.
After obtaining a sharp solution of this problem, I learned that there already exists a
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partial result by Barcelo [Ba2]. More details, as well as the complete proof, can be found
in Chapter 2 of my thesis.

A very natural question is to ask whether the estimate can be extended to higher dimen-
sions, for instance if one replaces the underlying curve by the surface S = {(x, φ(x)) :
x ∈ U}, where U is some compact neighbourhood of the origin in R2 and for instance
φ(x1, x2) = xm1

1 +xm2
2 . It is important however to first understand the restriction theory of

S. Some results are known: The Lp-L2-restriction was handled even in a far more general
setting by Ikromov, Kempe and Müller [IKM]. Similar to the Stein-Tomas argument, they
estimate the corresponding oscillatory integral. Another partial result is due to Ferreyra
and Urciuolo [FU]. After a certain decomposition and an appropriate rescaling, they ex-
ploit curvature in only one direction, therefore being able to apply previous results for
curves. The disadvantage is that the results for curves require p > 4. For comparison,
take m1 = 2 = m2, meaning S is a compact part of the 2-dimensional paraboloid. The
conjectured range then is p > 3, and the best known result is p > 10

3
[T1].

Part II of my thesis will therefore cover a bilinear approach to the problem, developed
in joint work with Prof. Dr. Detlef Müller and Prof. Dr. Ana Vargas. It includes all
the techniques mentioned above in some modified version; an induction on scales argu-
ment, wave packets adapted to the local curvature and a reformulation of the "ε-removal"
lemma. We obtain an essentially sharp bilinear estimate and also the subsequent linear
estimate.
It is remarkable that the approaches from Chapter 2 and Chapter 3, although they use
very different methods, at the end both reduce to very concrete geometric questions. This
indicates once more that the question of Fourier restriction is dictated by the geometry
of the specific surface.

1.6 Connections with other topics in analysis

A related field are Bochner-Riesz-multipliers: for any δ > 0, the Bochner-Riesz-multiplier
is defined as mδ(ξ) = (1 − |ξ|2)δ+, ξ ∈ Rn, where f+ is the positive part of a function f .
The support of mδ is the set |ξ| ≤ 1, i.e. the unit ball, and mδ is smooth at any point
outside the sphere Sn−1. Of course one can construct similar examples for other surfaces,
but for simplicity we shall discuss this example.
The Bochner-Riesz-operator Sδ is the operator associated to the Fourier multiplier mδ,

i.e. Ŝδf(ξ) = mδ(ξ)f̂(ξ). Due to fundamental work by Fefferman, we know that S0 is
bounded from Lp(Rn) to Lp(Rn) if and only if p = 2 [F]. For δ > 0, the conjecture states
that Sδ is bounded if and only if

n

∣∣∣∣
1

2
− 1

p

∣∣∣∣−
1

2
< δ. (1.6.1)

As for the restriction problem, the condition is known to be necessary, but for the inverse
implication, only partial results are known.
Fefferman also discovered a close connection between Bochner-Riesz-multipliers and Fourier
restriction for the sphere. If for some p the restriction estimate for the sphere RSn−1 :
Lp

′
(Rn) → L2(Sn−1) holds true, then the Bochner-Riesz conjecture holds true for that p.
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Apart from that link to Lp
′
-L2 restriction theory, Lee established a similar connection to

the already mentioned bilinear L2(S1)× L2(S2) → L2p(Rn) adjoint restriction estimates,
which in turn are connected to linear Lq(S) → Lp(Rn) estimates [L2].

Fourier restriction theory is also connected to the Kakeya needle problem. The question
formulated by Kakeya was: How large does an area have to be to be able to rotate a
"needle" (more formally, a line segment) of length one? Surprisingly, Besikovitch dis-
covered that one can construct arbitrary small areas with this property. The proof uses
the construction of null sets in R2 which at least contain a "needle" (or line segment of
length one) in every direction. These so-called Besikovitch sets can also be studied in
higher dimensions. A kind of discrete version of this is to take "needles" of length one
and thickness δ, where the set of directions is a δ-grid in Sn−1. The problem is then to
give a lower bound in terms of δ for the size of the set formed by all needles.
This somehow resembles the wave packet decomposition, since the wave packets are es-
sentially supported in "needles" of certain thickness and different directions. A crucial
point is then to understand the interaction and overlap. A more thorough description of
the connection can be found in [T3].

There also exist relations to further problems, for instance the so-called local smoothing
problem or Strichartz estimates in partial differential equations, but we will not go into
details here and refer to the survey article by Tao [T2].





Chapter 2

A sharp Fourier restriction theorem for

a conical surface of finite type

9
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2.1 Introduction and first considerations

2.1.1 Introduction

Let S be a compact hypersurface in Rn (or more general a smooth submanifold) with
surface measure σ. We say that the Lp(Rn)-Lq(S) Restriction Theorem holds if there
exists a constant C > 0 such that



∫

S

|f̂(ξ)|qdσ(ξ)




1
q

≤ C · ‖f‖p (2.1.1)

holds for every Schwartz function f . The object of my investigations is a surface of
so-called finite type, where the tangent plane has finite order of contact. This means
- describing the surface locally as a graph of a function - that the second derivative of
the function with respect to some direction vanishes at some points (and therefore the
curvature as well). One just demands not all derivatives to vanish. A simple example is
the curve xm, m ≥ 3. However, the restriction estimates for curves are known since 1979
[ACK]. But we can construct a cone-like surface from the curve, like the "classical" cone
arises from a circle. A sharp restriction theorem for the "classical" cone in R3 was proven
by Barcelo [Ba1], remarkably without bilinear estimates. The reason for this is that the
cone somehow behaves like a curve, and in the one-dimensional situation, you may use
other methods.
Just when I finished my work, it came to my knowledge that Barcelo himself already
obtained a partial result for the same problem in another paper [Ba2], which I was not
aware of. The basic structure of both Barcelo’s and mine approach might appear similar
at the end, since both strategies rely on Barcelo’s first paper [Ba1]. Nevertheless, my
work was independently of [Ba2], and the details and techniques are quite different. This
can be seen clearest in the different choice of decompositions.
Another point is that Barcelo always considered the full cone (equipped with a modified
measure to compensate scaling) and not just a compact part. But, at least away from a
sharp line, both approaches are equivalent. Furthermore, as the "conical direction" gives
neither curvature nor a finite type condition, one would expect no impact from here, and
my notation allows to verify this. Besides obtaining a similar result independently, the
most striking point certainly is that unlike Barcelo, I was able to get the sharp range of
p and q.
There is a technical obstacle, preventing Barcelo from obtaining the optimal result. When
I tried to adopt Barcelo’s arguments, I got into trouble with the same obstacle quickly.
But eventually, I discovered a way to outmaneuver it. The "correct" formulation of the
problem I found, and which I could prove, can be seen in terms of the affine arclength
measure, which is constructed in order to compensate the decreasing curvature. Such
variations of restriction theorems can be found in Drury and Marshall [DM], who also
considered curves of finite type. This is of course a different problem. But like in [DM],
we can derive the original restriction estimate from the estimate with affine arclength
measure, with a different range of p and q.
The development of my proof might be of interest for the reader in so far, as I first devel-
oped the basic ideas for curves and secondly adopted it for the generalised cone. Hence,
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the ideas and pictures will often be just in x-y−space.

Following the exact formulation of the problem and reduction to the essential core of it, in
the second part the mentioned step with the affine arclength measure will be explained. A
further reduction will be achieved by a certain approximation, simultaneously both of the
function and of the surface measure, like in [Ba1]. The precise arguments are given in the
following section. For this approximation we decompose the surface into certain pieces, on
each of which the curvature will be almost constant. Furthermore, we need to estimate the
overlap of the sets we obtain by taking the sum of two sets of the original decomposition.
In section 5, we want to investigate on the convolution of the characteristic functions (or
smooth versions) of two sets of our decomposition.
Well prepared by these instruments, we are ready to conclude the proof. The last section
contains some technical details and auxiliary lemmas.

2.1.2 The main theorem and necessary conditions

Let γ be a compact curve of finite type, i.e. for all p ∈ γ exists a local parametrisation Φ,
Φ(x) = p, and m = mp ∈ N≥2 such that Φ is m−times differentiable at x and Φ(m)(x) 6= 0.
By compactness, we may assume that there exist a universal M such that we always can
find such a mp bounded by M . Moreover, we choose M minimal with this property.

Theorem 2.1.1
Let 1 ≤ p, q, r ≤ ∞. We consider the generalised truncated cone

Γ = {(ξ, z) ∈ R2×R| 1 ≤ z ≤ 2, ξ
z
∈ γ} with surface measure σ. Then the Fourier

restriction theorem

‖f̂ |Γ‖Lq,r(Γ,σ) ≤ C‖f‖Lp,r(R3) ∀f ∈ S(R3), (2.1.2)

holds if 1 ≤ p < M+1
M

and 1
q
≥ M+1

p′
.

If furthermore p ≤ q or 1
q
> M+1

p′
, then we have

‖f̂ |Γ‖Lq(Γ,σ) ≤ C‖f‖Lp(R3) ∀f ∈ S(R3). (2.1.3)

The theorem is sharp in the sense that there exists surfaces where (2.1.2) is not valid if
the conditions on p′ and q are violated. For curves of finite type, it is known that the
strong Lp → Lq-estimate fails for p > q or 1

q
= M+1

p′
[S]. Notice that (2.1.2) implies (2.1.3).

For p ≤ q, this is a consequence of the Marcinkiewicz interpolation theorem, whereas for
1
q
> M+1

p′
, we use the fact that for q < q̃ we have ‖f̂ |Γ‖Lq,1(Γ,σ) ≤ ‖f̂ |Γ‖Lq̃,∞(Γ,σ) since

σ(Γ) <∞.
First we deal with the necessity of the conditions. Instead of doing so in full generality,
to convince us of this necessity, we will discuss an example in R2, and for simplicity omit
the cone. This might be more helpful in order to just understand the idea behind it. We
consider the curve γ = {(x, xm)|x ∈ [0, 1]} in R2: Assume the restriction estimate

‖f̂ |γ‖Lq(γ,σ) ≤ C‖f‖Lp(R2) ∀f ∈ S(R2) (2.1.4)

holds for some q > p′

m+1
. The following is a variation of the classical Knapp box example.

We define the anisotropic dilation of a function f ∈ S with respect to r > 0 by fr(x, y) =
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f(rx, rmy), such that f̂r(ξ, η) = r−(m+1)f̂
(
ξ
r
, η
rm

)
. We apply (2.1.4) for fr, r ≤ 1: on the

left-hand side we get

‖f̂r|γ‖Lq(γ,σ) =

(∫ 1

0

|r−(m+1)f̂
(
ξ
r
, ξ

m

rm

)
|qdξ

)1
q

= r−(m+1)

(∫ 1
r

0

|f̂ (ξ, ξm) |qrdξ
) 1

q

≥
r≤1

r
1
q
−(m+1)

(∫ 1

0

|f̂ (ξ, ξm) |qdξ
) 1

q

= r
1
q
−(m+1)‖f̂‖Lq(γ,σ),

and therefore

r
1
q
−(m+1)‖f̂‖Lq(γ,σ) ≤‖f̂r‖Lq(γ,σ) ≤ C‖fr‖p = C r−

1+m
p ‖f‖p.

We conclude that

r
1
q
−(m+1)+ 1+m

p ‖f̂‖Lq(γ,σ) ≤ C‖f‖p,

where the exponent of r is negative: 1
q
−(m+1)+ 1+m

p
= 1

q
−(m+1)

(
1− 1

p

)
= 1

q
−m+1

p′
< 0.

We get a contradiction by choosing r small enough, and therefore 1
q
≥ m+1

p′
. Since q ≥ 1,

we may already conclude that p′ ≥ m + 1. That the case of equality is excluded can be
proven by results of the theory of oscillatory integrals:
Again consider γ = {(x, xm)|x ∈ [0, 1]} and assume that (2.1.4) and respectively

‖f̂dσ‖Lp′(R2) . ‖f‖Lq′ (γ) (2.1.5)

holds for p′ = m + 1. A careful study of the proof of proposition 3, chapter VIII, §1 in
[St] shows that

∣∣∣∣
∫ 1

0

e−i(ax−bx
m)dx

∣∣∣∣ & b−
1
m (2.1.6)

for 1 ≤ b <∞, 1 ≪ am ≪ b. We obtain for f ≡ 1

‖f̂dσ‖p′p′ &
∫ ∞

1

b−
p′

m

∫

1≪am≪b

dadb

≈
∫ ∞

1

b
1−p′

m db

=∞

for p′ = m + 1. However, even in the case p′ = m + 1 a weak-type estimate might still
hold. This is beyond the methods of this paper.
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2.1.3 Reduction

Let γ be a compact curve of finite type and M the maximal order of contact like above.
Obviously, it suffices to decompose γ into finitely many parts and prove the theorem for
each part. At first, we cut the curve into finitely many parts, where the curve (after a
permutation of coordinates, if necessary) can be described as the graph of some function
Φ : [a, b] → R. Then we decompose each such part again: For every x0 ∈ [a, b] with
Φ′′(x0) = 0, we will prove the restriction theorem for Φ|[x0−ε,x0+ε] for some ε > 0 (depend-
ing on x0). The compact set {Φ′′ = 0} is covered by finitely many of these intervals. But
outside an arbitrary open neighbourhood of the set {Φ′′ = 0}, the curvature is bounded
from above and from below, and in this case results are known [Ba1]. So, how to deter-
mine ε?
Given Φ′′(x0) = 0, choose m ≥ 2 with Φ(m)(x0) 6= 0 minimal, thus m ≥ 3 and Φ′′(x0) =
. . . = Φ(m−1)(x0) = 0. We claim that we may assume without loss of generality

x0 = 0 and Φ(0) = Φ′(0) = 0. (2.1.7)

For this purpose we introduce the affine transformation

Φ̃(x− x0) = Φ(x)− Φ(x0)− (x− x0)Φ
′(x0), (2.1.8)

which provides Φ̃(0) = 0 = Φ̃′(0), whereas Φ̃(k)(x−x0) = Φ(k)(x) for k ≥ 2 (and therefore
the finite type condition is preserved).
If we define γ0 = {(x,Φ(x))|x ∈ [x0−ε, x0+ε]} and Γ0 = {(ξ, z) ∈ R2×R| 1 ≤ z ≤ 2, ξ

z
∈

γ0}, and correspondingly γ̃0 = {(x, Φ̃(x))|x ∈ [ε, ε]} and Γ̃0, then we compute

Γ̃0 = AΓ0

with the volume preserving transformation

A =




1 0 −x0
−Φ′(x0) 1 x0Φ

′(x0)− Φ(x0)
0 0 1


 .

This justifies (2.1.7).
Additionally, we split Φ|(−ε,ε) into Φ|(−ε,0) and Φ|(0,ε). On (−ε, 0), we switch to the function
Φ− : (0, ε) → R,Φ−(x) = Φ(−x), and hence, we need just to consider parts like Φ|(0,ε).
Eventually, without loss of generality, we may assume that Φ(m)(0) > 0. To summarize,
we have

Φ(m)(0) > 0 and Φ(0) = Φ′(0) = . . . = Φ(m−1)(0) = 0. (2.1.9)

By choosing ε small enough we may ensure that Φ(m)|[0,ε] > 0. The next step is to establish
the following:

∀k ≤ m ∀0 < x ≤ ε : Φ(k)(x) > 0. (2.1.10)

If this does not hold, we would find xk > 0 such that Φ(k)(xk) ≤ 0. Since Φ(k)(0) = 0, the
mean value theorem would provide a xk+1 ∈ (0, xk) such that Φ(k+1)(xk+1) ≤ 0, and by
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induction eventually a xm > 0 such that Φ(m)(xm) ≤ 0 in contradiction to our assumption.
Furthermore Φ(x) ≈ xm. To be more precise, Taylor expansion provides

1

m!
min
t∈[0,ε]

Φ(m)(t) xm ≤ Φ(x) ≤ 1

m!
max
t∈[0,ε]

Φ(m)(t) xm,

where the minimum on the left-hand-side does not vanish, since (2.1.9) and (2.1.10) imply
Φ(m)(t) > 0 for all t ∈ [0, ε]. In other words, we find a χ ∈ C2([0, ε], (0,∞)) fulfilling
Φ(x) = xmχ(x). This implies

Φ′(x) = mxm−1χ(x) + xmχ′(x) = xm−1[mχ(x) + xχ′(x)].

By reducing ε if necessary, we may assume χ1 := mχ(x) + xχ′(x) ∈ C1([0, ε], (0,∞)). In
the same manner, we find χ2 ∈ C([0, ε], (0,∞)) fulfilling

Φ′′(x) = xm−2χ2(x).

By further reduction of ε, we may also find an open neighbourhood of the origin, were Φ
has the desired properties. Eventually, we may rescale to ε = 1.
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2.2 Reduction of the problem

Altogether, it remains to discuss the following problem:

Definition
Let m ∈ {3, 4, . . .} and let Φ : [0, 1] → R satisfy the following conditions:

(i) ∃χ ∈ C2[0, 1], χ > 0 : Φ(x) = xmχ(x),
∃χ1 ∈ C1[0, 1], χ1 > 0 : Φ′(x) = xm−1χ1(x),
∃χ2 ∈ C[0, 1], χ2 > 0 : Φ′′(x) = xm−2χ2(x),

(ii) Φ(k)(x) > 0 for x > 0, k ≤ m; especially, Φ and Φ′ are convex.

We define the generalised cone (more exactly, a section of a cone)

Γ = {(x, y, z) ∈ R3| 0 ≤ x ≤ 1, 1 ≤ z ≤ 2, Φ
(x
z

)
=
y

z
}.

The associated surface measure will be denoted by σ.

Theorem 2.2.1
For 1 ≤ p < m+1

m
and 1

q
≥ m+1

p′
holds

‖f̂ |Γ‖Lq(Γ,σ) ≤ C‖f‖Lp(R3) ∀f ∈ S(R3). (2.2.1)

2.2.1 Decomposition

The critical part of Γ is the line x = 0, where the curvature vanishes. To take this fact
into account, we decompose Γ into dyadic pieces, becoming smaller near the line x = 0.
By rescaling to the case of (almost) constant curvature, we would be able to make use of
already known estimates. Unfortunately, summation is only possible if 1

q
> m+1

p′
. In the

limit case 1
q
= m+1

p′
, we need to deal with the problem as a whole. For this, we will further

decompose each dyadic piece, depending on the curvature.
Let Γδ = {(x, y, z) ∈ R3| 0 ≤ x < 1, 1 ≤ z ≤ 2, Φ

(
x
z

)
≤ y

z
≤ Φ

(
x
z

)
+δ} be the thickening

of Γ by δ > 0 (we drop the points with x = 1 for technical purposes). Moving on the
x−axis from the origin by length m

√
δ corresponds to Φ changing by δ. In other words,

this part of Γ is contained in a box of width δ. We thus define γ = m
√
δ and

Γδk = {(x, y, z) ∈ Γδ|(2k-1)γ ≤ x < (2k+1-1)γ}, k = 0, . . . ,

⌈
log2

1

γ

⌉
− 1.

Now how to determine the finer decomposition? We change coordinates, or respectively
Φ by affine transformation into

Φk(x) = Φ(x+ (2k-1)γ)− Φ((2k-1)γ)− xΦ′((2k-1)γ),

such that
Φk(0) = 0 = (Φk)′(0).

According to Taylor, we get

Φk(x) ≈ m(m− 1)

2
((2k-1)γ)m−2x2 +O(x3).
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On which distance γk from the (new) origin does Φ varies at most δ? We demand (k 6= 0)

δ =Φk(γk) ≈
m(m− 1)

2
((2k-1)γ)m−2γ2k ,

i.e. γk ≈
√
δ((2k-1)γ)2−m ≈ 2k(1−

m
2
)γ.

Concerning the z-coordinate, we decompose equidistantly with width β, where we require
β . δ. This ensures that the projection of such a set in x-y−space does not appear to
different to a intersection parallel to x-y−space. To choose β = δ would be appropriate
and you might assume this. Nevertheless, we will distinct these two quantities to be aware
how each of them effects our computations. We will see that all the β’s cancels at the end
of the proof, reflecting the fact that there is no impact from the z-direction. We obtain a
decomposition of Γδ as follows:

Definition (Decomposition)
Let δ > 0, γ > 0 and γm = δ, let β < δ with 1

β
∈ N. For k = 0, . . . ,

⌈
log2

1
γ

⌉
− 1,

j ∈ Ik = {0, . . . , 2km
2 − 1} and n = 1

β
, . . . 2

β
− 1 define γk = 2k(1−

m
2
)γ, xkj = (2k-1)γ + jγk,

xk = xk,0 and

Γδkjn = {(x, y, z) ∈ R3|nβ ≤ z ≤ (n+ 1)β, Φ
(
x
z

)
≤ y

z
≤ Φ

(
x
z

)
+ δ, xkj ≤ x < xk,j+1}.

(2.2.2)

Furthermore let φkjn be a bump function adapted to Γkjn. To be more precise, if η ∈
C∞

0 (R), χ[−1,1] ≤ η ≤ χ
[−

5
4
,
5
4
]
, let

φkjn(x, y, z) = η

(
x− xkj
γk

)
η

(
y − zΦ(x/z)

δ

)
η

(
z − nβ

β

)
.

This means that φkjn is to some extend supported in an anisotropic thickening of Γδkjn,
precisely in the set

Γ̃δkjn ={(x, y, z) ∈ R3| |z − nβ| ≤ 5
4
β, |y

z
− Φ

(
x
z

)
| ≤ 5

4
δ, |x− xkj | ≤ 5

4
γk}

⊂
⋃

u,v,w∈{−1,0,1}

(uγk, vδ, wβ) + Γδkjn.

For the further proceeding, we will always denote by α the triple (k, j, n), and, if required,
by µ a second triple (l, i, p).

For simplification, we write
∑
α

instead of
| log2 γ|−1∑

k=0

2k
m
2 −1∑
j=0

2
β
−1∑

n= 1
β

.
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y
x

z

Figure 2.1: Decomposition

2.2.2 The heart of the problem

Of essential impact is the following theorem. It is a weighted, discrete version of the
adjoint restriction estimate and, as we will see, already implies the restriction theorem.

Theorem 2.2.2
Let p′ > m+ 1, 3

p′
< 1

q
< 1

2
+ 1

p′
. Then

‖
∑

α

aαφ̂α‖p′ .δ
1
q ‖

∑

α=(k,j,n)

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′. (2.2.3)

1/q

1/p’1/4

1/2

3/4

1/4

0
1/(m+1)1/2m

1/q=1/2+1/p’

1/q=(m+1)/p’

1/q=3/p’

1

Figure 2.2: Range of p’ and q
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The proof will be the main work in this paper and be done in the next chapters. First of
all, we will derive the restriction theorem.
As an immediate consequence of Theorem 2.2.2, we get as corollary

Corollary 2.2.3
Let p′ > m+ 1, 3

p′
< 1

q
. Then

‖
∑

α

aαφ̂α‖p′ .δ
1
q ‖

∑

α=(k,j,n)

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′,1. (2.2.3)

Proof: Actually, we will just use that Theorem 2.2.2 is valid for every p′ > m + 1 and
for some range 3

p′
< 1

q
< 3

p′
+ εp. According to the assumptions, we have p′ > m+ 1 ≥ 4.

Hence 3
p′

= 2
p′
+ 1

p′
< 1

2
+ 1

p′
. Therefore we find r with 3

p′
< 1

r
< 1

2
+ 1

p′
(cf. Figure 2.2),

i.e. satisfying the requirements of Theorem 2.2.2. So it is sufficient to show that if (2.2.3)
holds for some (p, r), then it also holds for (p, q) with 1

r
< 1

q
. Under this condition, there

exists 1 ≤ s <∞ such that 1
r′
= 1

q′
+ 1

s
. This means

1

r
− 1

q
=

1

q′
− 1

r′
= −1

s
. (2.2.4)

For (x, y, z) in the support of φkjn, it follows x ≈ (2k-1)γ, so we introduce g(x, y, z) := x−
1
s .

We now may apply Theorem 2.2.2 and use Hölder’s inequality for Lorentz spaces (see
Lemma 2.7.2):

‖
∑

α

aαφ̂α‖p′ .δ
1
r ‖
∑

α

aα((2
k-1)γ)

1
r
−m+1

p′ φα‖r′

=δ
1
r ‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′
− 1

sφα‖r′

.δ
1
r ‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′ φαg‖Lr′(Γδ)

≤δ 1
r ‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖Lq′,r′(Γδ)‖g‖Ls,∞(Γδ). (2.2.5)

A short computation yields

|{(x, y, z) ∈ Γδ : x−
1
s > λ}| =

∫ λ−s

0

∫ 2

1

∫ zΦ(
x
z
)+zδ

zΦ(
x
z
)

dydzdx

=δλ−s
∫ 2

1

zdz ≈ δλ−s,

i.e.

‖g‖Ls,∞(Γδ) = sup
λ>0

λ|{(x, y, z) ∈ Γδ : x−
1
s > λ}| 1s ≈ δ

1
s . (2.2.6)

Combined with (2.2.5), we end up with

‖
∑

α

aαφ̂α‖p′ .δ
1
r
+ 1

s‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′,r′

≤δ 1
q ‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′,1 ,

since (2.2.4) means 1
r
+ 1

s
= 1

q
. �
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For 1
q
= m+1

p′
as considered in Theorem 2.2.1, (2.2.3) reads

‖
∑

α

aαφ̂α‖p′ .δ
1
q ‖
∑

α

aαφα‖(q′,1) (2.2.7)

for all sequences aα and every δ > 0. In the next chapter, we will conclude that this
statement, at least when q < ∞, implies the desired restriction theorem. To be more
precise, for 1

q
= m+1

p′
and q < ∞ or p′ > m + 1 respectively, the weak Lp(R3)-Lq,∞(Γ)

estimate

‖f̂ |Γ‖Lq,∞(Γ) .‖f‖p ∀f ∈ S(R3)

holds. Eventually we finish the proof by using the generalised Marcinkiewicz interpolation
theorem (for instance, see Theorem 1.4.19 in [Gra]). In the endpoint p = 1, q = ∞, where
we are not able to interpolate, the estimate is trivial.
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2.3 Dense families

2.3.1 Basic properties

Definition (Dense family)
Let X be a metric (or even topological) space. A family Mδ, δ > 0, of subsets of X is
called a dense family in X, if

∀ f ∈ X ∃δf > 0 ∀0 < δ < δf ∃fδ ∈Mδ f = lim
δ→0

fδ.

Remark
Given a dense family Mδ, δ > 0, the set

⋃
δ>0

Mδ is dense in X. Conversely, none of the

sets Mδ has to be dense.

Definition
Let (X, d) be a metric space.

• For a given set A with diam(A) <∞, we define its doubling by Ã =
⋃
x∈A

B(x, diamA).

Observe that diam Ã ≤ 3 diamA.

• A family {Ai}i of subsets of X is said to fulfill the bounded overlap property if for
some constant N ∈ N, every point of X is contained in at most N sets Ai.

We will discuss an example of a dense family:

Lemma 2.3.1
Let X be a compact metric space and δ0 > 0. For every δ ∈ (0, δ0), let {Aδ,i}i be a finite
family with the bounded overlap property covering X, and satisfying

lim
δ→0

sup
i
diam(Aδ,i) = 0. (2.3.1)

Let {φδ,i}i be a partition of unity adopted to {Aδ,i}i, i.e.

∑

i

φδ,i = 1 on X, φδ,i ∈ C(X, [0,∞)) and supp φδ,i ⊂ Ãδ,i.

Under these assumptions, the linear hull Mδ := LH{φδ,i}i, δ > 0 is a dense family in
(C(X), ‖ · ‖∞).

Proof: Let f ∈ C(X), δf := δ0 and xδ,i ∈ Aδ,i. Define

fδ :=
∑

i

f(xδ,i)φδ,i ∈Mδ.

We have to show that lim
δ→0

‖fδ − f‖∞ = 0, or

∀ε > 0 ∃δ(ε) > 0 ∀δ ∈ (0, δ(ε)) ‖fδ − f‖∞ < ε

respectively. The compactness of X provides uniformly continuity of f . Given ε > 0 there
exists γ > 0, such that |f(x)− f(y)| < ε for all x, y ∈ X with distance d(x, y) < γ. Using
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condition (2.3.1), we find δ(ε) > 0 such that sup
i
diam(Aδ,i) <

1
3
γ for all 0 < δ < δ(ε), i.e.

diam(Ãδ,i) < γ, for all i and for all δ ∈ (0, δ(ε)). Therefore, we obtain

∀δ ∈ (0, δ(ε)) ∀i ∀x, y ∈ Ãδ,i |f(x)− f(y)| <ε. (2.3.2)

Since supp φδ,i ⊂ Ãδ,i, we conclude

∀δ ∈ (0, δ(ε)) ∀i ∀y ∈ Ãδ,i∀x ∈ X |f(x)− f(y)|φδ,i(x) ≤εφδ,i(x). (2.3.3)

For such a δ and every x ∈ X

|fδ(x)− f(x)| =
∣∣∣∣
∑

i

f(xδ,i)φδ,i(x)− f(x)
∑

i

φδ,i(x)

∣∣∣∣

≤
∑

i

|f(xδ,i)− f(x)|φδ,i(x)

<
(2.3.3)

ε
∑

i

φδ,i(x) = ε

holds, as we claimed. �

Example
We consider as metric space the surface

X = Γ =
{
(x, y, z) ∈ R3| 0 ≤ x ≤ 1, 1 ≤ z ≤ 2, Φ

(x
z

)
=
y

z

}

from the previous chapter. The families

Aδ,kjn = Γ ∩ Γδkjn = {(x, y, z) ∈ R3|nβ ≤ z ≤ (n+ 1)β, Φ
(
x
z

)
= y

z
, xkj ≤ x < xk,j+1},

xkj = (2k-1)γ + j2k(1−
m
2
)γ, are fulfilling the required assumptions of Lemma 2.3.1: For

every δ, they present a covering of X (with their overlap having measure zero) and it holds

sup
kjn

diam(Aδ,kjn) = sup
kjn

max{β, 2k(1−m
2
)γ}

=max{β, γ} ≤ max{δ, δ 1
m}

=δ
1
m

δ→0−→ 0.

The sets Γδkjn can be seen as a certain thickening of Aδ,kjn by δ in the direction of (0, 1, 0),
which we are going to formalise soon.

2.3.2 An application

A classical result states that it is enough to know the behaviour of a bounded operator
on some dense subset. We will obtain a similar statement concerning dense families.
During the following explanations, let Γ be a compact hypersurface in Rn and σ the as-
sociated surface measure. Moreover, we take the existence of a universal transversal unit
vector N ∈ Rn for granted, i.e. ∀p ∈ Γ : N /∈ TpΓ. (This is not a strong assumption, since
Γ can at least be decomposed in finitely many subsets with such a universal transversal
vector.)
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Definition (δ-thickening)
Let Γδ be the thickening of Γ by δ > 0 in the direction of the universal transversal vector
N , i.e. Γδ = Γ + [0, δ]N .
Given h ∈ L∞(Γ), we denote by h̃ the continuation along N on Γδ, defined by h̃(ξ+ tN) =
h(ξ)η

(
t
δ

)
for all ξ ∈ Γ, t ∈ R. Here η ∈ C∞

0 (R) with χ[−1,1] ≤ η ≤ χ[−2,2].

Example
For our example, N = (0, 1, 0) is a universal transversal unit vector. The functions

φkjn(x, y, z) = η

(
x− xkj
γk

)
η

(
y − zΦ(x/z)

δ

)
η

(
z − nβ

β

)

introduced in Section 2.2.1 can be considered as the continuation of the functions

φkjn(x, zΦ(x/z), z) = η

(
x− xkj
γk

)
η

(
z − nβ

β

)
,

which are defined on Γ.

Remark 2.3.2
Integration on Γδ can be done as follows:
There is a constant A > 0 and a smooth density ψ : Γ → ( 1

A
, A) in the way that

∫

Γδ

f(x)dx =

∫ δ

0

∫

Γ

f(ξ + tN)ψ(ξ)dσ(ξ)dt ∀f ∈ L1(Γδ).

Introducing dµ = ψdσ, the formula gives
∫

Γδ

f(x)dx =

∫ δ

0

∫

Γ

f(ξ + tN)dµ(ξ)dt ∀f ∈ L1(Γδ). (2.3.4)

For our purposes, it’s no matter whether to consider σ or µ: if the conjugated restriction
theorem

‖ĝdµ‖Lp(Rn) ≤ C‖g‖Lq(Γ) ∀g ∈ C(Γ),

holds, then

‖ĝdσ‖Lp(Rn) =
∥∥∥ ĝ
ψ

dµ
∥∥∥
Lp(Rn)

≤ C
∥∥∥ g
ψ

∥∥∥
Lq(Γ)

≤ AC ‖g‖Lq(Γ) ∀g ∈ C(Γ)

holds as well.

Lemma 2.3.3
Let C > 0, δ0 > 0 and 1 ≤ p ≤ ∞, 1 < q ≤ ∞.
Furthermore let {Mδ}δ>0 be a dense family in C(Γ) fulfilling

∥∥ˆ̃h
∥∥
Lp′(Rn)

≤ Cδ
1
q

∥∥h̃
∥∥
Lq′,1(Γδ)

∀δ ∈ (0, δ0) ∀h ∈Mδ. (2.3.5)

Then
‖ĝdσ‖Lp′(Rn) ≤ C ′‖g‖Lq′,1(Γ,σ) ∀g ∈ C(Γ)

and

‖f̂ |Γ‖Lq,∞(Γ,σ) ≤ C ′‖f‖Lp(Rn) ∀f ∈ S(Rn) ⊂ Lp(Rn). (2.3.6)
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A more canonical version of the lemma would be to test the estimate on a dense set like⋃
η>0

Mη. To handle the surface measure, we then may use a δ-thickening of Γ. Thus the

canonical version of condition (2.3.5) would be

∥∥ˆ̃h
∥∥
Lp′(Rn)

≤ Cδ
1
q′
∥∥h̃
∥∥
Lq′,1(Γδ)

∀δ ∈ (0, δ0) ∀h ∈
⋃

η>0

Mη.

The lemma states that it suffices to check the estimate for fewer functions: we are allowed
to link up η and δ. These considerations eventually lead to the definition of a dense family.

Proof:
According to Remark 2.3.2, we may use the measure µ instead of σ.
By our assumptions, every g ∈ C(Γ) provides approximations gδ ∈ Mδ, δ > 0 such that
lim
δ→0

gδ = g in L∞(Γ).

First of all, we observe that lim
δ→0

ĝδdµ = ĝdµ uniformly and pointwise, because

∥∥ĝδdµ− ĝdµ
∥∥
∞

= sup
x∈Rn

∣∣
∫

Γ

(gδ − g)(ξ)e−ixξdµ(ξ)
∣∣ ≤ µ(Γ)‖gδ − g‖∞ δ→0−→ 0.

This implies

1

δ
̂̃gδ(x)

(2.3.4)
=

1

δ

∫ 2δ

−2δ

∫

Γ

g̃δ(ξ + tN)e−ix·(ξ+tN)dµ(ξ)dt

=

∫

Γ

gδ(ξ)e
−ix·ξdµ(ξ)

1

δ

∫ 2δ

−2δ

η

(
t

δ

)
e−itx·Ndt

= ĝδdµ(x)︸ ︷︷ ︸
δ→0
−→ĝdµ(x)

∫ 2

−2

η (t) e−iδtx·Ndt

︸ ︷︷ ︸
δ→0
−→‖η‖1

δ→0−→ ‖η‖1ĝdµ(x),

i.e.

ĝdµ(x) ≈ lim
δ→0

1

δ
̂̃gδ(x). (2.3.7)

Furthermore, we compute the distribution function

dg̃δ(s) = |{v ∈ Γδ : |g̃δ(v)| > s}|
(2.3.4)
= (µ⊗ λ)

(
{(ξ, t) ∈ Γ×R : |gδ(ξ)η (t/δ) | > s}

)

≤ 4δµ ({(ξ ∈ Γ : |gδ(ξ)| > s}) = 4δdgδ(s)

and thus the decreasing rearrangement is

g̃∗δ (t) = inf{s > 0|dg̃δ(s) ≤ t} ≤ inf

{
s > 0|dgδ(s) ≤

t

4δ

}
= g∗δ

(
t

4δ

)
.
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These estimates yield

∥∥g̃δ‖Lq′,1(Γδ) =

∫ ∞

0

t
1
q′ g̃∗δ(t)

dt

t

≤
∫ ∞

0

t
1
q′ g∗δ

(
t

4δ

)
dt

t

≈δ 1
q′

∫ ∞

0

t
1
q′ g∗δ (t)

dt

t

=δ
1
q′
∥∥gδ
∥∥
Lq′,1(Γ,µ)

. (2.3.8)

Moreover, it is valid for a general f ∈ L∞(Γ) that

‖f‖Lq′,1(Γ,µ) =

∫ ∞

0

t
1
q′ f ∗(t)

dt

t

=

∫ µ(Γ)

0

t
1
q′
−1
f ∗(t)dt

≤f ∗(0)

∫ µ(Γ)

0

t
1
q′
−1
dt

≈‖f‖∞,

since 1
q′
> 0, i.e. q > 1, and therefore

‖gδ − g‖Lq′,1(Γ,µ) . ‖gδ − g‖∞ δ→0−→ 0,

so especially

lim
δ→0

‖gδ‖Lq′,1(Γ,µ) = ‖g‖Lq′,1(Γ,µ). (2.3.9)

Hence by using assumption (2.3.5), we obtain

∥∥ĝdµ
∥∥
Lp′(Rn)

(2.3.7)≈
∥∥ lim inf

δ→0

1

δ

∣∣ ̂̃gδ
∣∣∥∥
Lp′ (Rn)

Fatou

≤ lim inf
δ→0

δ−1
∥∥ ̂̃gδ
∥∥
Lp′(Rn)

(2.3.5)

≤ C lim inf
δ→0

δ
1
q
−1
∥∥g̃δ
∥∥
Lq′,1(Γδ)

(2.3.8)

. C lim inf
δ→0

δ
1
q
−1+ 1

q′
∥∥gδ
∥∥
Lq′,1(Γ,µ)

(2.3.9)
= C

∥∥g
∥∥
Lq′,1(Γ,µ)

.

The second part of our claim is a simple duality argument. �
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2.4 Estimation of the overlap

2.4.1 Straightforward results

It will become essential for us to understand the overlap of the sets Γδkjn + Γδlip, k, l =

0, . . . , | log2 γ| − 1, j ∈ Ik, i ∈ Il, n, p = 1
β
, . . . , 2

β
− 1, i.e. to examine the maximal

number of them containing a single point. However, this number will not be bounded
by a absolute constant (which would be optimal). We will get some overlap from the
z−direction. Nevertheless, this will not cause us any trouble.

Lemma 2.4.1
For every ξ ∈ R3 we have

#{(n, p)|∃k, l, j, i : ξ ∈ Γδα + Γδµ} ≤ 3β−1. (2.4.1)

Proof: If ξ ∈ Γδα + Γδµ, there exist x1 ∈ Γδkjn and x2 ∈ Γδlip with ξ = x1 + x2. Let z1, z2
denote the last component of x1 and x2 respectively, which means nβ ≤ z1 ≤ (n+1)β and
pβ ≤ z2 ≤ (p + 1)β. The sum of both inequalities leads to (n + p)β ≤ z ≤ (n + p + 2)β.
This implies z

β
− 2 ≤ n + p ≤ z

β
and hence

n ∈ −p+ [ z
β
− 2, z

β
] ∩N.

We conclude

#{(n, p)|∃k, l, j, i : ξ ∈ Γδα + Γδµ} =

2
β
−1∑

p= 1
β

#{n|∃k, l, j, i : ξ ∈ Γδα + Γδµ}

≤
2
β
−1∑

p= 1
β

#
(
[ z
β
− 2, z

β
] ∩N)

≤
2
β
−1∑

p= 1
β

3 = 3β−1,

completing the proof. �

Exploiting the dyadic structure of the decomposition, we obtain a further simple result:

Lemma 2.4.2
For k = 0, . . . , | log2 γ| − 1 let Vk(n, p) =

⋃{Γδkjn+Γδlip|l ≤ k, j ∈ Ik, i ∈ Il}. Then for all

ξ ∈ R3, n, p = 1
β
, . . . , 2

β
− 1 holds

#{k|ξ ∈ Vk(n, p)} ≤ 3.
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Proof: The procedure is comparable to the previous proof, though we now concentrate
on the x-component. If ξ ∈ Vk(n, p) =

⋃{Γδkjn + Γδlip|l ≤ k, j ∈ Ik, i ∈ Il} and x denotes
the first component of ξ, there exist l, j, i such that

(2k-1)γ + jγk + (2l-1)γ + iγl ≤ x ≤ (2k-1)γ + (j + 1)γk + (2l-1)γ + (i+ 1)γl.

Since we are just interested in the dyadic size, we estimate quite roughly

(2k-1)γ ≤ x ≤ (2k-1)γ + 2k
m
2 2k(1−

m
2
)γ + (2l-1)γ + 2l

m
2 2l(1−

m
2
)γ = (2k+1-1)γ + (2l+1-1)γ.

and since we assumed l ≤ k, this reduces to

(2k-1)γ ≤ x ≤ (2k+1-1)γ + (2l+1-1)γ ≤ (2k+2-1)γ.

Hence
2k ≤ x

γ
+ 1 ≤ 2k+2

and therefore

log2

(
x

γ
+ 1

)
− 2 ≤ k ≤ log2

(
x

γ
+ 1

)
.

Our claim is an immediate consequence of this inequality. �

The handling of the overlap concerning the remaining parameters is more complicated.
Here we need to involve the y−coordinate. Therefore, we need as a start a new coordinate
system.

2.4.2 Further results

Lemma 2.4.3
There exists an absolute constant C > 0 (not depending on δ) such that for all ξ ∈ R3,
k = 0, . . . , | log2 γ| − 1, n, p = 1

β
, . . . , 2

β
− 1

#{(j, l, i)|l ≤ k, ξ ∈ Γδα + Γδµ} ≤ C. (2.4.2)

Proof: We are allowed to restrict ourself to the case l ≪ k (more precise: l < k − 2),
since in the case l ≈ k the second derivative of Φ and therefore the Gaussian curvature
is comparable on the regions x ≈ 2kγ and x ≈ 2lγ. After rescaling, we are back in the
classical case with (almost) constant curvature.
The procedure differs a bit from the previous lemmas: We claim that the number of triples
(j, l, i), l ≤ k, with the property ξ ∈ Γkjn + Γδlip is bounded by a fixed constant. So let

ξ ∈ (Γkjn + Γδlip) ∩ (Γkj′n + Γδl′i′p), (2.4.3)

l, l′ ≤ k. Without loss of generality, we may assume l′ ≤ l and in the case l′ = l
furthermore i′ ≤ i by interchanging the parameters if necessary.
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Step 1 If (l′, i′) 6= (l, i) then j ≤ j′.

The assumption is not necessary, since in the case (l′, i′) = (l, i) we may ensure j ≤ j′ by
interchanging the parameters with and without primes.
Case 1: l′ 6= l

In this case is l′ < l, i.e. l′ + 1 ≤ l, and therefore

(2k-1)γ + jγk + (2l-1)γ

≤(2k-1)γ + jγk + (2l-1)γ + iγl ≤ x

<(2k-1)γ + (j′ + 1)γk + (2l
′

-1)γ + (i′ + 1)γl′

≤(2k-1)γ + (j′ + 1)γk + (2l
′+1-1)γ

≤(2k-1)γ + (j′ + 1)γk + (2l-1)γ.

This already implies j < j′ + 1, i.e. j ≤ j′.

Case 2: l′ = l

In this case is i′ < i, i.e. i′ + 1 ≤ i and therefore

(2k-1)γ + jγk + (2l-1)γ + iγl ≤ x

<(2k-1)γ + (j′ + 1)γk + (2l-1)γ + (i′ + 1)γl

≤(2k-1)γ + (j′ + 1)γk + (2l-1)γ + iγl.

This again implies j < j′ + 1, i.e. j ≤ j′.

In the next step, it is useful to examine the projections in x-y−space. Thus we introduce

the new curves Φn(x) = nβΦ
(
x
nβ

)
(analogue Φp). Using β ≤ δ, it is an easy task to

verify

Γδkjn ={(x, y, z) ∈ R3|nβ ≤ z ≤ (n+ 1)β, Φ
(
x
z

)
≤ y

z
≤ Φ

(
x
z

)
+ δ, xkj ≤ x ≤ xk,j+1}

(2.4.4)

⊂ Γ̃δkjn ={(x, y, z) ∈ R3|nβ ≤ z ≤ (n+ 1)β, |y − Φn(x)| ≤ 10mδ, xkj ≤ x ≤ xk,j+1},
(2.4.5)

and likewise for Γδlip. Now define the projection P (x, y, z) = y − xΦ′
n(xk) on the normal

to the graph of Φn at point xk in x-y−space.

xli
xk
xkj xk,j+1xl′i′

Γ̃δkjn

Γ̃δl′i′p

Γ̃δlip

δ

P (Γ̃δlip)

Figure 2.3: Projection on the normal vector in the case n = p

x

y

Φn = Φp
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Additionally, we introduce

ξkjn = (xkj,Φn(xkj), nβ) ∈ Γδkjn ξlip = (xli,Φp(xli), pβ) ∈ Γδlip (2.4.6)

and analogue ξkj′n, ξl′i′p.

Step 2

(i) P (ξl′i′p)− P (ξlip) ≈ δ2k(m−1)−l′(m
2
−1)∆ll′ii′

(ii) P (ξkj′n)− P (ξkjn) & δj(j′ − j), if j ≤ j′ + 1

with ∆ll′ii′ = 2l
′(m

2
−1)xli − xl′i′

γ
= 2l

′(m
2
−1)
(
2l + i2l(1−

m
2
) − 2l

′ − i′2l
′(1−m

2
)
)
.

The term ∆ll′ii′ looks somehow artificial. However, we will discover that this quantity is
the crucial one, expressing (in some sense) the distance between Γδlip and Γδl′i′p.
Part (i): The mean value theorem provides the existence of an x̃ ∈ (xl′i′, xli) with

Φp(xl′i′)− Φp(xli) = Φ′
p(x̃)(xl′i′ − xli). (2.4.7)

Thus especially

x̃ ≤ xli ≤ xl+1 ≤
l<k−2

xk−2

and hence

x̃

pβ
≤ nβ

pβ

xk−2

nβ
≤ 2xk−2

nβ
=

2(2k−2-1)γ

nβ
=

1

2

(2k-4)γ

nβ
≤ 1

2

(2k-1)γ

nβ
=

1

2

xk
nβ

.

Using monotony and convexity of Φ′, as well as Φ′(0) = 0, we obtain

Φ′

(
x̃

pβ

)
≤ Φ′

(
1

2

xk
nβ

)
≤ 1

2
Φ′

(
xk
nβ

)
. (2.4.8)

Hence

Φ′
n(xk)− Φ′

p(x̃) = Φ′

(
xk
nβ

)
− Φ′

(
x̃

pβ

)

≈
(2.4.8)

Φ′

(
xk
nβ

)

≈ xm−1
k

(nβ)m−1

≈ γm−12k(m−1). (2.4.9)

Thus we conclude

P (ξl′i′p)− P (ξlip) = Φp(xl′i′)− Φp(xli)− (xl′i′ − xli)Φ
′
n(xk)

=
(2.4.7)

(Φ′
n(xk)− Φ′

p(x̃))(xli − xl′i′)

= (Φ′
n(xk)− Φ′

p(x̃))2
−l′(m

2
−1)∆ll′ii′γ

≈
(2.4.9)

γm2k(m−1)2−l
′(m

2
−1)∆ll′ii′

= δ2k(m−1)−l′(m
2
−1)∆ll′ii′



2.4. Estimation of the overlap 29

Part (ii):
Since the projection P depends on k, we are not able to use (i). However, we proceed in
a similar manner: like in part (i), we obtain a x̃k between xkj and xkj′ with

Φn(xkj′)− Φn(xkj) = Φ′
n(x̃k)(xkj′ − xkj).

Furthermore, we obtain a ˜̃xk between x̃k and xk with

P (ξkj′n)− P (ξkjn) =Φn(xkj′)− Φn(xkj)− (xkj′ − xkj)Φ
′
n(xk)

=(Φ′
n(x̃k)− Φ′

n(xk))(xkj′ − xkj) (2.4.10)

=Φ′′
n(˜̃xk)(x̃k − xk)(xkj′ − xkj).

Especially ˜̃xk ∈ (xk, x̃k) ⊂ (xk, xk+1), i.e. ˜̃xk ≈ 2kγ. (2.4.11)
In the case j′ ≥ j we use
x̃k > min{xkj , xkj′} = xkj = (2k-1)γ + j2k(1−

m
2
)γ = xk + j2k(1−

m
2
)γ. (2.4.12a)

This gives

P (ξkj′n)− P (ξkjn) =
(2.4.10)

Φ′′
n(˜̃xk)(x̃k − xk)(xkj′ − xkj)

≈
(2.4.11)

(2kγ)m−2(x̃k − xk)(xkj′ − xkj)

≥
(2.4.12a)

(2kγ)m−2 j2k(1−
m
2
)γ (j′ − j)2k(1−

m
2
)γ

= γm j(j′ − j)

= δj(j′ − j).

In the other case j′ < j the assumption ensures j = j′ + 1, i.e. j′ − j = −1. Now we use
x̃k < max{xkj , xkj′} = xkj = (2k-1)γ + j2k(1−

m
2
)γ = xk + j2k(1−

m
2
)γ. (2.4.12b)

In this case we obtain

P (ξkj′n)− P (ξkjn) =
(2.4.10)

Φ′′
n(˜̃xk)(x̃k − xk)(xkj′ − xkj)

≈
(2.4.11)

(2kγ)m−2(x̃k − xk)(−2k(1−
m
2
)γ)

≥
(2.4.12b)

−(2kγ)m−2 j2k(1−
m
2
)γ 2k(1−

m
2
)γ

= −γm j
= −δj = δj(j′ − j),

completing Step 2.
The next task will be to estimate the size of the pieces Γδkjn of our decomposition, with
respect to the projection P . The size of a set U with respect to P is measured by
diamP (U) = sup{|P (u)− P (v)| : u, v ∈ U}.

Step 3

(i) diamP (Γ
δ
lip) . δ2k(m−1)−l(m

2
−1)

(ii) diamP (Γ
δ
kjn) . δ2k

m
2
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Part (i):

diamP (Γ
δ
lip) =P (xli,Φp(xli) +O(δ), pβ)− P (xl,i+1,Φp(xl,i+1), pβ)

=P (xli,Φp(xli), pβ)− P (xl,i+1,Φp(xl,i+1), pβ) +O(δ)

=P (ξlip)− P (ξl,i+1,p) +O(δ)

We apply Step 2(i), replacing l′ by l, i by i+ 1 and i′ by i. Then
∆ll,i+1,i = 2l(

m
2
−1)
(
(i+ 1)2l(1−

m
2
) − i2l(1−

m
2
)
)
= 1 and

diamP (Γ
δ
lip) =P (ξlip)− P (ξl,i+1,p) +O(δ)

≈δ2k(m−1)−l(m
2
−1)∆ll,i+1,i +O(δ)

=δ2k(m−1)−l(m
2
−1) +O(δ)

l≤k

. δ2k(m−1)−l(m
2
−1).

Part (ii):

diamP (Γ
δ
kjn) =P (xk,j+1,Φn(xk,j+1) +O(δ), nβ)− P (xkj,Φn(xkj), nβ)

=P (xk,j+1,Φn(xk,j+1), nβ)− P (xkj,Φn(xkj), nβ) +O(δ)

=P (ξk,j+1,n)− P (ξkjn) +O(δ)

Step 2(ii) implies

P (ξkj′n)− P (ξkjn) & δj(j′ − j), if j ≤ j′ + 1

or, equivalently

P (ξkjn)− P (ξkj′n) . δj(j − j′), if j ≤ j′ + 1,

so especially

P (ξk,j+1n)− P (ξkjn) . (j + 1)δ ≤ δ2k
m
2 .

This leads to

diamP (Γ
δ
kjn) =P (ξk,j+1,n)− P (ξkjn) +O(δ)

.δ2k
m
2 +O(δ)

.δ2k
m
2 .

A further step will analyse the quantity ∆ll′ii′ . Here we exploit (2.4.3): Γδkj′n+Γδl′i′p 6=Ø .

Step 4 ∆ll′ii′ . 1

We apply Lemma 2.7.5. Since

ξα ∈ Γδα, α = (k, j, n), (k, j′, n), (l, i, p), (l′, i′, p)
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the lemma yields

P (ξkj′n)− P (ξkjn) + P (ξl′i′p)− P (ξlip)

≤ diamP (Γ
δ
kjn) + diamP (Γ

δ
kj′n) + diamP (Γ

δ
lip) + diamP (Γ

δ
l′i′p). (2.4.13)

In Step 1, we established j ≤ j′ (at least if (l, i) 6= (l′, i′), but in the case (l, i) = (l′, i′) we
may also assume this). The application of Step 2 and Step 3 results in

δ2k(m−1)−l′(m
2
−1)∆ll′ii′ ≤δ2k(m−1)−l′(m

2
−1)∆ll′ii′ + δj(j′ − j)

(2.4.13)

. δ2k
m
2 + δ2k(m−1)−l(m

2
−1) + δ2k(m−1)−l′(m

2
−1) (2.4.14)

Now we use l′ ≤ l and l′ < k, since the last one implies k(m− 1)− l′(m
2
− 1) = km

2
+ (k−

l′)(m
2
− 1) ≥ km

2
. Thus (2.4.14) transforms into

2k(m−1)−l′(m
2
−1)∆ll′ii′ . 2k(m−1)−l(m

2
−1) + 2k(m−1)−l′(m

2
−1) + 2k

m
2 . 2k(m−1)−l′(m

2
−1),

i.e. ∆ll′ii′ . 1.
The former results will be merged into the following step, which states that there are not
"too many" (l′, i′) appropriate to a given (l, i).

Step 5 One of these three alternatives holds:

(i) l′ = l: Then |i− i′| . 1.

(ii) l′ = l − 1: Then i . 1 and 2l
′ m
2 − i′ . 1.

(iii) l′ < l − 1: Then l′, l . 1 and especially i′, i . 1.

Especially l′ ≈ l is necessary.

Let me remind you that we assumed l′ ≤ l and even i′ ≤ i for l′ = l. The proof is divided
into three cases:
Case 1: l′ = l
According to Step 4, we know

1 & ∆llii′ = 2l(
m
2
−1)
(
2l + i2l(1−

m
2
) − 2l − i′2l(1−

m
2
)
)
= i− i′ ≥ 0.

Case 2: l′ = l − 1
Step 4 now reads

1 & ∆ll′ii′ = 2l
′(m

2
−1)
(
2l

′+1 + i2(l
′+1)(1−m

2
) − 2l

′ − i′2l
′(1−m

2
)
)
= 2l

′ m
2 − i′︸ ︷︷ ︸
≥0

+ i21−
m
2︸ ︷︷ ︸

≥0

,

hence

1 & i21−
m
2 ≈ i and 1 & 2l

′ m
2 − i′.

Case 3: l > l′ + 1
In this case, Step 4 yields

1 & ∆ll′ii′ =2l
′(m

2
−1)
(
2l + i2l(1−

m
2
) − 2l

′ − i′2l
′(1−m

2
)
)

&2l
′(m

2
−1)
(
2l − 2l

′+1
)
& 2l

′(m
2
−1)2l ≥ 2l,
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which already implies l′ ≤ l . 1 and thus i ≤ 2l
m
2 . 1, as well as i′ . 1.

xli xkj xk,j+1xl′i′

Γ̃δkjn

Γ̃δl′i′p
Γ̃δlip

δ

Figure 2.4: Projection on the y-axis in the case n = p

x

y

Φn = Φp

Q(Γ̃δkjn)

To come to a similar conclusion concerning j and j′, we consider the projection on the
y−axis, denoted Q(x, y, z) = y. Then - cf. (2.4.6) - Q(ξkjn) = Φn(xkj) and Q(ξlip) =
Φp(xli), analogue for the primed coordinates.

Step 6

(i) Q(ξlip)−Q(ξl′i′p) . δ2l
m
2

(ii) Q(ξkj′n)−Q(ξkjn) ≈ δ2k
m
2 (j′ − j)

Part (ii): Again, we use the mean value theorem: there exists a x̃ between xkj and xkj′
fulfilling

Q(ξkj′n)−Q(ξkjn) = Φn(xkj′)− Φn(xkj) = Φ′
n(x̃)(xkj′ − xkj) = Φ′

(
x̃

nβ

)
(xkj′ − xkj).

Notice that x̃ ≈ xk ≈ 2kγ, i.e.

Q(ξkj′n)−Q(ξkjn) ≈(2kγ)m−1(xkj′ − xkj)

=2k(m−1)γm−1(j′ − j)2k(1−
m
2
)γ

=δ2k
m
2 (j′ − j).

Part (i): In this case, the mean value theorem provides a x̄ ≈ xl ≈ 2lγ such that

Q(ξlip)−Q(ξl′i′p) =Φp(xli)− Φp(xl′i′)

=Φ′
p(x̄)(xli′ − xl′i′)

≈(2lγ)m−1 2−l
′(m

2
−1)γ∆ll′ii′

=δ 2l
m
2 2(l−l

′)(m
2
−1) ∆ll′ii′ .

Since ∆ll′ii′ . 1 by Step 4 and l′ ≈ l according to Step 5, the equation implies

Q(ξlip)−Q(ξl′i′p) . δ2l
m
2 ,

thus completing Step 6.
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Step 7 |j − j′| . 1

We have

diamQ(Γ
δ
kjn) = sup

ξ,η∈Γδ
kjn

|Q(ξ)−Q(η)|

= Q(xkj ,Φn(xkj) +O(δ), nβ)−Q(xk,j−1,Φn(xk,j−1), nβ)

= Φn(xkj) +O(δ)− Φn(xk,j−1)

≈
Step 6(ii)

δ2k
m
2 +O(δ)

. δ2k
m
2 .

Using Step 6(i) we observe diamQ(Γ
δ
lip) . δ2l

m
2 ≤ δ2k

m
2 and diamQ(Γ

δ
l′i′p) . δ2k

m
2 . Now

we again apply Lemma 2.7.5:

Q(ξkj′n)−Q(ξkjn) + Q(ξl′i′p)−Q(ξlip)

≤ diamQ(Γ
δ
kj′n) + diamQ(Γ

δ
kjn) + diamQ(Γ

δ
l′i′p) + diamQ(Γ

δ
lip)

. δ2k
m
2 .

It follows that

δ2k
m
2 (j′ − j) ≈

Step 6(ii)
Q(ξkj′n)−Q(ξkjn)

. Q(ξlip)−Q(ξl′i′p) + δ2k
m
2

.
Step 6(i)

δ2l
m
2 + δ2k

m
2

. δ2k
m
2 , �

and thus j′ − j . 1. This already implies the desired estimate, since j ≤ j′ + 1 according
to Step 1.
Together with Step 5, Step 7 completes the proof of Lemma 2.4.3.

2.4.3 Summary of the results

Corollary 2.4.4
For all ξ ∈ R3, we have

#{(α, µ)|ξ ∈ Γδα + Γδµ} ≤ 18Cβ−1, (2.4.15)

where C is the constant from Lemma 2.4.3.

Proof: For ξ ∈ R3 let

M ={(n, p)|∃k, l, j, i : ξ ∈ Γδα + Γδµ},
M(n, p) ={k|∃l, j, i : ξ ∈ Γδα + Γδµ, l ≤ k},

M(n, p; k) ={(l, j, i)|ξ ∈ Γδα + Γδµ}.
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Then the previous Lemma 2.4.1, 2.4.2 and 2.4.3 states

#M ≤3β−1 (2.4.16)

#M(n, p) ≤3 ∀n, p (2.4.17)

#M(n, p; k) ≤C ∀n, p, k. (2.4.18)

We proceed by

{(α, µ)|ξ ∈ Γδα + Γδµ} ={(α, µ)|ξ ∈ Γδα + Γδµ, l ≤ k} ∪ {(α, µ)|ξ ∈ Γδα + Γδµ, l ≥ k}
={(α, µ)|ξ ∈ Γδα + Γδµ, l ≤ k} ∪ {(α, µ)|ξ ∈ Γδµ + Γδα, k ≤ l},

and

{(α, µ)|ξ ∈ Γδα + Γδµ, l ≤ k} ={(α, µ)|(n, p) ∈ M, k ∈M(n, p), (l, j, i) ∈M(n, p; k)}.
It follows

#{(α, µ)|ξ ∈ Γδα + Γδµ} ≤2#{(α, µ)|ξ ∈ Γδα + Γδµ, l ≤ k}
=2

∑

(n,p)∈M

∑

k∈M(n,p)

#M(n, p; k)

≤2 · 3β−1 · 3 · C = 18Cβ−1

using Fubini’s theorem. �

If we enlarge the sets Γδα in the right manner, the statement essentially remains valid:

Corollary 2.4.5
For the sets Γδkjn, we introduce their adjacent sets

Γδkjn(u, v, w) = (0, vδ, 0) + Γδk,j+u,n+w, u, v, w ∈ {−1, 0, 1},
as well as their "doubling"

Gδ
kjn =

⋃

u,v,w∈{−1,0,1}

Γδkjn(u, v, w).

Then for every ξ ∈ R3:

#{(α, µ)|ξ ∈ Gδ
α +Gδ

µ} ≤ 33 · 18Cβ−1.

The last variation of this lemma is the version we want to apply finally.

Corollary 2.4.6
Let 1 ≤ s < ∞ and Gδ

kjn like above. Then there exists a constant Cs > 0 satisfying the

following: Let fαµ ∈ C∞
0 (R3), k, l = 0, . . . , | log2 γ|−1, j = 0, . . . 2k

m
2 −1, i = 0, . . . 2l

m
2 −1,

n, p = 1
β
, . . . , 2

β
− 1, be non-negative functions fulfilling

supp fαµ ⊂ Gδ
α +Gδ

µ

Then for all ξ ∈ R3

(∑

αµ

fαµ(ξ)

)s

≤ Csβ
1−s
∑

αµ

|fαµ(ξ)|s.
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2.5 Lp-estimates for convolutions

Consider two cuboids in R3 with two short and one long edge. Both cuboids shall lie at
parallel planes (we will concretise this soon). If we form the convolution of two functions,
each one supported in one of the cuboids, what can we say about the Lp-Norm, depending
on size and relative position?

2.5.1 Introduction to the problem and formulation of the result

For i = 1, 2 let Ai = {(x, y) : |x| ≤ γi
2
, |y −mix| ≤ δ

2
}. We assume that δ ≪ γ2, γ1 and

moreover, that the slope mi of the boxes is bounded by an absolute constant (i.e. not
depending on δ and γi). For convenience, let γ2 ≤ γ1.

Figure 2.5: Parallelogram Ai
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Furthermore, we configure the position of the figures relative to each other. Let α =
∠(A1, A2) be the angle between the parallelograms, i.e. between their longer sides. The
assumption of the boundedness of the slopes guarantees sinα ≈ α ≈ tanα. (2.5.1)



36 2.5. Lp-estimates for convolutions

Figure 2.6: Parallelograms Ai
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Now we introduce the parallelepipeds Qi = Ai × (0, β) ⊂ R3. Let ξi ∈ R3 and φi a bump
function adopted to ξi +Qi.
The main result of this section is the following:

Lemma 2.5.1
Let 1 ≤ s <∞. Then

∫R3

|φ1 ∗ φ2|sdx .
(βδ)(s+1)

(1 + γ2
δ
α)s−1

γs2γ1. (2.5.2)

2.5.2 Proof of the result

At the beginning a simple remark:

Remark 2.5.2
For C > 0 and i = 1, 2 let Bi be symmetric (Bi = −Bi) subsets of Rn, xi ∈ Rn,
suppψi ⊂ xi +Bi and ‖ψi‖∞ ≤ C. Then

‖ψ1 ∗ ψ2‖∞ ≤ C2 sup
z

|B1 ∩ (z +B2)|. (2.5.3)

Proof:

|ψ1 ∗ ψ2|(x) =
∣∣∣
∫Rn

ψ1(y)ψ2(x− y)dy
∣∣∣

≤
∫Rn

|ψ1(x1 + y)ψ2(x− x1 − y)|dy
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If the integrand does not vanish, we have x1 + y ∈ suppψ1 ⊂ x1 + B1, i.e. y ∈ B1.
Furthermore must x− x1 − y ∈ suppψ2 ⊂ x2 + B2 be valid, i.e. y ∈ x − x1 − x2 − B2 =
x− x1 − x2 +B2. We conclude

|ψ1 ∗ ψ2|(x) ≤
∫

B1∩(x−x1−x2+B2)

|ψ1(x1 + y)ψ2(x− x1 − y)|dy

≤C2|B1 ∩ (x− x1 − x2 +B2)|
≤C2 sup

z
|B1 ∩ (z +B2)|

as claimed. �

Remark
If the sets are like in Figure 2.6, the supremum is achieved (amongst others) in z = 0, as
we can see clearly in the picture. In this concrete situation, a formal proof can be obtained
with some efforts by an elementary computation.
However, it would be more typical for a mathematician to conjecture a more general
statement: "Let K and L be two convex bodies in Rn symmetric with respect to the origin
(i.e. K = −K). Then |K ∩ (z + L)| ≤ |K ∩ L| for all z ∈ Rn."
As it is often in convex geometry, the statement is quite easy to understand, whereas a
proof is not immediately clear. One might use the inequality of Brunn-Minkowski (cf.
Lemma 2.7.4).

Anyway, we now need to estimate |A1 ∩A2|:
Lemma 2.5.3
We have

|A1 ∩ A2| .
δ2γ2

max{δ, γ2α}
≈ δ2γ2
δ + γ2α

.

Proof: Elongating the two parallelograms in direction of their longer edges to infinity,
we obtain by a elementary computation (cf. Figure 2.7)

|A1 ∩A2| ≤
δ2

sinα

(2.5.1)≈ δ2

α
. (2.5.4)

α

δ

δ

δ/ sinα

δ/ sinα

Figure 2.7: A1 ∩A2
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This expression is indeed to large for small angles; in this case we therefore apply the
trivial estimate

|A1 ∩A2| ≤ |A2| = δγ2. (2.5.5)

The changeover appears if the corners of the small parallelogram get into touch with the
large parallelogram, i.e. if α ≈ δ

γ2
. Given γ2α ≥ δ we thus apply (2.5.4) and find

|A1 ∩A2| .
δ2

α
=

δ2γ2
max{δ, γ2α}

.

In the contrary case γ2α < δ we apply (2.5.5) and find

|A1 ∩ A2| ≤ δγ2 =
δ2γ2

max{δ, γ2α}
,

and thus the desired estimate in both cases. �

This lemma can be proved in a similar manner, as basic as before:

Lemma 2.5.4

|A1 + A2| . γ1(δ + γ2α).

Now we are able to start with the proof of Lemma 2.5.1:

Proof:
∫R3

|φ1 ∗ φ2|sdx ≤ ‖φ1 ∗ φ2‖s∞ | supp(φ1 ∗ φ2)|

.
Lemma 2.5.2

(
sup

η∈R2×R |Q1 ∩ (η +Q2)|
)s

|ξ1 +Q1 + ξ2 +Q2|

= |Q1 ∩Q2|s |Q1 +Q2|
= |

(
A1 ∩ A2

)
×(0, β)|s |

(
A1×(0, β)

)
+
(
A2×(0, β)

)
|

= |A1 ∩A2|sβs |
(
A1 + A2

)
×(0, 2β)|

.
Lemma 2.5.3

(
δ2γ2

δ + γ2α

)s
|
(
A1 + A2

)
| βs+1

.
Lemma 2.5.4

(
δ2γ2

δ + γ2α

)s
γ1(δ + γ2α) β

s+1

=
δ2s γs2 γ1

(δ + γ2α)s−1
βs+1

=
(βδ)s+1 γs2 γ1
(1 + γ2

δ
α)s−1

. �
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2.6 Proof of the main theorem

Before we start to complete the proof of Theorem 2.2.2, we need a further lemma, which
concretises the general results from the previous chapter in our special situation.

2.6.1 Application of the results from Chapter 2.5

Lemma 2.6.1
Let 1 ≤ s <∞. The functions φkjn introduced in the previous chapter satisfy the following
estimates:

(i) If |k − l| ≫ 1, then
∫

|φkjn ∗ φlip|sdx .(βδγ)s+12
k+l
2

(1+s−sm) 2−
|k−l|

2
(m−1)(s−1). (2.6.1)

(ii) If |k− l| . 1, we find either a function f : Ik → Il with ∀i ∈ Il : |{j : f(j) = i}| . 1
or a function g : Il → Ik with ∀j ∈ Ik : |{i : g(i) = j}| . 1 such that

∫
|φkjn ∗ φlip|sdx .(βδγ)s+12

k+l
2

(1+s−sm)

[
2

k+l
2

m
2

1 + h(i, j)

]s−1

, (2.6.2)

where

h(i, j) = |f(j)− i| or h(i, j) = |j − g(i)|. (2.6.3)

Figure 2.8: Angle between the translations to the origin of the projections
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Proof: Recall the definition of Γ̃δkjn = {(x, y, z) ∈ R3|nβ ≤ z ≤ (n + 1)β, |y − Φn(x)| ≤
10mδ, xkj ≤ x ≤ xk,j+1}. The projections of these sets on x-y−space are contained in
parallelograms with slope Φ′

n(xkj), thickness O(δ) and width γk. When we shift their
centers to the origin, they intersect with angle

α =∠(Γ̃δkjn, Γ̃
δ
lip) = | arctanΦ′

n(xkj)− arctanΦ′
p(xli)|. (2.6.4)
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Since Φ′ and therefore as well Φ′
n = Φ′

(
·
nβ

)
and Φ′

p are bounded from above and from

below independently of n and p, we have

α ≈|Φ′
n(xkj)− Φ′

p(xli)|. (2.6.5)

At first we consider the case (i) |k − l| ≫ 1 and assume without loss of generality l ≤ k,
we obtain due to the dyadic nature of the construction

α ≈Φ′
n(xkj) ≈ (2kγ)m−1

=
γm

2k(1−
m
2
)γ
2k

m
2

=
δ

γk
2k

m
2 . (2.6.6)

The case (ii) |k− l| . 1 is a bit more complicated. This is due to the fact that we decom-
posed orthogonal to the x−axis, regardless the cone-like shape of the surface. Formula
(2.6.5) illustrates the difficulties: in the special case n = p we get rid of the difference by
the fundamental theorem of calculus, but unfortunately, the general case appears much
harder.
Instead of this, we choose an other approach: let k, l, n, p be fixed and ai = Φ′

p(xli),
bj = Φ′

n(xkj). Then for all j, j′

|bj − bj′ | = |Φ′
n(xkj)− Φ′

n(xkj′)|
≈ Φ′′(xk)|xkj − xkj′|
≈ (2kγ)m−2γk|j − j′|
= 2k(

m
2
−1)γm−1|j − j′|

=
δ

γk
|j − j′|. (2.6.7)

In the same manner we obtain

|ai − ai′| ≈
δ

γl
|i− i′| |k−l|.1≈ δ

γk
|i− i′|. (2.6.8)

This basically means that we have a good idea how to compare the ai with each other,
the same with the b′js. But we lack control in comparing some ai with a bj . Therefore we
apply the abstract result of Lemma 2.7.6. At first we check the preconditions:
The sequences ai, i ∈ Il and bj , j ∈ Ik are increasing, since (for instance) xli < xli +
γl = xl,i+1 and Φ′

p is monotonously increasing. Thus we may apply Lemma 2.7.6 to the
renormed sequences γk

δ
ai and γk

δ
bj . Provided b2km/2−1−b0 ≤ a2lm/2−1−a0 we get a function

f : Ik → Il almost injective, i.e. ∀i ∈ Il : |{j ∈ Ik : f(j) = i}| . 1, and fulfilling

|ai − bj | ≥
1

2
|ai − af(j)| ∀i ∈ Il∀j ∈ Ik. (2.6.9)

Consequently

α ≈ |Φ′
n(xkj)− Φ′

p(xli)|
= |bj − ai|

(2.6.9)

& |ai − af(j)|
(2.6.8)≈ δ

γk
|i− f(j)|.
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Provided b2km/2−1 − b0 > a2lm/2−1 − a0 we switch the roles of ai and bj and obtain a
correspondingly result; in any case, we obtain a function h as desired and fulfilling

α &
δ

γk
h(i, j). (2.6.10)

Combining (2.6.6) and (2.6.10) we see that

γk
δ
α =

{
2k

m
2 , if l ≪ k

h(i, j), if |k − l| . 1.
(2.6.11)

Using Lemma 2.5.1 and taking into account l ≤ k, i.e. γk ≤ γl, we conclude

∫
|φkjn ∗ φlip|sdx .

(βδ)s+1

(1 + γk
δ
α)s−1

γskγl

=
(βδγ)s+1

(1 + γk
δ
α)s−1

2k(1−
m
2
)s2l(1−

m
2
)

=
(βδγ)s+1

(1 + γk
δ
α)s−1

2
k
2
(2s−ms)2

l
2
(2−m)

=(βδγ)s+12
k+l
2

(1+s−sm) · 2
k
2
(s−1)+

l
2
(ms−m−s+1)

(1 + γk
δ
α)s−1

.

It remains to consider the second expression. In the case l ≪ k, it is transformed by
(2.6.11) into

2
k
2
(s−1)+

l
2
(ms−m−s+1)

(1 + γk
δ
α)s−1

≈2
k
2
(s−1)+

l
2
(ms−m−s+1)

2k
m
2
(s−1)

=2
k
2
(s−1−ms+m)+

l
2
(ms−m−s+1)

=2−
k−l
2

(m−1)(s−1),

whereas in the case |k − l| . 1, it gives

2
k
2
(s−1)+

l
2
(ms−m−s+1)

(1 + γk
δ
α)s−1

=
2
k
2
(s−1)+

l
2
(ms−m−s+1)

(1 + h(i, j))s−1

k≈l≈ 2
k+l
4

(s−1)+
k+l
4

(ms−m−s+1)

(1 + h(i, j))s−1

=
2
k+l
4

(ms−m)

(1 + h(i, j))s−1

=


 2

k+l
2

m
2

1 + h(i, j)



s−1

,

whereby the claim is verified. �
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2.6.2 Completing the proof

One further intermediate step will be helpful since we get rid of the split-up in the two
different cases from the previous lemma.

Lemma 2.6.2
Let 3

p′
< 1

q
< 1

2
+ 1

p′
and 1

s
+ 2

p′
= 1. (2.6.12)

Then for all k, l, n, p and for all finite sequences a ∈ RIk , b ∈ RIl we have
∑

ij

|aj|s|bi|s
∫

|φkjn ∗ φlip|sdx

.(βδγ)s+1‖a‖sq′‖b‖sq′2
k+l
2

(1+s−sm+m
(
1− s

q′

)
)
2−

|k−l|
2

(m−1)(s−1).

Proof: At first we consider the case |k − l| ≫ 1. Hölder’s inequality implies

∑

j

|aj |s ≤
(∑

j

|aj |q
′

) s
q′




2k
m
2 −1∑

j=0




1− s
q′

=‖a‖sq′2
k
2
m
(
1− s

q′

)
,

which, together with Lemma 2.6.1, results in the desired estimate.

In the case |k − l| ≤ 1 we apply Lemma 2.7.1 with parameter r = q′

s
. (2.6.13)

Since we assumed 1
q
< 1

2
+ 1

p′
, it follows

1

q′
= 1− 1

q
>

1

2
− 1

p′
=

1

2

(
1− 2

p′

)
(2.6.12)
=

1

2s
, thus r =

q′

s
< 2. (2.6.14)

Furthermore, we have

1

r′
= 1− s

q′
= 1− s+

s

q

> 1− s+ s
3

p′
= 1− s+

3s

2

2

p′

(2.6.12)
= 1− s+

3s

2

(
1− 1

s

)
= −(s− 1) +

3

2
(s− 1)

=
s− 1

2
,

i.e.

Q := (s− 1)
r′

2
< 1. (2.6.15)

Assume for simplicity once more that l ≤ k. To apply the lemma, we have to analyse the

kernel G k+l
2
(x) = 2

k+l
2

m
2

1+x
from (2.6.2), x ∈ [0, 2k

m
2 − 1]. It fulfills

∫ 2k
m
2 −1

0

GQ
k+l
2

dx ≤
∫ 2k

m
2

1

(
2k

m
2

x

)Q
dx = 2k

m
2

∫ 1

2−km
2

x−Qdx

≤2k
m
2

[
x1−Q

1−Q

]1

0

≈ 2k
m
2

|k−l|.1≈ 2
k+l
2

m
2 ,
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i.e.

‖Gs−1
k+l
2

‖ r′

2
= ‖G k+l

2
‖s−1
Q . 2

k+l
2

m
2

s−1
Q

(2.6.15)

≤ 2
k+l
2

m
r′

(2.6.13)
= 2

k+l
2
m
(
1− s

q′

)
. (2.6.16)

Next we again apply Lemma 2.6.1, but this time part (ii), though we just discuss the first
case h(i, j) = |f(j)− i|. The lemma states

∑

ij

|aj |s|bi|s
∫

|φkjn ∗ φlip|sdx

.(βδγ)s+1
∑

ij

|aj|s|bi|s2
k+l
2

(1+s−sm)

[
2

k+l
2

m
2

1 + |f(j)− i|

]s−1

(2.6.17)

and according to Lemma 2.7.1

∑

ij

|aj |s|bi|s
[

2
k+l
2

m
2

1 + |f(j)− i|

]s−1

. ‖as‖r‖bs‖r‖Gs−1
k+l
2

‖ r′

2

(2.6.16)

. ‖as‖r‖bs‖r2
k+l
2
m
(
1− s

q′

)

(2.6.13)
= ‖a‖sq′‖b‖sq′2

k+l
2
m
(
1− s

q′

)
.

Putting this into (2.6.17) yields the claim, when we insert the expression 2−
|k−l|

2
(m−1)(s−1),

which is of constant order in case of |k − l| . 1. �

Eventually we can complete the proof of Theorem 2.2.2. Let us recall the statement:

Theorem
Let p′ > m+ 1, 3

p′
< 1

q
< 1

2
+ 1

p′
, then

‖
∑

α

aαφ̂α‖p′ .δ
1
q ‖

∑

α=(k,j,n)

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′ (2.6.18)

holds for all δ > 0 and for all sequences aα.

Proof: Since 2 < p′ <∞, we find s ∈ (1,∞) such that 1
s
+ 2

p′
= 1. (2.6.19)

Since even 4 < p′, p′

2
> 2 holds, thus we can apply Youngs inequality:

‖
∑

α

aαφ̂α‖2sp′ = ‖
∑

α,µ

aαaµφ̂αφ̂µ‖sp′
2

= ‖F
(∑

α,µ

aαaµφα ∗ φµ
)
‖sp′

2

Y oung

≤ ‖
∑

α,µ

aαaµφα ∗ φµ‖ss

=

∫ ∣∣∣
∑

α,µ

aαaµφα ∗ φµ
∣∣∣
s

dx.
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Now we exploit the estimate from Chapter 2.4 of the overlap of the supports of the
functions φα ∗ φµ:

‖
∑

α

aαφ̂α‖2sp′ ≤
∫ ∣∣∣

∑

α,µ

aαaµφα ∗ φµ
∣∣∣
s

dx.

Corollary 2.4.6

. β1−s
∑

α,µ

|aα|s|aµ|s
∫

|φα ∗ φµ|s dx

Lemma 2.6.2

. β2(δγ)s+1
∑

klnp

‖akn‖sq′‖alp‖sq′2
k+l
2

(1+s−sm+m
(
1− s

q′

)
)
2−

|k−l|
2

(m−1)(s−1),

where akn = (akjn)j∈Ik, alp = (alip)i∈Il. Notice that for fixed k Hölder’s inequality implies

∑

n

‖akn‖sq′ ≤
(∑

n

‖akn‖q
′

q′

) s
q′




2
β
−1∑

n= 1
β

1




1− s
q′

=‖ak‖sq′
(
1

β

)1− s
q′

= ‖ak‖sq′β
s
q′
−1
, (2.6.20)

where ak = (akjn)j,n. Implementing this in our equations yields

‖
∑

α

aαφ̂α‖2sp′ .β2( s
q′
−1)
β2(δγ)(s+1)

∑

k,l

‖ak‖sq′‖al‖sq′2
k+l
2

(1+s−sm+m
(
1− s

q′

)
)
2−|k−l| (m−1)(s−1)

2

=β
2s
q′ (δγ)(s+1)

∑

k,l

‖ak‖sq′‖al‖sq′2
k+l
2

[s(1−m)+m+1−m s
q′
]
2−|k−l| (m−1)(s−1)

2

=β
2s
q′ (δγ)(s+1)

∑

k,l

‖ak2k[
1−m

2
+m+1

2s
− m

2q′
]‖sq′‖al2l[

1−m
2

+m+1
2s

− m
2q′

]‖sq′2−|k−l| (m−1)(s−1)
2 .

(2.6.21)

We again apply Lemma 2.7.1 for r = q′

s
(recall r < 2, cf. (2.6.14)):

‖
∑

α

aαφ̂α‖2sp′ . β
2s
q′ (δγ)s+1

(∑

k

‖ak2k[
1−m

2
+m+1

2s
− m

2q′
]‖q′q′
) 2s

q′

= (δγ)
s+1− 2s

q′ γ
−
(

1−m
2

+m+1
2s

− 1
q′

)
2s

(∑

k

‖ak(2kγ)
1−m

2
+m+1

2s
− 1

q′ ‖q′q′2k(1−
m
2
)γβδ

) 2s
q′

δ=γm
= γ

(m+1)
(
s+1− 2s

q′

)
−
(

1−m
2

+m+1
2s

− 1
q′

)
2s

(∑

k

‖ak(2kγ)
1−m

2
+m+1

2s
− 1

q′ ‖q′q′2k(1−
m
2
)γβδ

) 2s
q′

.

(2.6.22)
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We determine the exponents: it holds

(m+ 1)

(
s+ 1− 2s

q′

)
−
(
1−m

2
+
m+ 1

2s
− 1

q′

)
2s

=2s

[
(m+ 1)

(
1

2
+

1

2s
− 1

q′

)
− 1−m

2
− m+ 1

2s
+

1

q′

]

=2s

[
m+ 1

2
− m

q′
− 1−m

2

]

=2sm

[
1− 1

q′

]
=

2sm

q
, (2.6.23)

and

1−m

2
+
m+ 1

2s
− 1

q′
=

1

q
− m+ 1

2
+
m+ 1

2s
=

1

q
− m+ 1

2

(
1− 1

s

)
(2.6.19)
=

1

q
− m+ 1

p′
.

(2.6.24)

A further computation shows

∫
φq

′

αdx ≈ |Γδα| = |Γδkjn| ≈ γkβδ = 2k(1−
m
2
)γβδ, (2.6.25)

thus (2.6.22) translates into

‖
∑

α

aαφ̂α‖2sp′ .γm
2s
q

(∑

k

‖ak(2kγ)
1
q
−m+1

p′ ‖q′q′
∫
φq

′

αdx

) 2s
q′

=δ
2s
q

(∫ ∑

α

∣∣∣aα(2kγ)
1
q
−m+1

p′ φα

∣∣∣
q′

dx

) 2s
q′

≈
(
δ

1
q ‖
∑

α

aα((2
k-1)γ)

1
q
−m+1

p′ φα‖q′
)2s

,

completing the proof of Theorem 2.2.2. �
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2.7 Appendix: auxiliary lemmas

2.7.1 Classical lemmas

Lemma 2.7.1
Let 1 ≤ r < 2, and f : N→ N "almost" injective, i.e. there exists a constant C > 0 such
that ∀l : |{k ∈ N : f(k) = l}| ≤ C. (2.7.1)
Then

∣∣∣∣∣
∑

k,l

akGf(k)−lbl

∣∣∣∣∣ ≤ C
1
r′ ‖a‖r‖G‖ r′

2
,∞
‖b‖r

holds for all sequences a, b ∈ ℓr, G ∈ ℓ r′
2
,∞

.

Proof: At first, Hölder’s inequality gives

∣∣∣∣∣
∑

k,l

akGf(k)−lbl

∣∣∣∣∣ ≤ ‖a‖r‖(G ∗ b)(f(·))‖r′.

We further observe

∑

k

|G ∗ b|r′(f(k)) ≤
(2.7.1)

C
∑

l

|G ∗ b|r′(l).

Since r < 2, we have r′ > 2, i.e. r′

2
> 1. Hence we apply Young’s inequality with

parameters 1 + 1
r′
= 2

r′
+ 1

r
to obtain

‖G ∗ b‖r′ ≤ ‖G‖ r′
2
,∞
‖b‖r.

Altogether, this provides the desired estimate. �

Lemma 2.7.2 (Hölder’s inequality in Lorentz spaces)
Let 1

pi
= 1

qi
+ 1

ri
, i = 1, 2. Then

‖fg‖p1,p2 . ‖f‖q1,q2‖g‖r1,r2 .

Proof: This is a consequence of the classical Hölder inequality and the fact that the
decreasing rearrangement satisfies (fg)∗(2t) ≤ f ∗(t)g∗(t) (see Proposition 1.4.5 No.(7) in
[Gra]). �

Lemma 2.7.3 (Brunn-Minkowski)
Let K0, K1 be compact and convex subsets of Rn and 0 ≤ t ≤ 1. Then

(1− t) |K0|
1
n + t |K1|

1
n ≤ |(1− t)K0 + tK1|

1
n .

Proof: Compare [GW], theorem 6.2, p. 57. �
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2.7.2 More specific lemmas

Lemma 2.7.4
Let K and L be two convex bodies in Rn symmetric with respect to the origin (i.e. K =
−K). Then sup

z∈Rn

|K ∩ (z + L)| = |K ∩ L| holds for all z ∈ Rn.

It is a simple observation that both conditions on K and L are crucial.

Proof: Let z be some point in Rn. We have to show that |K ∩ (z + L)| ≤ |K ∩ L|.
Therefore we introduce the sets A = (L + z) ∩K and B = (L − z) ∩K. The proof will
be divided in three steps:

(i) A+B
2

⊂ K ∩ L

(ii) |A| = |B|

(iii) |A| ≤
∣∣A+B

2

∣∣.
Notice that (iii) and (i) immediately imply what we claimed.

Proof of (i): On the one hand, since A ⊂ K and B ⊂ K, we have A+B
2

⊂ K+K
2

K convex
= K.

On the other hand, since A ⊂ L+ z, B ⊂ L− z, we have A+B
2

⊂ L+z+L−z
2

L convex
= L.

Proof of (ii): This is clear since A = −B by the symmetry condition on K and L.
Proof of (iii): We apply the inequality of Brunn-Minkowski:

|A| =

(
1

2
|A| 1n +

1

2
|A| 1n

)n

(ii)
=

(
1

2
|A| 1n +

1

2
|B| 1n

)n

Brunn-
≤

Minkowski

∣∣∣∣
A+B

2

∣∣∣∣ . �

Lemma 2.7.5
Let X be a normed vector space and U1, U2, V1, V2 ⊂ X with the property (U1+V1)∩ (U2+
V2) 6= ∅. Furthermore let P be a linear functional on X and let xi ∈ Ui, a = P (x2)−P (x1)
and yi ∈ Vi, b = P (y2)− P (y1). Then we have

a+ b ≤
∑

i=1,2

[diam(P (Ui)) + diam(P (Vi))]. (2.7.2)

Proof: Choose some ξ ∈ (U1+V1)∩ (U2+V2). There exists ui ∈ Ui, vi ∈ Vi, i = 1, 2 with
u1 + v1 = ξ = u2 + v2. It follows

a+ b =P (x2 − x1) + P (y2 − y1)

=P (x2 − x1) + P (y2 − y1) + P (u1 + v1)− P (u2 + v2)

=P (x2 − u2) + P (y2 − v2) + P (u1 − x1) + P (v1 − y1)

≤ diam(P (U2)) + diam(P (V2)) + diam(P (U1)) + diam(P (V1)),

completing the proof. �
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Lemma 2.7.6
Let I = {0, . . . , n}, J = {0, . . . , m} ⊂ N and let a = (ai)i∈I ∈ RI , b = (bj)j∈J ∈ RJ be
two increasing, finite sequences such that

C−1 ≤ ai+1 − ai ≤ C for all i ∈ I
C−1 ≤ bj+1 − bj ≤ C for all j ∈ J.

(2.7.3)

Moreover we assume that bm − b0 ≤ an − a0. (2.7.4)
Then there exists a function f : J → I such that

(i) |ai − bj | ≥
1

2
|ai − af(j)|

(ii) ∀i ∈ I : |{j : f(j) = i}| ≤ 4C2 + 2.

The trivial case I = J , a = b can of course be solved by f = id. In the general setting, we
in some sense had to replace every bj by some af(j), leaving the distances to other points
(almost) unchanged. Condition (ii) can be read as a weakening of injectivity.

Proof:
Without loss of generality, we may assume bm ≤ an. (2.7.5)
To be more precise, if bm > an would hold, we would consider āi = −an−i and b̄j = −bm−j ,
which also fulfill the requirements of the lemma. Then

b̄m = −b0 ≤
(2.7.4)

an − a0 − bm < −a0 = ān.

So, if we would find a function f̄ appropriate to ā, b̄ in the sense of (i) and (ii), f(j) :=
n− f̄(m− j) would be a solution appropriate to a and b since

|ai − bj | = |ān−i − b̄m−j | ≥
1

2
|ān−i − āf̄(m−j)| =

1

2
|ai − an−f̄(m−j)|.

Furthermore, we may also assume a0 ≤ bm without loss of generality. (2.7.6)
In the case a0 > bm, we would introduce āi = ai − a0 + bm < ai, such that ā0 = bm ≤ bm.
If f is a function associated to ā and b as required, then

|bj − ai| =
bm<a0

ai − bj > āi − bj =
bm=ā0

|bj − āi| ≥
1

2
|āf(j) − āi| =

1

2
|af(j) − ai|.

It would be helpful for the construction of f to assign an i to every given j in a way that
bj is close to ai. Nevertheless, if the sequences are somehow shifted against each others
(for instance, b0 ≪ a0), there might be no ai "close" to bj . If we would always choose the
closest ai, this would hurt condition (ii).
Therefore we reflect ai

′s at a0, to ensure that for every bj there is a (maybe reflected)
point ai nearby.

a0 an

bmb0 bj bj+1

af(j)

bj′

ag(j′)

a−n

af(j′)

Figure 2.9: Setting of the sequences a and b
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Let Ī = I ∪ (−I). Define the continuation of a on Ī by a−i = 2a0 − ai, i ∈ I. We then
find a function g : J → Ī such that |ag(j) − bj | = min

i∈Ī
|ai − bj |. The claim is that f = |g|

is a solution of our problem.
Checking condition (i):
Case 1: g(j) ≥ 0. Here

|ai − af(j)| = |ai − ag(j)| ≤ |ai − bj |+ |bj − ag(j)| ≤
minimality of g

2|ai − bj |.

Case 2: g(j) < 0. Here

|ai − af(j)| = |ai − a−g(j)| =|ai − 2a0 + ag(j)|
≤|ai − a0|+ |a0 − ag(j)| =

monotony
ai − a0 + a0 − ag(j) = |ai − ag(j)|,

and we proceed as in case 1.
Checking condition (ii):

Obviously, it is sufficient to show that |{j : g(j) = i}| ≤ 2C2 + 1 holds for every i ∈ Ī.
Thus let g(j) = i.
We claim that |ai − bj | ≤ C and check this:
Case 1: ai < bj . Would i = n, then bj ≤ bm ≤

(2.7.5)
an = ai < bj , hence i < n. Thus ai+1

is well-defined and bj < ai+1 holds according to the minimality in the choice of g. We
conclude |ai − bj | = bj − ai ≤ ai+1 − ai ≤ C.
Case 2: ai > bj . Would i = −n, then

bj < ai = a−n = 2a0 − an ≤
(2.7.6)

bm − (an − a0) ≤
(2.7.4)

b0 ≤ bj .

Hence we have i > −n, thus ai−1 is well-defined and bj > ai−1 holds. We finish as in case
1.
Case 3: ai = bj . This case is trivial.

If additionally g(j′) = i, then |ai − bj | ≤ C and |ai − bj′ | ≤ C. Now we utilise (2.7.3).
Therefrom we get by induction

1

C
|j − j′| ≤ |bj − bj′| ≤ |bj − ai|+ |ai − bj′| ≤ 2C,

i.e.

|j − j′| ≤ 2C2,

and thus condition (ii). �

Remark
If assumption (2.7.4) is not fulfilled, a comparable result can be obtained by interchanging
the roles of I and J or a and b respectively. Actually, the lemma remains also essentially
valid if these quantities are not interchanged. Therefore we just need some further mir-
rorings, if necessary also at the "upper" end an. This would enlarge the bound 4C2 + 2
from (ii) depending on the relation between n and m. Nevertheless, the notation would
quickly become confusing, thus I omit such a version of the lemma.
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3.1 Introduction

We start with a description of the surfaces we want to study. Let Q = [0, 1]× [0, 1]. For
a smooth phase function φ : Q → R define the graph Γ = Γ(φ) = {(x, φ(x)|x ∈ Q}. We
equip Γ with the Lebesgue measure1 σ and study the operator

R∗(f)(x) = f̂dσ(x) =

∫

Γ

f(ξ)e−ix·ξdσ(ξ), (3.1.1)

where f ∈ Lq(Γ).

3.1.1 Outline of the problem

The phase function we have in mind shall obey the following definition:

Definition
Let m1, m2 ∈ N, m1, m2 ≥ 2. We say that a function φ is of normalised finite type
(m1, m2) if there exists φ1, φ2 ∈ C∞([0, 1]) and a, b > 0 such that φ(x) = φ1(x1) + φ2(x2)
and

atmi−k ≤ φ
(k)
i (t) ≤ btmi−k (3.1.2)

for all i = 1, 2, t ∈ [0, 1], 0 ≤ k ≤ mi.

The definition may surprise as it does not allow perturbation terms depending on both
x1 and x2. However, such perturbation terms are not covered by our proof. Although
it might be a problem depending on the method, this is totally unclear at the moment.
This certainly is an interesting question for future research.

The generic example is φ(x) = xm1
1 + xm2

2 , but even more general functions with finite
order of contact can be normalised to our requirements:

Remark
(i) Let ε > 0 and ϕ ∈ C∞(−ε, ε) be of finite type m in 0, i.e. ϕ(0) = ϕ′(0) = . . . =

ϕ(m−1)(0) = 0 6= ϕ(m)(0). Assume ϕ(m)(0) > 0. Then there exist ε′ ∈ (0, ε) such
that

ϕ(k)(t) ≈ tm−k (3.1.3)

for all 0 ≤ k ≤ m, |t| < ε′.

(ii) Further let φ(x) = ϕ1(x1) + ϕ2(x2), |x| ≤ ε, where ϕi ∈ C∞(−ε, ε) is of finite type

mi in 0 with ϕ
(mi)
i (0) > 0. Then there exist an ε̄ > 0 such that y → φ(ε̄y) is of

normalised finite type (m1, m2).

Proof: (i) Since ϕ has a zero of order m at the origin, we find e0 > 0, a smooth function
χ0 : (−ε0, ε0) → (0,∞) and a sign σ = ±1 such that

ϕ(t) = σtmχ0(t) (3.1.4)

1Since Γ is compact, the surface measure has a density bounded from above and from below; therefore

the boundedness of the restriction operator remains the same whatever of the both measures we take.
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for all |t| < ε0. Thus ϕ′(t) = σtm−1[mχ0(t) + tχ′
0(t)]. Since χ′

0 is bounded on any
compact neighborhood of the origin, and χ0 is bounded from below by a positive
constant if the neighborhood is small enough, we have tχ′

0(t) ≪ mχ0(t) for t small
enough, thus we find 0 < ε1 < ε0

ϕ′(t) = σtm−1χ1(t) (3.1.5)

where χ1(t) = mχ0(t) + tχ′
0(t) > 0 for all |t| ≤ ε1. Iterating the procedure gives

εk > 0, χk : (−εk, εk) → (0,∞) such that

ϕ(k)(t) = σtm−kχk(t) (3.1.6)

for any |t| < εk. Finally observe that 0 < ϕ(m)(0) = σχm(0), i.e. σ = 1.

(ii) Chose ε̄ > 0 such that for both i = 1, 2, 0 ≤ k ≤ mi and all 0 ≤ t ≤ ε̄

ϕ
(k)
i (t) ≈ t(mi−k). (3.1.7)

Then for all 0 ≤ s ≤ 1

dk

dsk
ϕi(ε̄s) ≈ ε̄k(ε̄s)(mi−k) = ε̄mis(mi−k). (3.1.8)

�

To formulate our main theorem, we need to introduce the height h of the surface, which
is given by 1

h
= 1

m1
+ 1

m2
. Further define m̄ = m1 ∨m2 = max{m1, m2}.

Theorem 3.1.1
Let p > pc = 4 m̄+3

m̄+4
and 1

q′
≥ h+1

p
. Additionally we assume h+ 1 < p.

Then R∗ is bounded from Lq,s(Γ) to Lp,s(R3) for any 1 ≤ s ≤ ∞.
If moreover q ≤ p or 1

q′
> h+1

p
, then R∗ is bounded from Lq(Γ) to Lp(R3).

Unfortunately, the methods we use do not give the strong Lq(Γ) to Lp(R3) estimate above
the diagonal q = p.

3.1.2 Necessary conditions

The first condition p > 4 m̄+3
m̄+4

is not sharp, but we will discuss some examples. For m1 = 2
fixed and m̄ = m2 → ∞, the contact order in the second coordinate direction degenerates,
thus we would expect the same p-range as for a twodimensional cylinder, which is the
same range as for a parabola, namely p > 4 [Z]. Indeed 4 m̄+3

m̄+4
→ 4 as m̄ → ∞, so in the

limit we obtain the correct range. Another interesting case is to take the paraboloid, i.e.
m1 = 2 = m2 = m̄. Then our condition becomes p > 4 m̄+3

m̄+4
= 10

3
. The conjectured range

is p > 3. Nevertheless the best known result in this dimension is exactly p > 10
3

[T1].
The second condition 1

q′
≥ h+1

p
is necessary as one can see by a so-called Knapp box

example. That means testing the restriction operator on a function f whose Fourier
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1
1
q

1
p

1
pc

=
m̄+4

4(m̄+3)
1−

1
q
=

h+1
p

1
h+1

Figure 3.1: Range of p and q in Theorem 3.1.1

transform is a smoothed version of the characteristic function of a box near the origin of

size ε
1

m1 × ε
1

m2 × ε. Because this box is very well adapted to the surface, we obtain

‖f̂ |Γ‖Lq′(S) ≈ ε

(
1

m1
+ 1

m2

)
1
q′ = ε

1
hq′ ,

whereas

‖f‖Lp′(R3) ≈ ε

(
1

m1
+ 1

m2
+1

)(
1− 1

p′

)
= ε

h+1
hp .

Dualisation of the boundedness of R∗ yields

‖Rf‖Lq′(Γ) = ‖f̂ |Γ‖Lq′ (Γ) . ‖f‖Lp′(R3).

For ε→ 0 we obtain 1
q′
≥ h+1

p
.

The third condition p > h+1 is in some sense the weakest. The second condition already
implies p ≥ h + 1, for q′ > 1 even p > h + 1. Thus the third condition only plays a role
when the sharp line 1

q′
= h+1

p
intersects the axis 1

q
= 0 at a point p > pc (cf. Figure 3.1).

However, the condition p > h + 1 is necessary as well, although some kind of weak type
estimate might hold true at the endpoint.
This can be shown by analysing the oscillatory integral. A careful study of the proof of
proposition 3, chapter VIII, §1 in [St] shows that

∣∣∣∣
∫ 1

0

e−i(x1ξ−x3ξ
m1 )dξ

∣∣∣∣ & x
− 1

m1
3 (3.1.9)

for 1 ≤ x3 <∞, 1 ≪ xm1
1 ≪ x3. Therefore

‖d̂σ‖pp ≥
∫ ∞

1

∫

1≪x2≪x
1

m2
3

∫

1≪x1≪x
1

m1
3

|d̂σ(x1, x2,−x3)|pdx1dx2dx3

&

∫ ∞

1

∫

1≪x2≪x
1

m2
3

dx2

∫

1≪x1≪x
1

m1
3

dx1x
−p

(
1

m1
+ 1

m2

)

3 dx3

&

∫ ∞

1

x
(1−p)

(
1

m1
+ 1

m2

)

3 dx3

=

∫ ∞

1

x
− p−1

h
3 dx3.
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If we assume the adjoint Fourier restriction operator to be bounded, the integral has to
be finite, thus p−1

h
> 1, i.e. p > h + 1.

3.1.3 The structure of the approach

The approach is to study certain bilinear operators. For a suitable pair of surfaces S1, S2 ⊂
Γ (we will be more specific on this point later), we seek to establish a bilinear estimate
like

‖f̂1dσS1 f̂2dσS2‖Lp(R3) ≤ CpC(S1, S2)‖f1‖L2(S1)‖f2‖L2(S2). (3.1.10)

The big difference to the usual bilinear estimates is that we need to know how the con-
stant C(S1, S2) depends on S1 and S2 to be able to sum all the bilinear estimates to
pass to the linear estimate. Classically, this is done by proving a bilinear estimate for a
single "generic" case of subsurfaces. If Γ is the paraboloid, other pairs of subsurfaces can
be reduced to that case by suitable affine transformations and homogeneous rescaling.
General surfaces do not come with this self-similarity under that transformations.
Therefore it is very important to compute the constant C(S1, S2) (which will be some ex-
pression depending of the side length and local principal curvatures of the surfaces) and
keep track of it during the whole proof. In this sense, many of the lemmas are generalised,
quantitative versions of well known results from classical bilinear theory.
The pairs of subsurfaces we would like to discuss are parts of the surface sitting over two
dyadic rectangles, satisfying certain separation or "transversality" assumptions. However,
such a rectangle might touch one of the axis, where some principle curvature is vanishing.
In this case we will decompose dyadical. But even on these smaller sets, we do not have
the correct "transversality" conditions, we first have to find a proper rescaling such that
the scaled subsurfaces allow to run the bilinear machinery.
The following chapter will start with the bilinear argument to provide us with a very
general bilinear result for a sufficiently "good" pair of surfaces. In the next chapter, we
construct the suitable scaling to apply this general result to our situation. After rescaling
and several additional arguments, we pass to a global bilinear estimate and finally proceed
to the linear estimate.
Since the bilinear result we obtain is very technical and the constant not obvious at all,
the very last chapter discusses the sharpness of the bilinear result. We will estimate the
constant at the endpoint from below and see that it is essentially optimal.

A few more remarks on how to read this paper: as mentioned, it is very important to know
precisely how the constants depend on the specific choice of subsurfaces. Moreover, there
appear other constants maybe depending onm1, m2, p, q, or other quantities, but explicitly
not on the choice of subsurfaces. We will not keep track of these type of constants, since
it would even set a false focus and distract the reader. Instead we will simply use the
symbol . for an inequality involving one of these constants of minor importance. To be
more precise on this, later we introduce a family of pairs of subsurfaces S0. Then for
quantities A,B : S0 → R the inequality A . B means there exists a constant C > 0 such
that A(S) ≤ CB(S) uniformly for all S ∈ S0.
Moreover, we will also use the notation A ≈ B if A . B and B . A. We will even use this
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notation for vectors, meaning their entries are comparable in each coordinate. Similarly,
we write A ≪ B if there exists a constant c > 0 such that A(S) ≤ cB(S) for all S ∈ S0

and c is "small enough" for our purposes. This "small enough" depends on the situation
and other constants, but is still uniformly in S0.

3.1.4 List of notations

C∞(U) set of all smooth functions on U ⊂ Rn

C∞
0 (U) set of all smooth functions compactly supported in U ⊂ Rn

B(x, r) ball with radius r centered at x with respect to the euclidean norm
Bp(x, r) ball with radius r centered at x with respect to the ℓp-norm
S,S(Rn) space of Schwartz functions on Rn

a ∨ b maximum of two real numbers a and b
a ∧ b minimum of two real numbers a and b
R∗ adjoint Fourier restriction operator
σ Lebesgue measure of a surface
Tw, Twj

wave tubes
pw, pwj

wave packets
V,Vj set of directions of the wave packets
Y ,Yj set of translations of wave packets
W,Wj W = Y × V
S0 set of pairs of subsurfaces
p′ Hölder exponent conjugate to p, given by 1

p
+ 1

p′
= 1

p∗ the smaller one of the exponents p and p′

Πv1,v2 intersection set of S1 + v2 and S2 + v1, thickened by O(R′−1)
[Wj ]

Πv1,v2 all wj ∈ Wj with directions belonging to Πv1,v2

[Vj ]
Πv1,v2 projection of [Wj]

Πv1,v2 to V-coordinates
φ1, φ2 component functions of φ, i.e. φ(x) = φ1(x2) + φ2(x2)
φs scaled phase function φs(η1, η2) =

1
a1a2

φ(a1η1, a2η2)

a1, a2 scaling factors, defined by ai = κ̄i+1mod2d̄i+1mod2

q(a, b) maximal quotient of two positive numbers a and b,
i.e. the larger one of the numbers a

b
and b

a

x+ the positive part of x, i.e. x+ = x if x ≥ 0, and x+ = 0 if x < 0
x · y, 〈x, y〉 standard scalar product of two vectors x, y ∈ Rn

More notations, more precisely the general assumptions relevant for a specific section,
can be found on pages 62, 84 and 89.
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3.2 General bilinear theory

We start with what is basically a well known result, although we need a more quantitative
version.

3.2.1 Wave packet decomposition

Lemma 3.2.1
Let U ⊂ Rd compact, φ ∈ C∞(U,R) with ‖∇φ‖∞ . 1, ‖φ′′|U‖∞ = κ. We assume that

there exists a constant D ≤ 1
κ

such that ‖∂αφ‖∞ . κD2−|α| for all |α| ≥ 2. Then for every
R ≥ 1 there exists a so-called wave packet decomposition adapted to φ with tubes of size
R
D
× R

D
× R2

D2κ
= R′ × R′ × R′2

κ
, R = R′D, i.e.: Let Y = R′Zd, V = R′−1Zd ∩ U , and for

w = (y, v) ∈ Y × V = W, define

Tw = {(x, t) ∈ Rd ×R : |t| ≤ R′2

κ
, |x− y + t∇φ(v)| ≤ R′}. (3.2.1)

Then there exist functions (wave packets) {pw}w∈W such that for all |t| ≤ R′2

κ

(P1) pw = R∗(F−1pw(·, 0)),

(P2) supp Fpw ⊂ B((v, φ(v)),O(R′−1)),

(P3) pw is essentially supported in Tw, i.e. |pw(x, t)| ≤ CNR
′− d

2

(
1 + |x−y+t∇φ(v)|

R′

)−N
.

Especially ‖pw(·, t)‖2 . 1.

(P4) For all W ⊂ W, we have ‖ ∑
w∈W

pw(·, t)‖2 ≤ |W | 12 .

(P5) For all f ∈ L2 there exists a sequence c = {cw}w∈W ∈ CW such that
R∗f(x, t) =

∑
w∈W

cwpw(x, t) and

(P6) ‖c‖ℓ2 . ‖f‖L2.

Remark
The boundedness of the gradient of φ is not needed in the proof explicitly. However, it

makes the wave packets having the "correct" length of (roughly) R′2

κ
, and not to degenerate.

Remark 3.2.2
i) Let N(v) = (−∇φ(v), 1). We may rewrite Tw = (y, 0) + {tN(v) : |t| ≤ R′2

κ
} + O(R′).

Therefore for every |t| ≤ R′2

κ
we have (y, 0) + tN(v) ∈ Tw and thus

|x− y + t∇φ(v)| = |(x, t)− (y, 0)− tN(v)| ≥ dist((x, t), Tw).

This justifies the statement "pw is essentially supported in Tw"; (P3) can be changed to

|pw(z)| ≤ CNR
′− d

2

(
1 +

dist(z, Tw)

R′

)−N

(3.2.2)
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R
2

R

Figure 3.2: The tubes Tw fill a horizontal strip

for all z ∈ Rd+1 with |〈z, e3〉| ≤ R′2

κ
.

ii) Notice further that we can reparametrise the wave packets by lifting V to V ′ = {(v, φ(v)) :
v ∈ V} ⊂ S. Since ‖∇φ‖ . 1, we have |(v, φ(v))− (v′, φ(v′))| ≈ |v − v′|, thus V ′ becomes
a R′−1-net in S. Finally, we identify a parameter y ∈ Rd with the point (y, 0) in the
hyperplane Rd × {0}.

Proof: We will essentially copy the proof by Lee [L1] or refer to it. The only new feature
is the role of the constant κ.
Let ψ, η̂ ∈ C∞

0 (B(0, 1)) be chosen in a way that for ηy(x) = η(x−y
R′ ), ψv(ξ) = ψ(R′(ξ − v))

we have
∑
v∈V

ψv = 1 on U and
∑
y∈Y

ηy = 1. Let ψ̃ ∈ C∞
0 (B(0, 3)) such that ψ̃ = 1 on

B(0, 2) ⊃ suppψ + supp η̂. Introduce also ψ̃v(x) = ψ̃(R′(x− v)).

Then the functions Fy,v = F
−1(ψ̂vfηy) = (ψvf)∗ η̌y y ∈ Y , v ∈ V are well localised in both

position and momentum space. Define qw = R∗(Fw), w = (y, v) ∈ W; up to a certain
factor cw which will be determined later, these are already the announced wave packets,
i.e. qw = cwpw.
Since f =

∑
w∈W

Fw, we have R∗f =
∑
w∈W

qw (P5). The most difficult property is (P3).

Since suppFy,v ⊂ B(v,O(R′−1)), we have for every w = (y, v) ∈ W

qw(x, t) =

∫
e−i(xξ+tφ(ξ))Fw(ξ)dξ

=

∫
e−i(xξ+tφ(ξ))Fw(ξ)ψ̃v(ξ)dξ

=

∫ ∫
e−i((x−z)ξ+tφ(ξ))ψ̃v(ξ)dξF̂w(z)dz

=R′−d

∫ ∫
e−i((x−z)(

ξ
R′ +v)+tφ(

ξ
R′+v))ψ̃(ξ)dξF̂w(z)dz

=R′−d

∫
K(x− z, t)F̂w(z)dz
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with the kernel

K(x, t) =

∫
ei(x(

ξ
R′ +v)+tφ(

ξ
R′+v))ψ̃(ξ)dξ. (3.2.3)

We claim that

|K(x, t)| .
(
1 +

|x+ t∇φ(v)|
R′

)−N

(3.2.4)

for every N ∈ N. We have to analyse the oscillatory integral

Kλ =

∫
eiλΦ(ξ)ψ̃(ξ)dξ, (3.2.5)

with

Φ(ξ) =
x( ξ

R′ + v) + tφ( ξ
R′ + v)

1 +R′−1|x+ t∇φ(v)| , (3.2.6)

where the λ we have in mind finally is λ = 1 + R′−1|x + t∇φ(v)|. In order to apply
integration by parts on Kλ, we need to check

‖∇Φ‖∞ ≈1 (3.2.7)

and ‖∂αΦ‖∞ .1 for all α ≥ 2. (3.2.8)

To prove (3.2.4), we may assume |x+ t∇φ(v)| ≫ R′. Then

|t||∇φ( ξ
R′ + v)−∇φ(v)|

|x+ t∇φ(v)| ≪|t||∇φ( ξ
R′ + v)−∇φ(v)|

R′

.
|t|
R′2

‖φ′′‖∞

≤1

κ
‖φ′′‖∞ ≤ 1,

for every ξ ∈ supp ψ̃, hence

|t||∇φ( ξ
R′

+ v)−∇φ(v)| ≪ |x+ t∇φ(v)|. (3.2.9)

Thus

|∇Φ(ξ)| = |x+ t∇φ( ξ
R′ + v)|

R′ + |x+ t∇φ(v)|

=
|x+ t∇φ(v)− t[∇φ(v)−∇φ( ξ

R′ + v)]|
R′ + |x+ t∇φ(v)|

≈ |x+ t∇φ(v)|
R′ + |x+ t∇φ(v)| ≈ 1.
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For |α| ≥ 2 we have

|∂αΦ(ξ)| ≤|tR′−|α|(∂αφ)(
ξ

R′
+ v)|

.
R′2

κ
R′−|α|κD2−|α|

≤(DR′)2−|α| = R2−|α| ≤ 1.

Integrating by parts, we obtain |Kλ| . λ−N for all N ∈ N, i.e. (3.2.4). Following the
proof in [L1], we conclude

|qw(x, t)| ≤R′−d

∫ ∣∣∣K(x− z − y, t)F̂w(z + y)
∣∣∣dz (3.2.10)

=R′−d

∫ ∣∣∣K(x− z − y, t)η
( z
R′

)
ψ̂vf(z + y)

∣∣∣dz (3.2.11)

.

(
1 +

|x− y + t∇φ(v)|
R′

)−N

M(ψ̂vf)(y), (3.2.12)

where M is the Hardy-Littlewood maximal operator. Thus the choice

cw = cy,v = R′
d
2M(ψ̂vf)(−y) is evident, and gives (P3).

Properties (P1) and (P2) follow from the definition of the wave packets. From (P2) and
(P3) we can deduce (P4). We already mentioned (P5), and for (P6) we refer to [L1]. �

The next step will be a slightly reformulation, where we aim for avoiding using coordi-
nates to much. For a hypersurface H = {n}⊥ ⊂ Rd, define the partial Fourier transform
FHf(ξ + tn) =

∫
H
f(x+ tn)eix·ξdx, ξ ∈ H .

Corollary 3.2.3 (Wave packet decomposition)
Let φ to be like in the previous theorem. Denote by S the graph of φ and by N0 its unit
normal field and let n be a unit vector transversal to S, i.e. |〈n,N0(x)〉| & 1 for all x ∈ S.
Then for every R ≥ 1 there exists a wave packet decomposition adapted to S in coordinates
n, H = {n}⊥ with tubes of size R

D
× R

D
× R2

D2κ
= R′×R′ × R′2

κ
, R = R′D, i.e.: There exists

a R′-net Y in H, a R′−1-grid V in S such that for w = (y, v) ∈ Y × V = W and

Tw = y + {tN(v) : |t| ≤ R′2

κ
}+O(R′), (3.2.13)

there exist wave packets {pw}w∈W such that for all x = x′ + tn, |〈x, n〉| ≤ R′2

κ
, x′ ∈ H

(P1) pw = R∗(FHpw),

(P2) supp Fpw ⊂ B(v, R′−1) and supp FHpw(· + tn) ⊂ B(v′,O(R′−1)), where v′ is the
orthogonal projection of v ∈ S to H.

(P3) pw is essentially supported in Tw, i.e. |pw(x)| ≤ CNR
′−1
(
1 + dist(x,Tw)

R′

)−N
.

(P4) For all W ⊂ W, we have ‖ ∑
w∈W

pw(·+ tn)‖L2(H) ≤ |W | 12 .
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(P5) For all f ∈ L2 there exists a sequence {cw}w∈W ∈ CW such that R∗f(x) =
∑
w∈W

cwpw(x)

and

(P6) ‖c‖ℓ2 . ‖f‖L2.

Proof: For the case n = e3 and H = R2 × {0}, this is just a reformulation of Lemma
3.2.1 as indicated in Remark 3.2.2.
To deal with the general case, notice that the crucial condition |∂αφ(η)| ≤ κD2−α for all
|α| ≥ 2 remains essentially valid (see Lemma 3.8.4 in the appendix) in rotated coordinates
such that e3 becomes n. �

The following lemma will deal with the separation of tubes along curves.

Lemma 3.2.4 (Tube-separation along intersection curve)
Let Y ,V,W, R, Tw be like introduced above. Let φ ∈ C∞(U,R), U ⊂ R2 such that
∂2i φ(x) ≈ κi for all x ∈ U, i = 1, 2 and ∂1∂2φ = 0. Define κ = κ1 ∨ κ2. Let γ be a
curve in U with partial derivatives of modulus approximately 1, i.e. |γ̇i| ≈ 1. Then for all
v1, v2 ∈ Im(γ)+O(R′−1), v1−v2 = j

R′ , j ∈ Z2, |j| ≫ 1 the following separation condition
holds true:

|∇φ(v1)−∇φ(v2)| ≈ |j| R′

R′2/κ
. (3.2.14)

Proof: Find t1, t2 with vi = γ(ti) +O(R′−1). Then

|∇φ(vi)−∇φ(γ(ti))| ≤ ‖φ′′|U‖∞|vi − γ(ti)| .
κ

R′
. (3.2.15)

Therefore

|j|
R′

=|v1 − v2|
=|γ(t1)− γ(t2)|+O(R′−1)

≈|γ̇1||t1 − t2|+ |γ̇2||t1 − t2|+O(R′−1)

≈|t1 − t2|+O(R′−1),

and since |j| ≫ 1, we obtain

|t1 − t2| ≈
|j|
R′
. (3.2.16)

Moreover, there exist s1 and s2 between t1 and t2 such that

|∇φ(v1)−∇φ(v2)|
(3.2.15)

≥ |∇φ(γ(t1))−∇φ(γ(t2))| − κO(R′−1)

≈ |∂21φ(γ(s1))γ̇(s1)| |t1 − t2|+ |∂22φ(γ(s2))γ̇(s2)| |t1 − t2| − κO(R′−1)
(3.2.16)≈ (κ1 + κ2)

|j|
R′

+ κO(R′−1)

≈ |j| κ
R′
,

where we used again |j| ≫ 1. �
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3.2.2 A general bilinear result

General Assumptions
Let φ ∈ C∞(R2) with ∂1∂2φ = 0, and for j = 1, 2 let

Sj = Graph(φ|Uj
), Uj = r(j) + [0, d

(j)
1 ]× [0, d

(j)
2 ],

and assume that the principal curvatures of φ on U in x1-direction (and x2-direction) are

comparable to κ
(j)
1 (κ

(j)
2 > 0 respectively). Define κ(j) = κ

(j)
1 ∨ κ(j)2 . Let d̄i = d

(1)
i ∨ d(2)i ,

κ̄i = κ
(1)
i ∨ κ(2)i , κ̄ = κ̄1 ∨ κ̄2 = κ(1) ∨ κ(2) and D = min

i,j
d
(j)
i .

Let N = (−∇φ, 1) be the normal field on S1 and S2, whereas N0 = N
|N |

denotes the
normalised unit normal field.
We assume

(i) For all i, j = 1, 2 and all η ∈ Sj , we have |∂iφ(η)− ∂iφ(r
(j))| . κ

(j)
i d

(j)
i and κ̄id̄i . 1.

(3.2.17)

(ii) For all η ∈ U1 ∪ U2 and for all α ∈ N2, |α| ≥ 2 we have |∂αφ(η)| . κD2−|α|.

(iii) In both variables i = 1, 2, we have the separation condition

|∂iφ(η1)− ∂iφ(η2)| ≈ 1 for all ηj ∈ Sj, j = 1, 2. (3.2.18)

The set of all pairs (S1, S2) with such properties will be called S0.

The main goal of this chapter will be to establish a local, bilinear adjoint Fourier restric-
tion estimate on cuboids adapted to the wave packets.

Theorem 3.2.5
Let 5

3
≤ p ≤ 2. Then for every α > 0 there exists constants Cα, γα > 0 such that for every

pair S = (S1, S2) ∈ S0, every parameter R ≥ 1 and all functions fj ∈ L2(Sj), j = 1, 2 we
have

‖R∗f1R
∗f2‖Lp(Q0

S1,S2
(R)) ≤ CαR

α(κ(1)κ(2))
1
2
− 1

pD3− 5
p logγα(C0(S))‖f1‖2‖f2‖2, (3.2.19)

where

Q0
S1,S2

(R) =

{
x ∈ R3 : |xi + ∂iφ(r)x3| ≤

R2

D2κ̄
, i = 1, 2, |x3| ≤

R2

D2κ(1) ∧ κ(2)
}

(3.2.20)

with r = r(j) if κ(j) = κ(1) ∧ κ(2) and C0(S) =
d̄21d̄

2
2

D4 (D[κ(1) ∧ κ(2)])− 1
p (Dκ(1)Dκ(2))−

1
2 .

Remark
In the case κ(1) = κ(2) = κ̄, r is not well defined. But in this case the two sets Q0

S1,S2
(R; j) =

{x ∈ R3 : |xi + ∂φ(r(j))x3| ≤ R2

D2κ̄
, i = 1, 2, |x3| ≤ R2

D2κ̄
}, j = 1, 2, coincide (up to scal-

ing by a numerical constant): since |∇φ(r(1)) − ∇φ(r(2))| ≈ 1 due to the transversality
assumption (iii), an easy geometric consideration shows

aQ0
S1,S2

(R; 1) ⊂ Q0
S1,S2

(R; 2) ⊂ bQ0
S1,S2

(R; 1) (3.2.21)

for some constants a, b independent of R and S.
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By applying a harmless affine transformation if necessary, we may assume without loss of
generality r = 0 and ∇φ(r) = 0. Notice that conditions (i)-(iv) are invariant under affine
transformations.
Furthermore, we will prove the theorem on the even larger cuboids

QS1,S2(R) =

{
x ∈ R3 : |xi0 | ≤

R2

D2κ̄
, ‖x‖∞ ≤ R2

D2κ(1) ∧ κ(2)
}
, (3.2.22)

for an appropriate choice of the coordinate i0 for the smaller side length. Later we need to
combine different cuboids with possibly having smaller side length in different directions.
Thus it will become necessary to restrict to their intersection, which leads to (3.2.20).
To give a bit more information on that, there will be two directions where the side length
is determined precisely by the length of wave packets, but more freedom in the remaining
third direction.
Moreover, since κ̄id̄i . 1, we may even assume without loss of generality that

κ̄id̄i ≪ 1 for all i = 1, 2. (3.2.23)

Otherwise we decompose S1 and S2 into a finite number of subsets where the side lengths
are small enough.

For ηj ∈ Uj define φ1(η) = φ(η − η2) + φ(η2), η ∈ η2 + U1 and φ2(η) = φ(η − η1) + φ(η1),
η ∈ η1 + U2. The set ((η2, φ(η2)) + S1) ∩ ((η1, φ(η1)) + S2) = Graph(φ1) ∩ Graph(φ2)
will be called an intersection or intersection curve of S1 and S2. It equals the graph of
φ1 (or φ2) restricted to the set where ψ = φ1 − φ2 = 0. On this set, the normal field
Nj(η) = (−∇φj(η), 1) forms the conical set Γj = {sNj(η)|s ∈ R, ψ(η) = 0}.

Lemma 3.2.6
Let (S1, S2) ∈ S0. Assume ∇φ(r) = 0 for some r ∈ S1 ∪ S2 and κ̄id̄i ≪ 1. Then the
following holds:

(i) Dκ
(j)
i ≪ 1 for all i, j = 1, 2.

(ii) |∇φ(x)| . 1 for all x ∈ S1 ∪ S2. (3.2.24)

(iii) The unit normal fields on S1 and S2 are transversal, i.e.

|N0(η
1)−N0(η

2)| ≈ 1 for all ηj ∈ Sj. (3.2.25)

(iv) Nj and Γj+1mod2 are transversal for j = 1, 2 and for any choice of intersection of S1

and S2. (3.2.26)

(v) If γ is a parametrisation by arclength of the x1-x2-projection of an intersection curve
of S1 and S2, then |γ̇1| ≈ 1 ≈ |γ̇2|.

Proof: (i) is clear since D = min
i,j=1,2

d
(j)
i . To prove (ii), notice that for any x, x′ ∈ S1 ∪ S2

we have |∇φ(x)−∇φ(x′)| . 1: if x and x′ belong to different sets Sj, we apply condition
(iii) from the definition of S0, if x and x′ lay in the same set Sj , we use condition (i).
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Thus we have |∇φ(x)| = |∇φ(x)−∇φ(r)| . 1 for all x ∈ S1 ∪ S2.
This gives |N(x)| =

√
1 + |∇φ(x)|2 ≈ 1 for all x ∈ S1 ∪ S2 which already implies implies

the transversality of the normal fields (cf. Remark 3.8.1):

|N0(η
1)−N0(η

2)| ≈ |N(η1)−N(η2)| = |∇φ(η1)−∇φ(η2)| ≈ 1 for all ηj ∈ Sj, j = 1, 2.
(3.2.27)

We will prove (v) first, since we need it for the proof of (iii). It suffices to prove |∂iψ(η)| ≈ 1
for all η such that η − η̃j ∈ Uj+1mod2, ηj ∈ Uj since the tangentials of the curve are
orthogonal to ∇ψ. But

|∂iψ(η)| = |∂iφ(η − η2)− ∂iφ(η − η̃1)|
(3.2.18)≈ 1.

For the third claim (iii), we will show that N1 and Γ2 are transversal; the symmetric
statement is similar. Since we have

|N1(η)−N1(η
′)| = |∇φ1(η)−∇φ1(η

′)| . κ
(1)
1 d

(1)
1 + κ

(1)
2 d

(1)
2 ≪ 1 (3.2.28)

for all η, η′ ∈ U1 + η2, whereas |N1(η)| ≈ 1 for all η ∈ U1 + η2, it is even enough to
show that N1(η) and the tangent space TηΓ2 of Γ2 at the point η are transversal. If γ
is a parametrisation by arclength of the zero set of ψ, the tangent space of Γ2 at the
point η = γ(t) is spanned by N2(η) and s(−Hess(φ2)(η) · γ̇(t), 0), or, by the (roughly)
normalised vectors N2(η) and 1

κ(2)
(−Hess(φ2)(η) · γ̇(t), 0). The transversality can be

checked by estimating the volume of the span of N1(η) and two transversal unit vectors
spanning the tangent space TηΓ2, i.e.

∣∣∣∣∣∣

−∂1φ1(η) −∂2φ1(η) 1
−∂1φ2(η) −∂2φ2(η) 1

1
κ(2)

∂21φ2(η)γ̇1(t)
1
κ(2)

∂21φ2(η)γ̇2(t) 0

∣∣∣∣∣∣

=
1

κ(2)
| − ∂21φ2(η)γ̇1(t)∂2ψ(η) + ∂22φ2(η)γ̇2(t)∂1ψ(η)|.

Since ψ ◦ γ = 0 by definition, we have

0 =∇ψ(η) · γ̇(t)
=∂1ψ(η)γ̇1(t) + ∂2ψ(η)γ̇2(t),

i.e.

∂2ψ(η) =− ∂1ψ(η)
γ̇1(t)

γ̇2(t)
.

Thus ∣∣∣∣∣∣

−∂1φ1(η) −∂2φ1(η) 1
−∂1φ2(η) −∂2φ2(η) 1

1
κ(2)

∂21φ2(η)γ̇1(t)
1
κ(2)

∂21φ2(η)γ̇2(t) 0

∣∣∣∣∣∣

=
|∂1ψ(η)|
κ(2)|γ̇2(t)|

(∂21φ2(η)γ̇
2
1(t) + ∂22φ2(η)γ̇

2
2(t))

≈|∂1φ(η − η2)− ∂1φ(η − η1)|
κ
(2)
1 + κ

(2)
2

κ(2)
≈ 1,

finishing the proof. �
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We now come to the introduction of the wave packets we want to use in the proof. For
simplicity assume for the argument

κ(1) ≤ κ(2), (3.2.29)

i.e. r = r(1) and ∇φ(r(1)) = 0. On S1 we decompose into wave packets of length R′2

κ(1)

according to Lemma 3.2.1 without changing coordinates, thereby covering the set R2 ×
[− R′2

κ(1)
, R

′2

κ(1)
]. In other words, we apply Corollary 3.2.3 with

n1 = (0, 0, 1) and H1 = R2 × {0}. (3.2.30)

If we would keep the same coordinate system for S2, we would have to truncate even
further in x3-direction since R′2

κ(2)
≤ R′2

κ(1)
.

However, we have for η ∈ U2 and both i = 1, 2 that

|〈ei, N(η)〉| = |∂iφ(η)| = |∂iφ(η)− ∂φ(r(1))| (3.2.18)≈ 1.

This means we are able to apply Corollary 3.2.3 with

n2 = ei0 and H2 = {n2}⊥ = {ei0}⊥, (3.2.31)

for i0 ∈ {1, 2}, this time covering the set

{
x ∈ R3 : |〈x, n2〉| ≤

R′2

κ(2)

}
=

{
x ∈ R3 : |xi0 | ≤

R′2

κ(2)

}
.

To decide how to chose i0, we observe that for η ∈ U1 we have

|∂iφ(η)− ∂iφ(r
(1))|

(3.2.17)

. κ
(1)
i d

(1)
i ≤ κ

(1)
i

κ̄i
κ̄id̄i

(3.2.23)
≪ κ

(1)
i

κ̄i
. (3.2.32)

The direction of the wave packets coming from S1 are roughly N(r(1)) = (0, 0,−1), but
they rotate a bit. The length projected into xi-direction of the wave packet with direction
N(η), η ∈ U1, is

|〈ei,
R′2

κ(1)
N(η)〉| = R′2

κ(1)
|∂iφ(η)| =

R′2

κ(1)
|∂iφ(η)− ∂iφ(r

(1))|. (3.2.33)

If we choose i0 so that

κ
(1)
i0

κ̄i0
=
κ
(1)
1

κ̄1
∧ κ

(1)
2

κ̄2
,

then we have for η ∈ U1

κ̄|∂i0φ(η)− ∂i0φ(r
(1))| .(κ̄1 ∨ κ̄2)

(
κ
(1)
1

κ̄1
∧ κ

(1)
2

κ̄2

)

≤κ(1)1 ∨ κ(1)2 = κ(1),
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Q(R)

Tw1

Tw2

Figure 3.3: The wave packets filling the cuboid QS1,S2(R)

i.e.

|〈ei0 ,
R′2

κ(1)
N(η)〉| . R′2

κ̄

(3.2.29)
=

R′2

κ(2)
. (3.2.34)

Thus the geometry fits well: the wave packets of S1 do not rotate direction to much; their
length in xi0-direction is not larger than the wave packages associated to S2 (cf. Figure
3.3). (3.2.35)

However, for the remaining coordinate direction xi, i ∈ {1, 2}\{i0}, we cannot guarantee
such a behaviour. The intersection set containsR2 ×

[
−R′2

κ(1)
,
R′2

κ(1)

]
∩
{
x ∈ R3 : |xi0 | ≤

R′2

κ(2)

}

=

{
x′ ∈ R2 : |xi0 | ≤

R′2

κ(2)

}
×
[
−R′2

κ(1)
,
R′2

κ(1)

]

⊃
{
x ∈ R3 : |xi0 | ≤

R′2

κ̄
, ‖x‖∞ ≤ R′2

κ(1) ∧ κ(2)
}

= QS1,S2(R),

i.e. on the cuboid QS1,S2(R) we are able to apply the developed wave packet theory with
both sets of wave packets associated to S1 or S2 respectively.
For every α > 0, define the statement E(α) by

E(α) :⇔ ∃Cα > 0 ∃γα > 0 ∀S = (S1, S2) ∈ S0 ∀R ≥ 1 ∀fj ∈ L2(Sj), j = 1, 2

‖R∗
S1
f1R

∗
S2
f2‖Lp(QS1,S2

(R)) ≤ CαR
α logγα(1+R)(κ(1)κ(2))

1
2
− 1

pD3− 5
p logγα(C0(S))‖f1‖2‖f2‖2.

(3.2.36)
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The goal is to show that E(α) holds true for every α > 0, which would prove Theorem
3.2.5. This will be achieved by the method called induction on scales.
Let {q}q∈Q be a family of cubes of the same side length R′, covering QS1,S2(R), and for
χ ∈ S(R3) with supp χ̂ ⊂ B(0, 1) and χ̂(0) = 1, let χq(x) = χ

(x−cq
R′

)
for every cube

q = B∞(cq, R
′). Using the Poisson summation formula, we may assume

∑
χq = 1 on

QS1,S2(R).
2

For a given index set Wj ⊂ Wj of wave packets, we collect all the tubes passing through
(a slightly thickened) q by

Wj(q) = {wj ∈ Wj : Twj
∩ Rδq 6= ∅}, (3.2.37)

where δ > 0 is some small parameter to be chosen later. Rδq should be the blow up of q
by Rδ around the center of q. We count the wave packets Wj passing through a cube q
by

Qµ = {q : |Wj(q)| ∼ µj, j = 1, 2}, µ = (µ1, µ2), µj ∈ N = {2n|n ∈ N} ∪ {0}. (3.2.38)

Obviously Qµ forms a partition of the family of all cubes q. For wj ∈ Wj , we further
introduce the set of all cubes in Qµ near Twj

:

Qµ(wj) = {q ∈ Qµ : Twj
∩ Rδq 6= ∅}. (3.2.39)

Finally, we fix the number of such cubes by

W
λj ,µ
j = {wj ∈ Wj : |Qµ(wj)| ∼ λj}. (3.2.40)

For every fixed µ, the family {W λj ,µ
j }λj∈N forms a partition of Wj .

We are now in a position to reduce the statement E(α) to a formulation in terms of wave
packets:

3.2.3 Reduction to a wave packet formulation

Lemma 3.2.7
Let α > 0. Assume there are Cα, γα > 0 such that for all (S, S̃) ∈ S0, R ≥ 1, ‖fj‖L2(Sj) =
1, λj, µj ∈ N and Wj ⊂ Wj , j = 1, 2 the wave packets associated to f1, f2 fulfill

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(QS1,S2
(R))

≤CαRα logγα(1 +R)(κ(1)κ(2))
1
2
− 1

pD3− 5
p logγα(C0(S))|W1|

1
2 |W2|

1
2 . (3.2.41)

Then E(α) holds true.

2Notice that unlike other papers using this method, we do not take χq to be the characteristic function

of q. This makes things a bit more technical, but we will need the compact Fourier support later.
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Proof: To show E(α), we may of course assume that ‖fj‖2 = 1, j = 1, 2.
First observe that for fixed q and vj the number of yj such that the tube T(yj ,vj) passes
through Rδq is bounded by Rcδ, whereas the total number of vj ∈ Vj is bounded by

|Vj| ≈ R′2|Uj | ≤ R2 d̄1d̄2
D2

. (3.2.42)

Thus we have

|Wj(q)| ≤R2+cδ d̄1d̄2
D2

≤R2+c d̄
2
1d̄

2
2

D4
(Dκ̄)−

1
p (Dκ(1)Dκ(2))−

1
2

=Rc′C0,

where we used condition (i) of Lemma 3.2.6.
Additionally, the number of cubes q of side length R′ such that Rδq intersects with a tube
Twj

of length R′2

κ(j)
is bounded by Rcδ R′

κ(j)
= R1+cδ 1

Dκ(j)
. Since D ≤ d̄1, d̄2, we have

|Qµ(wj)| ≤R1+cδ 1

Dκ(j)

≤Rc′ d̄
4
1d̄

4
2

D8
(Dκ̄)−

2
p (Dκ(1)Dκ(2))−1

=Rc′C2
0 .

Let N (C) = {ν ∈ N |ν ≤ C}, then

Q =
⋃

µ1∈N (Rc′C2
0 )

⋃

µ2∈N (Rc′C2
0 )

Qµ and Wj =
⋃

λj∈N (Rc′C0)

W
λj ,µ
j

holds true for every µ. Applying this decomposition yields

‖
∏

j=1,2

∑

wj∈Wj

pwj
‖Lp(QS1,S2

(R))

≤
∑

λ1,λ2,µ1,µ2∈N (Rc′C2
0 )

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(QS1,S2
(R))

≤CαRα log4(RcC2
0 ) log

γα(1 +R)(κ(1)κ(2))
1
2
− 1

pD3− 5
p logγα(C0)|W1|

1
2 |W2|

1
2

≤(2c)4CαR
α logγα+4(1 +R)(κ(1)κ(2))

1
2
− 1

pD3− 5
p logγα+4(C0)|W1|

1
2 |W2|

1
2 .

So we proved that for all (S, S̃) ∈ S0, R ≥ 1, ‖fj‖L2(Sj) = 1 and Wj ⊂ Wj , j = 1, 2 the
wave packets associated to f1, f2 fulfill

‖
∏

j=1,2

∑

wj∈Wj

pwj
‖Lp(QS1,S2

(R)) ≤ CαR
α logγα+4(1 +R)(κ(1)κ(2))

1
2
− 1

pD3− 5
p logγα+4(C0)|W1|

1
2 |W2|

1
2 .

(3.2.43)
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Recall that the wave packets are linked to the functions fj by R∗fj =
∑

wj∈Wj

cwj
pwj

.

Introduce W k
j = {wj ∈ Wj : |cwj

| ∼ 2−k}, such that Wj =
⋃
k∈NW k

j . Fix a k0, which value

will be determined later. Then

‖
∑

k>k0

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R)) ≤|QS1,S2(R)|

1
p

∑

k>k0

‖
∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖∞.

The wave packets pwj
are well separated in the y-variable, whereas the number of vj

is bound by d̄1d̄2
D2 R

2, see (3.2.42). According to (P4), the wave packets are bounded by

O(R′−1). We have |cw1| . 2−k for w1 ∈ W k
1 , and |cw2| ≤ ‖(cw2)w2∈W2‖ℓ2

(P6)

. ‖f2‖2 = 1.
Putting all these informations in our estimate, we obtain

‖
∑

k>k0

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R))

.

(
R′6

[κ(1) ∧ κ(2)]κ(1)κ(2)
) 1

p d̄21d̄
2
2

D4
R4R′−2

∑

k>k0

2−k

≈R 6
p
+2D2− 5

p
d̄21d̄

2
2

D4
(Dκ̄)−

1
p (κ(1)κ(2))−

1
p2−k0.

If we now choose k0 = logC0 + logR
6
p
+2 = log

(
d̄21d̄

2
2

D4 (Dκ̄)
− 1

p (Dκ(1)Dκ(2))−
1
2

)
+ logR

6
p
+2,

then

‖
∑

k>k0

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R)) .D

2− 5
p (Dκ(1)Dκ(2))

1
2 (κ(1)κ(2))−

1
p

=D3− 5
p (κ(1)κ(2))

1
2
− 1

p =: C(S, S̃). (3.2.44)

It can be shown in a similar manner that

‖
∑

k1≤k0

∑

w1∈W
k1
1

∑

k2>k0

∑

w2∈W
k2
2

cw1pw1cw2pw2‖Lp(QS1,S2
(R)) . C(S, S̃). (3.2.45)

It remains to estimate

‖
k0∑

k1,k2=1

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R))

≤
k0∑

k1,k2=0

2−k1−k2‖
∑

w1∈W k
1

∑

w2∈W2

cw12
k1pw1cw22

k2pw2‖Lp(QS1,S2
(R)).

Since |cwj
2kj | ∼ 1 for wj ∈ W

kj
j , it is appropriate to apply (3.2.43) to the modified wave

packets p̃wj
= cwj

2kjpwj
:

‖
k0∑

k1,k2=1

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R))

≤CαRα logγα+4(1 +R)(κ(1)κ(2))
1
2
− 1

pD3− 5
p logγα+4(C0)

k0∑

k1,k2=1

2−k1−k2 |W k1
1 | 12 |W k2

2 | 12 .
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Observe that

k0∑

k1,k2=1

2−k1−k2 |W k1
1 | 12 |W k2

2 | 12 ≤k0
(

k0∑

k1=1

|W k1
1 |2−2k1

k0∑

k2=1

|W k2
2 |2−2k2

) 1
2

.k0




k0∑

k1=1

∑

w1∈W
k1
1

|cw1|
k0∑

k2=1

∑

w2∈W
k2
2

|cw2|




1
2

.k0‖f1‖2‖f2‖2 = k0.

Hence

‖
k0∑

k1,k2=1

∑

w1∈W k
1

∑

w2∈W2

cw1pw1cw2pw2‖Lp(QS1,S2
(R))

.CαR
α logγα+5(1 +R)(κ(1)κ(2))

1
2
− 1

pD3− 5
p logγα+5(C0) (3.2.46)

and combining (3.2.44), (3.2.45) and (3.2.46)

‖R∗f1R
∗f2‖Lp(QS1,S2

(R)) =‖
∏

j=1,2

∑

wj∈Wj

cwj
pwj

‖Lp(QS1,S2
(R))

.CαR
α logγα+5(1 +R)(κ(1)κ(2))

1
2
− 1

pD3− 5
p logγα+5(C0).

But this means E(α) holds true. �
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S1

v2 S2

v1

S2 + v1S1 + v2

Figure 3.4: Intersection of two translated curves

3.2.4 Estimates for wave packets

Let vj ∈ Vj, j = 1, 2, and define the (thickened) "intersection" of S1 and S2 by

Πv1,v2 = (v1 + S2) ∩ (v2 + S1) +O(R′−1). (3.2.47)

For any subset Wj ⊂ Wj , let

W
Πv1,v2
j = {w′

j ∈ Wj |v′j + vj+1 ∈ Πv1,v2} (3.2.48)

(where j + 1 has to be interpreted as mod 2) and

Vj = {v′j ∈ Vj|∃y′j ∈ Y : (y′j, v
′
j) ∈ Wj} (3.2.49)

the V−projection of Wj . Further let

V
Πv1,v2
j ={v′j ∈ Vj|∃y′j ∈ Yj : (y′j, v′j) ∈ W

Πv1,v2
j }

={v′j ∈ Vj|∃y′j ∈ Yj : (y′j, v′j) ∈ Wj and v′j + vj+1 ∈ Πv1,v2}. (3.2.50)

Lemma 3.2.8
Let Wj ⊂ Wj, j = 1, 2. Then

‖
∑

w1∈W1

∑

w2∈W2

pw1pw2‖L1(QS1,S2
(R)) ≤

R′2

√
κ(1)κ(2)

|W1|
1
2 |W2|

1
2 (3.2.51)

‖
∑

w1∈W1

∑

w2∈W2

pw1pw2‖L2(QS1,S2
(R)) .R

′− 1
2 min

j
sup
v1,v2

|V Πv1,v2
j | 12 |W1|

1
2 |W2|

1
2 . (3.2.52)
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Proof: The proof follows very closely the outline in [LV] lemma 2.2. We only slightly
modify the proof of the second estimate.
The first estimate is easy. Using Hölder’s inequality, we see that

‖
∑

w1∈W1

∑

w2∈W2

pw1pw2‖L1(QS1,S2
(R)) ≤

∏

j=1,2

‖
∑

wj∈Wj

pwj
‖L2(QS1,S2

(R))

≤
∏

j=1,2



∫ R′2/κ(j)

−R′2/κ(j)
‖
∑

wj∈Wj

pwj
(·+ tnj)‖2L2(Hj)

dt




1
2

(P4)

.
∏

j=1,2

R′

√
κ(j)

|Wj|
1
2 .

The second one is more involved. We write

‖
∑

w1∈W1

∑

w2∈W2

pw1pw2‖2L2(QS1,S2
(R)) =

∑

w1∈W1

∑

w2∈W2

∑

v′1∈V1

∑

v′2∈V2

〈pw1

∑

y′2∈Y2(v
′
2)

pw′
2
, pw2

∑

y′1∈Y1(v
′
1)

pw′
1
〉,

(3.2.53)

where Vj = {vj ∈ Vj : ∃yj ∈ Yj : (yj, vj) ∈ Wj}, Yj(vj) = {y ∈ Yj|(y, v′j) ∈ Wj}. Since the
Fourier transform of

∑
y′j+1∈Yj+1(v′j+1)

pw′
j+1
pwj

is supported in v′j+1 + vj +O(R′−1), j = 1, 2,

we may assume the intersection of these two sets to be not empty and thus

v′1 + v2 = v′2 + v1 +O(R′−1). (3.2.54)

Especially

v′j+1 + vj ∈ Πv1,v2

and

v′j ∈ V
Πv1,v2
j , j = 1, 2. (3.2.55)

Hence

‖
∑

w1∈W1

∑

w2∈W2

pw1pw2‖2L2(QS1,S2
(R)) (3.2.56)

≤
∑

w1∈W1

∑

w2∈W2

∑

v′1∈V
Πv1,v2
1

∑

v′2
v′2=v′1+v2−v1+O(R′−1)

∫R3

|pw1pw2|dx
∥∥∥
∑

y′2∈Y (v′2)

pw′
2

∥∥∥
∞

∥∥∥
∑

y′1∈Y (v′1)

pw′
1

∥∥∥
∞
.

(3.2.57)

Observe that there are at most O(1) possible choices for v′2 such that

v′2 = v′1 + v2 − v1 +O(R′−1).

Since the wave packets pwj
are essentially supported in the tubes Twj

, which are well
separated in the y-variable, the sum in y′j can be replaced by a supremum. Since Tw1
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and Tw2 fulfill the transversality condition (3.2.25), pw1pw2 decays rapidly away from the
intersection Tw1 ∩ Tw2 , i.e.

∫R3

|pw1pw2|dx .

∫R3

R′−2

(
1 +

|x|
R′

)−N

dx = R′

∫R3

(1 + |x|)−Ndx ≈ R′.

We obtain

‖
∑

w1∈W1
w2∈W2

pw1pw2‖2L2(QS1,S2
(R)) .R

′|W1| |W2| sup
v1,v2

|V Πv1,v2
1 | sup

w′
1∈W1,w′

2∈W2

‖pw′
2
pw′

1
‖∞ (3.2.58)

.R′−1|W1| |W2| sup
v1,v2

|V Πv1,v2
1 |.

Repeating the same computation with the roles of v′1 and v′2 interchanged gives (3.2.52).�

3.2.5 Basis of the induction on scales argument

Remark 3.2.9
Let Vj ⊂ Vj. Then min

j
sup

v1∈V1,v2∈V2

|V Πv1,v2
j | . R.

Proof: Define the graph mapping Φ : U1 ∪ U2 → S1 ∪ S2,Φ(x) = (x, φ(x)). If v′j =

Φ(x′j) ∈ V
Πv1,v2
j , then v′j + vj+1 ∈ Πv1,v2 and for xj+1 = Φ−1(vj+1) we have x′j + xj+1 ∈

γ(I) + O(R′−1), where γ : I → [U1 + x2] ∩ [U2 + x1] ⊂ R2 is a parametrisation of the
intersection curve Πv1,v2 projected to x1-x2-space. Due to our assumption (iv) from the
beginning, we know that γ is close to a diagonal, i.e. |γ̇i| ≈ 1, i = 1, 2.
For all t, t′ ∈ I, we have γ(t), γ(t′) ∈ [U1 + x2] ∩ [U2 + x1], hence

min
j
d
(j)
i ≥ |γi(t)− γi(t

′)| ≥ min
t′′∈I

|γ̇i(t′′)||t− t′| ≈ |t− t′|. (3.2.59)

Therefore |I| = sup
t,t′∈I

|t− t′| . min
i,j

d
(j)
i = D. We conclude

L(γ) =

∫

I

|γ̇(t)|dt . |I| . D. (3.2.60)

Thus

|V Πv1,v2
j | (3.2.24)≈ |Φ−1(V

Πv1,v2
j )|

≤ |{x′j ∈ Φ−1(Vj) : x′j ∈ γ(I)− xj+1 +O(R′−1)}|
. L(γ)R′

. DR′ = R,

since Φ−1(Vj) is a R′−1-grid in Uj . �
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Corollary 3.2.10
E(1) holds true.

Proof: Due to Lemma 3.2.7, it is enough to show the corresponding estimate for wave
packets (3.2.41) with α = 1. Putting the bound from Remark 3.2.9 into inequality (3.2.52)
from Lemma 3.2.8, we obtain

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖L2(QS1,S2
(R)) .R

′− 1
2R

1
2 |W1|

1
2 |W1|

1
2 . (3.2.61)

Interpolation3 with the L1-estimate we obtain from (3.2.51) gives

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(QS1,S2
(R)) .(κ(1)κ(2))

1
2
− 1

pR′ 5
p
−3R1− 1

p |W1|
1
2 |W1|

1
2 (3.2.62)

≤(κ(1)κ(2))
1
2
− 1

pD3− 5
pR|W1|

1
2 |W1|

1
2 . (3.2.63)

for all 5
3
≤ p ≤ 2. �

3.2.6 Further decompositions

We shall introduce a further decomposition of QS1,S2(R) into cuboids b which have the
size of QS1,S2(R) reduced by R−2δ, i.e. all the b’s are some translation of Q(R1−δ). Here,
δ > 0 is some small parameter we will chose later. Thus although not written explicitly,
these decomposition depends on δ. Since R′2

κ̄
R−2δ = R1−2δR′

Dκ
≥ R1−2δR′, the smallest side

length of b is still much larger than the side length of the thickened cubes Rδq. Observe
further that the number of b’s is of the size4 Rcδ. (3.2.64)
If µ is a fixed dyadic number, to every wj we associate a b(wj) by choosing a b that
contains a maximal number of q’s from Qµ(wj). We say that b ∼ wj if b is contained in
10b(wj). If b 6∼ wj, this does not mean that there are "few" cubes q in b (since there can
be more than one b with a maximal number of q’s), but it means that there are many
cubes q "away" from b. To give a more quantitative version of this, we have

|{q ∈ Qµ(wj)|q ∩ 5b = ∅}| ≥ |{q ∈ Qµ(wj)|q ⊂ b(wj)}| & R−cδ|Qµ(wj)| ∀ b 6∼ wj.
(3.2.65)

For a fixed b, we can decompose any given set Wj into W 6∼b
j = {wj ∈ Wj : b 6∼ wj} and

W∼b
j = {wj ∈ Wj : b ∼ wj}. Thus we have

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(QS1,S2
(R)) ≤

∑

b

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(b) (3.2.66)

=I + II + III,

3In fact, it is just a simple application of Hölder’s inequality, see Remark 3.8.2 in the appendix.
4Here and during the following considerations, c denotes some constant independent of R and S1, S2,

but which precise value might differ from line to line.
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where

I =
∑

b

‖
∏

j=1,2

∑

wj∈W
λj,µ,∼b

j

pwj

∑

q∈Qµ

χq‖Lp(b) (3.2.67)

II =
∑

b

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ

χq‖Lp(b) (3.2.68)

III =
∑

b

‖
∑

w1∈W
λ1,µ,∼b
1

pw1

∑

w2∈W
λ2,µ, 6∼b
2

pw2

∑

q∈Qµ

χq‖Lp(b). (3.2.69)

Part II requires very precise geometric estimates. Part III can be treated analogous,
whereas part I can be handled by an inductive argument. For that part of the proof, we
just need that wj → b(wj) is some function, and |{b : b ∼ wj}| . 1. We will only make
use of the particular definition of b(wj) in the proof of II and III.

Lemma 3.2.11
Let α > 0, assume E(α) holds. Then

I ≤ CαR
α(1−δ) logγα(1 +R)(κ1κ2)

1
2
− 1

pD3− 5
p logγα(C0)|W1|

1
2 |W2|

1
2 . (3.2.70)

Proof: To shorten notation, write C1 = Cα(κ
1κ2)

1
2
− 1

pD3− 5
p logγα(C0). Recall the repro-

duction formula (P1): pwj
= R∗(FHj

pwj
). Since b is just a translation of Q(R1−δ) (and

translation of R∗fj can be absorbed into some modulation of fj), E(α) implies

I =
∑

b

‖
∏

j=1,2

∑

wj∈W
λj,µ,∼b

j

pwj

∑

q∈Qµ

χq‖Lp(b)

≤
∑

b

‖
∏

j=1,2

R∗(
∑

wj∈W
λj,µ,∼b

j

FHj
pwj

)‖Lp(b)

E(α)

≤ C1(R
1−δ)α logγα(1 +R1−δ)

∑

b

∏

j=1,2

‖
∑

wj∈W
λj,µ,∼b

j

FHj
pwj

|Hj
‖L2(Hj)

(P4)

≤ C1R
α(1−δ) logγα(1 +R)

∑

b

∏

j=1,2

|W λj ,µ,∼b
j | 12 .

Using Hölder, we see that

∑

b

∏

j=1,2

|W λj ,µ,∼b
j | 12 ≤

∏

j=1,2

(∑

b

|W λj ,µ,∼b
j |

) 1
2

,

where due to Fubini
∑

b

|W λj ,µ,∼b
j | =

∑

b

|{wj ∈ W
λj ,µ
j : wj ∼ b}|

=
∑

wj∈W
λj,µ

j

|{b : b ∼ wj}|

.|Wj|.
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q0

5b

Tw1

Γ1

Tw2

Figure 3.5: Situation in Lemma 3.2.12

To summarize, we have

I ≤C1R
α(1−δ) logγα(1 +R)

∏

j=1,2

|Wj |
1
2 ,

like desired. �

3.2.7 The geometric argument

Lemma 3.2.12
Let λj , µj ∈ N , Wj ⊂ Wj, vj ∈ Vj, j = 1, 2, and let b and q0 be cuboids from our

collections such that q0 ∩ 2b 6= ∅. If we define W
λj ,µ, 6∼b
j (q0) = W

λj ,µ, 6∼b
j ∩Wj(q0), then

(i) λ1µ2

∣∣∣∣
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

∣∣∣∣ . Rcδ|W2| (3.2.71)

(ii) λ2µ1

∣∣∣∣
[
W λ2,µ, 6∼b

2 (q0)
]Πv1,v2

∣∣∣∣ . Rcδ|W1|. (3.2.72)

The lemma is a variation of lemma 2.3 in [LV].

Proof: We show (i), since (ii) is analogous.

Let Γ1 =
⋃{Tw1 : w1 ∈

[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2}\5b and Qµ

Γ1
= {q ∈ Qµ|Rδq ∩ Γ1 6= ∅}. Since

we saw that Tw2 is transversal to Γ1 in (3.2.26), we have |Qµ
Γ1

∩Qµ(w2)| . Rcδ. (3.2.73)
Due to the separation of the tube directions, the sets Tw1\5b do not overlap to much. To
be more precise, we claim that for all cubes q ∈ Qµ

Γ1

|{w1 ∈
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

: Rδq ∩ Tw1\5b 6= ∅}| . Rcδ. (3.2.74)



3.2. General bilinear theory 77

Let w1, w
′
1 ∈

[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

and x ∈ Rδq∩Tw1\5b, x′ ∈ Rδq∩Tw′
1
\5b. The definition

of W1(q0) means that we find x0 ∈ Rδq0 ∩ Tw1 and x′0 ∈ Rδq0 ∩ Tw′
1
; then we may write

x = x0 + |x− x0|N(v1) +O(R′) and x′ = x′0 + |x′ − x′0|N0(v
′
1) +O(R′). (3.2.75)

Furthermore we have

∣∣|x− x0| − |x′ − x′0|
∣∣ ≤ |x− x′|+ |x0 − x′0| = O(RcδR′). (3.2.76)

Since Tw1 has length R′2

κ(1)
, i.e. the length of b in the direction of Tw1 is R−2δ R′2

κ(1)
, cf. (3.2.35).

Since x0 ∈ Rδq0 ⊂ 4b but x /∈ 5b, we conclude

R−2δ R
′2

κ(1)
≤ |x− x0|. (3.2.77)

Applying Lemma 3.2.4, we obtain

∣∣∣∣
v1 − v′1
R′

∣∣∣∣ .
R′

κ(1)
|N(v1)−N(v′1)|

(3.2.77)

. R2δR′−1|x− x0| |N0(v1)−N0(v
′
1)|

(3.2.76)

≤ R2δR′−1
∣∣|x− x0|N0(v1)− |x′ − x′0|N0(v

′
1)
∣∣+O(Rcδ)

(3.2.75)

≤ R2δR′−1
∣∣|x− x′| − |x′0 − x0|

∣∣+O(Rcδ)

(3.2.76)
= O(Rcδ).

Thus the possible choices of directions v1 in the set

{w1 ∈
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

: Rδq ∩ Tw1\5b}

is O(Rcδ). But for a fixed direction v1, the number of y1 such that the tube T(y1,v1) passes
through Rcδq0 is bounded by O(Rcδ) anyway, thus (3.2.74) holds true.
Recall (3.2.65): for w1 6∼ b we have

|{q ∈ Qµ(w1) : q ∩ 5b = ∅}| & R−cδ|Qµ(w1)|. (3.2.78)



78 3.2. General bilinear theory

Recall further that w1 ∈ W λ1,µ
1 means |Qµ(w1)| ∼ λ1. Therefore

R−cδλ1

∣∣∣∣
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

∣∣∣∣

. R−cδ
∑

w1∈
[
W

λ1,µ, 6∼b
1 (q0)

]Πv1,v2

|Qµ(w1)|

(3.2.65)

.
∑

w1∈
[
W

λ1,µ, 6∼b
1 (q0)

]Πv1,v2

|{q ∈ Qµ(wj) : q ∩ 5b = ∅}|

≤
∑

w1∈
[
W

λ1,µ, 6∼b
1 (q0)

]Πv1,v2

|{q ∈ Qµ : Rδq ∩ Tw1 6= ∅, Rδq ∩ 5b = ∅}|

≤
∑

w1∈
[
W

λ1,µ, 6∼b
1 (q0)

]Πv1,v2

|{q ∈ Qµ : Rδq ∩ (Tw1\5b) 6= ∅}|

=
∑

q∈Qµ

|{w1 ∈
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

: Rδq ∩ (Tw1\5b) 6= ∅}|

(3.2.74)

. Rcδ|{q ∈ Qµ : ∃w1 ∈
[
W λ1,µ, 6∼b

1 (q0)
]Πv1,v2

Rδq ∩ (Tw1\5b) 6= ∅}|
= Rcδ|{q ∈ Qµ : Rδq ∩ Γ1 6= ∅} = Rcδ|Qµ

Γ1
|.

Further do we have

|Qµ
Γ1
|µ2 =

∑

q∈Qµ
Γ1

|W2(q)|

≤
∑

w2∈W2

|Qµ
Γ1

∩Qµ(w2)|

(3.2.73)

. Rcδ|W2|.

Combining the two last inequalities immediately gives the desired estimate. �

Lemma 3.2.13
Let 0 < δ < 1

4
. Then

II =
∑

b

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ

χq‖Lp(b) ≤CαRcδ(κ1κ2)
1
2
− 1

pD3− 5
p |W1|

1
2 |W2|

1
2

(3.2.79)

and

III =
∑

b

‖
∑

w1∈W
λ1,µ,∼b
1

pw1

∑

w2∈W
λ2,µ, 6∼b
2

pw2

∑

q∈Qµ

χq‖Lp(b) ≤CαRcδ(κ1κ2)
1
2
− 1

pD3− 5
p |W1|

1
2 |W2|

1
2 .

(3.2.80)
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Proof: We will just prove the first inequality, the second one works similarly. Since the
summation over b in (3.2.79) gives at most another Rcδ, it is enough to estimate for a
fixed b

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ

χq‖Lp(b). (3.2.81)

For p = 1, we apply (3.2.51) from Lemma 3.2.8:

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ

χq‖L1(b)

.‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2‖L1(QS1,S2
(R))

≤ R′2

√
κ(1)κ(2)

|W1|
1
2 |W1|

1
2 .

For p = 2, we claim that

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ

χq‖2L2(b) . CαR
cδR′−1|W1||W2|, (3.2.82)

which gives the desired inequality (3.2.79) by interpolation with the L1-estimate, if we

further use that R
5
p
−3 ≤ 1 since 5

3
≤ p.

The side length of b are of the form R′2

κ(j)
R−2δ = R′

Dκ(j)
R1−2δ ≥ R′R1−2δ, j ∈ {1, 2}. If

q ∩ 2b = ∅, then for x ∈ b we have |x − cq| ≥ inf
y/∈2b

|x − y| = d(x, (2b)c) ≥ R′R1−2δ.

Therefore for all x ∈ b

|
∑

q∈Qµ,q∩2b=∅

χq(x)| ≤CN
∑

l∈N
2l≥R1−2δ

∑

q∈Qµ

|x−cq|∼R′2l

(
1 +

|x− cq|
R′

)−N−2

(3.2.83)

.CN
∑

l∈N
2l≥R1−2δ

|{q : |x− cq| ∼ R′2l}| 2−(N+2)l

≈CN
∑

l∈N
2l≥R1−2δ

2−Nl

≈CNR−(1−2δ)N

=Cδ,N ′R−N ′

.
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Here we need that δ is not to large. Choosing N large enough, we see that by Lemma
3.2.8 and Lemma 3.2.9

∥∥∥
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Qµ,q∩2b=∅

χq

∥∥∥
2

L2(b)

.
∥∥∥

∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∥∥∥
2

L2
·
∥∥∥

∑

q∈Qµ,q∩2b=∅

χq

∥∥∥
2

L∞(b)

.Cδ,N ′R′−1|W1| |W2|min
j

sup
v1,v2

|V Πv1,v2
j |R−2N ′

.Cδ,N ′R′−1|W1| |W2|R1−2N ′

.C ′
δ,N ′′R′−1|W1| |W2|R−N ′′

.

Thus it is enough to consider the sum over the set Qµ
b = {q ∈ Qµ : q ∩ 2b 6= ∅}. For fixed

w1, w2 we split this set again into

Qµ
b (w1, w2) = Qµ

b ∩Qµ(w1) ∩Qµ(w2),

Qµ
b ∩Qµ(w1)\Qµ(w2)

and Qµ
b \Qµ(w1) = Qµ

b ∩Qµ(w2)\Qµ(w1) ∪Qµ
b \(Qµ(w2) ∩Qµ(w1)),

where all except the first part can be treated similar since they fall under the following
more general case:
Let Q0 = Q0(w1, w2) ⊂ Qµ

b such that there exists an j = 1, 2 with Rδq ∩ Twj
= ∅ for all

q ∈ Q0. Then

‖
∑

w1∈W
λ1,µ, 6∼b
1

pw1

∑

w2∈W
λ2,µ
2

pw2

∑

q∈Q0

χq‖2L2(b) . CαR
cδR′−1|W1||W2|. (3.2.84)

For the proof assume without loss of generality j = 1. Let q ∈ Q0, then Tw1 ∩ Rδq = ∅
and for all x ∈ 1

2
Rδq we have 1

2
RδR′ ≤ dist(x, (Rδq)c) ≤ dist(x, Tw1). Thus for every

x ∈ QS1,S2(R), we have dist(x, Tw1) ≥ 1
2
RδR′ or x /∈ 1

2
Rδq. If the first case, dist(x, Tw1) ≥

1
2
RδR′, holds true, then

|pw1(x)| ≤CNR′−1

(
1 +

dist(x, Tw1)

R′

)−2N

(3.2.85)

≤C ′
NR

′−1R−δN

(
1 +

dist(x, Tw1)

R′

)−N

. (3.2.86)

One the other hand, if the second case, x /∈ 1
2
Rδq, holds true, we have 1

2
RδR′ ≤ |x − cq|.

Using the rapid decay of the Schwartz function φ we see that

|χq(x)| = |χ
(
x− cq
R′

)
| ≤ CN

( |x− cq|
R′

)−N

≤ C ′
NR

−δN . (3.2.87)

A similar argument as in (3.2.83) even gives

|
∑

q∈Q0

χq(x)| ≤ C ′′
NR

−δN (3.2.88)
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for all x /∈ 1
2
Rδq. To summarize, we obtain for every x ∈ QS1,S2(R)

|pw1

∑

q∈Q0(w1,w2)

χq|(x) ≤ C(N, δ)R′−1R−δN

(
1 +

dist(x, Tw1)

R′

)−N

, (3.2.89)

This means the expression pw1

∑
q∈Q0(w1,w2)

χq behave as good as the original wave packet

pw1 itself, but is aided by an additional factor R−δN . The symmetric term simply gives

|pw2

∑

q∈Q0(w1,w2)

χq|(x) . ‖pw2‖∞ . R′−1

(
1 +

dist(x, Tw2)

R′

)−N

, (3.2.90)

without the additional factor.
The next step will follow the proof of Lemma 3.2.8. The crucial argument was the
fact that the Fourier transform of pw1pw2 is supported in v′j+1 + vj + O(R′−1). Since
supp χ̂q = supp χ̂(R′·) ⊂ B(0, R′−1), the Fourier support of pw1pw2

∑
q∈Q0(w1,w2)

χq remains

essentially the same. At this point, we need the compact Fourier support of the functions
χq. The modified wave packets pwi

∑
q∈Q0(w1,w2)

χq are still well separated in the yi-variable

for fixed direction vi thanks to (3.2.89) and (3.2.90). Thus the argument from Lemma
3.2.8 applies; according to (3.2.58), we obtain

‖
∑

w1∈W
λ1,µ, 6∼b
1

w2∈W
λ2,µ
2

pw1pw2

∑

q∈Q0(w1,w2)

χq‖2L2(b)

. R′|W1| |W2| min
j

sup
v1,v2

|V Πv1,v2
j |

sup
w1∈W1,w′

2∈W2

‖pw′
2

∑

q∈Q0(w1,w′
2)

χq‖∞ sup
w′

1∈W1,w2∈W2

‖pw′
1

∑

q∈Q0(w′
1,w2)

χq‖∞

(3.2.89),(3.2.90)

. Cδ,N ′R′−1|W1| |W2| min
j

sup
v1,v2

|V Πv1,v2
j |R−N ′

Lemma 3.2.9

. Cδ,N ′R′−1R1−N ′ |W1| |W2|.

Therefore we may restrict ourselves to cubes from Qµ
b (w1, w2). Notice that the kernel

K(q, q′) = χq(x)χq′(x) fulfills Schur’s test condition:

sup
q

∑

q′

χq(x)χq′(x) .
∑

q′

χq′(x) . 1. (3.2.91)
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Hence for fq =
∑

w1∈W
λ1,µ, 6∼b
1 (q)

w2∈W
λ2,µ
2 (q)

pw1pw2 we have

‖
∑

w1∈W
λ1,µ, 6∼b
1

w2∈W
λ2,µ
2

pw1pw2

∑

q∈Qµ
b (w1,w2)

χq‖2L2(b)

= ‖
∑

q∈Qµ
b

χqfq‖2L2(b)

=

∫

b

|
∑

q,q′∈Qµ
b

χqχq′fqfq′|dx

≤
∫

b

(∑

q

|fq|2
) 1

2
(∑

q

∣∣∑

q′

K(q, q′)fq′
∣∣2
) 1

2

dx

Schur
≤

∫

b

∑

q

|fq|2dx

=
∑

q∈Qµ,q∩2b6=∅

‖
∑

w1∈W
λ1,µ, 6∼b
1 (q)

w2∈W
λ2,µ
2 (q)

pw1pw2‖2L2(b)

Lemma 3.2.8

.
∑

q∈Qµ,q∩2b6=∅

R′−1|W λ1,µ, 6∼b
1 (q)| |W λ2,µ

2 (q)| sup
v1,v2

|[W λ1,µ, 6∼b
1 (q)]Πv1,v2 |

Lemma 3.2.12

. RcδR′−1
∑

q∈Qµ,q∩2b6=∅

|W λ1,µ
1 (q)| |W2(q)|

|W2|
λ1µ2

. RcδR′−1
∑

w1∈W
λ1,µ
1

|Qµ(w1)|
|W2|
λ1

. RcδR′−1|W1| |W2|.
�

3.2.8 Induction on scales

Corollary 3.2.14
There exist c, δ0 > 0 such that cδ0 > 1 with the following property: Let α > 0 be such that
E(α) holds true. Then for all 0 < δ < δ0, we have E(max{α(1− δ), cδ}).
Proof: We proved in the previous Lemmas 3.2.11 and 3.2.13 that

‖
∏

j=1,2

∑

wj∈W
λj,µ

j

pwj

∑

q∈Qµ

χq‖Lp(QS1,S2
(R))

≤I + II + III

.(CαR
α(1−δ) logγα(1 +R) + CδR

cδ)(κ1κ2)
1
2
− 1

pD3− 5
p logγα(C0)|W1|

1
2 |W2|

1
2

.Cα,δR
α(1−δ)∨cδ logγα(1 +R)(κ1κ2)

1
2
− 1

pD3− 5
p logγα(C0)|W1|

1
2 |W2|

1
2
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for all δ < δ0 = 1
4
. By simply increasing the constant c if necessary, we ensure cδ0 > 1.

According to Lemma 3.2.7, this estimate then is sufficient for E(α). �

Corollary 3.2.15
Let α > 0. Then E(α) holds true and

∃Cα > 0 ∃γα > 0 ∀(S, S̃) ∈ S0 ∀R ≥ 1 ∀fj ∈ L2(Sj), j = 1, 2

‖R∗f1R
∗f2‖Lp(QS1,S2

(R)) ≤ CαR
α(κ1κ2)

1
2
− 1

pD3− 5
p logγα(C0)‖f1‖2‖f2‖2,

where C0 =
d̄21d̄

2
2

D4 (Dκ̄)
− 1

p (Dκ1Dκ2)−
1
2 .

Proof: Define the sequence α0 = 1, αj+1 =
cαj

c+αj
. Since it is decreasing and converges to

zero, we are done if we can show that E(αj) holds true for any j ∈ N. We know that
E(α0) = E(1) is valid from Lemma 3.2.10. Assume that E(αj) holds true for some j ∈ N.
To see that E(αj+1) holds true as well, we apply Lemma 3.2.14 with δ =

αj

c+αj
< 1

c
< δ0.

Since αj(1− δ) = cδ = αj
c

c+αj
= αj+1, we obtain E(αj+1). �
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3.3 Scaling

The goal of this chapter is to establish a bilinear estimate for two surfaces with essentially
constant curvature, located over boxes with given side length. However, we cannot apply
directly the theory we developed previously. Instead, we first have to find an appropriate
rescaling.

Lemma 3.3.1
Let Sj = {(ξ, φ(ξ))|ξ ∈ τj}, τj ⊂ Rd, j = 1, 2. Let A ∈ GL(d), a > 0, and put
φs(η) = 1

a
φ(Aη). By σ we denote the surface measure on Graph(φ), by σs the surface

measure on Graph(φs), and let Ssj = {(η, φs(η))|η ∈ τ sj }, τ sj = A−1(τj), j = 1, 2. For any
Qs ⊂ Rd+1, let Q = {x|(tAx′, axd+1) ∈ Qs}. Assume that

‖ĝ1dσsĝ2dσs‖Lp(Qs) ≤ Cs‖g1‖2‖g2‖2 for all gj ∈ L2(Ssj , dσ
s). (3.3.1)

Then

‖f̂1dσf̂2dσ‖Lp(Q) ≤ Cs| detA|
1
p′ a−

1
p ‖f1‖2‖f2‖2 for all fj ∈ L2(Sj, dσ). (3.3.2)

Proof: The lemma is proven in the appendix at first. �

General Assumptions
Let S = Γ(φ|U), U = r+[0, d1]×[0, d2], and let the principal curvatures on S be comparable
to κi = rmi−2

i , ri ≥ di. Furthermore let κ = κ1 ∨ κ2.
Let S̃ = Γ(φ|Ũ) with corresponding quantities r̃i, d̃i, κ̃i, κ̃, and let d̄i = di∨ d̃i, κ̄i = κi∨ κ̃i,
κ̄ = κ ∨ κ̃ = κ̄1 ∨ κ̄2 and ∆r = r − r̃.

We assume that in each direction the set with larger principal curvature has the larger
length. This can be expressed in the following formula:

(κidi) ∨ (κ̃id̃i) = κ̄id̄i. (3.3.3)

Further do we assume the separation condition

distxi(U, Ũ) = inf{|xi − x̃i| : x ∈ U, x̃ ∈ Ũ} ≈ |∆ri| ≈ d̄i. (3.3.4)

For the normal field N on S ∪ S̃ given by N(ξ, φ(ξ)) = (−∇φ(ξ), 1) let N0 = N
|N | denote

the induced unit normal field.
Define

a1 = κ̄2d̄2, a2 = κ̄1d̄1. (3.3.5)

In order to apply our bilinear theory, we introduce a rescaling:
Let

φs(η) =
1

a
φ(Aη) =

1

a1a2
φ(a1η1, a2η2). (3.3.6)

We will denote the corresponding quantities under this scaling by rsi =
ri
ai
, dsi =

di
ai
, κsi =

1
a1a2

a2iκi = ai
ai+1mod2

κi, U
s = rs + [0, ds1] × [0, ds2], N

s
0 , r̃

s
i , and so on. Then the following

lemma holds true:
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Lemma 3.3.2 (Scaling)
(i) For all i = 1, 2 and all η ∈ Us, η̃ ∈ Ũs we have |∂iφs(η)− ∂iφ

s(rs)| . κsid
s
i . 1 and

|∂iφs(η̃)− ∂iφ
s(r̃s)| . κ̃si d̃

s
i . 1.

(ii) |∂αφs(η)| . κsmax
i

|ds1 ∧ ds2|2−|α| for all |α| ≥ 2, η ∈ Us;

|∂αφs(η̃)| . κ̃smax
i

|d̃s1 ∧ d̃s2|2−|α| for all |α| ≥ 2, η̃ ∈ Ũs.

(iii) In both variables i = 1, 2, we have the separation condition

|∂iφs(η)− ∂iφ
s(η̃)| ≈ 1 ∀η ∈ S, ∀η̃ ∈ S̃. (3.3.7)

Proof: For η ∈ U we obviously have

|∂iφs(η)− ∂iφ
s(rs)| ≤ sup

η′∈U
|∂2i φs(η′)||ηi − rsi | . κsid

s
i , (3.3.8)

with

κsid
s
i =

ai
ai+1mod2

κi
di
ai

=
κidi
κ̄id̄i

≤ 1. (3.3.9)

To prove the second statement, we observe that φs has vanishing mixed derivatives since
φ does. In the unscaled situation, we have for k ≤ mi

∂ki φ(ξ) ≈ ξmi−k
i ≈ ∂2i φ(ξ)ξ

2−k
i ≈ κiξ

2−k
i

for ξ ∈ U . Thus for η ∈ Us

∂ki φ
s(η) =

1

a1a2
aki ∂

k
i φ(Aη)

≈ 1

a1a2
aki κi(aiηi)

2−k

=
a2i
a1a2

κiη
2−k
i

=κsiη
2−k
i .

Since we have for η ∈ Us

ηi ≥ rsi =
ri
ai

≥ di
ai

= dsi ≥ ds1 ∧ ds2,

we conclude

|∂ki φs(η)| . κs(ds1 ∧ ds2)2−k (3.3.10)
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for k ≥ 2. The corresponding result for η ∈ Ũs is proven the same way.
Furthermore for ξ ∈ U , ξ̃ ∈ Ũ we have

|∂iφ(ξ)− ∂iφ(ξ̃)| =
∣∣∣∣∣

∫ ξ̃i

ξi

φ′′
i (t)dt

∣∣∣∣∣

≈
∣∣∣∣∣

∫ ξ̃i

ξi

tmi−2dt

∣∣∣∣∣
=|ξ̃mi−1

i − ξmi−1
i |

=|ξ̃i − ξi|
mi−2∑

k=0

ξki ξ̃
mi−2−k
i

≈|ξ̃i − ξi|(ξmi−2
i + ξ̃mi−2

i )
(3.3.4)≈ κ̄id̄i = ai+1mod2,

and thus

|∂iφs(η)− ∂iφ
s(η̃)| = |∂iφ(Aη)− ∂iφ(Aη̃)|

ai+1mod2

≈ 1. (3.3.11)

�

Now we apply Theorem 3.2.5 to the scaled phase function φs. According to (3.2.20), the
scaled cuboids are

Qs
Ss,S̃s(R) =

{
x ∈ R3 : |xi + ∂iφ

s(rs0)x3| ≤
R2

(Ds)2κ̄s
, i = 1, 2, |x3| ≤

R2

(Ds)2κs ∧ κ̃s
}

with rs0 = rs if κs = κs ∧ κ̃s or rs0 = r̃s if κ̃s = κs ∧ κ̃s. Thus for every α > 0, we have for
all R ≥ 1

‖R∗
Ss,S̃s‖L2×L2→Lp(Qs

Ss,S̃s(R))
≤ (κsκ̃s)

1
2
− 1

p (Ds)3−
5
p logγα(Cs

0)CαR
α, (3.3.12)

with Cs
0 =

d̄s1
2
d̄s2

2

(Ds)4
(Ds[κs ∧ κ̃s])− 1

p (DsκsDsκ̃s)−
1
2 and Ds = min{ds1, ds2, d̃s1, d̃s2}. Scaling back

using Lemma 3.3.1, we obtain

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))
≤(a1a2)

1− 2
p (κsκ̃s)

1
2
− 1

p (Ds)3−
5
p logγα(Cs

0)CαR
α

=(a1a2κ
s · a1a2κ̃s)

1
2
− 1

p (Ds)3−
5
p logγα(Cs

0)CαR
α, (3.3.13)

where

QS,S̃(R) =

{
x ∈ R3 : |aixi + ∂iφ

s(rs0)a1a2x3| ≤
R2

(Ds)2κ̄s
, i = 1, 2, |a1a2x3| ≤

R2

(Ds)2κs ∧ κ̃s
}

=

{
x ∈ R3 : |xi + ∂iφ(r0)x3| ≤

R2

ai(Ds)2κ̄s
, i = 1, 2, |x3| ≤

R2

a1a2(Ds)2κs ∧ κ̃s
}
.

We have

κ̄s = κ̄s1 ∨ κ̄s2 =
a1
a2
κ̄1 ∨

a2
a1
κ̄2 =

a1
d̄1

∨ a2
d̄2

=
κ̄2d̄

2
2 ∨ κ̄1d̄21
d̄1d̄2

(3.3.14)
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and

Ds = min{ds1, ds2, d̃s1, d̃s2} ≤ min

{
d̄1
a1
,
d̄2
a2

}
= (κ̄s)−1, (3.3.15)

hence

a1(D
s)2κ̄s ≤ a1D

s ≤ d̄1. (3.3.16)

A similar computation yields a2(D
s)2κ̄s ≤ d̄2. Furthermore

(Ds)2a1a2(κ
s ∧ κ̃s) ≤ Dsa1a2 ≤ a2d̄1 ∧ a1d̄2 = κ̄1d̄

2
1 ∧ κ̄2d̄22.

Therefore

QS,S̃(R) ⊃ Q0
S,S̃

(R) :=

{
x ∈ R3 : |xi + ∂iφ(r0)x3| ≤

R2

d̄i
, i = 1, 2, |x3| ≤

R2

κ̄1d̄
2
1 ∧ κ̄2d̄22

}
.

(3.3.17)

Moreover we have

dsi =
di
ai

=
κ̄id̄i
a1a2

di,

and

min{dsi , d̃si} =
κ̄i
a1a2

d̄imin{di, d̃i} =
κ̄idid̃i
a1a2

.

Further

a1a2κ
s ≈ a1a2

(
a2
a1
κ2 +

a1
a2
κ1

)
= (κ̄21d̄

2
1κ2 + κ̄22d̄

2
2κ1) = κ̄1κ̄2

(
κ̄1d̄

2
1

κ2
κ̄2

+ κ̄2d̄
2
2

κ1
κ̄1

)
.

(3.3.18)

Thus the constant in (3.3.13) (up to CαR
α logγα(Cs

0)) transforms like

(a1a2κ
s · a1a2κ̃s)

1
2
− 1

p (Ds)3−
5
p

=(a1a2)
5
p
−3(κ̄1κ̄2)

1− 2
p

(
κ̄1d̄

2
1

κ2
κ̄2

+ κ̄2d̄
2
2

κ1
κ̄1

) 1
2
− 1

p
(
κ̄1d̄

2
1

κ̃2
κ̄2

+ κ̄2d̄
2
2

κ̃1
κ̄1

) 1
2
− 1

p

min
i
(κ̄idid̃i)

3− 5
p

=(κ̄1d̄1κ̄2d̄2)
5
p
−3(κ̄1κ̄2)

1− 2
p

(
κ̄1d̄

2
1

κ2
κ̄2

+ κ̄2d̄
2
2

κ1
κ̄1

) 1
2
− 1

p
(
κ̄1d̄

2
1

κ̃2
κ̄2

+ κ̄2d̄
2
2

κ̃1
κ̄1

) 1
2
− 1

p

min
i
(κ̄idid̃i)

3− 5
p

=(κ̄1κ̄2)
3
p
−2(d̄1d̄2)

5
p
−3

(
κ̄1d̄

2
1

κ2
κ̄2

+ κ̄2d̄
2
2

κ1
κ̄1

) 1
2
− 1

p
(
κ̄1d̄

2
1

κ̃2
κ̄2

+ κ̄2d̄
2
2

κ̃1
κ̄1

) 1
2
− 1

p

min
i
(κ̄idid̃i)

3− 5
p .

For a, b ∈ (0,∞) write q(a, b) = a∨b
a∧b =

a
b
∨ b

a
≥ 1. A lower bound for Ds is

Ds =
d1 ∧ d̃1
a1

∧ d2 ∧ d̃2
a2

≥
(
d1 ∧ d̃1
d̄1

∧ d2 ∧ d̃2
d̄2

)(
d̄1
a1

∧ d̄2
a2

)
(3.3.14)

≥ 1

q(d1, d̃1)q(d2, d̃2)

1

κ̄s
.

(3.3.19)
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From formula (3.3.18), we can deduce

κs &
κ̄1κ̄2
a1a2

(
κ̄1d̄

2
1 ∨ κ̄2d̄22

) κ1
κ̄1

κ2
κ̄2

≥ κ̄1d̄
2
1 ∨ κ̄2d̄22
d̄1d̄2

1

q(κ1, κ̃1)q(κ2, κ̃2)

(3.3.14)
=

κ̄s

q(κ1, κ̃1)q(κ2, κ̃2)
.

(3.3.20)

Especially we have that

(Dsκs)−1 .
∏

i=1,2

q(κi, κ̃i)q(di, d̃i), (3.3.21)

(Dsκ̃s)−1 .
∏

i=1,2

q(κi, κ̃i)q(di, d̃i).

Thus we conclude (and we can be generous in the exponents since Cs
0 only appears loga-

rithmically)

Cs
0 =

d̄s1
2
d̄s2

2

(Ds)4
(Ds[κs ∧ κ̃s])− 1

p (DsκsDsκ̃s)−
1
2

(3.3.21)

≤ d̄s1
2
d̄s2

2

(Ds)4

[∏

i=1,2

q(κi, κ̃i)q(di, d̃i)

] 1
p
+1

(3.3.19)

≤
[∏

i=1,2

q(κi, κ̃i)q(di, d̃i)

] 1
p
+5

(d̄s1d̄
s
2)

2(κ̄s)4

≤
[∏

i=1,2

q(κi, κ̃i)q(di, d̃i)

] 1
p
+5(

d̄1d̄2
a1a2

)2(
κ̄1d̄

2
1 ∨ κ̄2d̄22
d̄1d̄2

)4

=

[∏

i=1,2

q(κi, κ̃i)q(di, d̃i)

] 1
p
+5(

(κ̄1d̄
2
1 ∨ κ̄2d̄22)2

κ̄1d̄21κ̄2d̄
2
2

)2

=

[∏

i=1,2

q(κi, κ̃i)q(di, d̃i)

] 1
p
+5

q(κ̄1d̄
2
1, κ̄2d̄

2
2)

2.

We end up with the following result:

Lemma 3.3.3
For all α > 0 there exist Cα, γα > 0 such that for every S, S̃ as described at the beginning
of this chapter and every R > 0, we have

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))
≤CαRα(κ̄1κ̄2)

3
p
−2(d̄1d̄2)

5
p
−3min

i
(κ̄idid̃i)

3− 5
p

(
κ̄1d̄

2
1

κ2
κ̄2

∨ κ̄2d̄22
κ1
κ̄1

) 1
2
− 1

p
(
κ̄1d̄

2
1

κ̃2
κ̄2

∨ κ̄2d̄22
κ̃1
κ̄1

) 1
2
− 1

p

(3.3.22)

[
1 + logγα

(
q(κ̄1d̄

2
1, κ̄2d̄

2
2)
∏

i=1,2

q
(
di, d̃i)q(κi, κ̃i)

)]
.
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3.4 Dyadic Summation

The next step will be a bilinear result for the surface over a pair of dyadic rectangles with
not necessarily constant curvature. The idea is to decompose these rectangles into smaller
parts with (roughly) constant curvature where we can apply previous results.

Define a "weighted" maximum

M(a, b) =Mm1,m2(a, b) =





a if m1 > m2

b if m1 < m2

a ∨ b if m1 = m2.

(3.4.1)

Notice that Mm1,m2(a, b) =Mm2,m1(b, a) = lim
t→0

atm2 ∨ btm1

tm1∧m2
.

General Assumptions
Let U, Ũ ⊂ [0, 1]×[0, 1] be two dyadic rectangles of side length and distance in x1−direction
(x2−direction) equal to ρ1 (ρ2 respectively). By κi denote the maximal principal curva-
ture in xi−direction of both S = Graph(φ|U) and S̃ = Graph(φ|Ũ). Let σ and σ̃ be the
surface measures of S and S̃ respectively. (3.4.2)

Theorem 3.4.1
Let 5

3
< p ≤ 2, m̄ = m1 ∨m2, m = m1 ∧m2, and let

QS,S̃(R; r) = {x ∈ R3 : |xi + ∂iφ(r)x3| ≤
R

ρi
, i = 1, 2, |x3| ≤

R

κ1ρ21 + κ2ρ22
}

for r ∈ U ∪ Ũ . Then for p > pc = 2 m̄+3
m̄+4

and all α > 0 there exists a constant Cα > 0 such

that for all R ≥ 1 and all r ∈ U ∪ Ũ we have

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R;r))
≤CαRα[κ1κ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p (3.4.3)

· logγα
(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)
.

If only p > 2m+3
m+4

is valid, then we still have

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R;r))
≤CαRα[κ1κ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p (3.4.4)

·
(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ21 ∨ κ2ρ22

) 4
p
− 5

2

logγα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)
,

with M =Mm1,m2 (see (3.4.1)).

Observe that for m1 = m2, both parts of the theorem coincide.
In general, the first part of the theorem is the one we are more interested in, since we
are able to proceed to a linear estimate. In the second case, where 2 m̄+3

m̄+4
≥ p > 2m+3

m+4
,

unfortunately, we are not able to do so. However, the case is interesting in so far as we
will see that our estimate is essentially sharp for p near 2m+3

m+4
. This issue will be discussed

in Chapter 3.7.
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U

Ũ = Ũ(0, 0)

U(k1, k2)

Ũ(0, k̃2)

U

Ũ
U(k1, 0)

Figure 3.6: Two possibilities for the decomposition into subboxes

Proof: If U does not intersect with the xi-axis, the curvature on U is indeed comparable to
κi. Otherwise we decompose U further in sets with (roughly) constant principal curvatures
in order to apply the previous results. To each dyadic interval I = [r2−j, (r+1)2j], r, j ∈ N
we associate a family of subsets {I(k)}k∈N0 with

⋃
k∈N0

I(k) = I according to the following

two alternatives:

(i) If r > 0, choose N0 = {0} and I(0) = I.

(ii) If r = 0, choose N0 = N = {1, 2, 3, . . .} and I(k) = [2−k(r + 1)2−j, 21−k(r + 1)2−j].

If we write U = I1 × I2, then denote by {Ii(ki)}ki∈Ni
their associated family and let

U(k) = I(k1)× I(k2), k = (k1, k2) ∈ N = N1 ×N2, S(k) = Graph(φ|U(k)). Introduce Ñ ,

Ũ(k) and S̃(k), k ∈ Ñ in an analogous manner. Other quantities which will be impor-
tant are the principal curvatures on U(k), i.e. κi(ki) := 2−ki(mi−2)κi, and the side length
di(ki) = 2−kiρi of U(k).

One simple but crucial observation is that since Ii and Ĩi are separated, for both i = 1, 2,
we have Ni = {0} or Ñi = {0} (cf. Figures 3.6). (3.4.5)
Hence for each pair (ki, k̃i) ∈ Ni × Ñi, ki = 0 or k̃i = 0, and thus

κ̄i(ki, k̃i) := max{κi(ki), κ̃i(k̃i)} = max{2−ki(mi−2), 2−k̃i(mi−2)}κi = κi (3.4.6)

and d̄i(ki, k̃i) := max{di(ki), d̃i(k̃i)} = max{2−ki, 2−k̃i}ρi = ρi. (3.4.7)

We conclude

κi(ki)

κ̄i(ki, k̃i)
=2−ki(mi−2), (3.4.8)

κ̃i(ki)

κ̄i(ki, k̃i)
=2−k̃i(mi−2) (3.4.9)

and

di(ki)

d̄i
= 2−ki, (3.4.10)

di(ki)d̃i(k̃i) = 2−ki−k̃iρ2i = 2−ki∨k̃iρ2i , (3.4.11)
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hence

log(q(κ̄1d̄
2
1, κ̄2d̄

2
2)
∏

i=1,2

q(di(ki), d̃i(k̃i))q(κi(ki), κ̃i(k̃i)))

.k1 + k̃1 + k2 + k̃2 + log(q(κ̄1d̄
2
1, κ̄2d̄

2
2)) (3.4.12)

.[k1 + k̃1 + k2 + k̃2] log

(
κ1ρ1
κ2ρ2

+
κ2ρ2
κ1ρ1

)
.

According to (3.3.17), the associated cuboids are

QS(k),S̃(k̃)(R) =

{
x ∈ R3 : |xi + ∂iφ(r

k,k̃)x3| ≤
R2

ρi
, i = 1, 2, |x3| ≤

R2

κ1ρ21 ∧ κ2ρ22

}
,

where rk,k̃ is a certain fixed point5 in S(k) or S̃(k̃). For any r ∈ U ∪ Ũ define the shorter
boxes

QS,S̃(R; r) =

{
x ∈ R3 : |xi + ∂iφ(r)x3| ≤

R2

ρi
, i = 1, 2, |x3| ≤

R2

κ1ρ21 ∨ κ2ρ22

}
. (3.4.13)

We claim that for all r ∈ U ∪ Ũ , R ≥ 1 and all (k, k̃) ∈ N × Ñ

QS,S̃(R; r) ⊂ QS(k),S̃(k̃)(2R). (3.4.14)

If x ∈ QS,S̃(R; r), then obviously |x3| ≤ R2

κ1ρ21∨κ2ρ22
≤ (2R)2

κ1ρ21∧κ2ρ22
. Furthermore

|xi + ∂iφ(r
k,k̃)x3| ≤|xi + ∂iφ(r)x3|+ |∂iφ(r)− ∂iφ(r

k,k̃)||x3|

≤R
2

ρi
+ ‖∂2i φ‖∞|ri − rk,k̃i | R2

κ1ρ21 ∨ κ2ρ22

≤R
2

ρi
+ κi · 3ρi

R2

κiρ
2
i

=
4R2

ρi
.

Putting (3.4.6)-(3.4.12) into (3.3.22) we conclude

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R;r))

≤
∑

k∈N ,k̃∈Ñ

‖R∗
S(k),S̃(k̃)

‖L2×L2→Lp(QS(k̃),S̃(k̃)(2R))

≤CαRα(κ1κ2)
3
p
−2(ρ1ρ2)

5
p
−3 logγα

(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

∑

k∈N ,k̃∈Ñ

[k1 + k̃1 + k2 + k̃2]
γα(κ1ρ

2
12

−k1−k̃1 ∧ κ2ρ
2
22

−k2−k̃2)3−
5
p

·
(
κ1ρ

2
12

−k2(m2−2) ∨ κ2ρ
2
22

−k1(m1−2)
) 1

2
− 1

p

(
κ1ρ

2
12

−k̃2(m2−2) ∨ κ2ρ
2
22

−k̃1(m1−2)
) 1

2
− 1

p

.

5We also have some algorithm to determine how to choose rk,k̃, but it is not important at this point.
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We claim that for the first part of the theorem where p > pc = 2 m̄+3
m̄+4

∑

k∈N ,k̃∈Ñ

(κ1ρ
2
12

−k1−k̃1 ∧ κ2ρ
2
22

−k2−k̃2)3−
5
p [k1 + k̃1 + k2 + k̃2]

γα

·
(
κ1ρ

2
12

−k2(m2−2) ∨ κ2ρ
2
22

−k1(m1−2)
) 1

2
− 1

p

(
κ1ρ

2
12

−k̃2(m2−2) ∨ κ2ρ
2
22

−k̃1(m1−2)
) 1

2
− 1

p

(3.4.15)

.(κ1ρ
2
1 ∧ κ2ρ

2
2)

3− 5
p (κ1ρ

2
1 ∨ κ2ρ

2
2)

1− 2
p log1+γα

(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)
.

Taking this for granted, we conclude

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))

.CαR
α(κ1κ2)

3
p
−2(ρ1ρ2)

5
p
−3(κ1ρ

2
1 ∧ κ2ρ

2
2)

3− 5
p (κ1ρ

2
1 ∨ κ2ρ

2
2)

1− 2
p log1+2γα

(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

=CαR
α(κ1κ2)

1
2p

− 1
2 (κ1ρ

2
1κ2ρ

2
2)

5
2p

− 3
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3− 5
p (κ1ρ

2
1 ∨ κ2ρ

2
2)

1− 2
p logγ

′
α

(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)

=CαR
α[κ1κ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p logγ
′
α

(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)
.

For the second part of the theorem, where we only have p > 2m+3
m+4

, our claim is

∑

k∈N ,k̃∈Ñ

(κ1ρ
2
12

−k1−k̃1 ∧ κ2ρ
2
22

−k2−k̃2)3−
5
p [1 + k1 + k̃1 + k2 + k̃2]

γα (3.4.16)

·
(
κ1ρ

2
12

−k2(m2−2) ∨ κ2ρ
2
22

−k1(m1−2)
) 1

2
− 1

p

(
κ1ρ

2
12

−k̃2(m2−2) ∨ κ2ρ
2
22

−k̃1(m1−2)
) 1

2
− 1

p

≤(κ1ρ
2
1 ∧ κ2ρ

2
2)

3− 5
p (κ1ρ

2
1 ∨ κ2ρ

2
2)

1− 2
p

(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ
2
1 ∨ κ2ρ

2
2

) 4
p
− 5

2

log1+γα
(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)
,

and leads us to

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))

.CαR
α[κ1κ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p

(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ21 ∨ κ2ρ22

) 4
p
− 5

2

· logγ′α
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)
.

It remains to deal with the dyadic sums (3.4.15) and (3.4.16). Let µ = 1
p
− 1

2
≥ 0,

ν = 3− 5
p
> 0 and ci = mi − 2. Notice that

ciµ < ν

⇔ (mi − 2)
(

1
p
− 1

2

)
< 3− 5

p

⇔ 1
p
(mi + 3) < mi

2
+ 2 = mi+4

2

⇔ p > 2mi+3
mi+4

.
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We will outsource the proof of (3.4.15) and (3.4.16) into the next lemma. Take into ac-
count that due to (3.4.5), we have to sum over at most two of the parameters k1, k2, k̃1, k̃2.
There are basically four possibilities: if exactly two of the parameters are nonzero, there
are two different cases: either these parameters belong to the same surface (i.e. k1, k2 = 0
or k̃1, k̃2 = 0), which correspond to the left picture in Figure 3.6, or the nonzero parame-
ters belong two different surfaces, like in the "over cross" situation shown in the picture
on the right hand side of Figure 3.6. The remaining two possibilities are firstly only one
parameter k1, k2, k̃1, k̃2 nonzero, which happens if only one of the rectangles U, Ũ touches
only one of the axes, and secondly both rectangles sitting away from the axes, where we
do not have to sum at all.
Only the first two of the afore mentioned possibilities are dealt with in the next lemma,
but the corresponding sums of course dominate the sums over fewer parameters (or even
none) as in the other two possibilities. �

Lemma 3.4.2
Let µ ≥ 0, ν > 0, n, c1, c2 ≥ 0 such that c1µ, c2µ < ν, and let a, b ∈ R+. Then

(i)
∑

k1,k2∈N(k1 + k2)
n(a2−k2c2 ∨ b)−µ(a ∨ b2−k1c1)−µ(a2−k1 ∧ b2−k2)ν

≤
∑

k1,k2∈N(k1 + k2)
n(a ∨ b)−µ(a2−k2c2 ∨ b2−k1c1)−µ(a2−k1 ∧ b2−k2)ν

.(a ∨ b)−2µ(a ∧ b)ν logn+1

(
a

b
+
b

a

)
.

If only (c1 ∧ c2)µ < ν, then

(ii)
∑

k1,k2∈N(k1 + k2)
n(a2−k2c2 ∨ b)−µ(a ∨ b2−k1c1)−µ(a2−k1 ∧ b2−k2)ν

≤
∑

k1,k2∈N(k1 + k2)
n(a ∨ b)−µ(a2−k2c2 ∨ b2−k1c1)−µ(a2−k1 ∧ b2−k2)ν

.(a ∨ b)−2µ(a ∧ b)ν
(

a ∨ b
M(a, b)

)µ+ν
logn+1

(
a

b
+
b

a

)
.

In this case, the constant indicated in "." only depends on the number n.

Proof: To prove the first inequality in both (i) and (ii), observe that a2−k2c2 ∨ b2−k1c1 is
bounded by a2−k2c2 ∨ b, also by a ∨ b2−k1c1 and hence by their minimum. Thus we have

(a2−k2c2 ∨ b) ∧ (a ∨ b2−k1c1) ≥ a2−k2c2 ∨ b2−k1c1
(a2−k2c2 ∨ b) ∨ (a ∨ b2−k1c1) = a ∨ b,

i.e.

(a2−k2c2 ∨ b)(a ∨ b2−k1c1) ≥ (a ∨ b)(a2−k2c2 ∨ b2−k1c1).

Notice that in the right hand side in (i) and (ii) we may rewrite

(a ∨ b)−µ(a ∧ b)ν = (ab)ν(a ∨ b)−µ−ν (3.4.17)
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and

(a ∨ b)−µ(a ∧ b)ν
(

a ∨ b
M(a, b)

)µ+ν
= (ab)νM(a, b)−µ−ν . (3.4.18)

Using the symmetry in the formula, it suffices to estimate

S =
∑

k1,k2∈N
a2−k1≤b2−k2

kn1k
n
2 (a2

−k2c2 ∨ b2−k1c1)−µaν2−k1ν .

If we have c2µ < ν, then

S ≤aν−µ
∑

k2

kn2 2
k2c2µ

∑

k1:a2−k1≤b2−k2

kn1 2
−k1ν

≈aν−µ logn
(
a

b
+
b

a

)(
b

a

)ν∑

k2

k2n2 2k2(c2µ−ν)

≈a−µbν logn
(
a

b
+
b

a

)
.

If c1µ < ν holds true, we have

S ≤aνb−µ
∑

k1

kn1 2
k1(c1µ−ν)

∑

k2:a2−k1≤b2−k2

kn2

≤aνb−µ logn+1

(
a

b
+
b

a

)∑

k1

k2n+1
1 2k1(c1µ−ν)

.aνb−µ logn+1

(
a

b
+
b

a

)
.

To see (i), assume c1µ < ν and c2µ < ν. We may then apply both of the previous
approaches and obtain

S

logn+1
(
a
b
+ b

a

) .a−µbν ∧ aνb−µ

=aνbν(a−µ−ν ∧ b−µ−ν)
=(ab)ν(a ∨ b)−µ−ν
=(a ∨ b)−µ(a ∧ b)ν .

For Part (ii), where only (c1 ∧ c2)µ < ν, consider three cases:
If we have c1 > c2, i.e. c2µ < ν, then M(a, b) = a and

S . a−µbν logn
(
a

b
+
b

a

)
= (ab)ν(M(a, b))−µ−ν logn

(
a

b
+
b

a

)

If c1 < c2 holds true, i.e. c1µ < ν, then M(a, b) = b and

S . aνb−µ logn+1

(
a

b
+
b

a

)

=(ab)ν(M(a, b))−µ−ν logn+1

(
a

b
+
b

a

)
.

The subcase c1 = c2 is already included in Part (i), since then both c1µ, c2µ < ν and
a∨b

M(a,b)
= 1. �
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3.5 Globalisation

Recall (3.4.2): the surfaces we are interested in are S = S1 = Γ(φ|U) and S̃ = S2 = Γ(φ|Ũ),
with U = U1 = r(1)+[0, ρ1]×[0, ρ2] and Ũ = U2 = r(2)+[0, ρ1]×[0, ρ2] two dyadic rectangles
of side length and distance in x1−direction (x2−direction) equal to ρ1 (ρ2 respectively).
Let κi denote the maximal principal curvature in xi−direction of both S1, S2, and let σj ,
j = 1, 2 be the associated Lebesgue measures of S1, S2 respectively.
Our bilinear estimate is still a local result restricted to cuboids

QS1,S2(R; r) =

{
x ∈ R3 : |xi + ∂iφ(r)x3| ≤

R

ρi
, i = 1, 2, |x3| ≤

R

κ1ρ21 + κ2ρ22

}
, (3.5.1)

for any r ∈ U1 ∪ U2. The r we will choose are r(1), r(2), and since S1 and S2 are fixed
during this chapter, we define

Qj(R) = QS1,S2(R; r
(j)). (3.5.2)

3.5.1 General globalisation results

The next task will be to extend the inequalities from cuboids to the whole space and to
get rid of the factor Rα. There is a certain amount of so-called globalisation or ε-removal
technique available for this purpose, for instance a lemma from Tao and Vargas [TV1],
who themselves followed ideas from Bourgain [Bo2]. By isolating the essential ingredients
of the proof and taking them as assumptions, we will give a slightly reformulated version,
although the proof basically remains the same.

Lemma 3.5.1
Let C, α, s > 0, 1 ≤ p0 < p < p1 ≤ ∞, and let S1, S2 be hypersurfaces like intro-
duced above, with associated cuboids Qj(R), R ≥ 1. Let ν1, ν2, µ be measures supported
on S1, S2,R3 respectively, with smooth densities with respect to the respective Lebesgue
measures. Assume that for all R ≥ 1 and all fj ∈ L2(Sj, νj), j = 1, 2

(i) ‖f̂1dν1f̂2dν2‖Lp0(Qj(R),µ) ≤ CRα‖f1‖L2(S1,ν1)‖f2‖L2(S2,ν2),

(ii) |d̂νj(x)| ≤ CR−s for all x /∈ Qj(R),

(iii) ‖f̂jdνj‖Lp1(Rn,µ) ≤ C‖fj‖L2(Sj ,νj).

Assume 1
p
+ 2α

sp
≤ 1

p0
+ 2α

sp1
. Then

‖f̂1dν1f̂2dν2‖Lp(Rn,µ) ≤ C ′‖f1‖L2(S1,ν1)‖f2‖L2(S2,ν2) for all fj ∈ L2(Sj, νj), j = 1, 2,
(3.5.3)

where C ′ only depends on C, α, s, p, p0, p1.

Remark
(i) In [TV1], the authors assume that the Fourier transform of the measures νj has some

decay, i.e. |d̂νj(x)| . |x|−s. Therefrom they deduce (ii) and (iii), with p1 =
2s+2
s

.
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(ii) An important step in the proof is the splitting of the surface measure into σ1 = σR1 +

σ1,R where d̂σ1,R(x) = φR(x)d̂σ1(x) with a bump function φR adapted to a cube of
side length R. The function φR has to be modified to a function adapted to our
cuboid Q1(R). The argument is repeated for σ2, where we take the second cuboid to
be Q2(R).

Although we are provided with this general result, we need to modify it since we seek to
keep track of the sharp constants. The following modification takes this into account.

Corollary 3.5.2 (Globalisation Lemma)
Let C, α, s > 0, 1 ≤ p0 < p < p1 <∞, and let S1, S2 be hypersurfaces like introduced above,
with associated cuboids Qj(R), R ≥ 1. Let σ1, σ2 be the Lebesgue measures of S1, S2. We
take the Lebesgue measure on Rn. Assume that there exist constants A,B > 0, R0 > 1,
Ar = A · B 1

r for all r ∈ {p, p0, p12 } such that for all R > R0 and all fj ∈ L2(Sj, σj),
j = 1, 2,

(i) ‖f̂1dσ1f̂2dσ2‖Lp0 (Qj(R)) ≤ CAp0R
α‖f1‖L2(S1,σ1)‖f2‖L2(S2,σ2),

(ii) |d̂σj(x)| ≤ CA∞R
−s for all x /∈ Qj(R),

(iii) ‖f̂jdσj‖Lp1(Rn) ≤ CA
1/2
p1/2

‖fj‖L2(Sj ,σj).

Assume 1
p
+ 2α

sp
≤ 1

p0
+ 2α

sp1
. Then

‖f̂1dσ1f̂2dσ2‖Lp(Rn) ≤ C ′Ap‖f1‖L2(S1,σ1)‖f2‖L2(S2,σ2) for all fj ∈ L2(Sj, σj), j = 1, 2,
(3.5.4)

where C ′ depends only on C, α, s, p, p0, p1.

Remark
We call a constant Ar = A · B 1

r log-affine, since logAr = logA + 1
r
logB is an affine

function in 1
r
. This log-affine shape of the constant is vital for the proof.

Proof: The idea is to absorb the constants into the measures: Define νi =
1
A
σi, i = 1, 2

and µ = 1
B
λ, where λ denotes the Lebesgue measure on Rn. Then

‖f̂1dν1f̂2dν2‖Lp0(Q(R),µ) =A
−2B

− 1
p0 ‖f̂1dσ1f̂2dσ2‖Lp0(Q(R),λ)

≤CA−2B
− 1

p0AB
1
p0Rα‖f1‖L2(S1,σ1)‖f2‖L2(S2,σ2)

=CA−1Rα‖f1‖L2(S1,σ1)‖f2‖L2(S2,σ2)

=CRα‖f1‖L2(S1,ν1)‖f2‖L2(S2,ν2).

Similarly, we see that the assumptions of Corollary 3.5.2 imply the assumptions in Lemma
3.5.1, and finally that (3.5.3) implies (3.5.4). �
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3.5.2 On the conditions for the Globalisation Lemma

That the two cuboids Qj(R), j = 1, 2 are naturally adapted to the two subsurfaces Sj ,
j = 1, 2 can be seen in the next lemma:

Lemma 3.5.3
Let j ∈ {1, 2}. Then for some s > 0 and any x ∈ R3 we have

|d̂σj(x)| ≤ Csρ1ρ2(1 + |(ρ1(x1 + ∂1φ(r
(j))x3), ρ2(x2 + ∂2φ(r

(j))x3), (κ1ρ
2
1 ∨ κ2ρ

2
2)x3)|)−s.

(3.5.5)

If moreover x /∈ Qj(R), then

|d̂σj(x)| ≤ Csρ1ρ2R
−2s. (3.5.6)

Proof: Recall that φ splits into φ(x) = φ1(x1) + φ2(x2). Fix j ∈ {1, 2} and let r = r(j).
Then

|d̂σj(x)| =
∣∣∣∣
∫ r1+ρ1

r1

∫ r2+ρ2

r2

e−i(x1ξ1+x2ξ2+x3(φ1(ξ1)+φ2(ξ2)))dξ

∣∣∣∣

=

∣∣∣∣
∫ r1+ρ1

r1

e−i(x1ξ1+x3φ1(ξ1))dξ1

∫ r2+ρ2

r2

e−i(x2ξ2+x3φ2(ξ2))dξ2

∣∣∣∣ .

Since both integrals have the same appearance, we use the same estimate. Let i ∈ {1, 2}.
Case 1: ri > 0

Since [ri, ri + ρi] is a dyadic interval, ri > 0 means ri ≥ ρi, thus κi ≈ φ′′
i (ri) ≈ rmi−2

i . We
obtain

∣∣∣∣
∫ ri+ρi

ri

e−i(xiξi+x3φi(ξi))dξi

∣∣∣∣ =
∣∣∣∣
∫ ρi

0

e−i(xi(ri+yi)+x3φi(ri+yi))dyi

∣∣∣∣

=

∣∣∣∣
∫ ρi

0

e−i((xi+φ
′
i(ri)x3)yi+x3(φi(ri+yi)−φi(ri)−φ

′
i(ri)yi))dyi

∣∣∣∣

=

∣∣∣∣
∫ ρi

0

e−i((xi+φ
′
i(ri)x3)yi+x3Ψ(yi))dyi

∣∣∣∣

=ρi

∣∣∣∣
∫ 1

0

e−i((xi+φ
′
i(ri)x3)ρiyi+x3Ψ(ρiyi))dyi

∣∣∣∣
.ρi(1 + |(ρi(xi + φ′

i(ri)x3),κiρ
2
ix3)|)−s,

where Ψ(yi) = φi(ri + yi)− φi(ri)− φ′
i(ri)yi, such that

d2

dy2i
Ψ(ρiyi) = φ′′(ri + ρiyi)ρ

2
i ≈ κiρ

2
i .

In this case we may choose s = 1
2
.

Case 2: ri = 0
Here,

|
∫ ρi

0

e−i(xiξi+x3φi(ξi))dξi| =ρi|
∫ 1

0

e−i(xiρiyi+x3φi(ρiyi))dyi| . ρi(1 + |(ρixi, ρmi
i x3)|)−s,
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with s = 1
mi

. However, φ′
i(ri) = φ′

i(0) = 0 and κi ≈ ρmi−2
i in this case, i.e. ρmi

i ≈ κiρ
2
i .

The desired statement follows from the observation that

(1 + |(ρ1(x1 + φ′
1(r1)x3),κ1ρ

2
1x3)|)(1 + |(ρ2(x2 + φ′

2(r2)x3),κ2ρ
2
2x3)|)

& 1 + |(ρ1(x1 + ∂1φ(r)x3), (ρ2(x2 + ∂2φ(r)x3),κ1ρ
2
1 ∨ κ2ρ

2
2)x3)|.

The second part of the lemma is clear due to the definition of the cuboids (3.5.1) . �

The following lemma is a variation of Greenleaf’s theorem that some decay of the Fourier
transform of a surface measure implies a Fourier restriction estimate [Gre]. The first ver-
sion of such a theorem was by Stein and Tomas for the sphere. Our proof will closely
follow the proof of the first approach in Theorem 3, Chapter VIII, §4 from [St], although
this does not give the optimal range. But since we only seek to obtain some result for the
Globalisation Lemma, we do not need the optimal result (which would require a much
more complicated proof).

Lemma 3.5.4
Let S be some hypersurface in Rn with associated surface measure µ. Assume that

|d̂µ(x)| ≤ C0(1 + |T (x)|)−s (3.5.7)

for some C0, s > 0 and some T ∈ GL(Rn). Then there exists a p1 ≥ 4 such that

‖f̂dµ‖p1 ≤ Cp1
√
C0| det T |−

1
p1 ‖f‖L2(S) (3.5.8)

holds true for all f ∈ L2(S).

One might be tempted to simply apply a well-known result, like Greenleaf’s, to some
appropriately transformed measure, i.e. scale to the situation where T is the identity
matrix. However, like before, we have to control how the constant depends on the choice
of surface, so we will go through the argument.

Proof: Let R be the restriction operator associated to S and 1
p1

+ 1
p′1

= 1. It suffices to

show for g ∈ S(Rn)

‖R(g)‖L2(S) .
√
C0| detT |−

1
p1 ‖g‖p′1,

or, equivalently

‖R∗R(g)‖p1 . C0| detT |−
2
p1 ‖g‖p′1.

Notice that R∗R(g) = g ∗ d̂µ and

|(g ∗ d̂µ)(x)| ≤
∫

|g(x− y)||d̂µ(y)|dy

≤C0

∫
|g(x− y)||T (y)|−sdy

=C0| detT |−1

∫
|g(T−1(Tx− z))||z|−sdz
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i.e.

‖R∗Rg‖p1 = ‖g ∗ d̂µ‖p1 ≤ C0| detT |−1− 1
p1 ‖|g ◦ T−1| ∗ | · |−s‖p1.

Notice that if (3.5.7) is valid for some s > 0, it is also valid for all s′ ∈ (0, s). Therefore we
may assume s < n without loss of generality. According to the classical Hardy-Littlewood-
Sobolev Inequality (see [St]), for 1 < p1, q < ∞, 0 < s < n such that 1

p1
= 1

q
+ s

n
− 1 we

have

‖h ∗ | · |−s‖p1 ≤ Cp1,q‖h‖q.

Since we are interested in q = p′1, we have 2
p1

= s
n
, i.e. p1 = 2n

s
. Because we may even

assume s ≤ n
2

without loss of generality, we can ensure p1 =
2n
s
≥ 4. We obtain

‖R∗Rg‖p1 . C0| detT |−1− 1
p1 ‖g ◦ T−1‖p′1 = C0| det T |

−1− 1
p1

+ 1
p′
1 ‖g‖p′1 = C0| detT |−

2
p1 ‖g‖p′1.

�

Combining this result with Lemma 3.5.3, we immediately obtain

Corollary 3.5.5
For some value 4 ≤ p1 <∞

‖f̂dσj‖p1 .
√
ρ1ρ2[ρ1ρ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

− 1
p1 ‖f‖L2(Sj ,σj). (3.5.9)

3.5.3 Application

Let us recall that the local estimate we obtained in Theorem 3.4.1 for pc = 2 m̄+3
m̄+4

< p ≤ 2
was

‖R∗
S1,S2

‖L2×L2→Lp(Qj(R)) ≤CαRα[κ1κ2(κ1ρ
2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p (3.5.10)

· logγα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

=CαR
αAp, (3.5.11)

if we define for p ≤ 2

Ap =[κ1κ2(κ1ρ
2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p logγα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

=(κ1κ2)
1
2p

− 1
2 [(κ1ρ

2
1 ∨ κ2ρ

2
2)(κ1ρ

2
1 ∧ κ2ρ

2
2)]

1
2
− 1

2p
(κ1ρ

2
1 ∨ κ2ρ

2
2)

1
p
−1

(κ1ρ21 ∧ κ2ρ22)
2
p
−1

logγα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

=(ρ1ρ2)
1− 1

p
(κ1ρ

2
1 ∨ κ2ρ

2
2)

1
p
−1

(κ1ρ21 ∧ κ2ρ22)
2
p
−1

logγα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

=A · B 1
p ,
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where

A =ρ1ρ2
κ1ρ

2
1 ∧ κ2ρ

2
2

κ1ρ
2
1 ∨ κ2ρ

2
2

logγα
(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)
(3.5.12)

B =(ρ1ρ2)
−1 κ1ρ

2
1 ∨ κ2ρ

2
2

(κ1ρ21 ∧ κ2ρ22)
2
. (3.5.13)

However this does not cover the region p ≥ 2. In this area, we interpolate our L2−estimate

‖R∗
S1,S2

‖L2×L2→Lp(Qj(R)) ≤CαRαA2

=CαR
α(ρ1ρ2)

1
2 (κ1ρ

2
1 ∨ κ2ρ

2
2)

− 1
2 logγα

(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)

with the trivial L∞−result

‖R∗
S1,S2

(f, g)‖L∞(Qj(R)) ≤‖f̂dσ‖∞‖ĝdσ‖∞
≤‖f‖L1(S1)‖g‖L1(S2)

≤ρ1ρ2‖f‖L2(S1)‖g‖L2(S2).

Let

A∞ = ρ1ρ2, (3.5.14)

then we have also for p ≥ 2

‖R∗
S1,S2

‖L2×L2→Lp(Qj(R)) ≤CαRαAp, (3.5.15)

if we define for p ≥ 2

Ap = A
2
p

2A
1− 2

p
∞ = A

2
pB

1
pA

1− 2
p

∞ = A∞

(
B
A2

A2
∞

) 1
p

,

i.e.

Ap = A′B′ 1
p (p ≥ 2) (3.5.16)

with

A′ =A∞ = ρ1ρ2 (3.5.17)

B′ =B
A2

A′2
= [ρ1ρ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

−1 log2γα
(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)
. (3.5.18)

We see that for p, p0 ≥ 2, p1 ≥ 4 the assumptions (i), (ii) and (iii) of Corollary 3.5.2 are
fulfilled by Lemma 3.5.3 and Corollary 3.5.5 since

A
1/2
p1/2

=A′1/2B
′ 1
p1

=
√
ρ1ρ2[ρ1ρ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

− 1
p1 log

2γα
p1

(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)

&
√
ρ1ρ2[ρ1ρ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

− 1
p1 .
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1

2
11

p0

1

p

1

p1

0

log(Kp)

log(Ap)

Figure 3.7: The schematic relation of the constants

Unfortunately this does not extend below p = 2 since logAp is not affine in 1
p

on the whole

interval [0, 1] as we wish, but just piecewise affine (cf. Figure 3.7).
The solution to this problem is to interpolate the local Lp0−result with the trivial L∞−result
in order to get the log-affine structure in the constant. This will slightly increase the con-
stant for the global bilinear Lp−result. However, since we can choose p and p0 arbitrarily
close together, the impact is negligible, as we shall see. In particular, we will obtain the
same linear result as we would have obtained by the conjectured bilinear result, i.e. with
the constant Ap from the local bilinear result.

Introduce m̄ = m1 ∨m2 and pc = 2 m̄+3
m̄+4

. The result we obtain is the following. Observe
that it includes both cases p ≤ 2 and p > 2:

Theorem 3.5.6
Let pc < p0 < 2, p > p0. Then there exists constants C, γ > 0 such that

‖R∗
S1,S2

‖L2×L2→Lp(R3) ≤C
(
A′

A

)1−
p0
p

AB
1
p

=C(ρ1ρ2)
1− 1

p
(κ1ρ

2
1 ∨ κ2ρ

2
2)

1−p0
p

(κ1ρ21 ∧ κ2ρ22)
2−p0

p

logγ
p0
p

(
κ1ρ

2
1

κ2ρ22
+

κ2ρ
2
2

κ1ρ21

)
. (3.5.19)

Proof: Define

Kp = Atp0A
1−t
∞ ,

1

p
=

t

p0
. (3.5.20)

According to Lemma 3.5.3, there is an s > 0 such that |d̂σj(x)| . ρ1ρ2R
−s for all x /∈

Qj(R). Chose p1 according to Corollary 3.5.5, then fix an α > 0 small enough such that
1
p
+ 2α

sp
≤ 1

p0
+ 2α

sp1
.

We have to check the assumptions in our Globalisation Lemma, Corollary 3.5.2, with the
constants Kp instead of Ap. The first one, (i), is clear since Kp0 = Ap0. Additionally
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K∞ = A∞ = ρ1ρ2, thus (ii) follows from Lemma 3.5.3.
Condition (iii) requires slightly more work. Corollary 3.5.5 tells us

‖R∗
Sj
‖L2→Lp1 .(ρ1ρ2)

1
2 [ρ1ρ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

− 1
p1

≤A′ 1
2B

′ 1
p1

=A
1/2
p1/2

. K
1/2
p1/2

.

To show the last inequality, observe that

(
B′

B

) 1
p0 (3.5.18)

=

(
A

A′

) 2
p0

.
A

A′

since p0 < 2, and A . A′. Thus

A′B
′ 1
p0 . AB

1
p0 = Ap0. (3.5.21)

We write 2
p1

= t
p0

and conclude

Ap1/2 = A′B
′ 2
p1 = A′1−t(A′B

′ 1
p0 )t . A1−t

∞ Atp0 = Kp1/2.

Applying Corollary 3.5.2 gives (t = p0
p

and γ = γα)

‖R∗
S1,S2

‖L2×L2→Lp .Kp = A1−t
∞ Atp0

=A′1−
p0
p A

p0
p B

1
p

=

(
A′

A

)1−
p0
p

AB
1
p

=

[
κ1ρ

2
1 ∨ κ2ρ

2
2

κ1ρ
2
1 ∧ κ2ρ

2
2

log−γ
(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)]p−p0
p

· (ρ1ρ2)1−
1
p
(κ1ρ

2
1 ∨ κ2ρ

2
2)

1
p
−1

(κ1ρ21 ∧ κ2ρ22)
2
p
−1

logγ
(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)

=(ρ1ρ2)
1− 1

p
(κ1ρ

2
1 ∨ κ2ρ

2
2)

1−p0
p

(κ1ρ
2
1 ∧ κ2ρ

2
2)

2−p0
p

logγ
p0
p

(
κ1ρ

2
1

κ2ρ
2
2

+
κ2ρ

2
2

κ1ρ
2
1

)
.

�
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3.6 Passage from the bilinear to the linear estimate

Recall m̄ = m1 ∨m2 and 1
h
= 1

m1
+ 1

m2
. Recall further our main Theorem 3.1.1 which we

seek to prove:

Theorem
Let p > pc = 2 m̄+3

m̄+4
and 1

q′
≥ h+1

2p
. Additionally we assume h+ 1 < 2p.

Then R∗ is bounded from Lq,s(Γ) to L2p,s(R3) for any 1 ≤ s ≤ ∞.
If moreover q ≤ 2p or 1

q′
> h+1

2p
, then R∗ is bounded from Lq(Γ) to L2p(R3).

Proof: We claim that it suffices to prove the restricted weak-type estimate

‖χ̂Ωdσ‖2p . |Ω| 1q (3.6.1)

for any measurable set Ω ⊂ Q = [0, 1] × [0, 1]. The reason for this is that establishing
(3.6.1) for all p, q fulfilling our condition allows to apply an interpolation theorem (for
instance theorem 1.4.19 in [Gra]) and obtain that R∗ is bounded from Lq,s(Γ) to L2p,s(R3)
for any 1 ≤ s ≤ ∞. Under the additional assumption q ≤ 2p, we have

‖f̂dσ‖2p = ‖f̂dσ‖2p,2p ≤ ‖f̂dσ‖2p,q . ‖f‖q,q = ‖f‖q. (3.6.2)

Another way to see this is to choose s = ∞, i.e. use the boundedness of R∗ from Lq,∞(Γ)
to L2p,∞(R3) in order to apply Marcinkiewicz interpolation (although we would loose the
endpoint q = 2p of the line 1

q′
= h+1

2p
). Unfortunately, this requires q ≤ 2p as well. With

the techniques we use, we seem to be limited to the restricted estimate above the diagonal
q = 2p.

Using a bidyadic decomposition Q×Q =
⋃
j

⋃
k∼k̃

τjk × τjk̃, where

τjk = [(k1 − 1)2−j1, k12
−j1]× [(k2 − 1)2−j2, k22

−j2]

and k ∼ k̃ means 2 ≤ |ki − k̃i| ≤ C, i = 1, 2, we obtain

‖χ̂Ωdσ‖22p =‖χ̂Ωdσχ̂Ωdσ‖p

≤
∑

j


∑

k∼k̃

‖F(χΩ∩τjkdσ)F(χΩ∩τjk̃
dσ)‖p∗p




1
p∗

,

where p∗ = p ∧ p′, 1
p
+ 1

p′
. (3.6.3)

The last step can be obtained for 1 ≤ p ≤ 2 by interpolation of the cases p = 2, where
one may apply Plancherel and Pythagoras, and p = 1 or p = ∞ which are simply triangle
inequality. More details can be found in Lemma 6.3. in [TVV].
Now apply Theorem 3.5.6 on Sjk = {(ξ, φ(ξ))|ξ ∈ τjk} and Sjk̃ with ρi = 2−ji, κi ≈
(ki2

−ji)mi−2 ≈ (k̃i2
−ji)mi−2 and κiρ

2
i ≈ kmi−2

i 2−jimi .
Without loss of generality, we may assume

k ∈ I := {k|km1−2
1 2−j1m1 ≥ km2−2

2 2−j2m2}, (3.6.4)
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i.e. κ1ρ
2
1 ≥ κ2ρ

2
2. Thus

‖R∗
Sjk ,Sjk̃

‖L2×L2→Lp

.(ρ1ρ2)
1− 1

p (κ1ρ
2
1 ∨ κ2ρ

2
2)

− 1
p

(
κ1ρ

2
1 ∨ κ2ρ

2
2

κ1ρ21 ∧ κ2ρ22

) 2
p
−

p0
p

logγ
p0
p

(
1 +

κ1ρ
2
1 ∨ κ2ρ

2
2

κ1ρ21 ∧ κ2ρ22

)

=2
−(j1+j2)

1
p′ k

−(m1−2) 1
p

1 2j1m1
1
p

(
km1−2
1

km2−2
2

2−(j1m1−j2m2)

) 2−p0
p

logγ
p0
p

(
1 +

km1−2
1

km2−2
2

2−(j1m1−j2m2)

)

=Aj · B
1
p

k,j,

if we define

Aj =2
−(j1+j2)

1
p′ 2j1m1

1
p2−(j1m1−j2m2)

2−p0
p , (3.6.5)

Bj,k̃ ≈ Bk,j =k
−(m1−2)
1

(
km1−2
1

km2−2
2

)2−p0

logγp0
(
1 +

km1−2
1

km2−2
2

2−(j1m1−j2m2)

)
. (3.6.6)

Since |{k̃|k ∼ k̃}| . 1 for fixed k, we conclude

‖χ̂Ωdσ‖22p .
∑

j

Aj


∑

k∼k̃

(
B

1
p

k,j|Ω ∩ τjk|
1
2 |Ω ∩ τjk̃|

1
2

)p∗



1
p∗

.
∑

j

Aj

[∑

k

B
p∗

p

k,j |Ω ∩ τjk|p
∗

] 1
p∗

.

Therefore we have to show that

∑

j

Aj

[∑

k

B
p∗

p

k,j |Ω ∩ τjk|p
∗

] 1
p∗

. |Ω| 2q .

3.6.1 Reduction

We decompose p∗ = α
r∗

+ 1
r∗′

and introduce r = r∗p∗

p
. Apply Hölder’s inequality on the

summation in k with Hölder exponent r∗ ≥ 1 (which we will determine later):

(∑

k∈I

B
p∗

p

k,j |Ω ∩ τjk|p
∗

) 1
p∗

≤
(∑

k∈I

B
p∗r∗

p

k,j |Ω ∩ τjk|α
) 1

p∗r∗
(∑

k∈I

|Ω ∩ τjk|
) 1

p∗r∗′

≤
(∑

k∈I

Br
k,j

) 1
pr

min{|Ω|, 2−j1−j2} α
p∗r∗ |Ω| 1

p∗ (1−
1
r∗ )

=

(∑

k∈I

Br
k,j

) 1
pr

min{|Ω|, 2−j1−j2}1− 1
p∗

+ 1
pr |Ω| 1

p∗
− 1

pr .
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Moreover we have |Ω| ≤ |Q| = 1 as well as 1
q′

≥ h+1
2p

, i.e. 2 − h+1
p

≥ 2
q
. Therefore

|Ω|2−h+1
p ≤ |Ω| 2q , and it suffices to show

|Ω|2−h+1
p

− 1
p∗

+ 1
pr &

∑

j

Aj min{|Ω|, 2−j1−j2}1− 1
p∗

+ 1
pr

[∑

k∈I

Br
k,j

] 1
rp

=
∑

j

2−(j1m1−j2m2)
2−p0

p 2
−(j1+j2)

1
p′ 2j1m1

1
p min{|Ω|, 2−j1−j2}1− 1

p∗
+ 1

pr

·
[∑

k∈I

k
(m1−2)(1−p0)r
1 k

(m2−2)(p0−2)r
2 logγp0r(1 +

km1−2
1

km2−2
2

2−(j1m1−j2m2))

] 1
rp

We apply the change of variables l = j1 + j2 ∈ N, l′ = j1m1 − j2m2 ∈ Z, such that
j1 =

m2l+l′

m1+m2
. Then the exponent in j1, j2 becomes

(j1m1 − j2m2)

(
p0 − 2

p

)
+ (j1 + j2)

(
1

p
− 1

)
+ j1m1

1

p

= l′
(
p0 − 2

p

)
+ l

(
1

p
− 1

)
+
m1m2l +m1l

′

m1 +m2

1

p

=
l′

p

(
p0 −

m1 + 2m2

m1 +m2

)
+ l

(
h + 1

p
− 1

)
.

The summation over k ∈ I = {km1−2
1 ≥ km2−2

2 2l
′} is independent of l, hence we have

reduced to showing that6

∞∑

l′=−∞

2
l′

p
(p0−

m1+2m2
m1+m2

)

[∑

k∈I

k
(m1−2)(1−p0)r
1 k

(m2−2)(p0−2)r
2 logγp0r(1 +

km1−2
1

km2−2
2

2−l
′

)

] 1
rp

<∞

(3.6.7)

and
∞∑

l=0

2l(
h+1
p

−1)min{|Ω|, 2−l}1− 1
p∗

+ 1
pr . |Ω|2−h+1

p
− 1

p∗
+ 1

pr . (3.6.8)

3.6.2 The case m > 2

Since m = m1 ∧m2, the condition m > 2 means both m1, m2 > 2.

Summation in k

We compare the sum over k in (3.6.7) with an integral. We claim that
∫

k1,k2≥1

k
m1−2
1

≥k
m2−2
2

2l
′

k
(m1−2)(1−p0)r
1 k

(m2−2)(p0−2)r
2 logγp0r(1 +

km1−2
1

km2−2
2

2−l
′

)dk

.

{
2
|l′|( 1

m1−2
+(1−p0)r), l′ ≥ 0

|l′|γp0r2|l′|(
1

m2−2
+(p0−2)r)+ , l′ < 0

, (3.6.9)

6Technically, we only have to sum over the smaller set l′ ∈ m1N−m2N.
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if

a :=
1

m1 − 2
+ (1− p0)r < 0 (3.6.10)

b :=
1

m2 − 2
+ (p0 − 2)r (3.6.11)

a+ b =
1

m1 − 2
+

1

m2 − 2
− r < 0 . (3.6.12)

For the moment, we will simply assume that these conditions hold true. We shall collect
several such conditions on the exponent r, and verify at the end of the chapter that we
find an r such that all conditions are satisfied.
After the transformation s = km1−2

1 , t = km2−2
2 (i.e. dk ≈ s

1
m1−2

−1
t

1
m2−2

−1
d(s, t) ), this

simplifies to

J(a, b) =

∫ ∫

s,t≥1

s≥t2l
′

satb logγp0r(1 +
s

t
2−l

′

)
ds

s

dt

t
.

{
2|l

′|a l′ ≥ 0

|l′|γp0r2|l′|b+ l′ < 0
, (3.6.13)

if a < 0, a + b < 0. Changing t′ = s
t
2−l

′
, the set of integration for the t-variable

{t : t ≥ 1, s
t
2−l

′ ≥ 1} transforms into {t′ : s
t′
2−l

′ ≥ 1, t′ ≥ 1}. Thus

J(a, b) =

∫ ∫

s,t′≥1

s≥t′2l
′

sa
( s
t′
2−l

′
)b

logγp0r(1 + t′)
ds

s

dt′

t′

= 2−l
′b

∫ ∞

t′=1

t′−b logγp0r(1 + t′)

∫ ∞

s=1∨t′2l′
sa+b

ds

s

dt′

t′

a+b<0
= 2−l

′b

∫ ∞

1

(1 ∨ t′2l′)a+bt′−b logγp0r(1 + t′)
dt′

t′
.

For l′ ≥ 0, clearly 1 ∨ t′2l′ = t′2l
′
, and hence

J(a, b) = 2l
′a

∫ ∞

1

t′a logγp0r(1 + t′)
dt′

t′
a<0≈ 2l

′a.

For l′ < 0, we split into

J(a, b) =2−l
′b

∫ 2|l
′|

1

t′−b logγp0r(1 + t′)
dt′

t′
+ 2l

′a

∫ ∞

2|l′|
t′a logγp0r(1 + t′)

dt′

t′

.2−l
′b|l′|γp0r

∫ 2|l
′|

1

t′−b−1dt′ + 2l
′a

∫ ∞

2|l
′|

t′a logγp0r(2−l
′

+ t′)
dt′

t′

=2−l
′b|l′|γp0r 1− 2l

′b

b
+

∫ ∞

1

ua logγp0r(2−l
′

(1 + u))
du

u

.2−l
′b|l′|γp0r(1 + 2l

′b) + |l′|γp0r
∫ ∞

1

ua−1 logγp0r(1 + u)du

a<0≈ |l′|γp0r(2−l′b + 1)

≈|l′|γp0r2|l′|b+,
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as we claimed.

Summation in l’

To put (3.6.9) in (3.6.7), we split the sum in (3.6.7) into summation over l′ ≥ 0 and
summation over l′ < 0. In the first case l′ ≥ 0, we obtain

∑

l′≥0

2
l′

p
(p0−

m1+2m2
m1+m2

)

[∑

k∈I

k
(m1−2)(1−p0)r
1 k

(m2−2)(p0−2)r
2 logγp0r(1 +

km1−2
1

km2−2
2

2−l
′

)

] 1
rp

.
∑

l′≥0

2
l′

p
(p0−1−

m2
m1+m2

)
2
l′( 1

pr
1

m1−2
+

1−p0
p

)
(3.6.14)

=
∑

l′≥0

2
l′

p
( 1
r

1
m1−2

−
m2

m1+m2
)
.

The sum is finite if

1

r
<
m2(m1 − 2)

m1 +m2
, (3.6.15)

which gives another condition for our collection.
In the second case l′ ≤ 0, we have

∑

l′<0

2
l′

p
(p0−

m1+2m2
m1+m2

)

[∑

k∈I

k
(m1−2)(1−p0)r
1 k

(m2−2)(p0−2)r
2 logγp0r(1 +

km1−2
1

km2−2
2

2−l
′

)

] 1
rp

.
∑

l′<0

2
l′

p
(p0−

m1+2m2
m1+m2

)|l′|
γp0
p 2

|l′|( 1
pr

1
m2−2

+
p0−2

p
)+ (3.6.16)

=
∑

l′<0

|l′|
γp0
p 2

l′

p
(p0−

m1+2m2
m1+m2

−( 1
r

1
m2−2

+p0−2)+)
.

Notice that p0 > pc = 2 m̄+3
m̄+4

= 1 + m̄+2
m̄+4

≥ 1 + m̄
m̄+2

≥ 1 + m2

m1+m2
= m1+2m2

m1+m2
yields

p0 −
m1 + 2m2

m1 +m2
> 0, (3.6.17)

therefore the sum converges in the case b
r
= 1

r
1

m2−2
+ p0 − 2 ≤ 0. However, we will not

take this as condition, but instead discuss the case b > 0, where we need

0 <p0 −
m1 + 2m2

m1 +m2
− 1

r

1

m2 − 2
− p0 + 2

=
m1

m1 +m2
− 1

r

1

m2 − 2

which is equivalent to

1

r
<
m1(m2 − 2)

m1 +m2
, (3.6.18)

the symmetric condition to (3.6.15).
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Summation in l

Recall that we want to show

(3.6.8)

∞∑

l=0

2l(
h+1
p

−1)min{2−l, |Ω|}1− 1
p∗

+ 1
pr . |Ω|2−h+1

p
− 1

p∗
+ 1

pr .

We claim that it is sufficient to show for µ > 0, ν − µ > 0

∫ ∞

0

exµmin{e−x, A}νdx . Aν−µ. (3.6.19)

Provided that (3.6.19) is valid, we apply it to A = |Ω|, µ = h+1
p

− 1 and ν = 1− 1
p∗

+ 1
pr

.

It is already known due to [IKM] that R∗ : L2(Γ) → L2p(R3) is bounded for all p ≥ h+1.
Hence, we are interested in results for p < h + 1, and this means we may assume µ =
h+1
p

− 1 > 0. Moreover we want 0 < ν−µ = 2− 1
p∗
+ 1

pr
− h+1

p
= 1

p

(
2p− h− 1− p

p∗ +
1
r

)
.

Notice that if p ≤ 2, then p
p∗ = 1, but if p > 2, then p

p∗ = p
(
1− 1

p

)
= p − 1. Thus

p
p∗

= 1 + (p− 2)+ for all 1 ≤ p ≤ ∞, i.e. the condition which is required is

1

r
> h+ 2− 2p+ (p− 2)+ . (3.6.20)

We still need to check (3.6.19). Observe

∫ ∞

0

exµmin{e−x, A}νdx =

∫ ∞

lnA

eyµA−µmin{e−yA,A}νdy

=Aν−µ
∫ ∞

lnA

eyµmin{e−y, 1}νdy.

The integral can be estimated by

∫ ∞

lnA

eyµmin{e−y, 1}νdy ≤
∫ 0

−∞

eyµdy +

∫ ∞

0

e−y(ν−µ)dy

and converges since µ > 0 and ν − µ > 0.
It still remains to check whether there exist 1 ≤ r <∞ (for m>2) satisfying the conditions
(3.6.10), (3.6.12), (3.6.15), (3.6.18) and (3.6.20). This task will be accomplished in Lemma
3.6.1. First, we discuss the situation where m = 2.

3.6.3 The case m = 2

We will just give some hints how to modify the previous proof. In this case, r = ∞ turns
out to be an appropriate choice. Rewriting the integral in (3.6.9) in terms of the Lr−norm
yields

∥∥∥∥∥

(
k
(m1−2)(1−p0)
1 k

(m2−2)(p0−2)
2 logγp0(1 +

km1−2
1

km2−2
2

2−l
′

)

)

k∈I

∥∥∥∥∥
r

.

{
2
|l′|( 1

r
1

m1−2
+1−p0) l′ ≥ 0

|l′|γp02|l′|(
1
r

1
m2−2

+p0−2)+ l′ < 0
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provided the conditions

(3.6.10)
1

m1 − 2
+ (1− p0)r < 0,

(3.6.12)
1

m1 − 2
+

1

m2 − 2
− r < 0

are satisfied. This already gives rise to the conjecture

sup
k∈I

k
(m1−2)(1−p0)
1 k

(m2−2)(p0−2)
2 logγp0(1 +

km1−2
1

km2−2
2

2−l
′

) (3.6.21)

≤ sup
s≥t2l′

s1−p0tp0−2 logγp0(1 +
s

t
2−l

′

) .

{
2|l

′|(1−p0) l′ ≥ 0

|l′|γp02|l′|(p0−2)+ l′ < 0
.

Observe that the conditions (3.6.10) and (3.6.12) are automatically fulfilled for r = ∞.
It is easy to check that (3.6.21) indeed holds true, even in the case m = 2.

Summation in l’

The summation in l′ becomes simpler. We split again into l′ ≥ 0 and l′ < 0, and obtain
for the first half of the sum (cf. (3.6.14))

∑

l′≥0

2
l′

p
(p0−

m1+2m2
m1+m2

)
2l

′ 1−p0
p =

∑

l′≥0

2
− l′

p
m2

m1+m2 <∞.

The second part of the sum becomes (cf. (3.6.16))

∑

l′<0

|l′|γ
p0
p 2

l′

p
(p0−

m1+2m2
m1+m2

−(p0−2)+)
.

We already know from (3.6.17) that p0 − m1+2m2

m1+m2
> 0. Thus the sum converges if p0 ≤ 2.

For p0 > 2, notice

p0 −
m1 + 2m2

m1 +m2
− (p0 − 2)+ =

m1

m1 +m2
> 0,

and thus the sum is finite.

Summation in l

It remains to show

∞∑

l=0

2l(
h+1
p

−1)min{|Ω|, 2−l}1− 1
p∗ . |Ω|2−h+1

p
− 1

p∗ ,

which is the special case r = ∞ of (3.6.8). We saw that this holds true provided (3.6.20):
1
r
> h+ 2− 2p+ (p− 2)+.

However,

2p > 2pc = 4
m̄+ 3

m̄+ 4
=

2m̄+ 4

m̄+ 4
+ 2 >

2m̄

m̄+ 2
+ 2

m=2
= h+ 2.
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Thus for the case p ≤ 2 we have h + 2 − 2p + (p − 2)+ = h + 2 − 2p < 0. For the case
p > 2 notice that

h + 2− 2p+ (p− 2)+ = h− p =
2m̄

m̄+ 2
− p < 2− p < 0.

�

3.6.4 Final considerations

It remains to check whether we could satisfy all our conditions in the case m > 2.

Lemma 3.6.1
Let m > 2, p, p0 ≥ pc = 2 m̄+3

m̄+4
and h+ 1 < 2p. Define

J =]0, 1 + (p− 2)+]∩]h + 2− 2p+ (p− 2)+,
m̄(m− 2)

m̄+m
[ (3.6.22)

Then J 6= ∅ and for every 1
r
∈ J we have r∗ = rp

p∗
≥ 1 and

(3.6.10)
1

r
< (m1 − 2)(p0 − 1)

(3.6.12)
1

r
<

(m1 − 2)(m2 − 2)

m1 +m2 − 4

(3.6.15)
1

r
<
m2(m1 − 2)

m1 +m2

(3.6.18)
1

r
<
m1(m2 − 2)

m1 +m2

(3.6.20)
1

r
> h+ 2− 2p+ (p− 2)+

Proof: First of all, we will show h + 2 − 2p + (p− 2)+ < m̄(m−2)
m̄+m

= h− 2m̄
m̄+m

. We begin
with the case p ≤ 2. Since p > pc, it suffices to prove

h+ 2− 2pc < h− 2m̄

m̄+m

⇔ m̄

m̄+m
< pc − 1 =

m̄+ 2

m̄+ 4

⇔ 2m̄ < mm̄+ 2m,

(3.6.23)

which is true since m ≥ 2.
If p > 2, observe

h+ 2− 2p+ (p− 2)+ = h− p < h− 2 ≤ h− 2m̄

m̄+m
=
m̄(m− 2)

m̄+m
.
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Thus both intervals used for the definition of J are not empty, but we still have to check
that their intersection is not trivial. Since we assumed h+ 1 < 2p, we have

h+ 2− 2p+ (p− 2)+ < 1 + (p− 2)+;

since m > 2, we have 0 < m̄(m−2)
m̄+m

, hence J 6= ∅.
For 1

r
∈ J , especially 1

r
≤ 1+(p−2)+ = p

p∗
, thus r∗ = r p

p∗
≥ 1. Considering the conditions,

(3.6.20) is obvious by the definition of J . Furthermore do we have

1

r
<
m̄(m− 2)

m̄+m
=
m1m2 − 2m̄

m1 +m2
≤ m1m2 − 2mi

m1 +m2

for both i = 1, 2, which gives (3.6.15) and (3.6.18). To obtain (3.6.10), we estimate

1

r
<
m̄(m− 2)

m̄+m
≤ m̄(m1 − 2)

m̄+m

(3.6.23)
< (pc − 1)(m1 − 2) ≤ (p0 − 1)(m1 − 2).

Finally, observe that the following statements are equivalent:

m̄(m− 2)

m̄+m
≤ (m1 − 2)(m2 − 2)

m1 +m2 − 4

⇔ m̄

m̄+m
≤ m̄− 2

m̄+m− 4

⇔ m̄(m̄+m)− 4m̄ ≤ m̄(m̄+m)− 2(m̄+m)

⇔ m ≤ m̄.

Hence (3.6.12) holds true as well. �
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3.7 On the sharpness of the bilinear estimate

3.7.1 General approach

In this section, we briefly discuss the sharpness of the bilinear estimates that we obtained,
namely (3.4.4) at the endpoint. Let 0 ∈ V ⊂ R2, φ, φ̃ : V → R be smooth on a neighbour-
hood of V with φ(0) = φ̃(0), denote by σ, σ̃ the surface measures of S = Graph(φ) and
S̃ = Graph(φ̃). Let the curve Γ be a parametrisation of the intersection of the two surfaces,

i.e. of the zero set of ψ(x) = φ(x)− φ̃(x). If we define ν = ∇ψ(0)
|∇ψ(0)| as the normal direction

of Γ and τ as its tangential direction, Γ is of the form Γ(t) = tτ + (atk + O(tk+1))ν for
some k ≥ 2, |t| . 1. The order of the non-linear part φnonlin(ξ) = φ(ξ)− φ(0)−∇φ(0)ξ
of φ on a box containing Γ shall be l, i.e. φnonlin(εtτ + aεksν) = b(εt)l + O(εl+1) for
|s|, |t| . 1, ε≪ 1 (here, the Landau symbol is a function of t and s). Correspondingly we

also assume φ̃nonlin(εtτ + aεksν) = b̃(εt)l̃ +O(εl̃+1) for |s|, |t| . 1, ε≪ 1. Without loss of
generality, we may assume l̃ ≤ l. In the case l̃ = l we may even assume b ≤ b̃.

Lemma 3.7.1
Assume k = l̃ and a|∇ψ(0)| ≈ b̃. Then the bilinear restriction estimate

‖f̂dσĝdσ̃‖p ≤ Cp‖f‖2‖g‖2 for all f ∈ L2(S), g ∈ L2(S̃) (3.7.1)

implies

p ≥ pc :=
2k + 2l + 2

k + l + 2
(3.7.2)

and

Cpc & a1−
1
p
b

1
2
− 1

p

b̃
1
2

. (3.7.3)

Proof: Observe that ∂τψ(0) = 〈τ,∇ψ(0)〉 = 〈τ, ν〉|∇ψ(0)| = 0.
By a rotation of coordinates, we may assume τ = (1, 0), ν = (0, 1). In these coordinates,
∂1ψ(0) = 0.
Let f, g0 be smooth versions of the characteristic function of the set

{ξ ∈ R2|0 ≤ ξ1 ≤ ε, 0 ≤ ξ2 ≤ aεk}

well adapted to the curve Γ, i.e. let χ ∈ C∞
0 (B(0, 1

10
)), 0 ≤ χ ≤ 1, χ(0) = 1 and define

f(ξ) = g0(ξ) = χ
(
ξ1
ε
, ξ2
aεk

)
. Using the notation x′ = (x1, x2), we conclude

|f̂dσ(x)| =
∣∣∣∣
∫ ∫

e−i[x
′·ξ+x3φ(ξ)]f(ξ)dξ

∣∣∣∣

=

∣∣∣∣
∫ ∫

e−i[(x
′+∇φ(0)x3)·ξ+x3φnonlin(ξ)]f(ξ)dξ

∣∣∣∣

=aεk+1

∣∣∣∣
∫ ∫

e−i[ε(x1+∂1φ(0)x3)t+aε
k(x2+∂2φ(0)x3)s+x3φnonlin(εt,aε

ks)]χ(t, s)dtds

∣∣∣∣
&aεk+1χQ(ε)(x),
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1

aεk

1

bεl

1

b̃εl̃

(−∇φ̃(0), 1) (−∇φ(0), 1)

Q(ε)

Q̃(ε)

Figure 3.8: Shifting of the boxes

where Q(ε) = {x ∈ R3 : |x1 + ∂1φ(0)x3| ≪ 1
ε
, |x2 + ∂2φ(0)x3| ≪ 1

aεk
, |x3| ≪ 1

bεl
}. In a

similar manner, we conclude

|ĝ0dσ̃(x)| & aεk+1χQ̃(ε)(x), (3.7.4)

with Q̃(ε) = {x ∈ R3 : |x1 + ∂1φ̃(0)x3| ≪ 1
ε
, |x2 + ∂2φ̃(0)x3| ≪ 1

aεk
, |x3| ≪ 1

b̃εl̃
}.

Notice that 1

b̃εl̃
≤ 1

bεl
for ε small enough since l̃ ≤ l (or since b ≤ b̃ if l̃ = l). We aim at

covering the big box Q(ε) or at least a large part of it, by translations of the smaller box
Q̃(ε). This is possible if

|Q(ε) ∩ Q̃(ε)| ≈ |Q̃(ε)|, (3.7.5)

i.e. if the gradients ∇φ(0) and ∇φ̃(0) do not differ to much. The quantitative statement
is that we need 1

b̃εl̃
|∂1(φ − φ̃)(0)| . 1

ε
and 1

b̃εl̃
|∂2(φ − φ̃)(0)| . 1

aεk
. The first condition is

trivial, since ∂1(φ− φ̃)(0) = ∂1ψ(0) = 0. The second one is equivalent to

a|∂ν(φ− φ̃)(0)|εk−l̃ = a|∇ψ(0)| . b̃, (3.7.6)

This holds true due to our assumption a|∇ψ(0)| ≈ b̃.

Introduce the modulations of g0 by gj(ξ) = e−ijb̃
−1ε−l̃[φ̃(ξ)−∇φ(0)·ξ]g0(ξ), |j| ≤ b̃εl̃

bεl
such that

ĝjdσ̃(x) = ĝ0dσ̃(x + jb̃−1ε−l̃(−∇φ(0), 1)) are translations in the direction of (−∇φ(0), 1)
(cf. Figure 3.8). We claim that the functions ĝjdσ̃ have essentially disjoint supports on
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the big box Q(ε). The first observation to verify this is that for |x1 + ∂1φ(0)x3| ≤ 1
ε

and
|x2 + ∂2φ(0)x3| ≤ 1

aεk
we have

|ĝ0dσ̃(x)| ≈aεk+1

∣∣∣∣
∫ ∫

e−i[ε(x1+∂1φ̃(0)x3)t+aε
k(x2+∂2φ̃(0)x3)s+x3φ̃nonlin(εt,aε

ks)]χ(s, t)dtds

∣∣∣∣

≤CNaεk+1
(
1 + b̃εl̃|x3|

)−N
(3.7.7)

for any N ≥ 1. For the proof we may assume b̃εl̃|x3| ≫ 1. For the phase function

ϕ(t, s) =ε(x1 + ∂1φ̃(0)x3)t+ aεk(x2 + ∂2φ̃(0)x3)s+ x3φ̃nonlin(εt, aε
ks)

=ε(x1 + ∂1φ̃(0)x3)t+ aεk(x2 + ∂2φ̃(0)x3)s+ x3[b̃(εt)
l̃ +O(εl̃+1)]

we have

∂sϕ(t, s) ≈aεk(x2 + ∂2φ̃(0)x3) + x3O(εl̃+1)

=aεk(x2 + ∂2φ(0)x3)− aεk∂2ψ(0)x3 + x3O(εl̃+1).

Since ∂2ψ(0) = ∂νψ(0) = |∇ψ(0)|, we have aεk∂2ψ(0) ≈ b̃εl̃ and thus

∂sϕ(t, s) ≈aεk(x2 + ∂2φ(0)x3)− x3(b̃ε
l̃ +O(εl̃+1)).

As we assumed aεk|x2+∂2φ(0)x3| ≤ 1, integration by parts in s gives the estimate (3.7.7).
Consequently, we obtain

|ĝjdσ̃(x)| =|ĝ0dσ̃(x+ jb̃−1ε−l̃(−∇φ(0), 1))|
.aεk+1(1 + |b̃εl̃x3 + j|)−N , (3.7.8)

which implies for g =
∑

j gj and x ∈ Q(ε)

|ĝdσ̃(x)| ≈
∑

j

|ĝjdσ̃(x)| & aεk+1χ⋃
j
(Q̃(ε)+jb̃−1ε−l̃(−∇φ(0),1)). (3.7.9)

Notice that by construction (see (3.7.5)), we have

∣∣∣∣∣Q(ε) ∩
⋃

j

(
Q̃(ε) + jb̃−1ε−l̃(−∇φ(0), 1)

)∣∣∣∣∣

=
∑

j

∣∣∣Q(ε) ∩
(
Q̃(ε) + jb̃−1ε−l̃(−∇φ(0), 1)

)∣∣∣

≈
∑

j

|Q̃(ε)|

≈ b̃ε
l̃

bεl
(ε · aεk · b̃εl̃)−1

≈|Q(ε)|.
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Observe further that the gj are almost orthogonal in the following sense:
∫
gj ḡj′dξ =

∫
ei(j

′−j)b̃−1ε−l̃[φ̃(ξ)−∇φ(0)ξ]|g0(ξ)|2dξ

=ei(j
′−j)b̃−1ε−l̃φ̃(0)

∫
ei(j

′−j)b̃−1ε−l̃[φ̃nonlin(ξ)−∇ψ(0)ξ]|g0(ξ)|dξ

=ei(j
′−j)b̃−1ε−l̃φ̃(0)aεk+1

∫ ∫
ei(j

′−j)b̃−1ε−l̃[φ̃nonlin(εt,aε
ks)−∇ψ(0)·(εt,aεks)]χ(t, s)dsdt.

Since ∂sφ̃nonlin(εt, aε
ks) ≤ O(εl̃+1) ≪ b̃εl̃ and ∂1ψ(0) = 0, i.e.

|∂s
(
∇ψ(0) · (εt, aεks)

)
| = |∂2ψ(0)|aεk ≈ b̃εl̃,

integration by parts in s gives

|〈gj, gj′〉| . aεk+1|j − j′|−N ≈ ‖g0‖22|j − j′|−N (3.7.10)

for every N ∈ N. We conclude

‖g‖22 =
∑

j,j′

〈gj, gj′〉 ≈
∑

j

‖g0‖22 ≈
b̃εl̃

bεl
‖g0‖22. (3.7.11)

Therefore we obtain

‖f‖2‖g‖2 ≈ aεk+1

√
b̃εl̃

bεl
(3.7.12)

and

‖f̂dσĝdσ̃‖p &a2ε2k+2|Q(ε)| 1p

≈a2ε2k+2(ab)−
1
p ε−

1
p
(k+l+1)

=a2−
1
p b−

1
p ε(k+1)(2− 1

p
)−l 1

p . (3.7.13)

Thus

a2−
1
p b−

1
p ε(k+1)(2− 1

p
)−l 1

p . Cpaε
k+1

√
b̃εl̃

bεl
,

i.e.

Cp & ε(k+1)(1− 1
p
)−l 1

p
+ 1

2
(l−l̃)a1−

1
p
b

1
2
− 1

p

b̃
1
2

. (3.7.14)

Since ε can be chosen arbitrarily small, we must have (k + 1)(1− 1
p
)− l 1

p
+ 1

2
(l − l̃) ≥ 0,

which gives

p ≥ pc =
2k + 2l + 2

k + l + 2
. (3.7.15)

Moreover

Cp & a1−
1
p
b

1
2
− 1

p

b̃
1
2

(3.7.16)

for p = pc. �
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3.7.2 A lower bound for the constant in the bilinear estimate

Recall (3.4.1)

M(a, b) =Mm1,m2(a, b) =





a if m1 > m2

b if m1 < m2

a ∨ b if m1 = m2,

and φ shall be again our function of normalised finite type (m1, m2) (cf. page 52).

Lemma 3.7.2
Let V = [0, ρ1]× [0, ρ2], Ṽ = r̃+V , 2ρi ≤ r̃i . ρi, S = Graph(φ|V ), S̃ = Graph(φ|Ṽ ) and

let κi = ρmi−2
i . For p = 2m+3

m+4
, m = m1 ∧m2, we have

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))
&[κ1κ2(κ1ρ

2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p

(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ21 ∨ κ2ρ22

) 4
p
− 5

2

.

Comparison with Theorem 3.4.1 yields that the lemma states (essentially) the sharpness
of (3.4.4).

Proof:
Let φ̃(ξ) = φ(r̃ + ξ) − φ(r̃), and ψ(ξ) = φ(ξ) − φ̃(ξ) = φ(ξ) − φ(r̃ + ξ) + φ(r̃). Then
∇ψ(0) = ∇φ(0)−∇φ(r̃) = −∇φ(r̃). Introduce a orthonormal system τ, ν = ∇ψ(0) like
described above, i.e. νi ≈ − κiρi

κ1ρ1∨κ2ρ2
, τ1 ≈ κ2ρ2

κ1ρ1∨κ2ρ2
and τ2 ≈ − κ1ρ1

κ1ρ1∨κ2ρ2
. We parametrise

the intersection curve of S and S̃, more precisely, the zero set of ψ, by Γ(t) = tτ + γ(t)ν.
Since 0 = ψ(tτ + γ(t)ν), by differentiation we obtain

0 = (∇φ)(Γ(t)) · (τ + γ̇(t)ν) (3.7.17)

and for t = 0

0 = (∇ψ)(0) · (τ + γ̇(0)ν) = γ̇(0)|∇ψ(0)|, (3.7.18)

thus γ̇(0) = 0. Differentiating (3.7.17) once more in t = 0 yields

0 =τ tHess(ψ)(0)τ + |∇ψ(0)|γ̈(0)

⇒ γ̈(0) =− 1

|∇ψ(0)|τ
tHess(ψ)(0)τ

≈ 1

κ1ρ1 ∨ κ2ρ2

κ1κ
2
2ρ

2
2 + κ2κ

2
1ρ

2
1

(κ1ρ1 ∨ κ2ρ2)2

=κ1κ2
κ1ρ

2
1 + κ2ρ

2
2

(κ1ρ1 ∨ κ2ρ2)3

Therefore Γ(t) = tτ + ν(atk +O(tk+1)), γ(t) = atk +O(tk+1) with k = 2 and

a ≈ κ1κ2
κ1ρ

2
1 + κ2ρ

2
2

(κ1ρ1 ∨ κ2ρ2)3
. (3.7.19)
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Moreover we have

εtτ + aε2sν ≈(εtκ2ρ2 − aε2sκ1ρ1,−εtκ1ρ1 − aε2sκ2ρ2)

κ1ρ1 ∨ κ2ρ2
(3.7.20)

=εt
(κ2ρ2,−κ1ρ1)

κ1ρ1 ∨ κ2ρ2
+O(ε2), (3.7.21)

such that

|φnonlin(εtτ + aε2sν)| =|φ(εtτ + aε2sν)|

≈
∣∣∣∣

εtκ2ρ2
κ1ρ1 ∨ κ2ρ2

∣∣∣∣
m1

+

∣∣∣∣
εtκ1ρ1

κ1ρ1 ∨ κ2ρ2

∣∣∣∣
m2

+O(εm+1)

≈





(εt)m2

(
κ1ρ1

κ1ρ1∨κ2ρ2

)m2

+O(εm2+1) if m1 > m2

(εt)m1

(
κ2ρ2

κ1ρ1∨κ2ρ2

)m1

+O(εm1+1) if m1 < m2

(εt)m +O(εm+1) if m1 = m2.

=(εt)m
(
M(κ1ρ1,κ2ρ2)

κ1ρ1 ∨ κ2ρ2

)m
+O(εm+1)

=b(εt)l +O(εl+1),

with l = m and

b ≈
(
M(κ1ρ1,κ2ρ2)

κ1ρ1 ∨ κ2ρ2

)m
. (3.7.22)

In a similar manner, we conclude

|φ̃nonlin(εtτ + aε2sν)| ≈κ1

∣∣∣∣
εtκ2ρ2

κ1ρ1 ∨ κ2ρ2

∣∣∣∣
2

+ κ2

∣∣∣∣
εtκ1ρ1

κ1ρ1 ∨ κ2ρ2

∣∣∣∣
2

+O(ε3)

=(εt)2κ1κ2
κ1ρ

2
1 + κ2ρ

2
2

(κ1ρ1 ∨ κ2ρ2)2
+O(ε3),

hence l̃ = 2 ≤ l and

b̃ ≈ κ1κ2
κ1ρ

2
1 + κ2ρ

2
2

(κ1ρ1 ∨ κ2ρ2)2
= a(κ1ρ1 ∨ κ2ρ2) , (3.7.23)

so the conditions k = l̃ and a|∇ψ(0)| ≈ b̃ hold true. Applying Lemma 3.7.1, we obtain

pc =
2k + 2l + 2

k + l + 2
=

2m+ 6

m+ 4
= p, (3.7.24)

which we will use in the form

m

(
1

2
− 1

p

)
=
3

p
− 2 (3.7.25)

and (m− 2)

(
3

2p
− 1

)
=m

(
5

2p
− 3

2

)
. (3.7.26)
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By collecting (3.7.19), (3.7.22) and (3.7.23), we have

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))
& a1−

1
p
b

1
2
− 1

p

b̃
1
2

≈ b
1
2
− 1

p (κ1ρ1 ∨ κ2ρ2)
− 1

2a
1
2
− 1

p

≈
(
M(κ1ρ1,κ2ρ2)

κ1ρ1 ∨ κ2ρ2

)m( 1
2
− 1

p
)

(κ1ρ1 ∨ κ2ρ2)
3
p
−2

·[κ1κ2(κ1ρ
2
1 + κ2ρ

2
2)]

1
2
− 1

p

(3.7.25)
= M(κ1ρ1,κ2ρ2)

3
p
−2(κ1κ2)

1
2
− 1

p (κ1ρ
2
1 + κ2ρ

2
2)

1
2
− 1

p

=

(
M(κ1ρ1,κ2ρ2)

2

κ1κ2

) 3
2p

−1

(κ1κ2)
1
2p

− 1
2 (κ1ρ

2
1 + κ2ρ

2
2)

1
2
− 1

p .

We claim that

(
M(κ1ρ1,κ2ρ2)

2

κ1κ2

) 3
2p

−1

=(κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2pM(κ1ρ
2
1,κ2ρ

2
2)

4
p
− 5

2 . (3.7.27)

Taking this for granted for a moment, we see that

‖R∗
S,S̃

‖L2×L2→Lp(QS,S̃(R))

&M(κ1ρ
2
1,κ2ρ

2
2)

4
p
− 5

2 (κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2p (κ1κ2)
1
2p

− 1
2 (κ1ρ

2
1 ∨ κ2ρ

2
2)

1
2
− 1

p

=

(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ21 ∨ κ2ρ22

) 4
p
− 5

2

[κ1κ2(κ1ρ
2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2

(
κ1ρ

2
1κ2ρ

2
2

κ1ρ21 ∨ κ2ρ22

) 3
2
− 5

2p

=

(
M(κ1ρ

2
1,κ2ρ

2
2)

κ1ρ21 ∨ κ2ρ22

) 4
p
− 5

2

[κ1κ2(κ1ρ
2
1 ∨ κ2ρ

2
2)]

1
2p

− 1
2 (κ1ρ

2
1 ∧ κ2ρ

2
2)

3
2
− 5

2p .

To prove (3.7.27), we distinguish between three cases:
Case 1: m1 < m2

Since m = m1, we have

κ
−( 3

2p
−1)

1 = ρ
−(m−2)( 3

2p
−1)

1

(3.7.26)
= ρ

m( 3
2
− 5

2p
)

1

= (κ1ρ
2
1)

3
2
− 5

2p . (3.7.28)

Because M(κ1ρ1,κ2ρ2)
2 = κ2

2ρ
2
2, we obtain

(
M(κ1ρ1,κ2ρ2)

2

κ1κ2

) 3
2p

−1

=

(
κ2ρ

2
2

κ1

) 3
2p

−1

=(κ1ρ
2
1)

3
2
− 5

2p (κ2ρ
2
2)

3
2p

−1

=(κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2p (κ2ρ
2
2)

4
p
− 5

2

=(κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2pM(κ1ρ
2
1,κ2ρ

2
2)

4
p
− 5

2 . (3.7.29)
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Case 2: m1 > m2

A symmetric argument shows

κ
−( 3

2p
−1)

2 =(κ2ρ
2
2)

3
2
− 5

2p . (3.7.30)

and

(
M(κ1ρ1,κ2ρ2)

2

κ1κ2

) 3
2p

−1

=(κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2p (κ1ρ
2
1)

4
p
− 5

2 (3.7.31)

(κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2pM(κ1ρ
2
1,κ2ρ

2
2)

4
p
− 5

2 . (3.7.32)

Case 3: m1 = m2

Observe that in this case m1 = m = m2, thus both (3.7.28) and (3.7.30) apply, i.e.

(κ1κ2)
−( 3

2p
−1) =(κ1ρ

2
1κ2ρ

2
2)

3
2
− 5

2p . (3.7.33)

We may assume without loss of generality ρ1 ≤ ρ2. Then κ1ρ1 = ρm−1
1 ≤ ρm−1

2 = κ2ρ2.
By definition of M , we have

M(κ1ρ1,κ2ρ2)
2( 3

2p
−1) = ρ

(2m−2)( 3
2p

−1)

2

(3.7.26)
= ρ

m( 3
2p

−1)+m( 5
2p

− 3
2
)

2

= (κ2ρ
2
2)

4
p
− 5

2

= (κ1ρ
2
1 ∨ κ2ρ

2
2)

4
p
− 5

2 , (3.7.34)

since also κ1ρ
2
1 = ρm1 ≤ ρm2 = κ2ρ

2
2. Thus

(
M(κ1ρ1,κ2ρ2)

2

κ1κ2

) 3
2p

−1

=(κ1ρ
2
1 ∨ κ2ρ

2
2)

4
p
− 5

2 (κ1ρ
2
1κ2ρ

2
2)

3
2
− 5

2p . (3.7.35)

�
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3.8 Appendix

Lemma 3.3.1
Let Sj = {(ξ, φ(ξ))|ξ ∈ τj}, τj ⊂ Rd−1, j = 1, 2. Let A ∈ GL(d − 1), a > 0, and put
φs(η) = 1

a
φ(Aη). By σ, we denote the surface measure on Graph(φ), by σs the surface

measure on Graph(φs), and let Ssj = {(η, φ(η))|η ∈ τ sj }, τ sj = A−1(τj), j = 1, 2. For any
Qs ⊂ Rd+1, let Q = {(tA−1x′, a−1xd+1)|(x′, xd+1) ∈ Qs}. Assume that

‖ĝ1dσsĝ2dσs‖Lp(Qs) ≤ Cs‖g1‖2‖g2‖2 for all gj ∈ L2(S
s
j , σ

s). (3.8.1)

Then

‖f̂1dσf̂2dσ‖Lp(Q) ≤ Cs| detA|
1
p′ a−

1
p‖f1‖2‖f2‖2 for all fj ∈ L2(Sj, σ). (3.8.2)

Proof: Since

f̂jdσ(x) =

∫

τj

fj(ξ)e
i(x′·ξ+xdφ(ξ))dξ

=| detA|
∫

τsj

fj(Aξ)e
i(Atx′·η+axdφ

s(η))dη

=| detA|F(fj◦Adσ)(Ax′, axd),

we have

‖f̂1dσf̂2dσ‖Lp(Q) =| detA|2(| detA|a)− 1
p‖F(f1◦Adσ)F(f2◦Adσ)‖Lp(Qs)

≤Cs| detA|2−
1
pa−

1
p‖f1◦A‖2‖f2◦A‖2

=Cs| detA|1−
1
pa−

1
p‖f1‖2‖f2‖2.

Remark 3.8.1
Let U ⊂ Rn open, φ : U → R such that ∇φ is bounded, and let N(x) = (∇φ(x),−1) and

N0(x) =
N(x)
|N(x)|

, x ∈ U . Then for all x1, x2 ∈ U we have

|N0(x1)−N0(x2)| ≈ |N(x1)−N(x2)| = |∇φ(x1)−∇φ(x2)|, (3.8.3)

where the constants in the inequality only depend on ‖∇φ‖∞ and the dimension n.

Proof: Write vi = ∇φ(xi), ci = |N(xi)|, i = 1, 2. Then |vi| . 1 and

1 ≤ ci = |N(xi)| =
√
1 + |vi|2 . 1

for i = 1, 2. Observer further that

|c1 − c2| =
∣∣|N(x1)| − |N(x2)|

∣∣ ≤
∣∣N(x1)−N(x2)

∣∣ = |v1 − v2|. (3.8.4)

Hence we have

|N0(x1)−N0(x2)| =
|c2(v1,−1)− c1(v2,−1)|

c1c2
≈ |c2(v1 − v2, 0)− (c1 − c2)(v2,−1)|
≈ |c2(v1 − v2)− (c1 − c2)(v2)|+ |c1 − c2|.
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Thus on the one hand,

|N0(x1)−N0(x2)| . c2|v1 − v2|+ |c1 − c2|(|v2|+ 1)

. |v1 − v2|.
On the other hand

|N0(x1)−N0(x2)| &
∣∣c2|v1 − v2| − |c1 − c2||v2|

∣∣+ |c1 − c2|.
In case we have c2|v1 − v2| ≥ 2|c1 − c2||v2|, we can conclude

|N0(x1)−N0(x2)| &
1

2
c2|v1 − v2|+ |c1 − c2| & |v1 − v2|.

If the converse c2|v1 − v2| < 2|c1 − c2||v2| holds true, then we estimate

|N0(x1)−N0(x2)| & |c1 − c2| & 2|c1 − c2||v2| & |v1 − v2|.
�

Remark 3.8.2
Let 1 ≤ p0, p1 ≤ ∞ and 1

pt
= 1−t

p0
+ t

p1
, t ∈ (0, 1). Then for all F ∈ Lp0 ∩ Lp1 we have

F ∈ Lpt and

‖F‖pt ≤ ‖F‖1−tp0
‖F‖tp1. (3.8.5)

Proof: Application of Hölder’s inequality yields

‖F‖pt = ‖|F |1−t|F |t‖pt ≤ ‖|F |1−t‖ p0
1−t

‖|F |t‖ p1
t
= ‖F‖1−tp0

‖F‖tp1. (3.8.6)

Definition
For α ∈ Nn let Mα = {β ∈ Nn : βi ≤ αi} and let
Pα = {p : Mα → N :

∑
β∈Mα

|β|pβ = |α|, p0 = 0}. For every p ∈ Pα, m ∈ N we define the

set Am(p) =
{
(kβ)β∈Mα|kβ : {1, . . . , pβ} → {1, . . . , m}

}
. We further introduce the symbol

pk(x) =
∏

β∈Mα

∏pβ
i=1 xkβi

, k ∈ Am(p), x ∈ Rm.

Lemma 3.8.3 (Formula of Faa di Bruno)
Let U ⊂ Rn, V ⊂ Rm and g ∈ C∞(U, V ), f ∈ C∞(V,Rl). Then for every α ∈ Nn there
exists a sequence {cp}p∈Pα ∈ RPα such that

∂α(f ◦ g) =
∑

p∈Pα

cp([D

∑
β
pβ
f ] ◦ g)(

⊗

β∈Mα

[∂βg]pβ). (3.8.7)

Remark
For K =

∑
β∈Mα

pβ, the application of the K-tensor [D

∑
β
pβ
f ] ◦ g to the K arguments

⊗
β∈Mα

[∂βg]pβ is defined by

([D

∑
β
pβ
f ] ◦ g)(

⊗

β∈Mα

[∂βg]pβ)(x) =
∑

k∈Am(p)

[(D

∑
β
pβ
f)(g(x))](kβ1 ,...,k

β
pβ

)β∈Mα

∏

β∈Mα

pβ∏

i=1

[∂βg(x)]kβi
.

Notice that the order of appearance of each term in the argument is unimportant due to
the symmetry of the tensor.



122 3.8. Appendix

Proof: The proof is by induction. The start at α = 0 is obvious. Let j = 1, . . . , n. We
have to prove that if the statement holds true for a certain α, then it holds true for α+ ej
as well. We compute

∂α+ej (f ◦ g) =∂j
∑

p∈Pα

cp([D

∑
β∈Mα

pβ
f ] ◦ g)(

⊗

β∈Mα

[∂βg]pβ)

=
∑

p∈Pα

cp([D

∑
β∈Mα

pβ+1

f ] ◦ g)(∂jg,
⊗

β∈Mα

[∂βg]pβ)

+
∑

p∈Pα

∑

γ∈Mα,pγ 6=0

cp([D

∑
β∈Mα

pβ
f ] ◦ g)(

⊗

β∈Mα,β 6=γ

[∂βg]pβ , pγ[∂
γg]pγ−1, ∂j∂

γg).

Extend p to Mα+ej : For β ∈ Mα+ej , define p̃β = pβ if β ∈ Mα and p̃β = 0 if not. This is
just an auxiliary construction; we do not claim that p̃ is contained in Pα+ej . To handle
the first part of the sum, define p̄β = p̃β, if β 6= ej , and p̄β = p̃β + 1 if β = ej . Then

∑

β∈Mα+ej

|β|p̄β =|ej |+
∑

β∈Mα+ej

|β|p̃β

=1 +
∑

β∈Mα

|β|pβ

=|α|+ 1 = |α + ej |,

hence p̄ ∈ Pα+ej . Notice further that
∑

β∈Mα

pβ + 1 =
∑

β∈Mα+ej

p̄β and

(∂jg,
⊗

β∈Mα

[∂βg]pβ) =(∂jg, [∂jg]
p̃ej ,

⊗

β∈Mα+ej
,β 6=ej

[∂βg]p̃β)

=([∂jg]
p̄ej ,

⊗

β∈Mα+ej
,β 6=ej

[∂βg]p̄β)

=(
⊗

β∈Mα+ej

[∂βg]p̄β).

Thus

([D

∑
β∈Mα

pβ+1

f ] ◦ g)(∂jg,
⊗

β∈Mα

[∂βg]pβ) =([D

∑
β∈Mα+ej

p̄β

f ] ◦ g)(
⊗

β∈Mα+ej

[∂βg]p̄β),

which is of the desired form.
To deal with the second part, for a fixed γ ∈Mα (i.e. γ + ej ∈Mα+ej ) we define pγ by

pγβ =





p̃γ − 1, if β = γ

p̃γ+ej + 1, if β = γ + ej

p̃β, else.
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Then
∑

β∈Mα+ej

|β|pγβ =|γ|(p̃γ − 1) + |γ + ej|(p̃γ+ej + 1) +
∑

β∈Mα+ej
,β 6=γ,γ+ej

|β|p̃β

=− |γ|+ |γ + ej|+
∑

β∈Mα+ej

|β|p̃β

=1 +
∑

β∈Mα

|β|pβ

=|α|+ 1 = |α+ ej |,

hence pγ ∈Mα+ej and furthermore

[∂γg]pγ−1 = [∂γg]p
γ
γ

and ([∂γ+ejg]p̃γ+ej , ∂j∂
γg) = [∂γ+ejg]p̃γ+ej

+1 = [∂γ+ejg]
pγγ+ej . Thus

([D

∑
β∈Mα

pβ+1

f ] ◦ g)(
⊗

β∈Mα,β 6=γ

[∂βg]pβ , pγ[∂
γg]pγ−1, ∂jg) =([D

∑
β∈Mα+ej

pγβ+1

f ] ◦ g)(
⊗

β∈Mα+ej

[∂βg]p
γ
β).

To summarise, we can choose c̄p, p ∈ Pα+ej appropriate such that

∂j∂
α(f ◦ g) =

∑

p∈Pα+ej

c̄p([D

∑
β∈Mα+ej

pβ

f ] ◦ g)(
⊗

β∈Mα+ej

[∂βg]pβ).

�

Definition
Let S be a surface in Rd. A unit vector n ∈ Rd is called c-non-degenerated if |〈N(x), n〉| >
c for every x ∈ S, where N is the unit normal field of S.
If H is a hypersurface in Rd with normal vector n, ι : Rd−1 → H is an ℓ2-isometry and
S = {ι(u) + φ(u)n : u ∈ U} for some U ⊂ Rd−1, we say that S is the graph of φ : U → R
over the hypersurface H.

Lemma 3.8.4
Let d ∈ N, c, c1 > 0. Then there exists a sequence C : Nd → R+, α → Cα with the
following property:
Let φ0 ∈ C∞(U0,R), U0 ⊂ Rd−1 with |∇φ0| ≤ c1, S = {(u, φ0(u))|u ∈ U0}, A, r > 0 such
that Ar ≤ 1, n a c-non-degenerated unit vector, and assume that S is the graph of φ over
H = n⊥. If

|∂αφ0| ≤ Ar|α| (3.8.8)

for every |α| ≥ 2, then

|∂αφ| ≤ CαAr
|α| (3.8.9)

for every |α| ≥ 2.



124 3.8. Appendix

Proof: S is the set of zeros of the function f(u, t) = t − φ0(u). Obviously f satisfies
(3.8.8) as well. (3.8.10)
Moreover we have an isometry ι(u) = ι(

∑d−1
i=1 uiei) =

∑d−1
i=1 uiι(ei) with ∂jι = ι(ej). Let

g(u) = ι(u) + φ(u)n, then

∂jg = ι(ej) + ∂jφn, (3.8.11)

for all j = 1, . . . , d,

∂αg = ∂αφn (3.8.12)

for all α ∈ Nd, |α| ≥ 2 and

f(g(u)) = 0 (3.8.13)

for all u ∈ U . The implicit function theorem then tells us

|∂jφ(u)| =|[∂nf ]−1∂ι(ej)f |(ι(u) + φ(u)n)

≤ |∇f(ι(u) + φ(u)n)|
|〈∇f(ι(u) + φ(u)n), n〉| (3.8.14)

≤c1
c
.

Now let α ∈ Nd, |α| > 0 and assume that for every β ∈ Nd with 2 ≤ |β| < |α| inequality
(3.8.9) holds true7. We apply the formula of Faa di Bruno (Lemma 3.8.3). Notice that
there is just a single p̄ ∈ Pα with p̄α 6= 0: Since

∑
β∈Mα

|β|p̄β = |α|, we must have p̄α = 1
and p̄β = 0 for any β 6= α. Therefore

0
(3.8.13)
= ∂α(f ◦ g)

=
∑

p∈Pα

cp([D

∑
β
pβ
f ]) ◦ g(

⊗

β∈Mα

[∂βg]pβ)

=
∑

p∈Pα,pα=0

cp([D

∑
β
pβ
f ] ◦ g)(

⊗

β∈Mα,β 6=α

[∂βg]pβ) + cp̄([∇f ] ◦ g) · (∂αg).

Hence

c|∂αφ| ≤|〈(∇f) ◦ g, n〉∂αφ|
=|〈(∇f) ◦ g, ∂αg〉| (3.8.15)

≤ 1

|cp̄|
∑

p∈Pα,pα=0

|cp||[D
∑
β
pβ
f ] ◦ g|

∏

β∈Mα,β 6=α

|∂βg|pβ .

Notice that β ∈Mα, β 6= α implies |β| < |α|. Thus for |β| ≥ 2 we have

|∂βg| (3.8.12)
= |∂βφ| ≤ CβAr

|β|.

7The beginning of the induction on |α| is indeed included, since for |α| = 2, the range of β’s is empty.
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For |β| = 1 however, we do not have such an estimate. But we may apply (3.8.14) to
see that |∂βφ| . 1. Observe further that p0 = 0 by definition, so we do not need to
worry about β = 0. Finally, according to (3.8.10), we can estimate the derivatives of f

by |D
∑
β

pβ
f | ≤ Ar

∑
β

pβ
. We obtain for p 6= p̄

|[D
∑
β
pβ
f ] ◦ g|

∏

β∈Mα,β 6=α

|∂βg|pβ .Ar

∑
β
pβ ∏

β∈Mα,β 6=α,|β|≥2

(Ar|β|)pβ

=A1+
∑

|β|≥2 pβr
∑

β pβ+
∑

|β|≥2 |β|pβ

=A(Ar)
∑

|β|≥2 pβr
∑

β |β|pβ

≤Ar|α|.

Putting this bound into (3.8.15) gives the correct estimate. �





Summary

My thesis deals with problems in Fourier restriction theory. The restriction problem
associated to a hypersurface S ⊂ Rn is the question for which values p, q the adjoint

restriction operator R∗
S(f) = f̂dσS is bounded from Lq(S) to Lp(Rn), where σS is the

surface measure of S.
The introduction in Chapter 1 outlines the background of the problem and gives a brief
survey of previous work by other authors and the development in this field, mainly for
surfaces with nonvanishing Gaussian curvature. The surfaces dicussed in this thesis are
so-called surfaces of finite type in R3, where the gaussian curvature is allowed to vanish
at certain points, but the surface still has finite order of contact.

Part 2 discusses the case of a conical surface of finite type, which can be obtained by
taking a cone and replacing the underlying curve, the circle, by a curve of finite type.
This situation allows to adapt techniques applied in restriction estimates for curves. We
describe the previous partial progress on this problem and give the complete solution of
the question.
We first establish an approximation theorem, which allows to approximate the adjoint
restriction operator by certain discrete operators. The discussion of the discrete opera-
tors eventually reduces to very concrete geometric problems. For some technical reasons,
we even need to study more general problems. This leads to restriction inequalities with
certain weighted measures, which turn out to include a version of the so-called affine arc-
length measure.It is known that making this detour with the affine arclength measure
allows to pass to the desired estimates.

Part 3 is joint work with my advisor Prof. Dr. Detlef Müller and with Prof. Dr. Ana
Vargas and discusses a different surface which contains a curve of finite type in every di-
rection. It requires totally different techniques, namely the bilinear method, which means

studying the bilinear operators R∗
S1,S2

(f1, f2) = f̂1dσS1 f̂2dσS2 for a whole family of certain
pairs of subsurfaces (S1, S2). Classically, when dealing with the paraboloid, for instance,
the family can be reduced to a single pair of subsurfaces by rescaling and affine trans-
formations. However, our surface lacks enough homogeneity for such transformations.
Therefore we modify and generalise recently developed bilinear techniques to obtain more
quantitativ versions to meet our requirements. We also briefly discuss the sharpness of
the bilinear results. Finally we pass from the bilinear estimates to a new result for the
original linear operator.
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Zusammenfassung

Meine Arbeit behandelt Probleme aus der Theorie der Fourierrestriktionssätze. Dabei
geht es um die Frage, für welche Werte p, q der adjungierte Restriktionsoperator R∗

S(f) =

f̂dσS einer Hyperfläche S ⊂ Rn beschränkt ist von Lq(S) nach Lp(Rn), wobei σS das
Oberflächenmaß von S ist.
Die Einführung in Kapitel I erläutert den Hintergrund des Problems und gibt einen kurzen
Abriss der Arbeit anderer Autoren und der Entwicklung in diesem Gebiet, hauptsächlich
für Flächen mit nichtverschwindender Gaußkrümmung. Die Flächen, die in dieser Ar-
beit behandelt werden, sind sogenannte Flächen von endlichem Typ im R3, bei denen
die Gaußkrümmung zwar in gewissen Punkten verschwinden darf, aber die Fläche immer
noch endliche Kontaktordnung besitzt.

Teil I behandelt den Fall einer kegelartigen Fläche von endlichem Typ, die man erhält,
indem man bei einem Kegel die zugrundeliegende Kurve, den Kreis, durch eine Kurve
von endlichem Typ ersetzt. Diese Situation erlaubt es einem, Techniken, wie sie auch für
Restriktionsabschätzungen für Kurven benutzt werden, zu adaptieren. Wir beschreiben
den Stand der Forschung für dieses Problem und liefern die vollständige Lösung der Frage.
Zunächst entwickeln wir einen Approximationssatz, welcher uns erlaubt, den adjungierten
Restriktionsoperator durch gewisse diskrete Operatoren anzunähren. Die Behandlung
dieser diskreten Operatoren kann letztenendes auf sehr anschauliche geometrische Fragestel-
lungen zurückgeführt werden. Aufgrund gewisser technischer Hindernisse müssen dabei
sogar allgemeinere Probleme studiert werden. Dies führt zu Restriktionsabschätzungen
mit gewissen gewichteten Maßen. Eines dieser Maße stellt sich als eine Variation des so-
genannten affinen Bogenmaßes heraus. Es ist bekannt, dass der Umweg über dieses affine
Bogenmaß auch wieder zu der gewünschten Abschätzung führt.

Teil II ist eine gemeinsame Arbeit mit meinem Betreuer Prof. Dr. Detlef Müller und mit
Prof. Dr. Ana Vargas und behandelt eine weitere Fläche, die in jeder Richtung eine Kurve
von endlichem Typ enthält. Dafür werden komplett andere Techniken benötigt, wie etwa
die bilineare Methode. Dabei studiert man die bilinearen Operatoren R∗

S1,S2
(f1, f2) =

f̂1dσS1 f̂2dσS2 für eine ganze Familie von gewissen Paaren von Teilflächen (S1, S2). In
der klassischen Theorie, etwa für den Paraboloiden, kann diese Familie durch Skalierung
und affine Transformationen auf ein einzelnes Paar von Teilflächen zurückgeführt werden.
Unserer Fläche fehlt es jedoch an der nötigen Homogenität für diese Transformationen.
Daher modifizieren und verallgemeinern wir bisherige bilineare Techniken, um quantita-
tive Versionen zu erhalten, die unseren Anforderungen genügen. Wir geben ferner eine
kurze Erläuterung zur Schärfe der bilinearen Abschätzung. Schlussendlich folgern wir
aus den bilinearen Abschätzungen eine neues Resultat für den ursprünglichen linearen
Operator.
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