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Chapter 1

An introduction to Fourier restriction



2 1.1. The restriction operator

1.1 The restriction operator

Let
§(z) = / g(&)e™8de, ge L*(R"),z € R", (1.1.1)

denote the Fourier transform of an L!'-function. For any smooth subsurface S of R",
consider the Fourier restriction operator

R(g) = Rs(g) = gls- (1.1.2)

Restriction of an LP-function to a subset of R™ with Lebesgue measure zero is & priori
not well defined. However, the operator R is well defined, for instance, on the subset
S = S(R™) of Schwartz functions on R™. The Schwartz functions are not only dense in
every LP(R™), p < oo, the space S is also mapped to itself under Fourier transform.

It is often useful to study the adjoint operator

R*f(z) = fdo(x) = / F(E)e 4o (©), (1.13)

x € R", where o is the surface measure of S. One would like to know for which range
of p,q € [1,00], depending on the surface S, this operator R* is bounded from L%(S, o)
to LP(R™). In other words: for which p,q € [1, 00] does there exist a constant C(p, q, S)
such that for all f € L(S, o) we have

||fd0||Lp(R") S C(p7Q7 S)HfHLq(S,U) ? (114)

We shall concentrate on the case of compact hypersurfaces. Locally, a hypersurface is
given as the graph of some function (at least after a permutation of coordinates); due to
the compactness, we may decompose S in finitely many subsets given as a graph. From
now on we will thus assume without loss of generality that S is a compact hypersurface,
given as a graph.

In that case, we always have the trivial restriction estimate

| fdolloe < I fllLr(5.0)- (1.1.5)

Moreover, if R* : L%(S) — LP(IR") is bounded for some p and ¢y, we observe that for any
q > qo by Holder’s inequality we have

”R*pr S C<q07p7 S)Hf”L‘IO(S,U) S C<q07p7 S)U(S>%75”fHLq(S,U) = C(q/7p7 S)”fHL(E(SJ)’)
1.1.6

ie. R*: L%S) — LP(R") is bounded as well. Thus every point (%, %) where such an
estimate holds provides us with a certain area where it is valid as well (cf. Figure 1.1).
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Figure 1.1: Schematic picture of the area of p and ¢ for an adjoint restriction operator

1.2 First results

A very fundamental achievement concerning the above question was the result of Stein and
Tomas for the unit sphere S"~'. They proved that R : LP (R") — L*(S™!) is bounded
if and only if 1 <p' < % [St]. The proof uses estimates on oscillatory integrals, which
in turn rely on the non vanishing Gaussian curvature of the sphere. Therefore the proof
remains valid for every compact hypersurface with non vanishing Gaussian curvature.
Another important example is any compact part of the paraboloid. Greenleaf gave a fur-
ther generalisation for surfaces satisfying some uniform decay estimates, with the range
of p depending on the degree of decay [Gre|. Thus the "analytic" question of Fourier
restriction has a "geometric" answer in terms of the Gaussian curvature. This philosophy
is also reflected in the fact that for a "flat" hypersurface, which has vanishing curvature
everywhere, all restriction estimates beside the trivial ones fail. Indeed the geometry of
the surface plays a very important role not only in the Stein-Tomas result but in the
whole theory.

Interpolation between the Stein-Tomas Theorem and trivial results immediately gives
even some (p', ¢’)-results, but not the sharp range, which is generally believed to be the
following:

CONJECTURE
Let S C R™ be a compact hypersurface with positive principle curvatures, and let p > %

and i > L Then R* : L9(S) — LP(R") is bounded.

= (n—1)p

The conditions on p and g are necessary. The first one can be obtained by a careful analysis

of the oscillatory integral given by do, the second one is due to a so-called Knapp-Box-

example. That means testing the adjoint restriction operator on a small box, adapted

to the geometric shape of the surface. In dimension n = 2, the question whether the

conditions on p and ¢ are sufficient as well was answered positively by Zygmund in 1974
2

[Z]. Observe that for n = 2, we have - = 4 and Plancherel’s formula implies

Ifdo|li = l[fdofdoll> = || fdo + fdo].. (1.2.1)
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The general case n # 2 does not come with such an advantage and requires further,
more complicated techniques. Despite the work of many outstanding mathematicians
in this field, including Thomas Wolff, and Fields medalists Jean Bourgain and Terence
Tao, and a lot of progress over the recent decades, the complete answer still remains open.

1.3 The bilinear method

For a long period of time, the state-of-the-art technique for this problem was the so-called
bilinear method. One studies the bilinear operator (fi, f2) — R%, (f1)RE,(f2), where the
subsurfaces S, S C S fulfill some separation assumption, while their normal fields obey
a certain "transversality" condition. The goal is to establish a local bilinear estimate of
the form

1R, (1) B, (F2)lleery < CBE[[fill2]l f2]l2, (1.3.1)

for all e > 0, where R is a large parameter and Q(R) for instance a cube of side length R.
If R grows to infinity, the left-hand-side converges to the integral over the whole space,
but the right-hand-side would blow up to infinity. However, there is some "e-removal"
technique available, meaning that one has to pay in the range of p for lowering . Addi-
tional work is required to deduce a linear estimate.

One ingredient of the local bilinear estimate is a method called "induction on scales"
invented by Wolff [W]. Starting with a large power of R obtained by a trivial estimate,
e is reduced step by step by an inductive argument: very roughly speaking, on Q(R!™%),
R comes with the power o/ = (1 — d)a < « in the bilinear estimate due to the induction
hypothesis. However, the challenge is to deal with the remaining part Q(R)\Q(R'~?).
This involves a kind of discretisation, a decomposition into "wave packets", which are
functions well localised both in position and momentum space. If one interprets the last
coordinate direction as time variable, the closest analogon to a wave packet from physics
is a particle of a laser beam: a light ray of highly concentrated frequencies, stable over
a long period of time. The wave packets were developed essentially by Bourgain [Bol],
although some rudimentary versions were used by Fefferman [F| and A. Cordoba [C]. A
detailed application of the whole method will be carried out in Chapter 3 of my thesis.
Unfortunately, even a sharp bilinear estimate implies some, but in general not the full
linear estimate.

Other related surfaces were also studied, using and developing the described techniques,
for instance the truncated cone {(x,t) € R" x [1,2] : t = |z|}. On the one hand, for a
fixed ¢, the corresponding section of the cone is a dilated sphere S”~!. On the other hand,
for a fixed x, variation of ¢ gives a line segment without any curvature. Therefore the
restriction conjecture for the n-dimensional cone is the same as for the (n—1)-dimensional
sphere. If one takes a cylinder instead of a cone, this behaviour is even more obvious.
Wolff proved the sharp bilinear estimate and the consequent linear estimate for the cone

[WI.

Lee and Vargas independently studied an example for a surface where the principle cur-
vatures have different signs, namely the graph of the function ¢(x,y) = 22 — y?, see |L1]
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and [V]. Their approach does not cover perturbation terms since it uses the change of
coordinates ' = = + v,y = v — y, i.e. the surface transforms to the graph of z’' - ¢/
Later, they joined in working on surfaces with n — k non vanishing, positive principle
curvatures |[LV], generalising Wolff’s work on the cone, which has n — 1 non vanishing
principle curvatures.

New progress in this area was recently performed by Bourgain and Guth 2011 [BG|,
further extending the range of p and ¢ for the paraboloid and the sphere closer to the
conjectured one. They make use of a trilinear approach instead of a bilinear one.

1.4 Surfaces of finite type

There also exists some intermediate situation between the case of non vanishing principle
curvature and the "flat" case of identically vanishing curvature: What about a surface,
where the principle curvature vanishes at some point, but not identically? An example is
the graph S of the function ¢(x) = 2™, x € [0, 1], m > 2. For m = 2 this is a part of the
parabola we already discussed, but for m > 2 the second derivative of ¢ and therefore the
Gaussian curvature vanishes at the origin. Therefore one would expect a smaller range
than % > %, p > 4 such as for the parabola. However, the surface is not completely
"flat" at the origin in the sense that not all derivatives are vanishing at the origin (in this
example, the m-th derivative does not vanish); we say that ¢ is of finite type m at 0. Since
the origin is the only point with vanishing curvature, a first approach would be a dyadic

decomposition (0,1] = |J[27771,277]. On each piece, the curvature does not vanish, but
jEN

becomes small for j — oo. A certain rescaling allows to apply the already mentioned

results for curves where the curvature is comparable to 1. The different contributions

turn out to sum to a restriction estimate

| fdo|amey < C0. a0, S) 1l acs) (1.4.1)

provided that % > mTH. Another Knapp-Box-example shows that at least the condition

i > mTH is necessary, thus our somewhat simple approach is not far from the optimal

result, which is as follows: R* : LI({(x,2™) : = € [0,1]}) — LP(R?) is bounded if and
only if% > mTH, p > 4 [ACK].

1.5 A brief description of the thesis

Whereas the setting of curves is quite well understood (see for instance [ACK] or [Ba2]),
less is known about surfaces with principle curvatures vanishing at a certain point, which
will be the objects of interest in my thesis.

One of these surfaces is the 2-dimensional truncated cone in R?, but with the underlying
curve, the circle, replaced by a curve of finite type like ¢(x) = 2. Like in the situation of
the classical cone, the behaviour should be determined by this curve, and the conjectured
range for p and ¢ is the same. This is reflected in the proof as well, which makes use of
adapting several classical techniques for curves instead of the described bilinear method.
After obtaining a sharp solution of this problem, I learned that there already exists a
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partial result by Barcelo [Ba2|. More details, as well as the complete proof, can be found
in Chapter 2 of my thesis.

A very natural question is to ask whether the estimate can be extended to higher dimen-
sions, for instance if one replaces the underlying curve by the surface S = {(x, ¢(x)) :
x € U}, where U is some compact neighbourhood of the origin in R? and for instance
d(xq1, z9) = 2" +x52. It is important however to first understand the restriction theory of
S. Some results are known: The LP-L?-restriction was handled even in a far more general
setting by Ikromov, Kempe and Miiller [[KM]. Similar to the Stein-Tomas argument, they
estimate the corresponding oscillatory integral. Another partial result is due to Ferreyra
and Urciuolo [FU|. After a certain decomposition and an appropriate rescaling, they ex-
ploit curvature in only one direction, therefore being able to apply previous results for
curves. The disadvantage is that the results for curves require p > 4. For comparison,
take m; = 2 = my, meaning S is a compact part of the 2-dimensional paraboloid. The
conjectured range then is p > 3, and the best known result is p > ? [T1].

Part II of my thesis will therefore cover a bilinear approach to the problem, developed
in joint work with Prof. Dr. Detlef Miiller and Prof. Dr. Ana Vargas. It includes all
the techniques mentioned above in some modified version; an induction on scales argu-
ment, wave packets adapted to the local curvature and a reformulation of the "e-removal"
lemma. We obtain an essentially sharp bilinear estimate and also the subsequent linear
estimate.

It is remarkable that the approaches from Chapter 2 and Chapter 3, although they use
very different methods, at the end both reduce to very concrete geometric questions. This
indicates once more that the question of Fourier restriction is dictated by the geometry
of the specific surface.

1.6 Connections with other topics in analysis

A related field are Bochner-Riesz-multipliers: for any § > 0, the Bochner-Riesz-multiplier
is defined as m?(§) = (1 — [¢[*)], € € R™, where f is the positive part of a function f.
The support of m? is the set |¢| < 1, i.e. the unit ball, and m? is smooth at any point
outside the sphere S"~!. Of course one can construct similar examples for other surfaces,
but for simplicity we shall discuss this example.

The Eo\chner—Riesz—operator S% is the operator associated to the Fourier multiplier m?,
ie. SOf(€) = mP(&)f(£). Due to fundamental work by Fefferman, we know that SO is
bounded from LP(R"™) to LP(R") if and only if p = 2 [F|. For § > 0, the conjecture states
that S? is bounded if and only if

___’__<(5_ (1.6.1)

As for the restriction problem, the condition is known to be necessary, but for the inverse
implication, only partial results are known.

Fefferman also discovered a close connection between Bochner-Riesz-multipliers and Fourier
restriction for the sphere. If for some p the restriction estimate for the sphere Rgn-1 :
LP'(R™) — L?(S™!) holds true, then the Bochner-Riesz conjecture holds true for that p.
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Apart from that link to L¥-L? restriction theory, Lee established a similar connection to
the already mentioned bilinear L?(S;) x L*(S;) — L*(IR") adjoint restriction estimates,
which in turn are connected to linear L(S) — LP(R") estimates [L2].

Fourier restriction theory is also connected to the Kakeya needle problem. The question
formulated by Kakeya was: How large does an area have to be to be able to rotate a
"needle" (more formally, a line segment) of length one? Surprisingly, Besikovitch dis-
covered that one can construct arbitrary small areas with this property. The proof uses
the construction of null sets in R? which at least contain a "needle" (or line segment of
length one) in every direction. These so-called Besikovitch sets can also be studied in
higher dimensions. A kind of discrete version of this is to take "needles" of length one
and thickness &, where the set of directions is a d-grid in S”~!. The problem is then to
give a lower bound in terms of § for the size of the set formed by all needles.

This somehow resembles the wave packet decomposition, since the wave packets are es-
sentially supported in "needles" of certain thickness and different directions. A crucial
point is then to understand the interaction and overlap. A more thorough description of
the connection can be found in [T3].

There also exist relations to further problems, for instance the so-called local smoothing
problem or Strichartz estimates in partial differential equations, but we will not go into
details here and refer to the survey article by Tao [T2].






Chapter 2

A sharp Fourier restriction theorem for
a conical surface of finite type
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2.1 Introduction and first considerations

2.1.1 Introduction

Let S be a compact hypersurface in R™ (or more general a smooth submanifold) with
surface measure 0. We say that the LP(R™)-L%(S) Restriction Theorem holds if there
exists a constant C' > 0 such that

/ FOldo©) | <c-Ifl, (2.1.1)
S

holds for every Schwartz function f. The object of my investigations is a surface of
so-called finite type, where the tangent plane has finite order of contact. This means
- describing the surface locally as a graph of a function - that the second derivative of
the function with respect to some direction vanishes at some points (and therefore the
curvature as well). One just demands not all derivatives to vanish. A simple example is
the curve 2™, m > 3. However, the restriction estimates for curves are known since 1979
[ACK]. But we can construct a cone-like surface from the curve, like the "classical" cone
arises from a circle. A sharp restriction theorem for the "classical" cone in R? was proven
by Barcelo [Bal], remarkably without bilinear estimates. The reason for this is that the
cone somehow behaves like a curve, and in the one-dimensional situation, you may use
other methods.

Just when [ finished my work, it came to my knowledge that Barcelo himself already
obtained a partial result for the same problem in another paper [Ba2|, which I was not
aware of. The basic structure of both Barcelo’s and mine approach might appear similar
at the end, since both strategies rely on Barcelo’s first paper [Bal|. Nevertheless, my
work was independently of [Ba2|, and the details and techniques are quite different. This
can be seen clearest in the different choice of decompositions.

Another point is that Barcelo always considered the full cone (equipped with a modified
measure to compensate scaling) and not just a compact part. But, at least away from a
sharp line, both approaches are equivalent. Furthermore, as the "conical direction" gives
neither curvature nor a finite type condition, one would expect no impact from here, and
my notation allows to verify this. Besides obtaining a similar result independently, the
most striking point certainly is that unlike Barcelo, I was able to get the sharp range of
p and q.

There is a technical obstacle, preventing Barcelo from obtaining the optimal result. When
I tried to adopt Barcelo’s arguments, I got into trouble with the same obstacle quickly.
But eventually, I discovered a way to outmaneuver it. The "correct" formulation of the
problem I found, and which I could prove, can be seen in terms of the affine arclength
measure, which is constructed in order to compensate the decreasing curvature. Such
variations of restriction theorems can be found in Drury and Marshall [DM]|, who also
considered curves of finite type. This is of course a different problem. But like in [DM],
we can derive the original restriction estimate from the estimate with affine arclength
measure, with a different range of p and ¢.

The development of my proof might be of interest for the reader in so far, as I first devel-
oped the basic ideas for curves and secondly adopted it for the generalised cone. Hence,
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the ideas and pictures will often be just in z-y—space.

Following the exact formulation of the problem and reduction to the essential core of it, in
the second part the mentioned step with the affine arclength measure will be explained. A
further reduction will be achieved by a certain approximation, simultaneously both of the
function and of the surface measure, like in [Bal|. The precise arguments are given in the
following section. For this approximation we decompose the surface into certain pieces, on
each of which the curvature will be almost constant. Furthermore, we need to estimate the
overlap of the sets we obtain by taking the sum of two sets of the original decomposition.
In section 5, we want to investigate on the convolution of the characteristic functions (or
smooth versions) of two sets of our decomposition.

Well prepared by these instruments, we are ready to conclude the proof. The last section
contains some technical details and auxiliary lemmas.

2.1.2 The main theorem and necessary conditions

Let v be a compact curve of finite type, i.e. for all p € v exists a local parametrisation ®,
®(z) = p, and m = m,, € N, such that ® is m—times differentiable at z and ®™ () # 0.
By compactness, we may assume that there exist a universal M such that we always can
find such a m, bounded by M. Moreover, we choose M minimal with this property.

THEOREM 2.1.1

Let 1 < p,q,r < oo. We consider the generalised truncated cone

I ={(2) € R°xR|1 < z <2 % € v} with surface measure o. Then the Fourier
restriction theorem

1f el zarroy < Clf Il mey Vf e S(RY), (2.1.2)

: M+1 1~ M+l
holds if 1 < p < 57~ cmdq Z—p, .

If furthermore p < q or % > Mpﬂ, then we have

IfIellzae) < Cllfllomsy  Vf € S(R?). (2.1.3)

The theorem is sharp in the sense that there exists surfaces where (2.1.2) is not valid if
the conditions on p’ and ¢ are violated. For curves of finite type, it is known that the
strong LP — L%-estimate fails for p > ¢ or % = % [S]. Notice that (2.1.2) implies (2.1.3).
For p < ¢, this is a consequence of the Marcinkiewicz interpolation theorem, whereas for
% > szl, we use the fact that for ¢ < ¢ we have ||fA|F||Lq,1(F7U) < ||f|r‘||Lti,<x>(1‘7U) since
o(l') < 0.

First we deal with the necessity of the conditions. Instead of doing so in full generality,
to convince us of this necessity, we will discuss an example in R?, and for simplicity omit
the cone. This might be more helpful in order to just understand the idea behind it. We
consider the curve v = {(z,2™)|z € [0,1]} in R?: Assume the restriction estimate

1 llzaee) < Clflsmey  Vf € S(R?) (2.1.4)

holds for some ¢ > mp—jrl. The following is a variation of the classical Knapp box example.
We define the anisotropic dilation of a function f € S with respect to r > 0 by f,.(x,y) =
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f(rz, r™y), such that fr(f n)=r —(m+1) f (f, rm). We apply (2.1.4) for f,., » < 1: on the
left-hand side we get

1

. 1 . m q
Vot = (/ D f (8, €0 |qd£)
— - (mt1) ar my 14, !

. (/0 et >|rs>
——m+1 q
% (/ Fleenpas)’

= 77 "Nl Lae
and therefore

. R N _1+m
ri ") fllae) U llae) < Cllfrllo = Cr™ 7 £l

We conclude that
m +m
ra IS ey < O s

; ive: L_ 4m _ 1 _ _ 1)y 1_mitl
where the exponent of 7 is negative: —(m+1)+== = -—(m+1) (1 p) =~ <0.

We get a contradiction by choosing r small enough, and therefore * > ™ Since ¢ > 1,
we may already conclude that p’ > m 4 1. That the case of equality is excluded can be
proven by results of the theory of oscillatory integrals:

Again consider v = {(z,2™)|z € [0,1]} and assume that (2.1.4) and respectively

1fdoll Lo @zy S N flle ) (2.1.5)

holds for p’ = m + 1. A careful study of the proof of proposition 3, chapter VIII, §1 in

[St] shows that
1
/ efi(amfb:vm)dx
0

for 1 <b< oo, 1 Ka™<b Weobtain for f =1

||fd77||§iz/ b—%/ dadb
1 1<a™m<b
~ / b db
1

=00

>pm (2.1.6)

for " = m + 1. However, even in the case p’ = m + 1 a weak-type estimate might still
hold. This is beyond the methods of this paper.
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2.1.3 Reduction

Let v be a compact curve of finite type and M the maximal order of contact like above.
Obviously, it suffices to decompose 7 into finitely many parts and prove the theorem for
each part. At first, we cut the curve into finitely many parts, where the curve (after a
permutation of coordinates, if necessary) can be described as the graph of some function
® : [a,b] - R. Then we decompose each such part again: For every zy € [a,b] with
" (x) = 0, we will prove the restriction theorem for ®|(;, . z+< for some € > 0 (depend-
ing on zy). The compact set {®” = 0} is covered by finitely many of these intervals. But
outside an arbitrary open neighbourhood of the set {®” = 0}, the curvature is bounded
from above and from below, and in this case results are known [Bal|. So, how to deter-
mine 7

Given ®"(xq) = 0, choose m > 2 with ®(™)(z,) # 0 minimal, thus m > 3 and ®"(z,) =
... =®m 1 (25) = 0. We claim that we may assume without loss of generality

rg=0 and  ®(0) =d'(0) =0. (2.1.7)

For this purpose we introduce the affine transformation

O(x — x) = P(x) — P(20) — (2 — 20) D' (), (2.1.8)

which provides ®(0) = 0 = ®’(0), whereas ®*) (z — ) = ®*)(z) for k > 2 (and therefore
the finite type condition is preserved).

If we define v = {(z, ®(x))|z € [xg—¢&,70+¢]} and Ty = {(&, 2) € R®xR|1 < 2 < 2, % €
Yo}, and correspondingly 7o = {(z, ®(z))|z € [e, ]} and Ty, then we compute

Ty = Al

with the volume preserving transformation

1 0 —X
A= —(I),(l‘o) 1 I‘OCI),(ZL‘Q) — (I)(ZL'Q)
0 0 1

This justifies (2.1.7).

Additionally, we split ®|_. .) into ®|(_. o) and ®| ). On (—¢,0), we switch to the function
®~: (0,e) = R,® (z) = ®(—x), and hence, we need just to consider parts like ®|( ).
Eventually, without loss of generality, we may assume that ®™(0) > 0. To summarize,
we have

o™ (0) > 0 and ®(0) = d'(0) =...=d"D(0) = 0. (2.1.9)

By choosing ¢ small enough we may ensure that ®(™)| 0,] > 0. The next step is to establish
the following;:

VE<mVY0<z<e: ®®(z) > 0. (2.1.10)

If this does not hold, we would find x;, > 0 such that ®*)(z;) < 0. Since ®*)(0) = 0, the
mean value theorem would provide a 2441 € (0,z) such that ®*+Y(z,,,) < 0, and by
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induction eventually a z,, > 0 such that ®(™ (z,,) < 0 in contradiction to our assumption.
Furthermore ®(z) ~ ™. To be more precise, Taylor expansion provides

1 1
— min &M (t) 2™ < B(z) < — max O (1) 2™,
m! tefo,e] m! tefo,e]

where the minimum on the left-hand-side does not vanish, since (2.1.9) and (2.1.10) imply
®m)(¢t) > 0 for all t € [0,¢]. In other words, we find a x € C?([0,¢], (0,00)) fulfilling
®(x) = 2™x(x). This implies

®'(z) = ma™ x(2) +2™x (2) = 2" [mx(x) + X/ (2))-

By reducing ¢ if necessary, we may assume x' := my(z) + xx/(z) € C'([0,¢], (0,0)). In
the same manner, we find x? € C([0,¢], (0, 00)) fulfilling

" (x) = 2™ 2% (z).

By further reduction of €, we may also find an open neighbourhood of the origin, were ®
has the desired properties. Eventually, we may rescale to ¢ = 1.
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2.2 Reduction of the problem

Altogether, it remains to discuss the following problem:

DEFINITION
Let m € {3,4,...} and let D : [0,1] — R satisfy the following conditions:

(i) Ix € C?[0,1],x > 0: ®(z) = 2™x(z),
Ixt € CY0,1],x! > 0: ®'(z) = 2™ ! (2),
Ix? € C0,1],x* > 0: " (z) = 2™ 2x*(x),
(ii) @) (z) > 0 for x > 0, k < m; especially, ® and ®' are convex.
We define the generalised cone (more exactly, a section of a cone)
L ={(z,y,2) eR}|0<2<1, 1<2<2, CID(E) :g}.
z z
The associated surface measure will be denoted by o.

THEOREM 2.2.1
For1 <p< mT“ and

> mEL holds

1
q o’

IfIellzowey < Cllfllsmsy — Vf € S(R). (2.2.1)

2.2.1 Decomposition

The critical part of I' is the line x = 0, where the curvature vanishes. To take this fact
into account, we decompose I' into dyadic pieces, becoming smaller near the line z = 0.
By rescaling to the case of (almost) constant curvature, we would be able to make use of
already known estimates. Unfortunately, summation is only possible if % > mpJ,rl. In the
limit case L = mpJ,rl, we need to deal with the problem as a whole. For this, we will further
decompose each dyadic piece, depending on the curvature.

Let I° = {(z,y,2) e R¥|0< a2 <1, 1<2<2, @ (L) <% <D (L)+5} be the thickening
of I by 6 > 0 (we drop the points with x = 1 for technical purposes). Moving on the
z—axis from the origin by length %/8 corresponds to ® changing by d. In other words,

this part of I" is contained in a box of width 6. We thus define v = ¥/ and

1
= {(z,5,2) T2 1)y <o < (L1}, k=0, [logQ —} =)
-

Now how to determine the finer decomposition? We change coordinates, or respectively
® by affine transformation into

O () = D(x + (2%1)7) — ((251)y) — 2@'((21)7),
such that
(0) = 0 = (2Y(0).
According to Taylor, we get

2 =) (k120 1 O(?).

Ok () ~ 5
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On which distance v, from the (new) origin does ® varies at most 67 We demand (k # 0)

m(m — 1)

0 =0 (1) = (@)™ 5,

ie. Ve RA/O((281)y)2—m s 2K )y,

Concerning the z-coordinate, we decompose equidistantly with width 3, where we require
B < §. This ensures that the projection of such a set in z-y—space does not appear to
different to a intersection parallel to x-y—space. To choose 5 = d would be appropriate
and you might assume this. Nevertheless, we will distinct these two quantities to be aware
how each of them effects our computations. We will see that all the 3’s cancels at the end
of the proof, reflecting the fact that there is no impact from the z-direction. We obtain a
decomposition of I as follows:

DEFINITION (DECOMPOSITION)
Let 6 > 0, v > 0 and y™ = 9, let § < & with % e N. Fork =0,..., {loggﬂ -1,

m

jen,=10,...,2"% —1} andn = %, e % — 1 define yp, = 280=%)y a5 = (251)y + jv,
Ty = Tpo and

[ ={(@,2) ERnB< 2 < (n+1)8, ®(2) S LB (2) 48, oy <o < angiah.
(2.2.2)

Furthermore let ¢ij, be a bump function adapted to I'yj,. To be more precise, if n €

CSO(R), X[-11] <N < X[*% g], let
4

bonlEy.2) = (:c ;kxk]) . (y — z?(x/z)) . (z —5nﬁ) .

This means that ¢yj, is to some extend supported in an anisotropic thickening of T
precisely in the set

)
kjn>

u,v,we{—1,0,1}

For the further proceeding, we will always denote by « the triple (k,j,n), and, if required,
by 1 a second triple (1,i,p).

k21

[logzy|-1272 —1 3
For simplification, we write Y, instead of >
a k=0 =0 p—1

B
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>
A4

Figure 2.1: Decomposition

2.2.2 The heart of the problem

Of essential impact is the following theorem. It is a weighted, discrete version of the
adjoint restriction estimate and, as we will see, already implies the restriction theorem.

THEOREM 2.2.2
Let p' > m + 1, z% <%<%+§. Then

7 1 1 m41
1D aadally S04l D aal(Z50)7)7 7 dally- (2.2.3)

a=(k,j,n)

1/q 1/q=(m+1)/p’
1
3/4 1 1/q=1/2+1/p’
1/2 ]
1/q=3/p’
1/4 ]
1/2m 1/(m+1) 1/4 1/p’

Figure 2.2: Range of p’ and q
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The proof will be the main work in this paper and be done in the next chapters. First of
all, we will derive the restriction theorem.
As an immediate consequence of Theorem 2.2.2, we get as corollary

COROLLARY 2.2.3
Let p' > m+1, z% < %. Then

A 1 1_mt1
1Y~ tadally S6ell Y aa((1)7)1™ 7 dallga- (2.2.3)

a=(k,j,n)
Proof: Actually, we will just use that Theorem 2.2.2 is valid for every p’ > m + 1 and
for some range 1% < é < z% + £,. According to the assumptions, we have p’ > m +1 > 4.
Hence I% = z% —i—z% <3+ 1%' Therefore we find r with z% <i< %—l—}% (cf. Figure 2.2),
i.e. satisfying the requirements of Theorem 2.2.2. So it is sufficient to show that if (2.2.3)
holds for some (p,r), then it also holds for (p,¢) with 1 < %. Under this condition, there

exists 1 < s < oo such that % = i + % This means
1 1 1 1 1
= _ - _=_Z (2.2.4)
roq g 7

For (z,y, 2) in the support of ¢y, it follows z & (2%1)~, so we introduce g(z,y, 2) := T,

We now may apply Theorem 2.2.2 and use Holder’s inequality for Lorentz spaces (see

Lemma 2.7.2):

1~ aadally S67 HZ% (251)7)" 5 dalls
__m_+1_l
_5 ”Zaa Qk v S‘ba”r’

<o+ ||Zaa 2k1)
35?”2% 2k1)

A short computation yields
A8 z@( )+20
{(z,y,2) €T : 275 > \}| = / / / dydzdx

=0\"° / zdz &= 0N,
1

V2)

v gbag”m (%)

m+1
7 ballpa o oy 19| oo r)- (2:2.5)

le.
9| s.corsy = iu%)\H(x,y,z) clf:a s > \}s ~ 6. (2.2.6)
>
Combined with (2.2.5), we end up with
| Zaa¢a||p <5T | Zaa 241) v Qboz”q r’
<o Zaa 21) 7 bl

since (2.2.4) means * + =1 O

s q
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For % = mpfl as considered in Theorem 2.2.1, (2.2.3) reads

. 1
1" aadally <6917 aadalle.y (2.2.7)

for all sequences a, and every 6 > 0. In the next chapter, we will conclude that this
statement, at least when ¢ < oo, implies the desired restriction theorem. To be more
precise, for % = mp—Tl and ¢ < oo or p' > m + 1 respectively, the weak LP(RR3)-L%*>(T)

estimate

I f el ey SIfIL,  Vf € S(R?)

holds. Eventually we finish the proof by using the generalised Marcinkiewicz interpolation
theorem (for instance, see Theorem 1.4.19 in [Gra]). In the endpoint p = 1, ¢ = 0o, where
we are not able to interpolate, the estimate is trivial.
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2.3 Dense families

2.3.1 Basic properties

DEFINITION (DENSE FAMILY)
Let X be a metric (or even topological) space. A family Ms, 6 > 0, of subsets of X is
called a dense family in X, if

VfEXE|5f>OVO<5<5fE|f(sEM5f:(lsir%f(;.
—

REMARK

Given a dense family Ms, 6 > 0, the set |J My is dense in X. Conversely, none of the
>0
sets Ms has to be dense.

DEFINITION
Let (X,d) be a metric space.

e Fora given set A with diam(A) < oo, we define its doubling by A = |J B(x, diam A).
z€A
Observe that diam A < 3 diam A.

o A family {A;}; of subsets of X is said to fulfill the bounded overlap property if for
some constant N € N, every point of X is contained in at most N sets A;.

We will discuss an example of a dense family:

LEMMA 2.3.1
Let X be a compact metric space and 6y > 0. For every 6 € (0,dy), let {As;}i be a finite
famaly with the bounded overlap property covering X, and satisfying

lim sup diam(As;) = 0. (2.3.1)

0—=0

Let {¢s,:}i be a partition of unity adopted to {As;}i, i.e.

Z ¢si =1 on X, ¢s,; € C(X,[0,00)) and supp ¢s; C Asi.

Under these assumptions, the linear hull Ms := LH{¢s;}i, 0 > 0 is a dense family in
(CX) - lloo)-

Proof: Let f € C(X), 67 := dp and x5, € As;. Define

fs=>_ flxsi)dsi € Ms.

We have to show that (lsirr(l] I fs — flleo =0, or
—

Ve > 036(e) > 05 € (0,8()) |Ifs — flloo < ¢

respectively. The compactness of X provides uniformly continuity of f. Given ¢ > 0 there
exists v > 0, such that |f(z) — f(y)| < € for all z,y € X with distance d(z,y) < 7. Using
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condition (2.3.1), we find 6(¢) > 0 such that sup diam(As;) < sy forall 0 <6 <d(e), ie
diam(A;;) < =, for all i and for all § € (0, 5(5;). Therefore, we obtain
V6 € (0,6(c)) Vi Va,y € As, |f(z) — fy)| <e. (2.3.2)
Since supp ¢s; C 121572‘, we conclude
Vo € (0,6(e)) Vi Vy € As Ve € X |f(z) — f(y)|¢si(x) <edsqlx). (2.3.3)

For such a § and every z € X

|f5 |_‘fo51 (bél Z(bzh
<Z|f 1‘51 )|¢5z( )

(233 Z%Z —°

holds, as we claimed. O

EXAMPLE
We consider as metric space the surface

X=T={(wy2eR0<a<1 1<2<2 o (2) =2}
z
from the previous chapter. The families
Aék]" =In ijn - {(.T,y,Z) € R3| nﬁ <z< <n+ 1)&, @ (f) = %7 Lkj <z < I‘k7j+1},

= (2%1)y + j2¥0=%)y, are fulfilling the required assumptions of Lemma 2.3.1: For
every §, they present a covering of X (with their overlap having measure zero) and it holds

sup diam(As gjn) = sup max{f, k(1541

kjn kjn
=max{3,7} < max{5,5%}
—5= 2%
The sets Fi]n can be seen as a certain thickening of Asyjn by 0 in the direction of (0,1,0),

which we are going to formalise soon.

2.3.2 An application

A classical result states that it is enough to know the behaviour of a bounded operator
on some dense subset. We will obtain a similar statement concerning dense families.
During the following explanations, let I' be a compact hypersurface in R" and o the as-
sociated surface measure. Moreover, we take the existence of a universal transversal unit
vector N € R™ for granted, i.e. Vp € I' : N ¢ T,I". (This is not a strong assumption, since
I’ can at least be decomposed in finitely many subsets with such a universal transversal
vector.)
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DEFINITION (6-THICKENING)

Let T be the thickening of T' by 6 > 0 in the direction of the universal transversal vector
N, i.e. I =T +10,0]N.

Given h € L>*(T"), we denote by h the continuation along N on T?, defined by 71(§+tN) =
h(&)n (%) forall§ €T, t € R. Heren € C3°(R) with x(—11) <1 < X[-2,2-

EXAMPLE
For our example, N = (0,1,0) is a universal transversal unit vector. The functions

Orjn(2,y,2) =1 <33 —%%) . (y - Z?(m/z)) ; <Z _6715)

introduced in Section 2.2.1 can be considered as the continuation of the functions

Orin(, 20(/2),2) =1 (%) . (z —;ﬁ) |

which are defined on T'.

REMARK 2.3.2
Integration on T can be done as follows:
There is a constant A > 0 and a smooth density ¢ : I' — (%, A) in the way that

)
BEUS /0 /F €+ INBE) o)t Vf € L'(TY).

Introducing dp = do, the formula gives

é
| Sy = /O /F FE+tN)Au(€)dt  Yf e LY. (2.3.4)

For our purposes, it’s no matter whether to consider o or u: if the conjugated restriction
theorem

lgdullzr@ny < CllgllLaey Vg € C(T),
holds, then

ool = a], . <2, <ACIluey Vg e C

Lp(R™

holds as well.

LEMMA 2.3.3
Let C >0, 0p>0and 1 <p<oo,1<q< 0.
Furthermore let {Ms}s=o be a dense family in C(I") fulfilling
12l gy < CO |2l sy 90 € (0,80) h € M. (2.3.5)
Then -
lgdo|lp wny < C'll9llairey Vg € CT)

and

Iflellzasro) < C' N fllm@wny  Vf € S(RY) C LP(R™). (2.3.6)
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A more canonical version of the lemma would be to test the estimate on a dense set like

U M,,. To handle the surface measure, we then may use a d-thickening of I'. Thus the
n>0
canonical version of condition (2.3.5) would be

)gcﬁ

V6 € (0,60) Vh € | M,

n>0

Wle’(]Rn iLHLqﬂl(ré)

The lemma states that it suffices to check the estimate for fewer functions: we are allowed
to link up 17 and 6. These considerations eventually lead to the definition of a dense family.

Proof:

According to Remark 2.3.2, we may use the measure p instead of o.

By our assumptions, every g € C(I') provides approximations gs € Ms, § > 0 such that
(lsir% gs = g in L>(T).

_)

First of all, we observe that (lsir% g(;/d\u = g/d\u uniformly and pointwise, because
_)

ooy = gu] ., = sup | / (95— 9)(€)e ™5 dpa(€)] < (D) llgs — gl =3 0.

This implies

1:\ 1 20 ~ —ix:
si 20 5 [ e e emaugar

. 1 [ [t .
_ —ix-€ - M —itx-

2

T o ) -
= gsdu() / n()e = Nae 28 pllgdu(e),
~~— -2

B
—nllx
le.
— .1
gdp(z) ~ lim —gs(x). (2.3.7)
6—0 0

Furthermore, we compute the distribution function

dg,(s) = Hvel: [gs(v)| > s}

20 (e N({(E60) eTxR: |gs(©)n(t/0)] > 5})
< 4 ({(E €D |gs(©)] > s}) = 46dy (s)

and thus the decreasing rearrangement is

G2(t) = inf{s > 0[dy, (s) < £} < inf {3 > 0[d,, (s) < 4%} g (i) |
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These estimates yield

_ <
sl = | 75505
0

<5t [Tt
0 t
L]
=04 H95Hm”1(nu)'

Moreover, it is valid for a general f € L*>°(I") that
<o o dt
oo = [ 4 F0OF
0
@) N
:/ t7 L () dt
0

() 1,
Sf*(())/ tadt
0
| f oo
since % > 0, i.e. ¢ > 1, and therefore

6—0
lgs — gll oo S 195 — gl = 0,

so especially

M lgs )l s ey = 19lzea -

Hence by using assumption (2.3.5), we obtain

— (2.3.7) I AP
lgdull g gy & [[liminf <[gs|[| o oy
Fatou

< hgl_}élf 571“@“&’(3%)

(2.3.5) o 1 9~
< Cl1g1llglf5q HgaHLq/,l(pa

)
(2.3.8)

L eloigd
< Chgn;glféq 1y 95HLq’,1(r,ﬂ)
(2.3.9)
= CHgHLq'J(I‘,p)'

The second part of our claim is a simple duality argument.

(2.3.8)

(2.3.9)
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2.4 Estimation of the overlap

2.4.1 Straightforward results

It will become essential for us to understand the overlap of the sets Ty, + T, k.1 =
0,...,|/logyy| =1, j € I, i € I, n,p = %,...,% — 1, i.e. to examine the maximal
number of them containing a single point. However, this number will not be bounded
by a absolute constant (which would be optimal). We will get some overlap from the

z—direction. Nevertheless, this will not cause us any trouble.

LEMMA 2.4.1
For every € € R?® we have

#{(n,p)|3k,1,5,i: £ €Ty +T0} <387 (2.4.1)

Proof: If & € I'?, 4 T, there exist x; € I}, and x, € I}, with { = x; + X;. Let 2,2

denote the last component of x; and xs respectively, which means nf < z; < (n+1)3 and
pB < 23 < (p+ 1)B. The sum of both inequalities leads to (n +p)f < z < (n+p+ 2)5.
This implies % —2<n+p< % and hence

ne-p+[5-2%nN.

We conclude

2
B

#{(n,p)Fk, 1, j,i: £ €T +T0} =D #{n|3k,1,j,i: £ €Th+T0}

%—1
<Y #(5-23nN)
%—1
<) 3=387"
completing the proof. O

Exploiting the dyadic structure of the decomposition, we obtain a further simple result:

LEMMA 2.4.2
Fork=0,...,|logyy| —1 let Vi(n,p) = U{Tijn+1—‘?l-p|l <k,j€liel}. Then forall
£ € R3, n,p:%,...,%—l holds

#{k|¢ € Vi(n,p)} < 3.
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Proof: The procedure is comparable to the previous proof, though we now concentrate

on the z-component. If £ € Vi(n,p) = U{Fijn + F?ip\l <k, jé€ I, i€ I} and x denotes

the first component of &, there exist [, j, 7 such that
251y + gy + Ry + i < @ < 25Dy + (5 + Do+ 2Ry + (4 D
Since we are just interested in the dyadic size, we estimate quite roughly
(281)y <@ < (281)y 4+ 2852807y 4 (2M1)y 4+ 2521073y = (25 L1y 4 (211,
and since we assumed [ < k, this reduces to

(251)y <z < (2 )y 4+ (27 )y < (2521,

Hence T
2k <Z41< 2k+2

1og2<f+1)—2§kglog2(f+1).
Y Y

Our claim is an immediate consequence of this inequality. U

)

and therefore

The handling of the overlap concerning the remaining parameters is more complicated.
Here we need to involve the y—coordinate. Therefore, we need as a start a new coordinate
system.

2.4.2 Further results

LEMMA 2.4.3
There erxists an absolute constant C > 0 (not depending on 6) such that for all £ € R3,

k=0, logyy]— L np=1,...,2-1
#{G, LD <k EeTy+T5} <C. (2.4.2)

Proof: We are allowed to restrict ourself to the case | < k (more precise: [ < k — 2),
since in the case [ &~ k the second derivative of ® and therefore the Gaussian curvature
is comparable on the regions = ~ 2%y and z ~ 2!v. After rescaling, we are back in the
classical case with (almost) constant curvature.

The procedure differs a bit from the previous lemmas: We claim that the number of triples
(7,1,7), I <k, with the property & € I'y;, + F?ip is bounded by a fixed constant. So let

€ € (Trjn + T0p) N (Chjn + Thiry), (2.4.3)

[,I!/' < k. Without loss of generality, we may assume [’ < [ and in the case I' = [
furthermore i’ < i by interchanging the parameters if necessary.
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Step 1 If (I,i') # (1,i) then j < j'.

The assumption is not necessary, since in the case (I’,i') = (I,i) we may ensure j < j' by
interchanging the parameters with and without primes.

Case 1: I' #1

In this case is I’ < [, i.e. ' + 1 <[, and therefore

This already implies j < 7'+ 1, ie. j < 7"
Case 2: I' =1
In this case is ¢ < i, i.e. i + 1 < ¢ and therefore
251y 4 Jy + @)y +im < @
<2 1)y + (' + Dy + Ry + (7 + D
<@y + (@' + D+ (217 + i
This again implies j < 7' + 1, 1i.e. j < j'.

In the next step, it is useful to examine the projections in z-y—space. Thus we introduce
the new curves &, (z) = nfd (%) (analogue ®,). Using § < 4, it is an easy task to

verify
oo ={(2,9,2) ERYnB <2< (n+ 1), ©(5) SL<@(5) 40, wy <o < vy}
(2.4.4)
cTy, ={(z,y,2) eR¥nB <2< (n+1)B, [y — Pu(x)] < 10md, x4 < 2 < i},
(2.4.5)

and likewise for I', . Now define the projection P(z,y, 2) = y — 2®),(x;) on the normal

to the graph of ®, at point z; in z-y—space.

Y 5

Ly T Ty Tk j+1

Figure 2.3: Projection on the normal vector in the case n = p
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Additionally, we introduce

f]"3.771 = (.’Ek], (I)n<$k]) 77,/8) S ijn flip = (xll'a P (xll) pﬁ) € Flzp (246)
and analogue &jim, Srirp-
Step 2
(i) P(Epinp) — P(&uip) o 02K DG DA
(1) P(&kjm) — P(&kjn) Z 050" — ), ifj<j+1

rm Xy — Ly
with A”/W = 2l (5_1)u
~
The term Ay, looks somehow artificial. However, we will discover that this quantity is
the crucial one, expressing (in some sense) the distance between I'f, and T?,Z-,p.

lip
Part (i): The mean value theorem provides the existence of an & € (zyy, x);) with

’

21 (5—-1) (2l 4 Z'Ql(l—%) o 2l . iIQl/(l—%)) ]

(I)p(xl’i’) — (I)p(xli) = @;(f)(xl/l/ — l‘li). (247)
Thus especially

<z <341 < Tpoo

1<k—2
and hence
a < nB T2 < 20k _ 22" 21)y 1 (2’“—4)7 < 1(2%1)y _ lﬂ
pB T~ pB nf T nf nf 5 ~2 nf 2np3
Using monotony and convexity of &', as well as ®'(0) = 0, we obtain
T 1 1
v ()= (2a5) =2 ( ) 243
Hence
O (0) — DL(T) = @ Z_k) — 9 (p%)
~ ! ﬂ)
(2.4.8) np
Lo
T )
A~ AmTlghtneD), (2.4.9)

Thus we conclude

P(&rip) — P(&ip) = Pplav) — Oplay) — (zvi — x5) P, ()
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Part (ii):
Since the projection P depends on k, we are not able to use (i). However, we proceed in
a similar manner: like in part (i), we obtain a Zj; between xy; and zy; with

Dy (zhjr) — Pulry) = O (Tn) (Thjr — T5)-
Furthermore, we obtain a 71 between 7 and z, with

P(&kjm) — P(Erjn) =Pn(wryr) — Prlang) — (2ajr — 215) P, (1)
=(®,(Tk) — ), (24)) (Thjr — T15) (2.4.10)

)
=, (T1) (Tr — 24) (Thy — Th5)-

Especially Iy € (g, Tx) C (T, Tpp1), 1. Tp = 257, (2.4.11)
In the case j' > j we use

Ty > min{my;, opyt = v = (281 + 2802y = gy 4 j2RI=5), (2.4.12a)
This gives

P(&xjrn) — P(Ekjn) O (Z1) (Zr — 1) (Thj — )

(2.?10)

~ 2k m—2(~ L )
o (2%9)" (@ — i) (wry — kj)
> (2P 2Ry (5 )2ME )y
(2.4.12a)
= 7" =)
= 8 =)
In the other case j' < j the assumption ensures j = j' + 1, 1i.e. j/—j = —1. Now we use
Ty < max{xyj, 1y} = vy = (281)y + 2802y = gy 4 j2R1-%)y, (2.4.12b)
In this case we obtain
Pl&kjn) = Phin) - = ©7, (%) (T — o) (Thyr — @)
~ 2k m—2(~ _2/6(17@)
Sy @) ) (20
> _(2k‘,y)m—2 ]219(1—%)7 2k‘(1—%)/y
(2.4.12b)
= "
= _5.7 = 5j<j/_.7>7

completing Step 2.
The next task will be to estimate the size of the pieces Fijn of our decomposition, with
respect to the projection P. The size of a set U with respect to P is measured by

diamp(U) = sup{|P(u) — P(v)| : u,v € U}.
Step 3
(i) diamp(Ty,)) < 62Hm-D=15=D)

(i) diamp(Ty;,) S 52k%

~



30 2.4. Estimation of the overlap

Part (i):

diamp(rfip) =P (1, Pp(1:) + O6), pB) — P(x1i11, Pp(21i11), pB)

=P (213, Dp(215), pB) — P(w1341, Pp(21i41), pB) + O(6)
:P(glip) - P(§l7z‘+17p) + 0(5)

We apply Step 2(i), replacing " by [, i by i + 1 and ¢’ by i. Then
Ay =217 ((Z +1)210-%) — i2l(1’%)) =1 and

diamp(T%,) =P (&ip) — P(&iv1,) + O(0)
A2k =D =DAY 5+ O(0)
=52km=D=103 =1+ O(9)

1<k
< goktm—1—1(%-1)
Part (ii):

diamp(T};,) =P(@j1, Po(Thg41) + O8),n8) — P(ays, ®u(an;),nB)

=P(kj+1, Pu(@r,j41), nB) — P(ps, Pn(2k)), nB) + O(5)
=P(&kjr1n) — P(Ejn) + O(0)

Step 2(ii) implies

P(&rjm) = P(&gn) 2 05" —7), i j<j+1
or, equivalently

P(&rjn) — P(&rjmn) S 050G =57, <) +1,

so especially i
P(&jvn) — P(&rjn) S (5 +1)6 < 62772,

This leads to

diamp(Fijn) =P (& jr1.n) — P(&rjn) + O(0)
<622 4+ 0(9)
<o2k3 .

A further step will analyse the quantity Ay. Here we exploit (2.4.3): Tij,n + F?i/p #0 .

Step 4 All/ii/ S 1
We apply Lemma 2.7.5. Since

éa € an a = (kuju n)7 (kuj/7n)7 (l7i7p)7 (llailup)
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the lemma yields

P(&rjm) — P(&kjn) + PErip) — P(&ip)

< diamp(T};,) + diamp(Ty;,) + diamp(T),) + diamp(T),,).  (2.4.13)

In Step 1, we established j < j’ (at least if ({,4) # (I',7'), but in the case (I,7) = (I',7") we
may also assume this). The application of Step 2 and Step 3 results in
2RI A gy <628 DTE D Ay + 655 — §)
(2.4.13)
< 62F5 4 gokm=D=UE ) 4 sok(m=D=l(5-1) (2.4.14)

Now we use I’ < [ and I' < k, since the last one implies k(m —1) = I'(F — 1) = k% + (k —

I')(% —1) > k%. Thus (2.4.14) transforms into

QRm=1)~U(B-1) A, < Q(m=1)=I(5~1) | gk(m=1)~U'(5~1) | gk < gk(m=1)~I'(5-1)

i.e. All’ii’ S 1.
The former results will be merged into the following step, which states that there are not
"too many" (I’,4") appropriate to a given (l,1).

Step 5 One of these three alternatives holds:

(i) ' =1: Then |i —1i| < 1.

(ii) ' =1—1: Theni <1 and2"'% — i’ <1.

(iii) ! <l —1: Thenl';l <1 and especially ¢',i < 1.
Especially I = 1 is necessary.

Let me remind you that we assumed [’ < [ and even i’ < i for I’ = [. The proof is divided
into three cases:

Case 1: I' =1

According to Step 4, we know

12 Ay =227 (20 432107%) — 2l 210750y = — i > 0.

Case 2: I'=1-1
Step 4 now reads

12 Ay = 2" (2”1 +20HD0=3) ot z”2l'(1’7)) =2'% — i 442175
——

hence
1>i2"% ~4¢ and 1>2'5 —¢.

Case 3: [ >1'+1
In this case, Step 4 yields

12 Ay =2"(2 7Y (21 4gol=3) ol _ i’Ql’(l—%>>

22" ED (o - o) 2 9yl > o
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which already implies I/ <1 <1 and thus i < 22 <1, as well as 7/ < 1

~ °

Tyi Xy Thj Th,j+1

Figure 2.4: Projection on the y-axis in the case n = p

To come to a similar conclusion concerning j and j’, we consider the projection on the

y—axis, denoted Q(z,y,2) = y. Then - cf. (2.4.6) - Q(&kjn) = Pn(xi;) and Q(&ip) =
O, (24;), analogue for the primed coordinates.

Step 6
(i) Q(&up) — Q(Eriry) < 0212
(1) Q(Erjm) — Q(Erjn) = 5282 (5 — §)

Part (ii): Again, we use the mean value theorem: there exists a & between zy; and
fulfilling

X

Q6ay) — Qen) = alo1y) = (o) = @) any — 1) =¥ () oy — ).
Notice that & ~ zj, ~ 2F, i.c.
Q(Ekjm) — Q(Ekjn) =(259)™ H(wny — xay)

:Zk(m—l),ym—l(j/ _ ])219(1—%)7
=02"% (5 = j).
Part (i): In this case, the mean value theorem provides a = ~ x; &~ 2l7 such that
Q(&ip) — Q&rirp) =Pp(1;) — Pp(arir)
= (2) (w1 — xpir)
~(20)" T 27 T A
:5 2l% 2(l_l/)(%_1) All’ii"
Since Ay <1 by Step 4 and I ~ [ according to Step 5, the equation implies
Q(glip) - Q(gl’i’p) 5 521%7
thus completing Step 6.
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Step 7 |j — /| S 1
We have

diamq(I};,) = s Q&) — Q(n)]
ne kjn

Q(xrj, Pr(xrj) + O(6),nB) — Qi j-1, Pr(Tj-1),nB)

D, (z15) + O(5) — P (g 1)

6282 + 0(9)

Step’\%(ii)
< 52kE

) <0215 < 62F% and diamg (T

Using Step 6(i) we observe diamg (I, i) S 622 . Now

lip
we again apply Lemma 2.7.5:

Q(&rjm) — Q&kjn) + Qi) — Q(&uip)
< 52kE,

It follows that
02K (5 — )~ Q&ym) — Q(&kjn)

Step 6(it)
S Q(&ip) — QEpiry) + 022
S 02 a2t
P
S

52k O

and thus j/ — j < 1. This already implies the desired estimate, since j < j'+ 1 according
to Step 1.
Together with Step 5, Step 7 completes the proof of Lemma 2.4.3.

2.4.3 Summary of the results

COROLLARY 2.4.4
For all £ € R3, we have

(o p)lE € T8 + 19} < 18067, (2.4.15)
where C' is the constant from Lemma 2.4.3.
Proof: For £ € R3 let

M ={(n,p)|3k,1,j,i: £ € To + T} 1,
M(n,p) ={k|3, j,i: £ €TL+ T3, 1 <k},
M(n,p;k) ={(l,5,1)|¢ € To + T}
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Then the previous Lemma 2.4.1, 2.4.2 and 2.4.3 states

#M <357 (2.4.16)
#M(n,p) <3 Vn, p (2.4.17)
#M(n,p; k) <C Vn,p, k. (2.4.18)

We proceed by
()l € T + T} ={(on )l € T + T3 1< kYU {(aupl§ € T8+ T, 1> k)
~{(ap)le € TS+ T, 1<K} U {(np)le € TS + T2, k<1),
and
{(, )€ €T+ T, L <k} ={(a,p)|(n,p) € M, k € M(n,p), (I,j,i) € M(n,p;k)}.
It follows
#{(a, p)|€ € Ty + Ty} <2#{(a, p)|€ €Ty + T, 1 <k}

=2 ) ) #M(n,p;k)

(n,p)EM keM (n,p)
<2-387'-3.C=18CB7"
using Fubini’s theorem. U

If we enlarge the sets ' in the right manner, the statement essentially remains valid:

COROLLARY 2.4.5
For the sets F5~ n, We introduce their adjacent sets

F5

k:]n(u7v7w> (0 U5 O) + ijJru n+w? u,v,w € {_1707 1}7

as well as their "doubling”

Gk:]n = U Fi]n(uvv7w)'

u,v,we{—1,0,1}
Then for every & € R3:
#{(a, p)l€ € GO, + G} < 3°-18C87
The last variation of this lemma is the version we want to apply finally.

COROLLARY 2.4.6
Let 1 < s < oo and Gk]n like above. Then there exists a constant Cs > 0 satisfying the

following: Let f., € CF(R3), k,1=0,...,]logyy|—1,j=0,...285 —1,i=0,...2'% -1,
n,p = %, ey % — 1, be non-negative functions fulfilling

SUPP fap C G° + Gz
Then for all £ € R?

(Z faﬂ<£>> < B [ fan(€)
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2.5 LP-estimates for convolutions

Consider two cuboids in R?® with two short and one long edge. Both cuboids shall lie at
parallel planes (we will concretise this soon). If we form the convolution of two functions,
each one supported in one of the cuboids, what can we say about the LP-Norm, depending
on size and relative position?

2.5.1 Introduction to the problem and formulation of the result

Fori=1,21let A; = {(z,y) : |z| < &, |y —muz| < g} We assume that § < 7,7, and
moreover, that the slope m; of the boxes is bounded by an absolute constant (i.e. not

depending on § and ;). For convenience, let 75 < 7.

Vi

J Figure 2.5: Parallelogram A;

Furthermore, we configure the position of the figures relative to each other. Let a =
Z(Aq, As) be the angle between the parallelograms, i.e. between their longer sides. The
assumption of the boundedness of the slopes guarantees sina ~ o ~ tan a. (2.5.1)
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Figure 2.6: Parallelograms A;

Now we introduce the parallelepipeds Q; = A; x (0,8) C R3. Let & € R? and ¢; a bump
function adopted to & + Q.
The main result of this section is the following;:

LEMMA 2.5.1
Let1 < s < oo. Then

§)(s+1)
(69) — 271 (2.5.2)

Sd <—
/1;3|¢1*¢2| xN(l—i—%O{)

2.5.2 Proof of the result

At the beginning a simple remark:

REMARK 2.5.2
For C > 0 and i = 1,2 let B; be symmetric (B; = —B;) subsets of R", z; € R",
supp; C x; + B; and |||l < C. Then

I * dallow < C%sup |Bi N (2 + By)l. (2.5.3)

Proof:

o) =| [ oa(o)ate )y

< / [V1(z1 + y)a(z — 21 — y)|dy
on
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If the integrand does not vanish, we have x1 +y € suppyy C zy + By, i.e. y € By.
Furthermore must © — x1 — y € suppy C x5 + By be valid, ie. y € v —x1 — 29 — By =
T — 21 — X9 + By. We conclude

by %24 () < / n (2 + Y — 21 — g)ldy

Blﬂ(1'7:v171'2+32)
§02|Bl N (l‘ — X1 — X9 + Bg)|
<C%sup |By N (z + By)|

as claimed. ]

REMARK

If the sets are like in Figure 2.6, the supremum is achieved (amongst others) in z = 0, as
we can see clearly in the picture. In this concrete situation, a formal proof can be obtained
with some efforts by an elementary computation.

However, it would be more typical for a mathematician to conjecture a more general
statement: "Let K and L be two convex bodies in R"™ symmetric with respect to the origin
(t.e. K=—K). Then |[KN(z2+L)| < |KNL| for all z€ R"."

As it is often in convexr geometry, the statement is quite easy to understand, whereas a
proof is not immediately clear. One might use the inequality of Brunn-Minkowski (cf.
Lemma 2.7.4).

Anyway, we now need to estimate |A; N Ayl

LEMMA 2.5.3
We have

|A N A | < 5272 ~ 52/72
PN max{0,ealt 0+ pa

Proof: Elongating the two parallelograms in direction of their longer edges to infinity,
we obtain by a elementary computation (cf. Figure 2.7)

2 2
A, Ay < 2 AN (2.5.4)

S & «

Figure 2.7: A; N A,
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This expression is indeed to large for small angles; in this case we therefore apply the
trivial estimate

The changeover appears if the corners of the small parallelogram get into touch with the

large parallelogram, i.e. if a ~ %. Given v > 6 we thus apply (2.5.4) and find

52 52
|[AyN A S — = o
a  max{d, ypa}
In the contrary case ypcr < § we apply (2.5.5) and find
57

< -
| A1 N Ayl < 0y max{0, o}’

and thus the desired estimate in both cases. O

This lemma can be proved in a similar manner, as basic as before:

LEMMA 2.5.4

| A1 + Ao| S 71(0 + ea).
Now we are able to start with the proof of Lemma 2.5.1:

Proof:

[lersonlds < ool |supp(onon)
S (sw 1@inm+Q)) 16+ +&+Ql

Lemma 2.5.2 neR2xR
= Q1N Qaf” Q1 + Qo
= (AN A x(0,8) (A1 (0,8)) + (A2 (0, 8))
= | A1 N Aq|*5° |(A1 + AQ) x (0,20)]

2 s
< ( 0%2 ) |(A1+A2)|58+1

Lemma 2.5.3  \0 + 7200

< 5272 3 5 .
Lemma 2.5.4 (5 + 72&) 11(8 + Y0) 5
m s+1
(0 + yocx)s~t
(1+ Za)s 1
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2.6 Proof of the main theorem

Before we start to complete the proof of Theorem 2.2.2, we need a further lemma, which
concretises the general results from the previous chapter in our special situation.

2.6.1 Application of the results from Chapter 2.5

LEMMA 2.6.1
Let1 < s < oo. The functions ¢y introduced in the previous chapter satisfy the following
estimates:

(i) If |k —1| > 1, then
=

k41 o=t g 1y (s—
/\¢kjn*¢zzplsdﬂf S(Boy)s e Asmem) 9= S (m=D(s-1), (2.6.1)

(ii) If |k — 1] < 1, we find either a function f: I, — Iy withVi € I, - [{j : f(j) =i} <1
or a function g : I = I, with V5 € I, - [{i : g(7) = j}| S 1 such that

" s—1
/ |Grjn * Guipl*da S(Bo)* 12T (Hs=sm) %1 , (2.6.2)
where
h(i,3) = 1f(G) =il or h(i,7) = |7 — g(i)]. (2.6.3)
Y
Py,
Py(y,) "

Figure 2.8: Angle between the translations to the origin of the projections

Proof: Recall the definition of f‘gjn ={(z,y,2) e R}nB <2< (n+1)B, ly—Pu(x)| <
10mé, zx; < x < xy;41}. The projections of these sets on xz-y—space are contained in
parallelograms with slope @/ (zj;), thickness O(6) and width 7;. When we shift their
centers to the origin, they intersect with angle

fé

lip

o=/

wins Llip) = | arctan @] (24;) — arctan @ (2y)|. (2.6.4)



40 2.6. Proof of the main theorem

Since " and therefore as well ! = ¢ <@> and @}, are bounded from above and from

below independently of n and p, we have
o =P (z5) — O (213)]- (2.6.5)

At first we consider the case (i) |k —{] > 1 and assume without loss of generality | < k,
we obtain due to the dyadic nature of the construction

a ~P) () &~ (28)"

__ T
ok(1=3)
0 m
=—22, (2.6.6)
Vi
The case (ii) |k — | < 1 is a bit more complicated. This is due to the fact that we decom-
posed orthogonal to the z—axis, regardless the cone-like shape of the surface. Formula
(2.6.5) illustrates the difficulties: in the special case n = p we get rid of the difference by
the fundamental theorem of calculus, but unfortunately, the general case appears much
harder.
Instead of this, we choose an other approach: let k,l,n,p be fixed and a; = @} (1),
bj = @/ (zx;). Then for all j, j’

b; = bye| = |} (wr;) — P, (240)]
" () [Ty — Tyl
(284" 215 — 7|
2HE Dyt — |

5
_ L 2.6.7
- 7 =7l (2.6.7)

m

Q

Q

In the same manner we obtain

ar — ag ~ i — ) W L) (2.6.8)
v Tk
This basically means that we have a good idea how to compare the a; with each other,
the same with the 0%s. But we lack control in comparing some a; with a b;. Therefore we
apply the abstract result of Lemma 2.7.6. At first we check the preconditions:
The sequences a;,i € I; and bj,j € I are increasing, since (for instance) x; < x;; +
Y = 2141 and @, is monotonously increasing. Thus we may apply Lemma 2.7.6 to the
renormed sequences “£a; and 2£b;. Provided boem/2_ —by < agim/2_; —ag we get a function

5
f: I, = I, almost injective, i.e. Vi€ [;: |{j € I : f(j) =1i}| S 1, and fulfilling

1
|ai — b]‘ Z §|az - CLf(j)‘ Vi € IIVJ c [k (269)
Consequently
a o~ [P () — ()]
b — ail

(2.6.9)
2 lai —agp)

(2.68) 0 .
~ —li—= ()l
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Provided borm/2_; — by > agim2_; — ap we switch the roles of a; and b; and obtain a
correspondingly result; in any case, we obtain a function h as desired and fulfilling

oz ih(i,j). (2.6.10)
Yk

Combining (2.6.6) and (2.6.10) we see that

<k
Tk :{ s (2.6.11)

a
4} h(i,j), iflk—1] <1
Using Lemma 2.5.1 and taking into account | < k, i.e. vy, <y, we conclude

(6)5)s+1
. . Sd <— $
/ |(Z)kjn * ¢lzp| AN (1 'gc )5_1 YN

s+1
_ (867) ok(1-2)s9l(1- %)
(1 + Za)!

s+1
_ (ﬁ(sz) 2%(28—777,8)2%(2—771)
(14 Fa)s!

2%(371)+%(m37m75+1)

(1+ 77’“04)3*1

(o) e

It remains to consider the second expression. In the case | < k, it is transformed by
(2.6.11) into

|7

(ms—m—s+1) 2%(371)+é(msfmfs+l)

N~

~

(1 + ’iTk()é)sfl ~ 2]?%(871)

_2§(sflfms+m)+% (ms—m—s+1)

_ o~ m-1)(s-1)

whereas in the case |k — | < 1, it gives

g(s—l)—i—é(ms—m—s—i—l) 2%(8—1)+é(ms—m—s+1)

2

T+Fap™ (A+hG)

klekjlrl( D+ k+l(

(1+h(i,5)) "

2 % (ms—m)

(1+h(, )t

ms—m—s+1)

s—1

whereby the claim is verified. O
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2.6.2 Completing the proof

One further intermediate step will be helpful since we get rid of the split-up in the two
different cases from the previous lemma.

LEMMA 2.6.2
3 _1_1,1 1,02
Then for all k,1,n,p and for all finite sequences a € R b € R we have
Z |aj|8|bz‘|8/ |Drjn * Puip|*da
tj
s s s o (A4s—sm4+m(1—2)) 5=t (1) (s—

(857 ally Jolly2 3 0+ (1 Do i m e,

Proof: At first we consider the case |k — [| > 1. Holder’s inequality implies

S m 1_i
7 [2FF 7

Swr=(ger) (%

=0
= lolly257 (=),
which, together with Lemma 2.6.1, results in the desired estimate.

!

In the case |k — 1] <1 we apply Lemma 2.7.1 with parameter r = <. (2.6.13)
Since we assumed % < % + 1%, it follows
1 1 1 1 1 2 6. 1 !
Sl ts o= (1 2) Y L s =L <0, (2.6.14)
q qg 2 p 2 P 25 S
Furthermore, we have
1 S S
— = 1-Z2=1-s42
vl q q
3 3s 2
> 1—S+817:1—S+?]?
6. 3 1
Sl (1——) = (s— 1)+ 2(s—1)
2 S
B s—1
= TR
ie.
T,/
Q:=(s— 1)z <L (2.6.15)

Assume for simplicity once more that [ < k. To apply the lemma, we have to analyse the

E+lm m
kernel G (z) = 2?;; from (2.6.2), z € [0,2%% — 1]. It fulfills

2*F 1 ok ok @ e
/ G%l dz §/ < ) de = 2F2 / 9z
0 il 1 z 2 k%
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1.e.
s (2.6.15) s
-1 k lm/ (2.6.13) 2—1“2 m(lf—q,>. (26] 3)

1Gilly = 1Gplly <2
Next we again apply Lemma 2.6.1, but this time part (ii), though we just discuss the first

|f(5) —i|. The lemma states

case h(i,j) =
Z|aj|s|bz‘|s/|¢kjn*¢lip|sd9€
ij
oklm .
S(B07)™ Y a2 0 — (2:6.17)
ij | f(j) — 1
and according to Lemma 2.7.1
S b | — 2 T ebrien
et T | > TGy
(2.6.16) . k(s
< a2 07)
Etm(1-2)

(2.6.13) s 1ils
= laligliblg2

— g m=n)(s=1).

Putting this into (2.6.17) yields the claim, when we insert the expression 2
which is of constant order in case of |k — | <1 O
Eventually we can complete the proof of Theorem 2.2.2. Let us recall the statement
THEOREM
Let p' > m + 1, g <i<ili L then
A~ 1 1 m+1
1D aadally S0 D aal@1)7)s7 7 dally (2.6.18)
«a a=(k,j,n)
(2.6.19)

holds for all 6 > 0 and for all sequences a,

Proof: Since 2 < p’ < 0o, we find s € (1,00) such that £+ + 2 =1
L > 9 holds, thus we can apply Youngs inequality

Since even 4 < p', &
1D andally = HZ%%%%H
(0%

o,

_ ||g( 3" taaud * %) ||%/

a,

Young
I Z oty P * Opll

/ ’ Z A0 CpPa * Oy de
au
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Now we exploit the estimate from Chapter 2.4 of the overlap of the supports of the
functions ¢, * ¢,

de.

DIENCEEES i) SN
«a Qa, i

Corollary 2.4.6
S el [16ax ol da
a,p

Lemma 2.6.2 bl B . -
N B2 Nakallyllaliy2 = smetm(1=5)) 9= b5l m-1)(s-1)
klnp

where ag, = (agjn)jer,, @p = (aup)icr,- Notice that for fixed k& Holder’s inequality implies

-3
> lawally < (Z ||a,m||g,> d 1
n n :%
1—5
S 1 q, S %71
=l axlly 3 = llaxll; 84, (2.6.20)

where aj, = (axjn);n. Implementing this in our equations yields

15 audallZ SE° 2 S el a2 504 (=i Dtk
a k,l

=57 (7)) 3 gl a2 F 10yl e
k.l

:6?<5’7)(s+1) Z |’ak2k[177m+m;;1,2ﬂq,}”ZlHalQl[l; +”12t1,2ﬂq,}”2l27\k7l\%(5*1).
k.l

(2.6.21)

We again apply Lemma 2.7.1 for r = %' (recall r < 2, cf. (2.6.14)):

»Qll\.’)
~lo

~ 2s 1-m_ m+1l_ m /
” Zaa¢aH?f g B (57)s+1 (Z ”CLka[ 2 T a5 zq/]HZ/>
o k

_(1l=m | m+41
( 2 + 2s

[

-2
= (o)

2s
2s

q/
q )28 (Z ”CLk(Qkfy)l_Tm""m;l_% "Z;Qk(lg)fyﬁé)
k

—-m m —m m /! m a
o ) (413 - (g )2 (Z lax(25) 7 ﬂl‘ﬂrz,zk@ﬂwé) -
k

(2.6.22)
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We determine the exponents: it holds

(m + 1) <s+1—§)—(1_m+m+1—1)25

q 2 2s q
11 1 l-m m+1 1
=2 D(z+—-=)- - —
8{<m+ ><2+28 Q’) 2 2s +(J’]
m+1 m 1—m
=25 B ——
2 q 2
17 2
—2sm l1 - —,] il (2.6.23)
q q

and

2 2s ¢ q 2 2s q 2

l-m m+1 1 1 m+1 m+4+1 1 m+1 1\ @6199 1 m+1
+ — — + = - = 1— =" - =

s q P’
(2.6.24)
A further computation shows
[ ot 3] = 08 058 = 20035, (2.6.25)

thus (2.6.22) translates into

2s
q/

A m?2s 1_m4t o ’
1Y aagall Sy™e <Z lar(2*y)a IIZ//¢Zd$>
a k

2s

=57 ( / > a2 0] da:)

Q
R
>,

Q|
S

)
~

IE?‘
=
2

Q=

|
-
2
Q-
~
&

completing the proof of Theorem 2.2.2. O
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2.7 Appendix: auxiliary lemmas

2.7.1 Classical lemmas

LEMMA 2.7.1

Let 1 <r <2, and f: N — N "almost” injective, i.e. there exists a constant C' > 0 such
that V1 : {k e N: f(k)=1}| < C. (2.7.1)
Then

1
D>_ G-t < C7 llall Gl 16
k,l ’

holds for all sequences a,b € {,, G € £

200

Proof: At first, Holder’s inequality gives

< [lall-[[(G*b)(f ()l

> axGygry—iby
k.l
We further observe

SIGU W) < CXTIG ()

k

" > 1. Hence we apply Young’s inequality with

Since r < 2, we have v > 2, ie. %

parameters 1 + % = % + % to obtain

1G * bl < HGH%OOH?)IM-

Altogether, this provides the desired estimate. O

LEMMA 2.7.2 (HOLDER’S INEQUALITY IN LORENTZ SPACES)
Let}%:$+l 1=1,2. Then

r;’

Hngp1,p2 N HfHQL(IQH.g”TlJ"Q'

Proof: This is a consequence of the classical Holder inequality and the fact that the
decreasing rearrangement satisfies (fg)*(2t) < f*(t)g*(t) (see Proposition 1.4.5 No.(7) in
|Gral). O

LEMMA 2.7.3 (BRUNN-MINKOWSKI)
Let Ky, Ky be compact and convex subsets of R™ and 0 <t < 1. Then

(1—t) |Ko|n +t|Ki|» < |(1—t)Ky+ tK;|».

Proof: Compare [GW], theorem 6.2, p. 57. O
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2.7.2 DMore specific lemmas

LEMMA 2.7.4
Let K and L be two convex bodies in R"™ symmetric with respect to the origin (i.e. K =
—K). Then sup |[KN(z+ L)| = |K N L| holds for all z € R".

z€R™
It is a simple observation that both conditions on K and L are crucial.

Proof: Let z be some point in R™. We have to show that |K N (2 + L)| < |K N L|.
Therefore we introduce the sets A = (L + z) N K and B = (L — z) N K. The proof will
be divided in three steps:

(i) HBEcKNL
(i) [A] = [B]
(iii) |A] < [4FE|.
Notice that (iii) and (i) immediately imply what we claimed.
Proof of (i): On the one hand, since A C K and B C K, we have 422 ¢ KK e comvex g
On the other hand, since A C L+ z, B C L — z, we have 458 C Ltztl=z Leqmvex 1.

Proof of (ii): This is clear since A = —B by the symmetry condition on K and L.
Proof of (iii): We apply the inequality of Brunn-Minkowski:

1 11 O\
A = —|Al» -+ =|Al=»
A (3140F + 5141%)
(i) 1.1 1 _1\"
(2| "+ 5 |)
Brunn-
p ’A+B’. -
Minkowski 2

LEMMA 2.7.5

Let X be a normed vector space and Uy, Us, Vi, Vo C X with the property (Uy + Vi) N (Uz+
Vo) # 0. Furthermore let P be a linear functional on X and let x; € U;, a = P(x2)— P(x1)
and y; € Vi, b= P(y2) — P(y1). Then we have

a+b< Y [diam(P(U;)) + diam(P(V;))). (2.7.2)

i=1,2

Proof: Choose some & € (U; +V;) N (Uy + V3). There exists u; € U;, v; € Vi, i = 1,2 with
uy + v1 = & = ug + vy. It follows

a+b=P(xy—x1)+ P(y2 — 1)
=P(z3 — 21) + P(y2 — y1) + P(u1 + v1) — P(uz + v)
=P(r2 — uz) + P(y2 — va) + P(uy — 1) + P(v1 — y1)
<diam(P(Us)) + diam(P(V3)) + diam(P(Uy)) + diam(P(V1)),

completing the proof. O
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LEMMA 2.7.6
Let I = {0,...,n},J ={0,...,m} C N and let a = (a;)ic; € R, b = (b)je; € R’ be
two increasing, finite sequences such that

Ct'< a1 —a; <C  foralliel

CU< by —b,<C forallje (2.73)

Moreover we assume that b, — by < a,, — ag. (2.7.4)
Then there exists a function f:J — I such that

. 1
(@) lai = bl = Slas — ag
(i) Yiel:|{j:f()=1i} <4C*+2.

The trivial case [ = J, a = b can of course be solved by f = id. In the general setting, we
in some sense had to replace every b; by some ay;), leaving the distances to other points
(almost) unchanged. Condition (ii) can be read as a weakening of injectivity.

Proof:
Without loss of generality, we may assume b, < a,,. B (2.7.5)
To be more precise, if b,, > a,, would hold, we would consider a; = —a,_; and b; = —b,_;,
which also fulfill the requirements of the lemma. Then

Z_)m:—b(] < CLn—CLO—bm<—CLO:C_Ln.

(2.7.4)

So, if we would find a function f appropriate to @, b in the sense of (i) and (i), f(j) :=
n — f(m — j) would be a solution appropriate to a and b since

_ = 1. _ 1
|ai — bj| = |an—i — bm—j| Z §|an_,~ — a’f(m—g)| = §|al — Ay 7(m—])|
Furthermore, we may also assume ag < b, without loss of generality. (2.7.6)

In the case ag > b,,, we would introduce a; = a; — ag + b,, < a;, such that ag = b,, < b,,.
If f is a function associated to a and b as required, then

bj —ail = ai—=bj>a;—b; = [|bj—al> 1|C_lf(j) —ai| = 1\be(ﬂ — aj.

bm<ao bm=ao 2 2

It would be helpful for the construction of f to assign an ¢ to every given j in a way that
b; is close to a;. Nevertheless, if the sequences are somehow shifted against each others
(for instance, by < ag), there might be no a; "close" to b;. If we would always choose the
closest a;, this would hurt condition (ii).
Therefore we reflect a;'s at ag, to ensure that for every b; there is a (maybe reflected)
point a; nearby.

g(j") ag(5) A
foovenne | ooreeen Beoeeood Joevnnes Joreeeneforeinn } } } } } } } i
a_n \ Qg [\ Qp
—+—t—t—t—t————+—+—+—+ b
b() bj/ bj bj+1

Figure 2.9: Setting of the sequences a and b
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Let I = TU(-1). Define the continuation of a on I by a_; = 2a9 — a;, i € I. We then

find a function g : J — I such that |ay;y — b;| = min |a; — b;|. The claim is that f = |g|
i€l

is a solution of our problem.

Checking condition (i):

Case 1: ¢g(j) > 0. Here

|ai — ay)| = lai — agy| <lai = ;| + 1bj —agp] < 2fa; —byl.

minimality of g

Case 2: g(j) < 0. Here

<lai —aol +]ao —agp| = ai—ao+ao—agg = lai —ag;)l;
and we proceed as in case 1.
Checking condition (ii):
Obviously, it is sufficient to show that |{j : g(j) = i}| < 2C% + 1 holds for every i € I.
Thus let g(j) = i.
We claim that |a; — b;| < C and check this:
Case 1: a; < b;. Would ¢ = n, then b; <b,, < a, = a; <bj;, hence i < n. Thus a;4;

2.7.5

is well-defined and b; < a;4; holds according( to )the minimality in the choice of g. We
conclude |a; — b;| =b; —a; < a1 —a; < C.
Case 2: a; > b;. Would 7 = —n, then

bj<CLZ':CL,n:26L0—CLn < bm—(an—ao) < bogbj.
(2.7.6) (2.7.4)

Hence we have i > —n, thus a;_; is well-defined and b; > a;_; holds. We finish as in case
1.

Case 3: a; = b;. This case is trivial.
If additionally ¢g(j') = ¢, then |a; — b;| < C and |a; — bj/| < C. Now we utilise (2.7.3).
Therefrom we get by induction

21 = 51 b = byl < Iby = +]as — byl < 2C,
ie.
= < 2C%,
and thus condition (ii). O

REMARK

If assumption (2.7.4) is not fulfilled, a comparable result can be obtained by interchanging
the roles of I and J or a and b respectively. Actually, the lemma remains also essentially
valid if these quantities are not interchanged. Therefore we just need some further mar-
rorings, if necessary also at the "upper” end a,. This would enlarge the bound 4C? + 2
from (ii) depending on the relation between n and m. Nevertheless, the notation would
quickly become confusing, thus I omit such a version of the lemma.
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3.1 Introduction

We start with a description of the surfaces we want to study. Let @ = [0,1] x [0, 1]. For
a smooth phase function ¢ : @) — R define the graph I' = I'(¢) = {(x, ¢(x)|z € Q}. We

equip I' with the Lebesgue measure! o and study the operator

R*(f)(x) = Jdo(z / F(€)e=4da(e), (3.1.1)

where f € LY(T).

3.1.1 Outline of the problem

The phase function we have in mind shall obey the following definition:

DEFINITION

Let my,ms € N, my,mo > 2. We say that a function ¢ is of normalised finite type
(m1, ma) if there exists ¢1, ¢ € C([0,1]) and a,b > 0 such that ¢(z) = ¢1(z1) + da(x2)

and
at™ =k < o () < prmi (3.1.2)
foralli=1,2,t€]0,1], 0 <k <m,.

The definition may surprise as it does not allow perturbation terms depending on both
x1 and xy. However, such perturbation terms are not covered by our proof. Although
it might be a problem depending on the method, this is totally unclear at the moment.
This certainly is an interesting question for future research.

The generic example is ¢(z) = x™ + x5, but even more general functions with finite
order of contact can be normalised to our requirements:

REMARK
(i) Let ¢ > 0 and ¢ € C™®(—¢,¢e) be of finite type m in 0, i.e. p(0) = ¢'(0) = ... =
©m=D(0) = 0 # ™ (0). Assume ™ (0) > 0. Then there exist € € (0,¢) such

that

e (t) ~ tmF (3.1.3)
forall0 <k <m, |t| < €.

(11) Further let ¢p(z) = p1(x1) + pa2(22), |z|] < €, where p; € C™(—¢,¢€) is of finite type
m; in 0 with @Emi)(()) > 0. Then there exist an € > 0 such that y — ¢(&y) is of
normalised finite type (my, msy).

Proof: (i) Since ¢ has a zero of order m at the origin, we find ey > 0, a smooth function
Xo : (—¢€0,€0) — (0,00) and a sign o = £1 such that
o(t) = at™ xo(t) (3.1.4)

1Since I' is compact, the surface measure has a density bounded from above and from below; therefore
the boundedness of the restriction operator remains the same whatever of the both measures we take.
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for all |t| < 9. Thus ¢'(t) = at™ [mxo(t) + txy(t)]. Since xj is bounded on any
compact neighborhood of the origin, and yq is bounded from below by a positive
constant if the neighborhood is small enough, we have tx{(t) < myxo(t) for ¢ small
enough, thus we find 0 < e; < g9

¢(t) = ot" I xa (1) (3.1.5)

where x1(t) = mxo(t) + tx(t) > 0 for all |¢] < ;. Iterating the procedure gives
er >0, xx : (—¢ek, k) = (0,00) such that

B (1) = at™ Fx(t) (3.1.6)
for any |t| < e;. Finally observe that 0 < ™ (0) = ox,,(0), i.e. o = 1.
(ii) Chose € > 0 such that for bothi =1,2, 0 <k <m;andall0 <t <&
o (8) ms tmih), (3.1.7)
Then forall 0 < s <1

d* =o\(mi—k)

T pi(Es) M & (Es) T = gmistmh, (3.1.8)

0

To formulate our main theorem, we need to introduce the height A of the surface, which
is given by % = m% + m% Further define m = m; V my = max{my, ms}.

THEOREM 3.1.1

Letp > p. = 42—12 and i > %. Additionally we assume h+ 1 < p.
Then R* is bounded from L%*(T') to L»*(R?) for any 1 < s < oo.

If moreover ¢ < p or % > %, then R* is bounded from LY(T) to LP(R3).

Unfortunately, the methods we use do not give the strong L4(T") to L?(IR?) estimate above
the diagonal ¢ = p.

3.1.2 Necessary conditions

The first condition p > 42—12 is not sharp, but we will discuss some examples. For m; = 2
fixed and m = my — o0, the contact order in the second coordinate direction degenerates,
thus we would expect the same p-range as for a twodimensional cylinder, which is the

same range as for a parabola, namely p > 4 |Z]. Indeed 42—13 — 4 as m — 00, so in the
limit we obtain the correct range. Another interesting case is to take the paraboloid, i.e.

my = 2 = my = m. Then our condition becomes p > 42—:[?1 = %. The conjectured range
is p > 3. Nevertheless the best known result in this dimension is exactly p > £ [T1].
The second condition % > Il jg pecessary as one can see by a so-called Knapp box

example. That means testing the restriction operator on a function f whose Fourier
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1A
p
1
h+1 T .
1 _md
Pe 4(m+3)4_ _____ 1-— 1 = htl
q p

y

T

1

Q=

Figure 3.1: Range of p and ¢ in Theorem 3.1.1

transform is a smoothed version of the characteristic function of a box near the origin of
1 1

size em X em2 X . Because this box is very well adapted to the surface, we obtain
. 1)1 1
el sy = <t 720 = v
whereas
~ e(mrrart) (1-7) Z 5
Dualisation of the boundedness of R* yields

HRfHLq’(r) = Hf|FHLq/(I‘) S ”fHLp/(RS)-
1 > h+1

11l (s

For ¢ — 0 we obtain 7 .
The third condition p > h+ 1 is in some sense the weakest. The second condition already
implies p > h + 1, for ¢ > 1 even p > h + 1. Thus the third condition only plays a role
when the sharp line & = 2L intersects the axis % =0 at a point p > p. (cf. Figure 3.1).
However, the condition p > h + 1 is necessary as well, although some kind of weak type
estimate might hold true at the endpoint.

This can be shown by analysing the oscillatory integral. A careful study of the proof of
proposition 3, chapter VIII, §1 in [St] shows that

1 _L
/ milmtmmst™) dg‘ > xy " (3.1.9)
0

for 1 < x5 < o0, 1 < 2" < z3. Therefore
|d0||p >/ / 1 |<§;($1,!E27 —x3)[Pdrdrydes
<<:z:2<<m3 IR E

1 1
Z/ / 1d$2/ ;d$1$3 (ml m2>d$3
1 1<za<kzy 2 <z <zy t

> /OO l‘él_p)<"+1+"+2>dx3
1
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If we assume the adjoint Fourier restriction operator to be bounded, the integral has to

be finite, thus p%l >1,ie p>h+1.

3.1.3 The structure of the approach

The approach is to study certain bilinear operators. For a suitable pair of surfaces S, Sy C
[’ (we will be more specific on this point later), we seek to establish a bilinear estimate
like

1f1dos, fados, || Lems) < CpC(S1, S2) [l fille2 sy 1 f2ll 2css)- (3.1.10)

The big difference to the usual bilinear estimates is that we need to know how the con-
stant C'(S1,52) depends on S; and Sy to be able to sum all the bilinear estimates to
pass to the linear estimate. Classically, this is done by proving a bilinear estimate for a
single "generic" case of subsurfaces. If I is the paraboloid, other pairs of subsurfaces can
be reduced to that case by suitable affine transformations and homogeneous rescaling.
General surfaces do not come with this self-similarity under that transformations.
Therefore it is very important to compute the constant C'(S1,.S2) (which will be some ex-
pression depending of the side length and local principal curvatures of the surfaces) and
keep track of it during the whole proof. In this sense, many of the lemmas are generalised,
quantitative versions of well known results from classical bilinear theory.

The pairs of subsurfaces we would like to discuss are parts of the surface sitting over two
dyadic rectangles, satisfying certain separation or "transversality" assumptions. However,
such a rectangle might touch one of the axis, where some principle curvature is vanishing.
In this case we will decompose dyadical. But even on these smaller sets, we do not have
the correct "transversality" conditions, we first have to find a proper rescaling such that
the scaled subsurfaces allow to run the bilinear machinery.

The following chapter will start with the bilinear argument to provide us with a very
general bilinear result for a sufficiently "good" pair of surfaces. In the next chapter, we
construct the suitable scaling to apply this general result to our situation. After rescaling
and several additional arguments, we pass to a global bilinear estimate and finally proceed
to the linear estimate.

Since the bilinear result we obtain is very technical and the constant not obvious at all,
the very last chapter discusses the sharpness of the bilinear result. We will estimate the
constant at the endpoint from below and see that it is essentially optimal.

A few more remarks on how to read this paper: as mentioned, it is very important to know
precisely how the constants depend on the specific choice of subsurfaces. Moreover, there
appear other constants maybe depending on my, ms, p, ¢, or other quantities, but explicitly
not on the choice of subsurfaces. We will not keep track of these type of constants, since
it would even set a false focus and distract the reader. Instead we will simply use the
symbol < for an inequality involving one of these constants of minor importance. To be
more precise on this, later we introduce a family of pairs of subsurfaces S;. Then for
quantities A, B : Sy — R the inequality A < B means there exists a constant C' > 0 such
that A(S) < CB(S) uniformly for all S € ;.

Moreover, we will also use the notation A ~ B if A < Band B < A. We will even use this
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notation for vectors, meaning their entries are comparable in each coordinate. Similarly,
we write A < B if there exists a constant ¢ > 0 such that A(S) < ¢B(S) for all S € S
and c is "small enough" for our purposes. This "small enough" depends on the situation

and other constants, but is still uniformly in Sp.

3.1.4 List of notations

C>(U)
(V)
B(x,r)
By(z,r)
S,S(R")
aVb
alNb
R*

o

T, T,
Puws P,
V.V;
V. V;
W W,
So

T+
Ty, <.§L’, y>

More notations, more precisely the general assumptions relevant for a specific section,

set of all smooth functions on U C R”
set of all smooth functions compactly supported in U C R"

ball with radius r centered at x with respect to the euclidean norm

ball with radius r centered at z with respect to the /’-norm
space of Schwartz functions on R"
maximum of two real numbers a and b
minimum of two real numbers a and b
adjoint Fourier restriction operator
Lebesgue measure of a surface
wave tubes
wave packets
set of directions of the wave packets
set of translations of wave packets
W=YxV
set of pairs of subsurfaces
Holder exponent conjugate to p, given by ;1) + z% =1
the smaller one of the exponents p and p/
intersection set of S; + v9 and Sy + vy, thickened by O(R'™!)
all w; € W; with directions belonging to IL,, ,,
projection of [W;]M1e2 to V-coordinates
component functions of ¢, i.e. ¢(z) = ¢1(x2) + Pa(x2)
scaled phase function ¢*(ny,7) = ﬁqﬁ(aml, asns)
scaling factors, defined by a; = Kt 1mod2dit1mod2
maximal quotient of two positive numbers a and b,
i.e. the larger one of the numbers ¢ and g
the positive part of z, i.e. x, =z ifx >0,and x, =0if x <0
standard scalar product of two vectors x,y € R"”

can be found on pages 62, 84 and 89.
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3.2 General bilinear theory

We start with what is basically a well known result, although we need a more quantitative
version.

3.2.1 Wayve packet decomposition

LEMMA 3.2.1
Let U C R? compact, ¢ € C°(U,R) with [|[Vo|e < 1, |¢"|v|lec = k. We assume that

~Y

there exists a constant D < L such that ||0°¢| o S £D*71°1 for all |a| > 2. Then for every
R > 1 there exists a so-called wave packet decomposition adapted to ¢ with tubes of size
ExBx B = RxRxE R=RD,ie: Lty =R7V=R12'NU, and for

w=(y,v) €Y xV =W, define

12

Ty={(z,t) ER* xR : Jt| < %, |z —y+tVeo(v)| < R'}. (3.2.1)

Then there ezist functions (wave packets) {py }wew such that for all |t| < RT,Q
(P1) pu = R* (3 'pu(-,0)),
(P2) suppBpw C B((v, ¢(v)), O(R'1)),

-N
(P3) p., is essentially supported in T, i.e. |pu(z,t)] < CyR 2 <1 + W) .
Bspecially ||pu (- )]s < 1

(P4) For all W C W, we have | 32 pu(-, )]s < |W]z.
weW

(P5) For all f € L? there exists a sequence ¢ = {cy wew € CV such that

R f(z,t) = > cypuw(x,t) and
weW

(P6) llclle < 11f[lz2-

REMARK
The boundedness of the gradient of ¢ is not needed in the proof explicitly. However, it

makes the wave packets having the "correct” length of (roughly) RT’Q, and not to degenerate.

REMARK 3.2.2
i) Let N(v) = (=Vo(v),1). We may rewrite T, = (y,0) + {tN(v) : [t| < RT/Q} + O(R').
Therefore for every |t| < RTQ we have (y,0) +tN(v) € T, and thus

|z —y +tVo(v)| = |(z,t) — (y,0) — tN(v)| > dist((z,t), Ty).

This justifies the statement "p,, is essentially supported in T, "; (P3) can be changed to

, d dist(z, T, N
pu(2)| < OnR™2 (1 - 7(]%/ )) (3.2.2)
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RQ

Figure 3.2: The tubes T, fill a horizontal strip

for all z € R with |z, e3)] < R:.

i1) Notice further that we can reparametrise the wave packets by liftingV to V' = {(v, ¢(v)) :
veV}CS. Since |Vo| <1, we have |(v, p(v)) — (v, (V)| = |v —'|, thus V' becomes
a R~'-net in S. Finally, we identify a parameter y € Re with the point (y,0) in the
hyperplane R% x {0}.

Proof: We will essentially copy the proof by Lee [L1] or refer to it. The only new feature

is the role of the constant .

Let o, 7 € C5°(B(0,1)) be chosen in a way that for n,(z) = n(*5?), ¥u(§) = V(R (§ —v))

we have 324, = 1 on U and .75, = 1. Let ¢ € C3°(B(0,3)) such that ¢» = 1 on
veV yey

B(0,2) D suppth + suppi. Introduce also 1, (x) = (R (x — v)).

Then the functions F,, = 8’1(@%) = (Yo f)*1y y € Y, v €V are well localised in both

position and momentum space. Define ¢, = R*(F,), w = (y,v) € W; up to a certain

factor ¢, which will be determined later, these are already the announced wave packets,

i.e. Qu = CyPuw-

Since f = > F,, we have R*f = > ¢, (P5). The most difficult property is (P3).

weWw weW
Since supp F,,, C B(v, O(R'™')), we have for every w = (y,v) € W

(1) = / e~ 1 (£
= [ e B (6 )
= [ [ e ach(2)a:
et [ [t et 0 ) e ()
=R / K(x — 2, t)F,(2)dz
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with the kernel

K(z,t) = / el Gt HO (G H0) o (£) de. (3.2.3)
We claim that
+ 1tV -
K (z,8)] < <1 + “UR—W) (3.2.4)

for every N € N. We have to analyse the oscillatory integral

Ky = [, (3.25)
with

2S5 ) +Hto( o)
2O =T it v

(3.2.6)

where the A we have in mind finally is A\ = 1 + R~z + tV¢(v)|. In order to apply
integration by parts on K, we need to check

[V =1
and [|09P|| 1 for all a > 2.

To prove (3.2.4), we may assume |z + tV¢(v)| > R'. Then

[t[Ve(s +v) = Vo) _[HIVo(s +v) — Vo(v)l

<
|z + tVo(v)] R
|t]
SR
1
<167l <1,
K

for every & € supp, hence

11V 0(35 + ) — Vo()| < |z + 1Vo(0). (3.2.9)

Thus

|z +tVe(H + )]

R+ |z +tVe(v)|

|z +tVo(v) = tV(v) — Vo(55 +v)]]
R + |z +tVeo(v)|

N |z + tVo(v)] N

TR+ |z +tVo(v)|

[Ve(E)]
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For |a| > 2 we have

B <R 0)( 5 + )
R2
R/ || D2 ||

N

§<DR/>2 | —R2 || <1.

Integrating by parts, we obtain [K,| < A7 for all N € N, i.e. (3.2.4). Following the
proof in [L1], we conclude

|quw(z,1)] SR’d/ ’K(az —z—y, )y (2 + y)’ dz (3.2.10)
:R'_d/ ’K(x —z—y,t)n (%) @Z:f(z - y)’ dz (3.2.11)
5 (14 BTN TG, 3212)

where M is the Hardy—thtlewood maximal operator. Thus the choice

Cw = Cyop = R M(wvf)( y) is evident, and gives (P3).

Properties (P1) and (P2) follow from the definition of the wave packets. From (P2) and
(P3) we can deduce (P4). We already mentioned (P5), and for (P6) we refer to [L1]. O

The next step will be a slightly reformulation, where we aim for avoiding using coordi-
nates to much. For a hypersurface H = {n}+ C R?, define the partial Fourier transform
ulf(E+1tn) = [, f(x+1tn) e dy, £ € H.

COROLLARY 3.2.3 (WAVE PACKET DECOMPOSITION)
Let ¢ to be like in the previous theorem. Denote by S the gmph of ¢ and by Ny its unit

normal field and let n be a unit vector transversal to S, i.e. |(n, No(x))| 2 1 for allx € S.
Then for every R > 1 there exists a wave packet decomposition adapted to S in coordinates
n, H = {n}* with tubes of size & x £ x f = R'x R’ x B2 'R—=R'D, i.e.: There exists

a R'-netY in H, a R~ 1gdeisuchthatforw—(y, )nyV W and
/2

To=y+{tNw) : |t] < R?} + O(R'), (3.2.13)

there exist wave packets {py bwew such that for all x = ' +tn, [{(x,n)| < RT/Q, ¥ eH

(P1) puw = R*(Bupw),

(P2) supp§p, C B(v,R™) and suppSup.(- + tn) C B, O(R'™")), where v' is the
orthogonal projection of v € S to H.

-N

(P3) py, is essentially supported in Ty, i.e. |py,(z)] < CnR'™! <1 + Zetl, T“’))

(P4) For all W C W, we have || 3> pu(- +tn)| 2y < [W|3.

weWw
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(P5) Forall f € L? there exists a sequence {cy fwew € CV such that R* f(x) = 5. cupw(T)
wew
and

(P6) Nl < 11 2

Proof: For the case n = e3 and H = R? x {0}, this is just a reformulation of Lemma
3.2.1 as indicated in Remark 3.2.2.

To deal with the general case, notice that the crucial condition [0%¢(n)| < kD?*~ for all
|a| > 2 remains essentially valid (see Lemma 3.8.4 in the appendix) in rotated coordinates
such that es becomes n. ]

The following lemma will deal with the separation of tubes along curves.

LEMMA 3.2.4 (TUBE-SEPARATION ALONG INTERSECTION CURVE)

Let Y, VW, R, T, be like introduced above. Let ¢ € C*(U,R), U C R? such that
0?p(x) ~ Ky for all x € U,i = 1,2 and 010,90 = 0. Define k = K1 V k. Let 7y be a
curve in U with partial derivatives of modulus approzimately 1, i.e. |;| = 1. Then for all
v1,v2 € Im(7) + O(R™Y), v1 — vy = 4, j € Z2, |j| > 1 the following separation condition
holds true:

R/

Vo (v1) — Vo (v)| = |j|RT//{ (3.2.14)
Proof: Find ty,t, with v; = v(t;) + O(R'~!). Then
K
Vo(v:) = Vo(r ()] < 19" lulloolvi =7t S & (3.2.15)
Therefore
A
RN U2
=[y(t1) = ~(t2)| + O(R™)
~nllt = tol + [Fellty — o] + O(R™)
%|t1 - t2| + O(R,_l),
and since [j| > 1, we obtain
Ity — by ~ %'. (3.2.16)

Moreover, there exist s; and sy between t; and t5 such that

Vo) — Vo) = [V(r(t) — Vo(r(ta))] — kO(R)
~ |8f¢(7(51))7(51)| Ity — ta] + 1050 (v(52))(s2)] |t1 — to] — KO(R™)
(29 (k1 + /{2)% + kO(R™)
il

where we used again |j| > 1. O
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3.2.2 A general bilinear result

GENERAL ASSUMPTIONS
Let ¢ € C*°(R?) with 9;0,¢ = 0, and for j = 1,2 let

Sj = Graph(@lv,). Uy =7 +10.d7"] x [0, 45,

and assume that the principal curvatures of ¢ on U in x;-direction (and zs-direction) are
comparable to £ (k) > 0 respectively). Define k@ = £ v £§. Let d; = d" v d??,

Wy k@ &= & VR = kO V&® and D = mind?.
2y

Let N = (=V¢,1) be the normal field on S; and S,, whereas Ny = \_%I denotes the
normalised unit normal field.
We assume

i) For all4,j = 1,2 and all n € S;, we have |0;0(n) — 0;6(r0))| < k99 and Rid; < 1.
(i) j nES; U Sk S
(3.2.17)

Ki = K

(ii) For all n € U; U U, and for all a € N2, |a| > 2 we have [0%¢(n)| < kD714,
(iii) In both variables i = 1,2, we have the separation condition

|8Z(b<7]1) — 82(25(772)‘ ~1 forall Uk € Sj,j = 1, 2. (3218)
The set of all pairs (57, S2) with such properties will be called Sp.

The main goal of this chapter will be to establish a local, bilinear adjoint Fourier restric-
tion estimate on cuboids adapted to the wave packets.

THEOREM 3.2.5

Let g <p < 2. Then for every a > 0 there exists constants Cy, Vo > 0 such that for every
pair S = (51, S2) € Sy, every parameter R > 1 and all functions f; € L*(S;), j = 1,2 we
have

HR flR f2HLP(Q%1’S2(R)) S CaR (/i( )K/( ))

S

D7 og™ (Co(S) | fullall foll2 (3:2.19)

where

R? R?
%17S2<R) = {.T € R3 . ‘SL’Z +al(b(r)x3| S D—2R,Z = 172, ‘:U3| S m} (3220)

with 7 = r@ if k0 = kO A @ and Cy(S) = L% (D[M A k@)~ » (DM Dk

REMARK

In the case KV = £l K, r is not well defined. But in this case the two sets le,sg(R§ j) =
{x € R®: |z; + 0¢(r))zs| < DR—%,Z' = 1,2, |x3] < DR—%}, Jj = 1,2, coincide (up to scal-
ing by a numerical constant): since |Vo(rt)) — Ve (r?)| ~ 1 due to the transversality

assumption (iii), an easy geometric consideration shows

aQs, 5,(R;1) C Qg 5,(1R;2) € bQs, 5,(1;1) (3.2.21)

for some constants a,b independent of R and S.

2) _
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By applying a harmless affine transformation if necessary, we may assume without loss of
generality r = 0 and V¢(r) = 0. Notice that conditions (i)-(iv) are invariant under affine
transformations.

Furthermore, we will prove the theorem on the even larger cuboids

R? R2
Qs,.5,(R) = {:L’ cR3: || < Do %] 00 < m}, (3.2.22)

for an appropriate choice of the coordinate iy for the smaller side length. Later we need to
combine different cuboids with possibly having smaller side length in different directions.
Thus it will become necessary to restrict to their intersection, which leads to (3.2.20).
To give a bit more information on that, there will be two directions where the side length
is determined precisely by the length of wave packets, but more freedom in the remaining
third direction.

Moreover, since F;d; < 1, we may even assume without loss of generality that

rRid; <1 foralli=1,2. (3.2.23)

Otherwise we decompose S; and S; into a finite number of subsets where the side lengths
are small enough.

For n; € U; define ¢1(n) = ¢(n — n2) + é(m2), n € n2 + Uy and ¢a(n) = ¢(n — m) + ¢(m),
n € m+ U The set ((n2, ¢(n2)) + S1) N ((m, ¢(m)) + S2) = Graph(¢1) N Graph(¢s)
will be called an intersection or intersection curve of S; and Sy. It equals the graph of

¢1 (or ¢9) restricted to the set where v = ¢; — ¢ = 0. On this set, the normal field
N;(n) = (=V¢;(n),1) forms the conical set I'; = {sN;(n)|s € R, ¥(n) = 0}.

LEMMA 3.2.6 B
Let (S1,S%) € Sy. Assume Vo(r) = 0 for some r € S; U Sy and R;d; < 1. Then the
following holds:

(i) D/ﬁ,@ <1 foralli,j=1,2.
(i1) |Vo(x)| <1 for allx € S1USs. (3.2.24)
(iii) The unit normal fields on Sy and Sy are transversal, i.e.

INo(n') — No(n®)| =1 for all 1’ € S;. (3.2.25)

(tv) N; and T'ji1mode are transversal for j = 1,2 and for any choice of intersection of Sy

and Ss. (3.2.26)

(v) If v is a parametrisation by arclength of the x1-zo-projection of an intersection curve
of S1 and Sy, then |y1| = 1 & |32].

Proof: (i) is clear since D = min, d?. To prove (ii), notice that for any z, 2’ € Sy U S
Z?]: k)

we have |Vo(z) — V()] < 10 if x and 2’ belong to different sets S, we apply condition
(ili) from the definition of Sy, if z and 2’ lay in the same set S;, we use condition (i).
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Thus we have |Vo(x)| = |Vo(z) — Vo(r)| S 1 forall z € S; U Ss.
This gives |N(z)| = /1 + |Vo(x)|?> = 1 for all z € S; U Sy which already implies implies
the transversality of the normal fields (cf. Remark 3.8.1):

[No(n') = No(n®)| = IN(n') = N(?)| = [Voé(n') = V()| =1 forallyy’ € S;,j =1,2.
(3.2.27)

We will prove (v) first, since we need it for the proof of (iii). It suffices to prove |9;¢(n)| ~ 1
for all n such that 7 — 7; € Ujtimoa2, mj € U; since the tangentials of the curve are
orthogonal to V. But

_ ., (32.18)
10 ()| = 10i0(n — m2) — Oip(n — )| =~ " 1.

For the third claim (iii), we will show that N; and I'y are transversal; the symmetric

statement is similar. Since we have

INi(n) — N ()| = [Vu(n) — Vo ()| S iVd" + wPds) <1 (3.2.28)

for all n,n’ € Uy + 1o, whereas |Ni(n)| ~ 1 for all n € Uy + 159, it is even enough to
show that Ni(n) and the tangent space 1,I's of I'y at the point 7 are transversal. If ~y
is a parametrisation by arclength of the zero set of 1, the tangent space of 'y at the
point 7 = v(t) is spanned by Ny(n) and s(— Hess(¢2)(n) - §(t),0), or, by the (roughly)
normalised vectors Ny(n) and —i(— Hess(¢2)(n) - #(t),0). The transversality can be
checked by estimating the volume of the span of Ni(n) and two transversal unit vectors
spanning the tangent space 7,1, i.e.

—0191(n) —0y1(n) 1
—01¢2(1) —0a2(n) 1
5 da(n)n(t) 507 d2(n)a(t) O

— 1~ BRa(n)n (D90 ) + Balnia ) )]

Since 1 o v = 0 by definition, we have

0=Ve(n) - §(t)
=1(n)A(t) + O (n)¥a(t),

) _ Y (t)
Oatb(n) = 81@/)(77)%(75)-
Thus
—0161(n) —0201(n) 1
—01¢2(n) —0ag2(n) 1
ﬁa%@(n)%(t) ﬁﬁf@(n)%(t) 0

()] . .
=y AP + Boaln)i3(®)
/{§2) + KugZ)

R|0p(n = 112) = Od(n — )| =5 =~ 1,

finishing the proof. U



3.2. General bilinear theory 65

We now come to the introduction of the wave packets we want to use in the proof. For
simplicity assume for the argument

D < k@) (3.2.29)

ie. r=1rW and Vo(rH) = 0. On S; we decompose into wave packets of length £ (1)

according to Lemma 3.2.1 without changing coordinates, thereby covering the set R2

[—%, Iﬁ—i] In other words, we apply Corollary 3.2.3 with

=(0,0,1) and  H; =R? x {0}. (3.2.30)

If we would keep the same coordlnate system for S;, we would have to truncate even
/2

further in xs-direction since (2) < Pil)

However, we have for n € U, "and both i = 1,2 that

(3.2.
[es, N(m)| = 10:6(n)| = [0i6(n) — dp(rV)| "= 1.
This means we are able to apply Corollary 3.2.3 with
ny = €, and Hy = {ny}* = {e;, }*, (3.2.31)

for iy € {1,2}, this time covering the set

R/2 R/2
{x€R3:‘<x,n2>‘§m} {xE]R3 |5, < 2)}.

To decide how to chose iy, we observe that for n € U; we have

L~

0:6(n) — Bi0(r)| < kA < 1 nd < S (3.2.32)

Ri Ri

The direction of the wave packets coming from S; are roughly N(r(") = (0,0, —1), but
they rotate a bit. The length projected into x;-direction of the wave packet with direction
N(T’)a ne Ula is

R/Q R/Q R/Q
(e WN(H)H = W|8i¢(77)| :W@éf)(ﬂ) — 9;p(rM)]. (3.2.33)

If we choose 7y so that

(1) 1) (1)
CE N B
Rig R1 )

then we have for n € Uy

ORG
R|0i,0(n) — 05,0(r™)| S(Fy V Ro) <% A _L>

S/@&l) v /i;l) = £
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1

s
(4
A
Figure 3.3: The wave packets filling the cuboid Qg, s,(R)
Le.
R R? (3220) R”
Keio, NN S — =" - (3.2.34)

Thus the geometry fits well: the wave packets of S; do not rotate direction to much; their
length in x;,-direction is not larger than the wave packages associated to Sy (cf. Figure

3.3). (3.2.35)

However, for the remaining coordinate direction x;, i € {1,2}\{ip}, we cannot guarantee
such a behaviour. The intersection set contains

R/Z R/Q RIZ
) _RTRT 3. —
e [ R ,@(1>] : {x SR foal < 5(2)}
R/2 }%l2 RIQ
_ / 2. << — T 1
{x € R : |z;| < K(Q)} x [ k1)’ 5(1)}
R/2 R/2
3. — T A L (2)
») {g; e R |a;| < = [2]loo < o) A,{(2)}
- QS1,52<R)7

i.e. on the cuboid Qg, s,(R) we are able to apply the developed wave packet theory with
both sets of wave packets associated to S; or Sy respectively.
For every a > 0, define the statement E(«) by

E(Oz) <= 30, >0 dvy, > 0VS = (Sl,SQ) €Sy VR > 1 \V/f] S LQ(Sj),j =1,2

1_1 _5
RS, [LRS, foll Lo, s, (1) < CaR*log™ (1eR) (51 &)2 75 D* 5 log™ (Co(S))I| fi[l2l| fo -
(3.2.36)
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The goal is to show that E(«) holds true for every a > 0, which would prove Theorem
3.2.5. This will be achieved by the method called induction on scales.

Let {q}q4e0 be a family of cubes of the same side length R, covering Qg .s,(R), and for
X € S(R?) with suppx C B(0,1) and x(0) = 1, let x,4(z) = x (%) for every cube
¢ = Bwo(cg, R'). Using the Poisson summation formula, we may assume » x, = 1 on
QS1,52 (R)2

For a given index set W; C W, of wave packets, we collect all the tubes passing through
(a slightly thickened) ¢ by

W;i(q) = {w; € W; : T, N R°q # 0}, (3.2.37)

where 6§ > 0 is some small parameter to be chosen later. R%q should be the blow up of q
by R’ around the center of g. We count the wave packets W; passing through a cube ¢
by

Q" ={q: Wi(@)l ~njj =12}, = (p1,p2), p; €N ={2"In € N}U{0}. (3.2.38)

Obviously Q* forms a partition of the family of all cubes ¢. For w; € W;, we further
introduce the set of all cubes in Q" near T,,;:

Q"(w;) ={q€Q": T,, NRq+0}. (3.2.39)
Finally, we fix the number of such cubes by
W = {w; € Wy : [Q"(w))] ~ Aj}, (3.2.40)

For every fixed p, the family {Wj/\j " »en forms a partition of W.
We are now in a position to reduce the statement F(«) to a formulation in terms of wave
packets:

3.2.3 Reduction to a wave packet formulation

LEMMA 3.2.7 .
Let a > 0. Assume there are Co, Vo > 0 such that for all (S,S) € So, R> 1, || fjllz2s;) =
L, Aj,pj € Noand W; CW;, 5 = 1,2 the wave packets associated to fi, fo fulfill

| H Z Pw, Z Xq”LP(Qsl,sg(R))

j:172 wjew.)\j’“ (]EQ“
<C.R*log™ (1 + R)(kWk®)275 D> 2 log™ (Co(S))|Wi|2|Wal2. (3.2.41)

Then E(a) holds true.

2Notice that unlike other papers using this method, we do not take y, to be the characteristic function
of g. This makes things a bit more technical, but we will need the compact Fourier support later.
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Proof: To show E(«), we may of course assume that || fj|l =1, j =1, 2.
First observe that for fixed ¢ and v; the number of y; such that the tube T{,, ., passes
through R%q is bounded by R®, whereas the total number of v; € V; is bounded by

dyd;

\Vi| ~ R?|U;| < R*—- 7

(3.2.42)
Thus we have

sdid:
W) <R

where we used condition (i) of Lemma 3.2.6.
Addltlonally, the number of cubes ¢ of side length R’ such that R’q intersects with a tube
Ty, of length (f) is bounded by R® }fj) = R1+C5 1 . Since D < dy, ds, we have

n 1+cd
Q" )] <RUS—

did; 1 2)\—1
<R° D8 L 2(DR)"® (Dli( ) DK@~

—RC2.

Let N(C) = {v € N|v < C}, then

Q= U U Q" and W;= U Wj/\j’“

P EN (R C2) useN (R C3) X\ EN(RY Cyp)

holds true for every p. Applying this decomposition yields

| H Z pwj'”Lp(Qsl,SQ(R))

j=1,2 ijWj

< 3 ITT D. P D Xallzrs, s,

A A2, u1,u2EN (R CE) =12 wjerAj’“ qeEQH
<O R*log*(R°C2) log™ (1 + R) (kM k)75 D % log"™ (Cy)|[ W, |2 |Wa 2
§(20)4 C,R" log“’““(l + R)(H(I)H(2))§_5D - log%”(C'o)\Wﬂ%\WQﬁ.

So we proved that for all (S,5) € Sy, R > 1, | fillze(s;) = 1 and W; C W, 5 = 1,2 the
wave packets associated to fi, fo fulfill

1_1 _5 1 1
ITT S pusllivas, sy < CaR®log™ (1 + R) (Vw335 DP 7 log?+4(Co) | W1 [Wa 2
J=L2w;eW;

(3.2.43)
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Recall that the wave packets are linked to the functions f; by R*f; = > cu,pu;-
w;EW;
Introduce W} = {w; € W; : |cy,| ~ 27}, such that W; = kU WF. Fix a ko, which value
EN

will be determined later. Then

1S 3 3 cupuncuspullings, s, <1Qsis(R1F S N1 S N curpu Cuspusloo-

k>ko w1€W1k w2 EWa k>ko wlewlk w2 €Wy

The wave packets p,, are well separated in the y-variable, whereas the number of v;

is bound by %R% see (3.2.42). According to (P4), the wave packets are bounded by
(P6)
O(R'71). We have |c,,| < 27% for wy € W, and [cu,| < [[(Cup)wmennlle S | f2lle = 1.

Putting all these informations in our estimate, we obtain

HZ Z Z Cun Puy CuwaPun || L7(Qs, 5, (R))

k>ko w1€W1k w2 EWs

1
R/G ? d2d?
< 1%2 4 /-2 —k
~ ([/{(1) A /{(2)]/{(1)/{(2)> D4 R°R kzk 2
>ko

272
~Ry2DY 5 —dll)c% (DR)_% (5(1)5(2))_%2%0.
If we now choose kg = log Cy + log Rot? = log (JE;? (DR)fé(D/{(l)D/@@))*% + log R%H,

then
137 Y Y cunburCosPuslr@s, 5, (m) <D* 5 (DM Dr?)3 (kW) 5

k>ko wy €WF wa€W2
=D* 5 (kWk@)275 = (S, 5). (3.2.44)

It can be shown in a similar manner that

1Y D > ) cobunCunbullie@s, o, S C(S.9). (3.2.45)

k1<ko w1€Wf1 ka>ko ngWQkQ
It remains to estimate

ko
| Z Z Z Cwlpwlcw2pw2||LP(QS1,S’2(R))

k1,ka=1 leWIk wo EWa

ko
< Y 27PN N e 28y, 0y 2P [ 100y, () -

k1,k2=0 wleVV{“ w2 EWa

Since |ij2kj| ~ 1 for w; € Vij, it is appropriate to apply (3.2.43) to the modified wave
packets Pu, = Cu, 2% Py,

ko
Y D D cunbunCunPunlle(@s, s, ()

k1,ko=1 wlewlk w2EWs
ko
SCaRa log’ya+4<1 + R)(K(I)KI@))%*%D?)*% 10g7a+4<00) Z 27k1*k2|W1k1‘%‘W2k?|%.

k1,ko=1
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Observe that

-

ko ko ko 2
3 ot s (3 i 3" )
k1,k2=1 k=1 ko—1
%
ko kO
Sho | D2 D leml DL D lew
k‘lfl ’U}lewkl k?271 ’U}2€W2k2
Skoll fill2ll f2ll2 = Ko
Hence
ko
I Z Z Z Cw1 Pwi Cws Py HLP(QSI,SQ(R))
k1k2=1 w; eW} waeWs2
<CLR*log™ (1 + R)(/i(l)/i(z))%ﬁD&g log™*?(Cy) (3.2.46)

and combining (3.2.44), (3.2.45) and (3.2.46)

IR F1R” follris, s, =1l [T D cuwypuyllivias, s, m)

7=1,2 Wi EWj
5

<CLRlog™ "o (1 + R)(kWk®) 275 D* "5 log™5(Cy).

But this means F(a) holds true. O
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Figure 3.4: Intersection of two translated curves

3.2.4 Estimates for wave packets

Let v; € V;, j = 1,2, and define the (thickened) "intersection" of S; and Sy by
My, 0y = (v1 + S9) N (v + Sy) + O(R™). (3.2.47)
For any subset W; C W, let

WH'UL”Q — {w; c W]|’U_; + vj+1 & H’Ul,UQ} (3248)

J
(where j + 1 has to be interpreted as mod 2) and
Vi={v; € V;|3y; € ¥V : (y;,v)) € W} (3.2.49)
the V—projection of W;. Further let

Vi = () € Vi[Ay; € D) s (. 0f) € W)
={v; € V;|3y; € V; : (y;,v;) € Wj and v + vj4q € Iy 0, }- (3.2.50)

LEMMA 3.2.8
Let W; CW;, 3=1,2. Then

R/2 1 1
1Y D Punbuslliis, s, (r) S———e=|Wi|2[W2]2 (3.2.51)
w1 EWL weeWo e (1) 2)
v U l
I3 > puunlliz@e s SE minsup [V SR (3.252)

w1 €W weeWs U102
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Proof: The proof follows very closely the outline in [LV] lemma 2.2. We only slightly
modify the proof of the second estimate.
The first estimate is easy. Using Holder’s inequality, we see that

1Y D pubwlli@ssmy < T11 DD pullreas,sm

w1 EWT wa€Wo 7=1,2 ijWj
1
R /x() 2
2
= ) R D A
j=12 \/-R?/R9 o ew,

The second one is more involved. We write

| Z Z pw1pw2”L (Qsy,5,(R Z Z Z Z Py Z Pty Dwa Z pw’1>>

w1EWL w2eW? w1 €W w2 W2 0] €V1 Vi€V, yheYa(vh) yieYi(vy)

(3.2.53)

where V; = {v; € V; : Jy; € V; 1 (y5,v5) € W;}, Y;(v;) = {y € Vj|(y, vj) € W;}. Since the

Fourier transform of > Pu,, Pu; 18 supported in v}, +v; + O(R'™ D, j=1,2,
Z/}+16Yj+1(U§'+1)

we may assume the intersection of these two sets to be not empty and thus

Vi vy = vy + v + O(R™Y). (3.2.54)
Especially
,I_}.;+1 + 'U] 6 H’Ul,UQ
and
oy vy .
v;- eV , =12 (3.2.55)
Hence

> > PurPus 124, 5, 1) (3.2.56)

w1 EW 'UJZE” 2
o o

<> > X > /]Rg|pw1pw2ldaf H > pu

w1 €EW1 wa€W? o EVH'UI vg vl yhEY (vh) Yy EY (v))
v2:vi+v2—v1+O(R/_1)

(3.2.57)
Observe that there are at most O(1) possible choices for v}, such that
vy =V} + vy — vy + O(R™).

Since the wave packets p,, are essentially supported in the tubes T, which are well
separated in the y-variable, the sum in y’ can be replaced by a supremum. Since T,
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and T, fulfill the transversality condition (3.2.25), py,pw, decays rapidly away from the
intersection T,,, N1Ty,, i.e.

—-N
/ |[PurPuws|dz S / R? (1 + 'Rﬁ) do = R’/ (1+ |z))™Ndz ~ R
R3 R3 R3

We obtain

11, ,U
1D punbualleas, oy SEIWALIWa| sup V2 sup [[pugpuglloe (3:2.58)

V1.0 !/ /
wiEW, 1,02 wi EWr,wyeWs

wo EWo
SR WA (W] sup [V 2.

v1,V2

Repeating the same computation with the roles of v] and v} interchanged gives (3.2.52).00

3.2.5 Basis of the induction on scales argument

REMARK 3.2.9
Let V; CV;. Then min  sup |VjH”1’”2| <R.

J v EVy, eV
Proof: Define the graph mapping ® : Uy UU; — Sy U Sy, ®(x) = (z,6(x)). If vj =
(z}) € VjHUl’”Q, then v} + vy € Iy, 4, and for z;,, = &' (v;41) we have 2 4 ;41 €
y(I) + O(R™1), where v : I — [Uy + 23] N [Us + 1] C R? is a parametrisation of the
intersection curve II,, ,, projected to zi-zo-space. Due to our assumption (iv) from the
beginning, we know that + is close to a diagonal, i.e. |¥;] =~ 1,7 =1, 2.
For all t,t' € I, we have (t),y(t') € [U; + x2] N [Uz + 21], hence

mind;” > 7i(t) = 7 (t)] 2 min ()]t = €] ~ [t = . (3.2.59)
] //e

Therefore |I| = sup |t — /| < min dEj ) = D. We conclude
Z?]

tt'el
uwz/mmaSMSD. (3.2.60)
I
Thus
3.2.24
v PR ety

< [l € ® (V) € y(I) — a0+ O(RTHY

S LR

< DR-=R

since ®71(V;) is a R'~'-grid in U;. O
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COROLLARY 3.2.10
E(1) holds true.

Proof: Due to Lemma 3.2.7, it is enough to show the corresponding estimate for wave
packets (3.2.41) with a = 1. Putting the bound from Remark 3.2.9 into inequality (3.2.52)
from Lemma 3.2.8, we obtain

1 1 1
I'TI Z Pu; D Xalli2(@s, sy ) SR 2 REWA|E WA 2. (3.2.61)

1,2 K
J= jewj Ajo q€Q

Interpolation® with the L'-estimate we obtain from (3.2.51) gives

11 _,5_ 1 1
ITT XS 2o D Xalls@s, sy my SO 22 REPRTS AR AR (3.2.62)

I =L
J
<(kWK@)275 D5 R|W, |2 W, 2. (3.2.63)

forall§§p§2. O

3.2.6 Further decompositions

We shall introduce a further decomposition of Qg, s,(R) into cuboids b which have the
size of Qg, s5,(R) reduced by R™% i.e. all the b’s are some translation of Q(R'~°). Here,
0 > 0 is some small parameter we will chose later. Thus although not written explicitly,
these decomposition depends on §. Since R?,QR*% = 1%1;)72’;51%’ > R the smallest side
length of b is still much larger than the side length of the thickened cubes R’q. Observe
further that the number of b’s is of the size* R®. (3.2.64)
If pis a fixed dyadic number, to every w; we associate a b(w;) by choosing a b that
contains a maximal number of ¢’s from Q*(w;). We say that b ~ w; if b is contained in
10b(w,). If b o wj, this does not mean that there are "few" cubes ¢ in b (since there can
be more than one b with a maximal number of ¢’s), but it means that there are many

cubes ¢ "away" from b. To give a more quantitative version of this, we have

[{q € Q"(wy)lgn5b =0} > [{g € Q" (wj)lq C b(w;)}| Z R™1Q"(wy)| Vb o wy.
(3.2.65)

For a fixed b, we can decompose any given set W; into Wj?éb ={w; € W; : b % w;} and
W = {w; € W; : b~ w;}. Thus we have

TTT D 2wy D xallr@s, sy m) ZHH Z Pu; D Xallrwy  (3:2.66)

1.2 A, I 1,2 Iz
Jj=1, w; W’ H q€eQ Jj= w; €W Agobh q€eQ

=T+ II+ 111,

3In fact, it is just a simple application of Hélder’s inequality, see Remark 3.8.2 in the appendix.
“Here and during the following considerations, ¢ denotes some constant independent of R and S, So,
but which precise value might differ from line to line.
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where

I= Z | H Z Pu; Z Xqll o o) (3.2.67)

] 1 2 W J Jy~b qu;L
m=>_| Z Por Y Pu Y Xallze (3.2.68)
b wlewl/\blh?(’b wa EW/\Q N qEQH
HI=Y 0 > P D, Pu ) Xalwe (3.2.69)
b w1€VV>\1 b wQGW;‘Q’“”Lb qeEQH

Part II requires very precise geometric estimates. Part III can be treated analogous,
whereas part I can be handled by an inductive argument. For that part of the proof, we
just need that w; — b(w;) is some function, and |{b: b ~ w;}| < 1. We will only make
use of the particular definition of b(w;) in the proof of II and III.

LEMMA 3.2.11
Let a > 0, assume E(a) holds. Then
I < CoR ) Jog™ (14 R)(k'k2)7 5 D* "5 log™® (Co)| Wi |2|Wal2. (3.2.70)

Proof: To shorten notation, write C; = C, (/{1/{2)27%D37% log™(Cy). Recall the repro-
duction formula (P1): py, = R*(§p,pw,). Since b is just a translation of Q(R'°) (and
translation of R*f; can be absorbed into some modulation of f;), E(«a) implies

I = ZHH Z P, Y Xallzow)

.] 1,2 EW ] sHo~b qu,u

< ZHHR* > Bupw)lew

j=1,2 JeWJ_AJ,wb

E(a) =6\ 1. e 1-4) o

< GRT)og(L+ RO CTT I DD 8uypulu, ez,
b j=1,2 wjer/\j,u,Nb

(P4) a(1-4) e ( Ajsksb) 2

< 1R log +R)ZH|W]. E

b j=1,2

Using Holder, we see that

> I ety H (mw)?
b

b j=1,2 j=1

where due to Fubini

YNVl Ajob
DW= {wy € W s w; ~ b
b b

= > Kb b~wy)

A,
. 27
wJEWj

SIW;|L
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T T,
50
Iy

do

Figure 3.5: Situation in Lemma 3.2.12
To summarize, we have

I <O R log(1+ R) [] W2,
j=1,2

like desired. O

3.2.7 The geometric argument

LEMMA 3.2.12
Let \jp; € N, Wy C W, v; €V, j = 1,2, and let b and qo be cuboids from our
collections such that gy N 2b # 0. If we define I/Vj)‘j’“’%b(qo) = VV].)‘]"“’M NW;(qo), then

1Ly 0
[Wflﬁ“’*"(qo)] "< RO W (3.2.71)

(2) A1 fho

HU1,U2

(i4) Aapir [WQAQ’“M(%)] < R |. (3.2.72)

The lemma is a variation of lemma 2.3 in [LV].

Proof: We show (i), since (ii) is analogous.
Hvlv'UQ
Let Ty = U{Tw, : w1 € [Wl)‘l’“’%b(qo)} F\5b and QF = {q € Q"|R°¢N T # 0}. Since

we saw that T}, is transversal to I'y in (3.2.26), we have |Qf N Q*(ws)| < R®. (3.2.73)
Due to the separation of the tube directions, the sets 7, \5b do not overlap to much. To
be more precise, we claim that for all cubes ¢ € Qr,

H'Ulv'UQ
{w, € [Wﬁl’“v*b(qo)} L RO N T, \5b # 0} < R*. (3.2.74)
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I, ,v
Let wy, w) € [Wf‘l’“’%b(qo)} " and x € R3qNT,, \5b, ' € R5qﬂTw/1\5b. The definition
of Wi(qo) means that we find 2y € R%qo N T, and x), € R%gy N Ty ; then we may write

T =1zo+ |z — 20| N(v1) + O(R') and 2’ = x| + |2’ — x| No(v]) + O(R). (3.2.75)
Furthermore we have
||z — mo| — |2 — 2p|| < |z — 2| + |zo — x| = O(RVR). (3.2.76)

Since Ty, has length £ (1) , i.e. the length of b in the direction of T,,, is R~ Z‘SR(— cf. (3.2.35).
Since x¢ € R°qy C 4b but x ¢ 5b, we conclude

R_ 05 R/Q

< |z — (3.2.77)

Applying Lemma 3.2.4, we obtain

v — U] !

R/

[N(v1) = N(v))|

~ ey
S RPRYx — x| [No(vr) — No(v)))]

< RYR7Y|z — 2| No(vr) — |2" — 2| No(v})| + O(R®)
< RYR7Yz— 2| - |zf — zo|| + O(R®)

O(R*).

Thus the possible choices of directions v; in the set
)\1 I ,741) HULUQ S
{w; € [Wl o+ (qo)} : R°qN T, \bb}

is O(R®). But for a fixed direction vy, the number of y; such that the tube T{, .,) passes
through R“¢y is bounded by O(R®) anyway, thus (3.2.74) holds true.
Recall (3.2.65): for w; o b we have

{q € Q"(w1) : g 5b = 0} = R=|Q"(w,)]. (3.2.78)
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Recall further that wy € W) means |Q*(w;)| ~ A;. Therefore

R\ ‘ W o)

] oy ,vg

< R > Q" (w))]
wle[Wfl’“”éb(qo)]Hvl’v2
(3.2.65)
< > {q € Q"(w;) : qN 5b =0}
wle[WM ##b (g 0)] vy 0y
< > {a€Q": RqNnT,, #0, Rqnsb=0}|
’le[W/\l g o)] Hose
< > {q € Q" : RN (T,,,\5b) # 0}
’IUIE[WI/\LH’%J)(QO)] Hose
Hv U
=3 Hur e W) R 0 (T,\56) # 0}
qeEQH
(3.2.74)

Hvl,vg
S ROHge Q3w e W g)| " RGN (T, \5b) A 0}
= R7HqeQ": RqnTy #0} = R7|QF,|.

Further do we have

QI = D [Walg)]
9€Qr,
< QL NQ (w)
wa €W
(3.2.73)
S ROW,.
Combining the two last inequalities immediately gives the desired estimate. U

LEMMA 3.2.13
Let 0 < § < i. Then

1_1 _5 1 1
=313 o D puw Y Xallwrw) SCaRP(K162)2 2 D% 0 [ |2 W2

wlewf\l oy 2 wgeWQ’\Q’“ qEQH
(3.2.79)
and
1_1 _5
=370 3 o D Pun D Xallww SCaRO(R'R)E 5 DY 5 |WA 3 [y .
wleVV}\l Horb ngWQAQ’“’%b qeEQH

(3.2.80)
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Proof: We will just prove the first inequality, the second one works similarly. Since the
summation over b in (3.2.79) gives at most another R®, it is enough to estimate for a
fixed b

H Z pw1 Z pwz Z XqHLP(b)- (3281)

w1€W1’\1’“’76b w2€w2x\2,u qeEQH

For p =1, we apply (3.2.51) from Lemma 3.2.8:

|| Z P,y Z Pws Z XqHLl(b)

w1€W1>\1’#’?6b U)QEWQAQ’# qeQH
<l Z Puw, Z pr”Ll(Qsl,Sg(R))
w1€W1Al’H’7éb szWQAQ’H
R/2 1 1
<———|W|2|Wq]2.
< Tl),{m‘ 12 W7
For p = 2, we claim that
D> pu D Pu ) Xalliagy S CaRPRTHWA||W,|, (3.2.82)
w1€W1Al’N’76b szWQAQ’N qeQH

which gives the desired inequality (3.2.79) by interpolation with the L!-estimate, if we
5
further use that R» > < 1 since % <np.

The side length of b are of the form ﬁ,f) R™% %RI*% > RRY2 5 € {1,2}. If
qN2b = 0, then for x € b we have |z — ¢, iéleb\:c —y| = d(z, (2b)¢) > R'R'"%.
y

YAl

Therefore for all x € b

Y x@l<or Y Y (1+|”C;,—,Cq‘) i (3.2.83)

qEQH,qN2b=0) leEN qeEQH
21>RI=20 |p_cy|~RI2
<SOv Y Hatle — ¢ ~ B2} 2 (V2!

leN
2l>R1-26

~Cy Z 9Nl

leN
2l>R1-26

%CNR7(1725)N
:C(;’N/RiN/ .
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Here we need that ¢ is not to large. Choosing N large enough, we see that by Lemma
3.2.8 and Lemma 3.2.9

H b D> Pwm D>, X

2

A1,H,%b Ao, K qN2b=0 L2(0)
wieWw; ¥ weEW,% 9€QH qN2b=
2 2
s 2 2 X
~ pwl pr 12 Xq L>(b)
’wlewl/\l’ﬂ’?éb w2eW2/\27H qeEQH,qN2b=0

§057N/R’_1\W1| [Wa| mjin sup Wjﬂvlw ‘R_QN/

v1,02

5057N/R/_1|W1| |W2 |R1—2N’
SO B THWA| W RN

Thus it is enough to consider the sum over the set Q) = {qg € Q" : ¢N2b # 0}. For fixed
w1, wo we split this set again into

Qy (w1, wa) = Q) N Q" (w1) N Q" (wy),
Qy N Q" (wi)\Q" (ws)
and Q\Q"(w1) = Q N Q" (w2)\Q" (w1) U Q\(Q" (w2) N Q" (wr)),

where all except the first part can be treated similar since they fall under the following
more general case:

Let Qo = Qo(wy, w2) C Q) such that there exists an j = 1,2 with R°¢N T, = 0 for all
q € Q. Then

I D P D P Y Xalltagy S CaRPRTHWA|[Wal. (3.2.84)
w1€W1Al’N’76b w26W2A2’N 4€Qo

For the proof assume without loss of generality j = 1. Let ¢ € Qo, then T,,, N R%q = ()
and for all z € $R°q we have $R°R’ < dist(z, (R°q)) < dist(x,T,,). Thus for every
z € Qs,,5,(R), we have dist(x,T,,) > sR°R or x ¢ $Rq. If the first case, dist(z,T,,) >
%R‘SR’, holds true, then

dist(z, Ty,)\ N
[P (2)] SCNR™! (1 + 2D Tw) %’/ 1)) (3.2.85)
. —-N
<C\ RIR™N <1 + %) . (3.2.86)

One the other hand, if the second case, x ¢ %R‘;q, holds true, we have %R‘;R’ < |z — ¢4l
Using the rapid decay of the Schwartz function ¢ we see that

—N
IXq(2)] = X (%) | <Cy ('35;,—,%‘) < CNR™N. (3.2.87)

A similar argument as in (3.2.83) even gives

1> Xq(@)| < CRRTN (3.2.88)

q€Qo
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for all = ¢ %R‘sq. To summarize, we obtain for every z € Qg, s,(R)

1 dist(x, Ty, ) -
|pw1 qu(Z )Xq|(l‘) S C(N, 5)R/ IR oN (1 + T) s (3289)
o(wi,w2

This means the expression p,, Y. 4€Q0 (wr wz) Xa behave as good as the original wave packet
Pu, itself, but is aided by an additional factor R~°Y. The symmetric term simply gives

_ dist(z,Ty,)\ "
R S R N (R
q€Qo (w1, w2)

without the additional factor.

The next step will follow the proof of Lemma 3.2.8. The crucial argument was the
fact that the Fourier transform of p,p., is supported in v}, , + v; + O(R'™1). Since
supp X, = supp X(R'-) C B(0, R"~'), the Fourier support of pu,pw, >, X4 remains

quO(w17w2)
essentially the same. At this point, we need the compact Fourier support of the functions
Xq- The modified wave packets p,, > xq are still well separated in the y;-variable
quO(w1,w2)

for fixed direction v; thanks to (3.2.89) and (3.2.90). Thus the argument from Lemma
3.2.8 applies; according to (3.2.58), we obtain

I Y pope Y. Xaliow

w W7l q€Qo(w1,w2)
wQGWQ)\Q’“
. 1T
< R'|W1| |[Ws| min sup [V
J o vi,v2

sup oy Y. Xalle  sup lpwy D Xl

/ ’
leWIﬂUQGWQ quO(wlywé) w1€W17w2€W2 QEQO(wl17w2)

(3.2.89),(3.2.90)

S Cow R Wel minsup [V R
J w2
Lemma 3.2.9 N
S G RTRTVW W,

Therefore we may restrict ourselves to cubes from @} (w;,ws). Notice that the kernel
K(q,q') = xq(x)xq (x) fulfills Schur’s test condition:

up > o) () £ D xele) $1 (3.2.91)
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Hence for f, = > Duw, Pw, We have
wi €W 170 (g)
wr €W, 2" (q)

I Y pupe >, Xdlizg

w1€VV>\1 Sl qGQZ(wsz)

A
wa €W, 2k

= | Z quq”%%b)

qeQy

= /‘ Z XoXq fofo|dx

b
7,9'€Q}

< A(Z\fﬁ) (Z\qu’q/)ﬁf
< AEM%M
= Z [ Z Pwi Pw, H%%b)

QEQI’LNIOQI)?&@ wlewf‘lvliy?éb(q)

U)QGWQ)\Q’#((I)

:
2) dx

Lemma 3.2.8

< > BUHWE ()] W (g)] sup (W ()]s |
qEQH qN2b£0 v
Lemma 3.2.12 . 3 |W2|
SRR Y IRl W)y
qeEQH,qN2b#0) 142
_ W-.
5 RC5R/ 1 Z |Qu(w1)‘|>\2|
w16W1Al’“
< RER™YWy| |[Wy.

3.2.8 Induction on scales

COROLLARY 3.2.14
There exist ¢, 0y > 0 such that cdg > 1 with the following property: Let a > 0 be such that
E(a) holds true. Then for all 0 < § < §y, we have E(max{a(l —4),cd}).

Proof: We proved in the previous Lemmas 3.2.11 and 3.2.13 that

I H Z Puw, Z XqHLP(Qsl,sQ(R))

j=1,2 wjewjxj,u qeQr
<I+II+1I]
S(CaRDlog™® (1 4+ R) + C3R®)(k M2u>1%W%mw%%ﬁ
<O ROV 10070 (1 4 R)(k1k2)2 72 D>~ log™™ (Co) | W |2 [Wh|2
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for all & < 9y = i. By simply increasing the constant c¢ if necessary, we ensure cdy > 1.
According to Lemma 3.2.7, this estimate then is sufficient for E(a). O

COROLLARY 3.2.15
Let o > 0. Then E(«) holds true and

3C, >0 3y, > 0V(S,S) € Sy VR > 1 Vf; € L*(S;),5 = 1,2
1_1 _5
IR AR follzo@s, s, (r) < CaR%('5%)2 72 D™ v log™ (Co) | full2ll ol

where Cy = %i% (DF;)_%(D/&D/@Q)*%.

cQoy
ctaj
zero, we are done if we can show that E(a;) holds true for any j € N. We know that

E(ap) = E(1) is valid from Lemma 3.2.10. Assume that E(c;) holds true for some j € N.
To see that E(a;41) holds true as well, we apply Lemma 3.2.14 with § = % < % < dy.

Aj

Proof: Define the sequence oy = 1, a1 = . Since it is decreasing and converges to

Since a;(1 —9) =¢d = O ez = Qjg1, We obtain E(oj1). O
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3.3 Scaling

The goal of this chapter is to establish a bilinear estimate for two surfaces with essentially
constant curvature, located over boxes with given side length. However, we cannot apply
directly the theory we developed previously. Instead, we first have to find an appropriate
rescaling.

LEMMA 3.3.1
Let S; = {(&,0(6)€ € 73}, ;, € RY, j = 1,2, Let A € GL(d), a > 0, and put

¢*(n) = %gb(An). By o we denote the surface measure on Graph(¢), by os the surface

measure on Graph(¢®), and let S5 = {(n,¢*(n))In € 73}, 77 = A~ (1), j = 1,2. For any
Q° C R, let Q = {x|(*Ax’,axyy,) € Q°}. Assume that

1914059240 (@) < Csllgnllallgellz for all g; € L*(S5, do). (3.3.1)

Then
|fido fado|| o) < Csl det A7 a™# || fulla|l foll2 for all f; € L*(S;, do). (3.32)
Proof: The lemma is proven in the appendix at first. 0

GENERAL ASSUMPTIONS

Let S =T'(¢|v), U = r+[0, d1] x[0, da], and let the principal curvatures on .S be comparable
to k; = 7’?172, r; > d;. Furthermore let x = k; V Ka.

Let S = I'(¢|5) with corresponding quantities 7, d;, Fei, Ry and let d; = d; V d;, Ry = ki V R,
ER=kVKk=FK Vkeand Ar =r — 1.

We assume that in each direction the set with larger principal curvature has the larger
length. This can be expressed in the following formula:

Further do we assume the separation condition
dist, (U, U) = inf{|z; — &;| : x € U, 7 € U} = |Ar;| = d. (3.3.4)

For the normal field N on S U S given by N (€, ¢(€)) = (=V¢(€),1) let Ny = |—%‘ denote

the induced unit normal field.

Define
a)p = RQCZQ, a9 = Rldl- (335)
In order to apply our bilinear theory, we introduce a rescaling:
Let
s 1 1
¢°(n) = —9(An) = ——d(arm, azng). (3.3.6)
a a1a9

We will denote the corresponding quantities under this scaling by r; = 2—1, d; = g—j, K] =
ik = ik, U® = 1* +[0,dj] x [0,d3), N§, 7, and so on. Then the following

lemma holds true:
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LEMMA 3.3.2 (SCALING) .
(i) For alli=1,2 and all ne U, neU we have |0;0°(n) — 0;0°(r°)| < KidP S 1 and
|0:¢°(1) — 0i™(7*)| S Rjd; S 1.
(ii) 10°6*(n)| S &* max |dj A d371e! for all |a] > 2,y € U*;
10%¢° (7)| < &°max |d5 A d3|>1°1 for all || > 2, 7 € U*.

(iii) In both variables i = 1,2, we have the separation condition

10,0°(n) — 0:d°(7)| = 1 Vn € S, Vi€ S. (3.3.7)

Proof: For n € U we obviously have
@WW%%Mﬂﬁﬂéwny@ijWﬂﬁﬁﬁa (3.3.8)
n'e

with

s s Q; d; Kid;
Ai+1mod2 Q5 Kid;

<1. (3.3.9)

To prove the second statement, we observe that ¢* has vanishing mixed derivatives since
¢ does. In the unscaled situation, we have for k < m;

Fp(&) m &M m PO ~ riEH

for ¢ € U. Thus for n € U®

06 () =—— a0k p( An)

ai1az

Since we have for n € U*®

r d.
n>ri=—>—"=di>d; \Nd3,

a; a;

we conclude

0" ()| < °(di A d3)* ™ (3.3.10)
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for k > 2. The corresponding result for n € U* is proven the same way.
Furthermore for £ € U, € € U we have
&

0i0(€) — 0ip(E)| =1 | @i (t)dt

| Q
Ii\
| o

o~

3

s

(ol

~

s o, (334) -
N‘fz §z|(f +fi ’ ) X Rid; = Qitimod2,

and thus
0:9(An) — 0;9(A7)|

Qi+ 1mod2

|0:¢° () — 09" ()| = ~ 1. (3.3.11)

g

Now we apply Theorem 3.2.5 to the scaled phase function ¢°. According to (3.2.20), the
scaled cuboids are

3 R2 R?
waR) =gz eR: |z, 4+ 0;0°(rg < ——,i=1,2, —_—
Ss,ss( ) {95 [2: + 0,¢°(75) 3] (Ds) 8= s < (D*)2k? /\/-@3}
with r§ = r® if k¥ = k* AR® or r§j = 7° it K = k* A K°. Thus for every a > 0, we have for

all R>1

~8 11 S -5 o S [e%
||RSS SSHLQXLQ*)LP(Q;S S’S(R)) S (/{5/{, )2 P(D )3 P IOgV (C(])COéR s (3312)

with C§ = Jle;% (D*[K* A /%s])fé(Dsnst/%s)*% and D* = min{ds, d5, d5, d3}. Scaling back
using Lemma 3.3.1, we obtain

2, gogd1 _5 s o
IR ll 2wz i@y oy <(araz)' ™7 (5°75)2 75 (D*)* 75 log™™ (C5)CuR

=(a1a2kK’ - a1a9k )% %(DS) 3 log"7 (Cy)Co R, (3.3.13)
where
2 2
Q ~(}%) =4 € Rg : |aix,~ +8i¢5(r8)a1a2x3| < al 1=1,2 |a1a2x3| < R—
55 - (DS)QRS’ T - (DS)QK,S N
R? R?
= R?: |z; + 0, <—1=1,2, < — 5.
{ZL‘ € |l‘ + ¢(T0)l‘3| = ai(DS)2RS ? |ZL‘3| —= alag(Ds)%{s /\/{s}
We have
Rod3 V Rid?

R= RV R = LRy V 2Ry =y 2 2 2B G (3.3.14)

|
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and
s __ s s 75 35 38 : Jl JZ _s\—1
D® = min{d], d5,d;,d5} <min{ —, — 5 = (F°)"", (3.3.15)
ay as
hence
al(DS)ZRS S alDS S Jl. (3316)

A similar computation yields ay(D?®)?k* < dy. Furthermore
(DS)Qalag(/{s VAN I%S) S Dsalag S ag(jl VAN a1J2 = Rld? N F{,ng.

Therefore

R? R?
0 _ 3. -
QRs3(R) O Qg 5(R) = {$ e R”: |z; + 0ip(ro)zs| < dTi’Z =1,2, |z3] < T /{2%}'

(3.3.17)

Moreover we have

and

Ki < 5 Ridid;
il dz min{di, dz} = Fid .
a2

@102

min{d?, d’} =

177

a
Further
(05} aq

K K

2 o [ R pk1

ajazk’ = ajas | —ke + —rK1 | = (R{diKky + Ryd5K1) = R1Ro | Rid{— + Rod5— | .
ay p) K2 K1

(3.3.18)

Thus the constant in (3.3.13) (up to C,R*log?(C§)) transforms like

N

(arasK® - ajagk®) 7%(D8)37%

R2

11 . 1.1
5 2 K 2 p K K 2 p ~ 5
2_3/- _ \1-= _ _ 1 _ 2 _ 1 . _ 3—2
=(a1ap)? " (R1ke)' 7 [ Ridi— + Rod3— Rid2== + Rod2— min(R;d;d;)” »
142 12 1 2 1 2
K K K K
>

1
- - 27
Z(/%1R2)%_2(d1d2)%_3 </‘€1CE% + Hz@-)
2

For a,b € (0,00) write g(a,b) = 22 =2 v 2 > 1. A lower bound for D* is

DS

:dl/\dl/\dQ/\CZQ> dl/_\CL/\dz/_\CZz (ﬁ/\@) (3.32.14) ~1 ~ ;S
a a2 dy dy ar Gz q(dy, di)q(d2, d2) K
(3.3.19)
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From formula (3.3.18), we can deduce

o > RK1Fo (@ o) K1k Rld?_v_ﬁzcig ] 1 631 R* .
102 Ke didy q(K1, f1)q(Ke, Fo) q(k1, R1)q(Ke, o)
(3.3.20)
Especially we have that
(D*r) " ST alss 7)alds, di), (3.3.21)

i=1,2

(D) S T etk 7)aldi, di).

i=1,2

Thus we conclude (and we can be generous in the exponents since C§ only appears loga-
rithmically)

dSQJSQ 1 1
Cy = - (D°[r* AR®]) P (D°k*DR®) "2
(D?)*
(3:321) g3 ds »
S [H q /{7/7/{7/ Z)]
i=1,2
3319 [ 150
< I atsism)adi,di) | (d3ds)*(w)*
[i=1,2 i
r 1575 2 582 ;- e, - a4
~ P d1d2> (/‘ild% vV K,ng)
< Ki, Ki)q(d;, d; — —
< JHQQ( ) )_ <a1a2 v
I ~'%+5 o, o 220 2
= | T atrntandy| (il
Li=1,2 ] K,ldll‘{,ng
13+5

H q(ki, Ki)q(di, sz)

q(’%lczi Rng)z'

We end up with the following result:

LEMMA 3.3.3 ~
For all o > 0 there exist Cy, Vo > 0 such that for every S, S as described at the beginning
of this chapter and every R > 0, we have

) SCoR*(RyRa)? 2(dydy
YA Ry o
(ffld Vv KQ@@) (quﬁg \ KQ@@)
Ko K

R1
1 log™ (g1, o) H >q<m,m>)] .

HR S|’L2><L2~>LP(QS

U
(1= ~—r
3 ot
&
=
=
—~
§I
&
S
~—
i
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3.4 Dyadic Summation

The next step will be a bilinear result for the surface over a pair of dyadic rectangles with
not necessarily constant curvature. The idea is to decompose these rectangles into smaller
parts with (roughly) constant curvature where we can apply previous results.

Define a "weighted" maximum

a if my > mo
M(a,b) = My, m,(a,b) =< b if my; < my (3.4.1)

aVb ifm;=ms.

mo mi
Notice that My, m,(a,b) = M, m, (b,a) = 15% %.
GENERAL ASSUMPTIONS
Let U, U C [0,1]x[0, 1] be two dyadic rectangles of side length and distance in z; —direction
(xo—direction) equal to p; (po respectively). By s; denote the maximal principal curva-
ture in 2, —direction of both S = Graph(¢|y) and S = Graph(¢|z). Let o and & be the
surface measures of S and S respectively. (3.4.2)

THEOREM 3.4.1
Let% <p< 2, m=miVmg,m=mi; Ame, and let

R R
QS,S’(R7 7") = {l‘ € Rg : |$2 +az¢(7")l‘3| < _7Z = ]-727 |$3| < 2}

pi spi + 0203

forr € UUU. Then forp > p. = 22—12 and all a > 0 there exists a constant Cy, > 0 such
that for all R > 1 and all r € U U U we have

1 1

1 _1 3_5
1R sl r2xr2 s 1o(@y sy SCaReBasn(sapt V saps)| 2 (sapy A saps)? % (3.4.3)

- log™™ (%1_/)% + %Qp%)
sps  py

If only p > 22—12 15 valid, then we still have

1

_1 3_5
1R gll2xr2 s m0(@q sy SCaRrisea(5ap V se2p3)|20 2 (5ap] A swps)2 2 (3.4.4)

4_5
(Mgt ) (02 )

2 2 2 2
»1p1 V 23 2P P

with M = M, m, (see (3.4.1)).

Observe that for m; = mo, both parts of the theorem coincide.

In general, the first part of the theorem is the one we are more interested in, since we
are able to proceed to a linear estimate. In the second case, where 22—12 >p> 22—12,
unfortunately, we are not able to do so. However, the case is interesting in so far as we
will see that our estimate is essentially sharp for p near 22—12. This issue will be discussed

in Chapter 3.7.
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\/

U(k17 0)

h

U(0, k2)

Figure 3.6: Two possibilities for the decomposition into subboxes

Proof: If U does not intersect with the x;-axis, the curvature on U is indeed comparable to
;. Otherwise we decompose U further in sets with (roughly) constant principal curvatures
in order to apply the previous results. To each dyadic interval I = [r277, (r+1)27], 7,7 € N
we associate a family of subsets {I(k)}renr, with |J (k) = I according to the following

two alternatives:
(i) If r > 0, choose Ny =
(i) If r = 0, choose Ny =

{0} and I(0)
N={1,23,.

keNo

=1

..} and I(k) =

27

Flr+1)277, 21k (r 4 1)277].

If we write U = I; x I, then denote by {I;(k;)}r,en; their associated family and let
U(k) = 1(k1) X I(k2), k = (k1, k2) € N =N x N,
U(k) and S(k), k € N in an analogous manner. Other quantities which will be impor-

tant are the principal curvatures on U(k), i.e. r;(k;) := 27 ki(mi=

S(k) =

Graph(¢|uw). Introduce N,

25, and the side length

One simple but crucial observation is that since I; and I; are separated, for both ¢ = 1, 2,

Ri(kia l;/’z) =

and

We conclude

and

we have N; = {0} or N; = {0} (cf. Figures 3.6). (3.4.5)
Hence for each pair (k;, k;) € N; x N, k; = 0 or k; = 0, and thus
max{r;(k;), 7i(k;)} = max{2 ki(mi=2), 2_15"(”"_2)}%1- = (3.4.

Filks) _o-riom, 2), (3.4.8)

E/Z<kl7 kz
Filks) _o-Fimi-2) (3.4.9)

Ri(ki, ki
di(k:) _ 2 ki, (3.4.10)

d;

d; (ki) dy (k) = 27 ki g2 = 9=hivhi 2 (3.4.11)

\/
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hence

log(q(F1d7, Rad3) H q(di(k:), di(k:))q(ri(ki), R (k:))

i=1,2

5]{31 + ]%1 + k’g + %2 + log(q(/%lcﬁ, RQCZ%)) (3412)

S[lﬁ ‘|—]~€1 + /{72 + /;72] log <z1£1 + z2—22> .
2M2 1M1

According to (3.3.17), the associated cuboids are

~ R2 ] R2
Qs 500 (R) = {x e R?: |o; + 0ip(r™F)as| < —,i=1,2, |zs| < 7} ’

Pi s1pt N 3003

where 7% is a certain fixed point® in S(k) or S(k). For any r € U U U define the shorter
boxes

2 R2
Qs s(R;r) = {x cR®: |x; + 0ip(r)as| < i,i =1,2, |z3] < 2} . (3.4.13)

Pi %1p% V 3605

We claim that for all r € UUU, R > 1 and all (k, k) € N x N/

Qs s(Rr) C Qg 5y (2R). (3.4.14)
2
If 2 € Qg 5(R;7), then obviously |r3] < %1p§}32%2p§ < m;(éfzfng' Furthermore

i + 0,0 (rHF)es| <o+ 0 (r)as| + 10,0(r) — Db (rF) ||

R2 k. k R2
<+ |07 lloolri = 1 s
Pi 11 V 220

R2 2
<— 43—

Pi iPi
_4R2

pi

Putting (3.4.6)-(3.4.12) into (3.3.22) we conclude

1R sllL2xr2—1e(Qq 5(Rir)

< Z 1R ) 500l 2x L2027 Q ) sty (200
keN keN

3 5 P
<CoR*(5a50)7 " (prp2) 7 log™ <1—p§ + ng)
Py P
Z (k1 + ky + ko + ]%2]% (Jﬂp%Q_kl_k1 A %2/)32_]“2_1“2)37%
keN keN

SIS
kS

11 - -
- (sapf2 =D v g pRo R (m=2)) 2T (%m??"”(’”ﬂ) v %zp%T’“(m“Q))

5We also have some algorithm to determine how to choose rk”;, but it is not important at this point.



92 3.4. Dyadic Summation

—_ 2m+3

We claim that for the first part of the theorem where p > p. = 2% i)

S Gapt2 R A R e R ey Ry ey o+ o]0
keN keN

3=

1
2

(sap?2 ka(m2=2) \) 5 20 —hilmi~ 2))%*% (Klpfz—lg‘g(mg—Q) v%2p§2—fcl(m1—2))
(3.4.15)

pt i %2,03) .

<(3210% N\ 20902 3-3 2102\ 2002 1_%lo H7a
N( 101 2P2) ( 101 2P2) g %2[)% %1[)%

Taking this for granted, we conclude

1R sll2xr21eqg ()

s i %2/13)

3_ 5_ _5 _2
SCaR*(ase2)r(p1p2) 7 > (5103 N 52p3)* 7 (31} V s02p3)' 7 log!+20e ( 2 :
2Py P

5 _3
2p 2

1
2 (301015025 ) 2

M‘H

2 2
:CaR (%1%2) %1—p1 + %2p2)

_5 _2 /
(sp} A 2p3)" 7 (501 V 32p3) Plog”‘*< ; .
7Py Py

N

1 p7 4 %2/13) .

2 on3_5 ~!
s1py N\ 2p3)% % log a(
( 1 2) %QP% %1p%

1
=CoR*[50156 (50197 V 32p3)] 2

9gm+3 m+3

orqs our claim is

For the second part of the theorem, where we only have p >

Z (%1p%2_k1_l;1 A %2p§2_k2_]~“2)3_% []_ + k?l + ];31 -+ k’g -+ ];?2]%1 (3416)
keN keN

1_
2

=

1_1
. (%lp12 ko(ma—2) \/%2p22 ki(mi— 2))2 P (%1p12 kz(mz 2)\/%p22 kl(ml 2))

M(”l/)% %2/)%) loglte %1/)% %2/13
[P RY 2 0g 5+ 2 |
101 V 2205 Mopy Py

S
ot

_5 —2
<(ap; Aseps)’ e (Gapt V sps)' T (
and leads us to

1R gllezxr2—r@g s(ry)

4 5
11 s 5 (Mep?, s00p3) \ 7 2
<C,R* Vv %2 (5000 A spp3)2 2 L=l
s (50 V s02p3) )% (5010 A 52213) "( P2 N s
’ V4 2 M 2
7203 P
It remains to deal with the dyadic sums (3.4.15) and (3.4.16). Let pu = % 1 >0,

1/:3—1—5)>0andci:mi—2. Notice that

cip < v
) 1_1 _5
< (my — 3(12 2) < 3 2 4
< S(mi+3) < H42= et
& p > 2mid3
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We will outsource the proof of (3.4.15) and (3.4.16) into the next lemma. Take into ac-
count that due to (3.4.5), we have to sum over at most two of the parameters ky, ko, /%1, ko.
There are basically four possibilities: if exactly two of the parameters are nonzero, there
are two different cases: either these parameters belong to the same surface (i.e. ki, ko =0
or ki, ks = 0), which correspond to the left picture in Figure 3.6, or the nonzero parame-
ters belong two different surfaces, like in the "over cross" situation shown in the picture
on the right hand side of Figure 3.6. The remaining two possibilities are firstly only one
parameter ki, ks, k1, ks nonzero, which happens if only one of the rectangles U, U touches
only one of the axes, and secondly both rectangles sitting away from the axes, where we
do not have to sum at all.

Only the first two of the afore mentioned possibilities are dealt with in the next lemma,
but the corresponding sums of course dominate the sums over fewer parameters (or even

none) as in the other two possibilities. 0J
LEMMA 3.4.2
Let >0, v >0, n,cy,co >0 such that cip, cop < v, and let a,b € Ry. Then
(i) > (ky A+ ko) (@272 v b) T (a v b2 T (a2 7R A b2 R )
k1,ko€N
< Y (B ko) (a v b) (a2 7R v b2 7R T (a2 A b2 )Y
k1,ko€N
—2 v n+1 a b
S(a Vv b)) (a Ab) log E+— :
a

If only (¢1 A co)p < v, then

(i7) > (ky A+ ko) (@275 v b) (@ v b2 R T (@27 A 2R
k1,k2€IN

< Y (Ba+ k) (a v b) T (a27he v b2 TR T (a2 R A b2k
k1,k2€IN

Vb O\ b
<(aV b)"2(a Ab) (ﬁ) log" (% + 5) .

In this case, the constant indicated in "<S" only depends on the number n.

Proof: To prove the first inequality in both (i) and (ii), observe that a27*2¢2 v p27*1¢1 is
bounded by a27%2¢2 v b, also by a V b527%1°t and hence by their minimum. Thus we have

(a27%2¢2 v b) A (a Vv B27F) > 2R v p2 R
(a27%22 v b) v (a VvV B27") = a V b,

le.
(a27%2¢2 v b)(a v b27711) > (a Vv b)(a27F22 v b2 R4,
Notice that in the right hand side in (i) and (ii) we may rewrite

(aVb)™"(aAb)” = (ab)’(aV b))+ (3.4.17)



94 3.4. Dyadic Summation

and
(aV b)(aAb) ( avh )W — (ab)* M(a,b) ", (3.4.18)
M(a,b) ’
Using the symmetry in the formula, it suffices to estimate

S= Y K (a2Re v 2R g,

k1,ko€IN
a2~ k1 <po—k2

If we have cop < v, then

S <army kpoker N gpath

k2 k1:a2~ k1 <p2—F2
~a” log" ¢ + é é ’ Z k2"2k2(02“*”)
b «a a 2

k2
b
~a "b” log" <g + —) )
b a
If ¢y < v holds true, we have

S <a’bH Z fpok (=) Z Kk}

k1 ko:a2 k1 <p2—k2

<a’b*log"t! <% + 9) Z f2ntlgki(eip—v)
a
k1

gaub—u lognJrl <% + é) .
a

To see (i), assume cjpu < v and copu < v. We may then apply both of the previous
approaches and obtain

S
log™" (5 +2)

a

<a "B A a’b "

=a"b"(a PV ANDTHTY)
=(ab)’(a Vv b)~*"
=(aVb)*(anb).
For Part (ii), where only (¢ A ¢2)p < v, consider three cases:
If we have ¢; > o, i.e. cou < v, then M(a,b) = a and
S < a " log" (% + g) = (ab)”(M(a,b)) " log" <% + g)
If ¢; < ¢p holds true, i.e. ¢ip < v, then M(a,b) = b and

b
S < a’b*logt! (g + —)
b a

b a

The subcase ¢; = ¢y is already included in Part (i), since then both ¢y, cop < v and

aVvb
M(\;,b) = 1. [

—(ab)"(M(a, b)) log"*" (9 i 9) |
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3.5 Globalisation

Recall (3.4.2): the surfaces we are interested in are S = S; = I'(¢|y) and S = Sy = I'(|),
with U = Uy = 1040, p1] x [0, po] and U = Uy = r@ [0, p1] x [0, ps] two dyadic rectangles
of side length and distance in x;—direction (xo—direction) equal to p; (p2 respectively).
Let 2z denote the maximal principal curvature in x;—direction of both S, Ss, and let o3,
j = 1,2 be the associated Lebesgue measures of 57, S, respectively.

Our bilinear estimate is still a local result restricted to cuboids

R
Qsvs,(Ri7) = {x ER: |y 4+ Oo(r)ms < Bi= 1,2, o] <

Pi %10% + %203

} . (3.5.1)

for any r € U; UU,. The r we will choose are rM @ and since S; and S, are fixed
during this chapter, we define

Q;i(R) = Qs, .5, (R; 7). (3.5.2)

3.5.1 General globalisation results

The next task will be to extend the inequalities from cuboids to the whole space and to
get rid of the factor R*. There is a certain amount of so-called globalisation or e-removal
technique available for this purpose, for instance a lemma from Tao and Vargas [TV1],
who themselves followed ideas from Bourgain [Bo2|. By isolating the essential ingredients
of the proof and taking them as assumptions, we will give a slightly reformulated version,
although the proof basically remains the same.

LEMMA 3.5.1

Let Cia,s > 0,1 < pg < p < p1 < oo, and let S1,Sy be hypersurfaces like intro-
duced above, with associated cuboids Q;(R), R > 1. Let vy, 15, 1 be measures supported
on S1,S2, R? respectively, with smooth densities with respect to the respective Lebesgue
measures. Assume that for all R > 1 and all f; € L*(S;,v;), j = 1,2

(i) [[frdv fadval|Lro;rym < C R fill n2csi w1 2l 2(8200)
(i1) |dv;(x)] < CR™ for all x ¢ Q;(R),

(i5) || f;Avj||l e ey < Cl fill 225, ,05)-

Assume * + 22 < L 4 20 Thep
p sp po sp1

| frdvy fadvs|| e rn ) < C/HleLQ(Sl,m)||f2||L2(Sz,u2) Jor all f; € L2(Sj7’/j)7 J=12,
(3.5.3)

where C" only depends on C, «, s, p, po, P1-

REMARK
(1) In [TV1], the authors assume that the Fourier transform of the measures v; has some

decay, i.e. \Hlj](x)\ < |z|=*. Therefrom they deduce (ii) and (iii), with p; = 2+2.

s
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(ii) An important step in the proof is the splitting of the surface measure into oy = o+
o1 r where @(az) = ¢R<x)&;<x) with a bump function ¢r adapted to a cube of
side length R. The function ¢r has to be modified to a function adapted to our
cuboid Q1(R). The argument is repeated for oo, where we take the second cuboid to

be Qs(R).

Although we are provided with this general result, we need to modify it since we seek to
keep track of the sharp constants. The following modification takes this into account.

COROLLARY 3.5.2 (GLOBALISATION LEMMA)

LetCoa,s > 0,1 < pg<p<p <00, and let Sy, 9 be hypersurfaces like introduced above,
with associated cuboids Q;(R), R > 1. Let 01,09 be the Lebesque measures of Sy, S2. We
take the Lebesgue measure on R™. Assume that there exist constants A, B > 0, Ry > 1,
A, = A Br for all r € {p,po, B} such that for all R > Ry and all f; € L*(S;,05),
J=12,

(i) || frdoy foadoa|Lro (@, (r)) < CApy R\ fillL2(s1,00) | f2ll L2(S0,00)
(i) [doj(z)] < CAGR™ for all z ¢ Q;(R),

- 1/2
(iii) || 340 ]| o (rmy < CAY SN Fill (s, ) -

Assume * + 22 < L 4 20 Thep
p ' sp = po ' sp

2

| frdos fodos | ogrny < C" Apll filli2(sy.on) | foll L2(5n.00) for all 5 € L2(S;,05), 7= 1,2,
(3.5.4)

where C" depends only on C, «a, s, p, po, P1-

REMARK

1
We call a constant A, = A - B+ log-affine, since log A, = log A + %logB is an affine
function in % This log-affine shape of the constant is vital for the proof.

Proof: The idea is to absorb the constants into the measures: Define v; = %Ui, 1=1,2
and p = %)\, where A\ denotes the Lebesgue measure on R”™. Then

——— 1
|’f1dV1f2dV2HLPO(Q(R),H) =AT’B 7 ”f1d0'1f2d<72HLPO(Q(R)A)
_ 1 1
SCA72B pOABpORa”fl”LQ(Sl,Ul)Hf2”L2(S2,02)

:CA_lRa||f1||L2(Sl701) ||f2||L2(52,U2)
:CRaHfl ||L2(51,1/1) ||f2||L2(52,l/2)'

Similarly, we see that the assumptions of Corollary 3.5.2 imply the assumptions in Lemma
3.5.1, and finally that (3.5.3) implies (3.5.4). O
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3.5.2 On the conditions for the Globalisation Lemma

That the two cuboids Q;(R), j = 1,2 are naturally adapted to the two subsurfaces S,
7 = 1,2 can be seen in the next lemma:

LEMMA 3.5.3
Let j € {1,2}. Then for some s > 0 and any x € R?® we have

|g<7\j($)| < Coprpa(1+ |(p1(z1 + 10(rD)as), pa(@s + 0ap(rV)zs), (5197 v %2P§)$32|)s-)
3.5.5

If moreover x ¢ Q;(R), then
|doj(z)] < Coprpo R, (3.5.6)

Proof: Recall that ¢ splits into ¢(x) = ¢1(x1) + ¢o(w2). Fix j € {1,2} and let r = r(@).
Then

r1+p1 r2+p2

|dUJ T)| =

Z($1§1+$2§2+x3(¢1 &1)+¢2(&2)) df'

r1+p1 ] r2+p2 )
/ ez(m1£1+x3¢1(£1))d€1/ 671(x2£2+13¢2(§2))d§2 )
T2

T1

Since both integrals have the same appearance, we use the same estimate. Let i € {1,2}.
Case 1: 7, > 0

Since [r;, 7; + pi] is a dyadic interval, r; > 0 means r; > p;, thus »; =~ ¢/ (r;) ~ r;”i_Q. We
obtain

Tit+pi ) Pi .
/ e @ikitzadi (gi))d&' — / e_l(l’i(Ti+yi)+$3¢i(7’i+yi))dyi'
r 0

i

_ /pi e_i((l‘i‘f'(b;(T’i)$3)yi+$3(¢i(7"i+yi)_¢i(Ti)—(ﬁ;(ri)yi))dyi'
0

— /pi ei((l“z'+¢>§(Tz‘)ms)yﬂrrs‘l’(yi))dyi‘
0

1
=p; / e~ i((@ite; (n)xs)myﬂrmsﬁ’(myi))dyi
0

Spi(L+ [(pi(as + ¢(ri)as), sap;ws)|) ",
where W(y;) = ¢i(ri +vi) — ¢i(ri) — ¢i(ri)ys, such that

d2

a2 Vo) = i+ i) = i
In this case we may choose s = 3.
Case 2: 7, =0
Here,

‘/ —i(z&+r30:(&:)) df‘ _pl‘/ (@i piys+230: (piys)) dy | < pl< + |(/)i$i,p;nil’3)‘)fs,
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with s = ﬁ However, ¢(r;) = ¢/(0) = 0 and s ~ p/"~? in this case, i.e. pI' ~ 3;p?.
The desired statement follows from the observation that

(1+ [(pr(1 + ¢ (r1)xs), s pies) ) (1 + [(pa(22 4 Py (ra)as), sopyes)])
2 L+ |(pr(21 + 01(r)xs), (pa(22 + 02gp(1)x3), 0107 V 50293 )23)].

The second part of the lemma is clear due to the definition of the cuboids (3.5.1) . O

The following lemma is a variation of Greenleaf’s theorem that some decay of the Fourier
transform of a surface measure implies a Fourier restriction estimate [Gre|. The first ver-
sion of such a theorem was by Stein and Tomas for the sphere. Our proof will closely
follow the proof of the first approach in Theorem 3, Chapter VIII, §4 from [St|, although
this does not give the optimal range. But since we only seek to obtain some result for the
Globalisation Lemma, we do not need the optimal result (which would require a much
more complicated proof).

LEMMA 3.5.4
Let S be some hypersurface in R"™ with associated surface measure ji. Assume that

|dp(x)] < Co(1+|T(x)]) (3.5.7)
for some Cy, s > 0 and some T € GL(R™). Then there exists a p; > 4 such that
— 1
7@l < Cpu/Col det TI 3l ) (35.8)
holds true for all f € L*(S).

One might be tempted to simply apply a well-known result, like Greenleaf’s, to some
appropriately transformed measure, i.e. scale to the situation where T is the identity
matrix. However, like before, we have to control how the constant depends on the choice
of surface, so we will go through the argument.

Proof: Let R be the restriction operator associated to S and p% + z% = 1. It suffices to
1

show for g € S(R")

1R(9)125) S V/Col det T 7 gl

or, equivalently
IR R(g)llpx S Col det T| 7 |lg]ly.
Notice that R*R(g) = g * dp and
(g + a)(2)| < / 9z - y)1az(y)ldy
<G [ lote — )T )y

=Co| det T'|~ 1/|g YTz — 2))||z| *dz
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1.e.

* o -1-21 - —s
IR Ryllp, = llg * dpellpy < Col det T|™2r|[[g o T s [« |72,

Notice that if (3.5.7) is valid for some s > 0, it is also valid for all s" € (0, s). Therefore we
may assume s < n without loss of generality. According to the classical Hardy-Littlewood-
Sobolev Inequality (see [St]), for 1 < py,q < 00, 0 < s < n such that p% = % + 2 —1 we
have

A - |_8||p1 < Cpl,thHq'

2

2 . =*. Because we may even

. . . o, s
Since we are interested in ¢ = p}, we have o = ao e

assume s < 2 without loss of generality, we can ensure p; = 2?" > 4. We obtain

x —1-L - —l _2
1R Rylly, < ColdetT|™ o1 lg o Ty = Col det T| 7" #i |lglyy = Col det T| 7 [|g]];.
O
Combining this result with Lemma 3.5.3, we immediately obtain
COROLLARY 3.5.5
For some value 4 < p; < 00
— 1
1fdojllp S Vorpalprpa(sapi V s03)] 21 (| £l c2(s; o) (3.5.9)

3.5.3 Application

Let us recall that the local estimate we obtained in Theorem 3.4.1 for p, = 2243 < p < 2

m+4
was
* o 2 2N1%—1 2 nE-5

RS, s, |2 x 22— 10, (R)) SCaR[s1502(s301p7 V 202p3)|27 2 (51p7 A 202p5)2 2 (3.5.10)

2 2

log (%1/); 4 %2/);)

Py apt

—C.R°A,, (3.5.11)

if we define for p < 2

1

1 5 5
Ay =[asn(sapi V s0py)] 2 (sapt A seps)? > log™ (

V5 2 s 2
)
2Py P

2\ 2\1-1
(a2 V s00) erp? A )] EW; Wiii_l o (
mpi N\ 2p3)?
2 2\1-1 2 2 1 i
)17% (sa1p1 V %2/)2)2 log™® (%1/)1 4 %2/)2)
P

(%1p% N %2p%) -1 %2p% %lp%

NI

2 2
:(%1%2)ﬁ A + %2/)2)

2 2
2Py P

=(p1p2

1
=A- B>,
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where
2 2 2 2
»1p1 N\ 22p o [P | 7P
A =p1py L2 og? R (3.5.12)
»1p1 V 23 2Py P
2\ 2
B =(pupy) L 01 22 (3.5.13)

(310t A 302p3)*

However this does not cover the region p > 2. In this area, we interpolate our L2 —estimate

RS, s, |l 22— 1@, (r) SCaR™As
o 1 2 2 -1~ 1 pt
=CoR*(p1p2)? (50197 V 502p3)" 2 log™ | —
7203
with the trivial L*°—result
1R, s, (fs 9@, m) <l fdollsollgdoe
<Ifllzrsnllgllziess)
<p1pa2|| fllr2(s) |91l L2(50)-

Let
Ao = p1p2,
then we have also for p > 2
1R, 50| L2x 2 10 () SCalt® Ay,
if we define for p > 2
2 q_2 _2 A? v
A, = ATALT = AsBi A = A, (BA—Q) ,

1.e.

with

A =As = p1p2

AQ
B =B = [ppa(oa iV s log?™ (

V5 2 s 2
),
2Py P

%2/)%)
+ 2
7101

(3.5.14)

(3.5.15)

(3.5.16)

(3.5.17)

(3.5.18)

We see that for p,py > 2, p1 > 4 the assumptions (i), (ii) and (iii) of Corollary 3.5.2 are

fulfilled by Lemma 3.5.3 and Corollary 3.5.5 since

A1/2 :A/l/zBlﬁ

p1/2

-1 20 (201 p? 2902
:1/p1p2[p1p2(%1p%\/%2p§)] p1 log P1 (1_p1+ 2p2)

2 2
7Py Pt

1

2N P1p2lp1p2(3api V seapy)] L
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v

I

T
1 1
DPo

[ e R
S [ S ——

1
p1
Figure 3.7: The schematic relation of the constants

Unfortunately this does not extend below p = 2 since log A, is not affine in % on the whole
interval [0, 1] as we wish, but just piecewise affine (cf. Figure 3.7).

The solution to this problem is to interpolate the local LP°—result with the trivial L>°—result
in order to get the log-affine structure in the constant. This will slightly increase the con-
stant for the global bilinear LP—result. However, since we can choose p and p, arbitrarily
close together, the impact is negligible, as we shall see. In particular, we will obtain the
same linear result as we would have obtained by the conjectured bilinear result, i.e. with
the constant A, from the local bilinear result.

Introduce m = m; V. my and p, = 22—12. The result we obtain is the following. Observe

that it includes both cases p < 2 and p > 2:

THEOREM 3.5.6
Let p. < po < 2, p> po. Then there exists constants C,vy > 0 such that

\ ANTE
”R517SQHL2><L2—)LP(R3) SC Z ABp

L (apd V sepd) w (0107 2
—C(prpa)* sCap Voam) v o (”1’)1 n %2’)2). (3.5.19)

2 2
7Py Pt

Proof: Define

K,=Al A", - =—. (3.5.20)

According to Lemma 3.5.3, there is an s > 0 such that |aa\j(:p)| S pipaR™° for all © ¢
Q;(R). Chose p; according to Corollary 3.5.5, then fix an o > 0 small enough such that
1 2c 1 2a
p T S T
We have to check the assumptions in our Globalisation Lemma, Corollary 3.5.2, with the

constants K, instead of A,. The first one, (i), is clear since K,, = A,,. Additionally
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Ko = Asx = p1p2, thus (ii) follows from Lemma 3.5.3.
Condition (iii) requires slightly more work. Corollary 3.5.5 tells us

1

* 1 _1
RS, |2 rm S(p1p2)? (012 (3197 V 322p3)] 71
<A'3B'n
a1)/2 1/2
_Ap1/2 S Kp1/2'

To show the last inequality, observe that

1

B"\n @518 (A o
B o\

since pg < 2, and A < A’. Thus

N

A
A/

A'B'n < ABw = A, (3.5.21)

We write p% = pio and conclude

Ap1/2 = A,B/% = All_t(A/B/%)t S A}thA;o = KP1/2-
Applying Corollary 3.5.2 gives (t = %0 and v = v,)

* _ Al—t gt
|’Z351“52”[2><L24}Lp :5]{% - 1400 [4p0
_Po PO 1

:All » A Bp

1—P0

A P 1
= — ABv»
—pg

p
_ {%1/)% V 2003 log™" (mpf n %2/13)} P
s p7 N P sopy Pt

2\ 2\1-1 2 2
. <p1p2)1—% (%1p1 %2p2)p log’y <%1p1 + %2p2)

(a3 N %ng)%fl spy  sapi

1-pg

1 (50 P2V ornpl) n (30107 P2
() A2 2/32)2_p0 logﬂg( 15 2/)2).

2 2
(3101 A 322p3) 7 2Py A
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3.6 Passage from the bilinear to the linear estimate

Recall m = my V mq and % = m% + m% Recall further our main Theorem 3.1.1 which we
seek to prove:

THEOREM
Let p > p. = 22—13 and % > hQ—*;)l. Additionally we assume h + 1 < 2p.
Then R* is bounded from L%*(T') to L***(RR3) for any 1 < s < cc.
If moreover ¢ < 2p or i > hQ—J;l, then R* is bounded from LY(T) to L*P(RR?).
Proof: We claim that it suffices to prove the restricted weak-type estimate
— 1
Ixado|lz < €2 (3.6.1)

for any measurable set Q C @ = [0,1] x [0,1]. The reason for this is that establishing

(3.6.1) for all p,q fulfilling our condition allows to apply an interpolation theorem (for
instance theorem 1.4.19 in [Gra]) and obtain that R* is bounded from L%*(T") to L?"*(R?)
for any 1 < s < oo. Under the additional assumption ¢ < 2p, we have

lfdollap = [[fdollzpp < [[fdoll2pg S [ fllaq = [1f]la- (3.6.2)

Another way to see this is to choose s = 00, i.e. use the boundedness of R* from L>(T")
to L*>°(R?) in order to apply Marcinkiewicz interpolation (although we would loose the

endpoint ¢ = 2p of the line % = %) Unfortunately, this requires ¢ < 2p as well. With

the techniques we use, we seem to be limited to the restricted estimate above the diagonal
q = 2p.

Using a bidyadic decomposition @ x Q@ =J U 7jx X 7;z, where
J k~k

i = [(k1 — )27 k279 x [(kg — 1)2772, ky2772]
and k ~ k means 2 < |k; — l;:l| < (C,i=1,2, we obtain

Ixedol|3, =l xadoxeda]|,

1
pT

<3 I 1B(Xanm, d0)B(xane; do)

J k~k

p*
p

where p* =p AP/, % + 1%' (3.6.3)
The last step can be obtained for 1 < p < 2 by interpolation of the cases p = 2, where
one may apply Plancherel and Pythagoras, and p = 1 or p = oo which are simply triangle
inequality. More details can be found in Lemma 6.3. in [TVV].

Now apply Theorem 3.5.6 on Sj. = {(§,0(£))|¢ € T} and Sy with p; = 277, 54 =~
(k277)m2 a5 (k;277)™ =2 and sp2 & k™22,

Without loss of generality, we may assume

k€I = {k|km—22-tm > fre—2g-jama} (3.6.4)
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i.e. 2p? > s5p3. Thus

||Rg’jk75’j]; ||L2><L2—>Lz7

2\/ 5 p2
< 1-1 s 02V 50002 -1 <%1P1 2 2)
N(Plpz) ( 1P1 2/)2) 7%1/)% A %ng

2_Po
P P

2 2
o (14 28020 )
»1p1 N\ 723

2—p0

m1—2 m1—2
:27(j1+j2)§k_(ml_Z)%lemli _kl 1 9—(F1mi—jamsz) ' 1Og’7%0 1+ ki 9—(rm1—jams)
1 km2—2 km272
2 2
1
=A; 'Zgﬁgv
if we define
4y = Ore gy 565
—(m1-2) ]{;;”1—2 o YPo k;nl_Q —(jim1—jam2)
B;j, =~ By; =k a2 log™° ( 1+ P : (3.6.6)
2 2

Since |{k|k ~ k}| < 1 for fixed k, we conclude

1

* p*

— 1 1 1\”
Ixadol3, < > A; Z(B,g,jmmjkpmmﬂgz)
J | k~k

S D4 ZBE\QﬂTjk\p*]
7 L &k

1
p_*

Therefore we have to show that

D4
J

pL* 2
vl el

2*
ZBICI?AQ N Tik
k

3.6.1 Reduction

We decompose p* = % + ri, and introduce r = %. Apply Holder’s inequality on the

summation in k& with Holder exponent r* > 1 (which we will determine later):

1 1 _1
(ZkajmmTjk|p) < (D_ B \Qmjk\a> (mew)

kel kel kel

IA

$55) w2y

kel

o
= ZBIZ,j) min{\Q‘,Q*jrjz}l—p%er—lr N

kel
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Moreover we have |Q < |Q| = 1 as well as & > 2t o 2 - Al > %. Therefore

) nit s ' q P P
Q177 < |Q¢, and it suffices to show

1
TP
g_h+1_ 1

QP 2 Y7 Ay min{|Q), 27y e
J

_ Z 2*(j1m1*j2m2)
J

> Bi,

kel

2-p0  _(si4i YL o1 co o1 1
) (]1+J2)p/2jlm1pmln{|Q|’2—j1—]2}1 ot om

1

mi— —po)r g (mo— —2)r kjm172 ; ; "
. [Z ki 1—2)(1—po) ké 2—2)(po—2) log™" (1 + k;m_ZQ(Jlszmz))]
kel 2

We apply the change of variables | = j; + jo € N, I' = jym; — jaoms € 7Z, such that

ji = 228 Then the exponent in ji, j» becomes

m1+me
) ) -2 . . 1 . 1
(Jimq — Jama) <L) + (J1 + J2) (— — 1) + Jimy—
p p p
-2 1 l I'1
_ y(po )+l(__1)+w_
p P mi+me P

U m1—|—2m2 h,—|—1
SR (N i) B (R
p my + mo p

The summation over & € I = {k7" > kJ»722"} is independent of [, hence we have
reduced to showing that®

1

S o (o T (m1~2)(1-po)r | (m2—2) (po-2)r PN
> 2n Py | N 2R gm0 g gamor (] 27| <o

l'=—o00 kel ]{;SW_Q
(3.6.7)
and
S 2 D minfjo), 2} T e S QP T (3.6.8)
1=0
3.6.2 The case m > 2
Since m = my A mo, the condition m > 2 means both mq, my > 2.
Summation in k
We compare the sum over k£ in (3.6.7) with an integral. We claim that
2)(1—po)r 1 (ma—2)(po—2)r kM
k1, ko >1 2
k;n1722k;nzf22y
ol =z +(1=po)r) I'>0
< ’ -
~ {|l’|’¥por2|l/(m;2+(m2)7’)+’ I <0 ’ (3'6'9)

6Technically, we only have to sum over the smaller set I’ € m;IN — myN.
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if
a:= ! + (1 —po)r <0 (3.6.10)
mq — 2
pim + (po — 2)r (3.6.11)
mo — 2
a+b= ! + ! —r <0} (3.6.12)
my — 2 mo — 2

For the moment, we will simply assume that these conditions hold true. We shall collect
several such conditions on the exponent r, and verify at the end of the chapter that we
find an r such that all conditions are satisfied. ) )

After the transformation s = k™72 ¢ = kJ272 (ie. dk &~ sm—= 'tm—= 'd(s,t)), this
simplifies to

ndsdt _ 2lVla >0
ab Ypor —1 -
J(@0) // #log™ (1 + 2 ) ~ {|l’|wpor2ll/|b+ I'<0’ (3.6.13)

s,t>1
sZth/

if a < 0, a+b < 0. Changing t' = §2_l/, the set of integration for the t-variable
{t:t>1, %2_1/ > 1} transforms into {¢" : 52—1/ > 1,t > 1}. Thus

/ ds dt’
J(a,b) = //3“ (;24 log7""(1 +t)§7

s,t/>1
s>t/9!
o0 o0 d d !
R - sdt
= 9ol ' log™" (1 4+ ') gatt = —
=1 s=1ve/2al! st

a+b<0 _r o 'Na _ r dt/
=" 2 ”’/1 (1 v #27) 0 log™" (1 4 ¢) —-.
For I’ > 0, clearly 1V t'2" = ¢'2", and hence
’ o dt, a<0 gy
J(a,b) = 21‘1/1 ' log?™" (1 +t’)7 ~ 2,

For I < 0, we split into

W 2 At [ e’
J(a, b) :2—l b / t/—b logwor(l + t/)7 + 2l a / e log“/por(l + t/)7
1 1]
, 2" , ¢
527l b‘l/"ypor / t/*b*ldt/ 4 2l a / t/a log’ypor(Q U 4t ) -
1 1]

: 1—2 e d
:2_lb‘l/‘vporT "‘/ u®log""" (27 (1 +u))— -
. u
<27V (1 4 21) 4 [1[Por / " og ™ (14 u)du
1
“§0|l |’Yp07’(2*l'b +1)
~|I ‘wpor2|1/|b+’
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as we claimed.

Summation in I’

To put (3.6.9) in (3.6.7), we split the sum in (3.6.7) into summation over I’ > 0 and
summation over I’ < 0. In the first case I’ > 0, we obtain

L (po— 222, (m1=2)(1=po)r 7. (ma—2)(po—2)r K v
ZQP PO~ " Fmy Zkl 1 po ks 2—2){po log’ypor(l + L 22 )
k: 2—
>0 kel
S Z2p(7’0 =)ol Grms ) (3.6.14)
>0
Y11 mg )
:ZQp rmy{—2 mq+tmg
>0
The sum is finite if
1 -2
- < ma(my —2) : (3.6.15)
T my + Mo
which gives another condition for our collection.
In the second case I’ < 0, we have
m m mi1— -2 , E
Z 21 (po— mllfmi) Z k§m1—2)(1—po)rk m2=2)(po=2)r 1 g (1 + km 2" —1 )
v k'
<0 kel
4 m1+2m —2
522%(”0— e |15l G =t )+ (3.6.16)
I’<0
1<0
Notice that pg > p. = 225 = 1 4 ZH > 1 4 B0 > ] 4 T2 — ”%1112%2 yields
my + 2m2
———— >0, 3.6.17
Po my + mao ( )
therefore the sum converges in the case % = 71"m272 + po — 2 < 0. However, we will not

take this as condition, but instead discuss the case b > 0, where we need

m1+2m2 1 1
0<py— -2 —po+2
my + Mo rmy — 2

which is equivalent to

S 2 (3.6.18)

the symmetric condition to (3.6.15).
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Summation in 1

Recall that we want to show
(368) 32UV Dmin{2 Q) g loP
1=0

We claim that it is sufficient to show for 4 > 0, v —u >0
/ e min{e™, A}’de < AVTH. (3.6.19)
0

Provided that (3.6.19) is valid, we apply it to A =[Q[, p = "% —Tand v =1 — - + .
It is already known due to [IKM] that R* : L*(T') — L?(IR?) is bounded for all p > h+ 1.
Hence, we are interested in results for p < h + 1, and this means we may assume p =

h+t1 _ L1 htl _ 1 p o1
T_1>O' Moreoverwewant()<1/—,u—2—17+p—r—7—5(Zp—h—l—z;+;).

Notice that if p < 2, then 1% = 1, but if p > 2, then 1% =0p (1 — %) = p—1. Thus

1% =14 (p—2); forall 1 <p < oo, ie. the condition which is required is

1
;>h+2—2p+(p—2)+. (3.6.20)

We still need to check (3.6.19). Observe

/ e min{e‘x,A}”dx:/ e A"F min{e YA, A}'dy
0 1

nA

:A”“/ e’* min{e™, 1}"dy.
1

nA

The integral can be estimated by

[e'¢) 0 o0
/ e min{e ™Y, 1}"dy < / eMdy + / eV dy
1 0

nA —0o0

and converges since p > 0 and v — p > 0.

It still remains to check whether there exist 1 < r < oo (for m>2) satisfying the conditions
(3.6.10), (3.6.12), (3.6.15), (3.6.18) and (3.6.20). This task will be accomplished in Lemma
3.6.1. First, we discuss the situation where m = 2.

3.6.3 The case m =2

We will just give some hints how to modify the previous proof. In this case, r = oo turns
out to be an appropriate choice. Rewriting the integral in (3.6.9) in terms of the L"—norm
yields

mi— - mo— - k 12 ’
H (kﬁ 1—2)(1 Po)ké 2—2)(po—2) logwo(l 1 91 ))
kel

ol (3 =5 +1-p0) >0
k22 ~

|l/|“/p02\l'|(%ﬁ+p0*2)+ I <0
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provided the conditions

(3.6.10) + (1 =po)r <0,

m1—2
1

1
3.6.12 —r<0
( ) m1—2+m2—2 "

are satisfied. This already gives rise to the conjecture

. . km172 ,
sup k(™ ~D0p0) plma=2)Fo=2) 15 oap0 (1 4 Lo~y (3.6.21)
kel ky

< sup s'TPoPoT 2logw’o(1+ o= " <
s>tal!

2l'|(1=po) >0
|1/[Po2lI(Po=2)+ 1/ < ()

Observe that the conditions (3.6.10) and (3.6.12) are automatically fulfilled for r = oo.
It is easy to check that (3.6.21) indeed holds true, even in the case m = 2.
Summation in I’

The summation in I’ becomes simpler. We split again into I’ > 0 and I’ < 0, and obtain
for the first half of the sum (cf. (3.6.14))

_m3+2may 5, 1-pg ___mg
E 2P(p° mitm 12V T = E 27 Pmitm2 < 00.
>0 1'>0

The second part of the sum becomes (cf. (3.6.16))

mip+2m
} :|l |v%°2%(pof s —(po=2)1)
I'<0

We already know from (3.6.17) that pg — m > (. Thus the sum converges if py < 2.
For py > 2, notice

my + 2m2 my
- —2)y=—— >0,
Do M + (po )+ M1 + o
and thus the sum is finite.
Summation in 1
It remains to show
22“—‘” min{|Q, 27} < QP

which is the special case r = oo of (3.6.8). We saw that this holds true provided (3.6.20):
I>h+2-2p+ (p—2)4.
However,

m+ 3 2m +4 2m

2p > 2p. = 4— = + 2>
m

m=2
2 ="h+2.
+4 m+4 ﬁl—|—2+ +
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Thus for the case p < 2 we have h+2 —2p+ (p —2), = h+2 —2p < 0. For the case
p > 2 notice that

2m
h+2-—2 —2)y=h—p=———-p<2—-—p<0.
+2=2p+(p—2)+ P= 5P p
O
3.6.4 Final considerations
It remains to check whether we could satisfy all our conditions in the case m > 2.
LEMMA 3.6.1
Let m > 2, p,po > pe :22—12 and h+ 1 < 2p. Define
J =101+ (p—2):Nh+2—2p+ (p—2) 7(m_2)[ (3.6.22)
-1 p + P p +> m4+m s

Then J # 0 and for every % € J we have r* = ;—f > 1 and

1
(3:6.10) =< (m1—2)(po—1)

1 -2 -2
(3612) Lo lm=2m—2)

T my+ mg —4

1 —2
(3.6.15) 1 _ma(m —2)

T my + Mo

1 -2
(3.6.18) 1_ma(me —2)

r my + Mo

1
(3.6.20) >h+2-2p+(p—2)4

r
Proof: First of all, we will show h+2—2p+ (p —2), < % =h-— nf% We begin
with the case p < 2. Since p > p,, it suffices to prove

o
h+2—-2p. < h—— m
m4+m
m-+m m+ 4
& 2m < mm+ 2m,

which is true since m > 2.
If p > 2, observe

217 n(m — 2
h—|—2—2p+(p—2)+:h—p<h—2§h—7m :mEm )-
m-—+m m4+m
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Thus both intervals used for the definition of J are not empty, but we still have to check
that their intersection is not trivial. Since we assumed h + 1 < 2p, we have

h+2=2p+(p—2)4s <1+ (p—2);

since m > 2, we have 0 < méﬁ:f), hence J # 0.

For % € J, especially % <1+(p—2)y = z%’ thus r* = 7’]% > 1. Considering the conditions,
(3.6.20) is obvious by the definition of J. Furthermore do we have

1 _ m(m —2)  mimy — 2m < mime — 2m;
r mEm o omp+my T my +my

for both ¢ = 1,2, which gives (3.6.15) and (3.6.18). To obtain (3.6.10), we estimate

1 m(m — 2 m(my — 2) (3.6.23)
L_m(m=2) _ il —2) 65

< T S T (pe —1)(m1 —2) < (po — 1)(my — 2).

Finally, observe that the following statements are equivalent:

n(m — 2) < (my —2)(mg — 2)
m+m - mi1+me—4
m m — 2
= <
m+m — m+m-—4

< m(m+m)—4m < m(m+m)—2(m+m)

= m m.

IN

Hence (3.6.12) holds true as well. O
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3.7 On the sharpness of the bilinear estimate

3.7.1 General approach

In this section, we briefly discuss the sharpness of the bilinear estimates that we obtained,
namely (3.4.4) at the endpoint. Let 0 € V' C R?, ng,g?) : V' — R be smooth on a neighbour-
hood of V with ¢(0) = ¢(0), denote by o, & the surface measures of S = Graph(¢) and
S = Graph(gb) Let the curve I" be a parametrisation of the intersection of the two surfaces,
i.e. of the zero set of ¥(x) = ¢(z) — d(z). If we define v = éigg;' as the normal direction
of I' and 7 as its tangential direction, T is of the form T'(t) = t7 + (at* + O(t*1))v for
some k > 2, |t| < 1. The order of the non-linear part <Z5mmlm(§) = ¢(&) — ¢(0) — Vo(0)¢
of ¢ on a box containing I' shall be [, i.e. @noniin(etT + acksv) = b(et)! + O(e*?) for
|s|, [t|] <1, e < 1 (here, the Landau symbol is a function of ¢ and s). Correspondingly we
also assume QGpopiin (et + acksv) = b(et)! + O(e B for |s|, |t| < 1, € < 1. Without loss of
generality, we may assume [ <. In the case | = [ we may even assume b < b.

LEMMA 3.7.1 .
Assume k =1 and a|V(0)| = b. Then the bilinear restriction estimate

|fdogddll, < Cyllfll2llgllz for all f € L*(S),g € L*(S) (3.7.1)

implies

2k + 20+ 2
o = ———— 3.7.2
b= ktlt2 (3.7.2)
and
b2

Cp 2" T (3.7.3)

Proof: Observe that 0.¢(0) = (1, Vi(0)) = (7,v)|Vy(0)| =
By a rotation of coordinates, we may assume 7 = (1,0), v = ( 1). In these coordinates,

611/’(0) =0

Let f, go be smooth versions of the characteristic function of the set
{£eR0< & <e,0<& <ac®}

well adapted to the curve T, ie. let y € C5°(B(0,15)), 0 < x < 1, x(0) = 1 and define
f(&) =g0(¢) =x (51 L2 ). Using the notation 2’ = (z1, z), we conclude

Y ask

i) =| [ [ i
_ ’//e—i x+v¢(0)x3)'§+$3¢nonlin(§)]f(é')dé"

—qekt! o ile(@11+016(0)z3)t+ack (w2+026(0)x3)s+23¢nontin (et 0" 5)] x(t, s)dtds

Rae" o (@),
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A
bel

Figure 3.8: Shifting of the boxes

where Q(E) = {ZL‘ e R?: |l‘1 -+ 81¢(0)l‘3| < %, |l‘2 + 82¢( )l‘3| <K
similar manner, we conclude

23] < 7} Ina

au-:’C )

9005 ()] 2 0" xg (), (374

with Q({E) = {ZL‘ S ]R3 : |:L‘1 +61¢~)(0)ZL‘3| < %, |l‘2 + 82@2( )l‘3| <K |l‘3| < é
Notice that B_il < b%:l for € small enough since l~§ [ (or since b < bif | = [). We aim at

covering the big box Q(e) or at least a large part of it, by translations of the smaller box
Q(e). This is possible if

ae’“ )

[Q(e) N Q)| = |Q(e)], (3.7.5)

i.e. if the gradients V¢(0) and V(0) do not differ to much. The quantitative statement
is that we need 1l|81(gz5 $)(0)] <+ and 1l|62(¢> ) (0)] < —. The first condition is

trivial, since 81 (¢ — ¢)(0) = &12(0) = 0. The second one is equivalent to

1
€

ald, (¢ — §)(0)|* = a|Vyp(0)| S b, (3.7.6)

This holds true due to our assumption a|Vi(0)| & b.
Introduce the modulations of gg by ¢;(§) = e=abT T IBEO)-VoO-E g (£, || < = " such that

g/j(%( ) = godo(x + jbte"{(=V¢(0), 1)) are translations in the direction of ( V¢(0),1)
(cf. Figure 3.8). We claim that the functions g;dé have essentially disjoint supports on



114 3.7. On the sharpness of the bilinear estimate

the big box Q(g). The first observation to verify this is that for |z, + 916(0)z3| < L and
|22 + 920(0)x3| < = we have

|@(ZE)| ~ashtl //e_i[a(xl+61é(0)x3)t+a5k(x2+82q3(0)$3)5+$3(£n0nlin(5t7a5k8)]x(8’t)dtds

- N
<Cyack+! (1 n bgl|a;3|> (3.7.7)

for any N > 1. For the proof we may assume be'|z3| > 1. For the phase function

plt; ) =e(1 -+ D90}t + ac* (22 + 0s9(0)23)s + Zadromin (et acs)
:E(«Tl + alé(())x:g)t + aek(xQ -+ 62(5<0)x3)3 + Z3 [E(@t)[ + O<€[+1)]

we have

Dvp(t, s) ~ack (zy + 0u6(0)z3) + 230(£ )
—ac® (25 + 0r$(0)73) — ac" b (0)zs + 23O ().

Since 8y1(0) = 9,1(0) = |V4)(0)], we have ac*ds1h(0) ~ be! and thus
Ouip(t, ) (s + 06(0)s) — 3 (B + O(™)).

As we assumed ag®|xy +02¢(0)x3| < 1, integration by parts in s gives the estimate (3.7.7).
Consequently, we obtain

|9;d6 ()] =|godd(z + jb e (=V$(0),1))]
Sag" (1 + |bezs + )7V, (3.7.8)

which implies for g = >, g; and = € Q(¢)
|gdcr )| ~ Z |gjdcr z)| > aght XU(Q(E)Jrjl;—ls_[(de)(O),l))' (3.7.9)
J

Notice that by construction (see (3.7.5)), we have

‘Q(E) n U () +457=7(=V6(0),1)) ‘
—Z)Q N (@) + 3577 (=V6(0), 1))
zZ|Q5

N

b l
~[Q(e)]-

— (- ac® 55[)’1
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Observe further that the g; are almost orthogonal in the following sense

/gjgj,dg :/ei(a"—j)f?lef[é(é)—v¢(0)£]|go(§)|2d§

— i@ e719(0) / =D e [Bnontin(€)—V

YO8 1go(€)|dg
il h1e8(0) / / i~ Bt bzt )T U0) etz o)y () dsdlt

< bel and 919(0) = 0, ie.
9:(V4(0) - (e, a*s))| = |00(0) ac" =~ b,
integration by parts in s gives

Since 8sqbnonlm(5t agks) < O(e l+1

{95, 901 S ag i = 517 = llgoll3ls — 517 (3.7.10)
for every N € N. We conclude
lgll3 =D {g-97) Z lgol3 ~ 3 P ol (3.7.11)
3.3
Therefore we obtain
bel
1fll2llgll> = as™y [ 7= (3.7.12)
and
T 1
Ifdogdall, 2a*e**2|Q(e)]»
Na2€2k+2(ab)75€—%(k+l+1)
—a> b reTDEl (3.7.13)
Thus
-1 (k+1)(2—1)—11 k41 bel
pb pg r < Cpae * el
€
ie.
11
O > JDa-b-itia-h 1-1b2 P (3.7.14)
P~ b%
Since ¢ can be chosen arbitrarily small, we must have (k+ 1)(1 — +)
which gives

p) — Tl =020,

2k + 20+ 2
> p, = ) 3.7.15
P=Pe= " ( )
Moreover
1 béii
C,>ar 7 (3.7.16)
for p = p.
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3.7.2 A lower bound for the constant in the bilinear estimate
Recall (3.4.1)
a if my > meo
M(a,b) = My, m,(a,b) = ¢ b if my < my
aVb if mi =ma,
and ¢ shall be again our function of normalised finite type (my, ms) (cf. page 52).

LEMMA 3.7.2

Let V =10,p1] x[0,p2], V=74V, 2p; <7 < pi, S = Graph(¢|y), S = Graph(oly) and
let »; = ,0;”"_2. Forp= 2m—ﬁ, m = mq A\ ms, we have

hSAIC

1 _1 3_5
”RZ,SHL%LQ%LP(Qs,g(R)) 2 (307 V s0205)|2 2 (50107 A )2 2 <

M (501p3, 72p3) )
PV p;

Comparison with Theorem 3.4.1 yields that the lemma states (essentially) the sharpness
of (3.4.4).

Proof:
Let 6(6) = ¢(7 + &) — ¢(7), and ¥(§) = ¢(&) — ¢(€) = @(&) — d(F + &) + ¢(7). Then
Vi(0) = Vo(0) — V(7)) = =Vé(7). Introduce a orthonormal system 7,v = Vi) (0) like

described above, i.e. 1v; &8 ——ZLL 7 x —2P2_ apnd 7 & ——2LL_ We parametrise
#1p1V 2202 n1p1V 2202 n1p1V 202

the intersection curve of S and S, more precisely, the zero set of ¥, by I'(t) =t + ~v(t)v.
Since 0 = ¥ (tT + v(t)v), by differentiation we obtain

0= (Vo)I'(t) - (T +7(t)v) (3.7.17)
and for ¢ =0
0= (V¥)(0) - (7 +4(0)r) = 3(0)[V(0)], (3.7.18)
thus +(0) = 0. Differentiating (3.7.17) once more in t = 0 yields
0 =7"Hess(¥)(0)7 + [V4(0)[5(0)
T Hess(y)(0)7

. 1

R 2]

- 1 s 735 + 75 pi

N%lpl V stpy (2011 V 22p2)?
107 + 203

(50101 V 522p2)3

=119

Therefore T'(t) = t7 + v(at® + O(tF1)), y(t) = at® + O(tF1) with and

s 03 + 3005

. 3.7.19
(se1p1 V 312p2)3 ( )

a < M1

ot
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Moreover we have
2 2
(etrtapy — ac®sse1p1, —€tse1py — AE*S739)

101V a0

T e VI OV (3.7.21)
»1p1 V P2

et + ag’sy ~

(3.7.20)

such that

| Prontin (61T + ac?sv)| =|p(etT + ac?sv)|

w11V 22 w11V 202

ety ()™ + 0= ity > m

x1p1V 2202

ma2

4 O(Eerl)

1
_'_ ’

mi
M4 (e () O iy <
<€t)m + O(€m+1> if mi = Mmao.

w101V 22

=b(ct)' + O(e"),

—(et)™ (M<%1p1’ ”2’)2))7” +O(e™H)

with and

b~ <M<”1p1’%2p2>) . (3.7.22)

»1p1 V 202

In a similar manner, we conclude

2
~ et et
|¢nonlin(5t7— + a5257/)| 1 'A 'Lﬂl + 0(53)
101V 00 101V a0
2 2
=(et)? 32130 0L T 20 + 0O(?),

(50101 V 322p2)?

hence |1 and

I
DO
IN

2 2
= 1 p1 + 2p5
b~ = \Y% , 3.7.23

S (5101 V 322p2)? alzap V ) ( )

so the conditions k& = [ and a|V4(0)| ~ b hold true. Applying Lemma 3.7.1, we obtain

%+20+2 2m+6
. _ ) 3.7.24
Pe= 152~ mya P ( )

. (% _ 1) _3_, (3.7.25)

and (m — 2) (2% - 1) =m (% - g) . (3.7.26)

which we will use in the form
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By collecting (3.7.19), (3.7.22) and (3.7.23), we have

pi-3
_102 »r
IR slliexresmmq smy 2 @ 1
’ 2
~ béi%(%lpl V %2p2)_%a%7%
(L1
M (3211, 222p2) (z=3) 3_
~ (se1p1 V 529p2) 7
w101V a0
11
Pase(apt + s0p;)]2 7
(3.7.25)

D =

3_ 1_1 1
= M(sc1p1, 202p2)" 2(%1%2)2 v (5ap] + 302p3)?
_ <M<%1P1,%2/)2)2

142

- 11 11
) (s1500) 272 (51 + 52p3)? 7.

We claim that

M (se1p1, 202p2)%\ 2~ 3 4.5
(HALZ2EN T o)t M (st ) (3.7.27
Taking this for granted for a moment, we see that
1R sll2x L2 1r @ ()
> 9 g 45 9 9\3_5 11 9 g\l 1
RM(Geapy, s0py)r 2 (sapisapy)? 2 ()P 2(Gapy V xpy)? r
3 5
M(api, s0p3) \ 7 * 11 sapiamp: 2w
:( ( ;/)1 2/)22)) [se1302 (3107 V 502p5)] %2 (712/)1 2/)22)
»1p1 V 723 »1p1 V a3
4_ 5
M (52103, 202p3) \ P 2 11 3_5
= ( }r(lp;p\; %22;2)) asea(sapi V 500p3)|% 2 (5 pT A sap3) 2 2.
1 2
To prove (3.7.27), we distinguish between three cases:
Case 1: m1 < mq
Since m = m;y, we have
1( no pl—(m—Q)(%—l)
(3.7.26) pzn@f;p)
= (Gap))? (3.7.28)

Because M (5¢1p1, #0p2)* = 2 p3, we obtain

3 _ 3 _

M (5e1p1, 365p2)° \ > 1: AN
VAWLSD) Vl
(%1/15)

=(sapi20p;

M\w

(”2/)2)5_1

5 4
» (%QPQ)”

)
3_5
=(sa1pis0p3) 2 2 M (5007, 52p3)

~§’\ﬂ“

3_5 _5
2 2

4_5
p 2

(3.7.29)
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Case 2: my > mo
A symmetric argument shows
(3
sy Y —(gpR)i (3.7.30)
and
M( 2\
s 1, 2p 3_5 4.5
(FAE )T gt gl (3.7.31)
3.5 45
(sa1pi02p3) 2 2 M (s}, 20p3) 7 2. (3.7.32)
Case 3: my = mao
Observe that in this case m; = m = msy, thus both (3.7.28) and (3.7.30) apply, i.e.
Y
(3 3.5
(se136) "2 Y =50 playpd)? 2. (3.7.33)

We may assume without loss of generality p; < p,. Then s p; = pi"

By definition of M, we have

o(L-1)  _ (2m—2)(5,—1)

M (5e1p1, 302p2)

since also s p% = p* < pi* = 55p3. Thus
3 _

2p 1 9 o 4_5 2 2322
=017 V s02p3) P 2 (301p7502p5) 2 2.

M<%1p17 %2/)2)2
VAWLY)

-1
< py T = mps.

(3.7.34)

(3.7.35)
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3.8 Appendix

LEMMA 3.3.1
Let S; = {(&,0(8)|€ € 7}, ; C R¥Y, j=1,2. Let A€ GL(d— 1), a > 0, and put

»*(n) = igb(An). By o, we denote the surface measure on Graph(¢), by o, the surface

measure on Graph(¢®), and let S3 = {(n,¢(n))ln € 75}, 77 = A7 (1), j = 1,2. For any
Q° C R et Q ={(*A™'2 a Ywg1)|(2, 2q41) € Q°}. Assume that

lg1do*g2do® (|1, @+) < Csllgillzllgzll2 for all g; € La(S5,0%). (3.8.1)
Then
|f1do fado| 1, ) < Cil det Al a™»|| fullall fll2 for all f; € La(S;, o). (3.8.2)

Proof: Since
E-d\cr(x) :/ fj(g)ei(w’f-kxw(&))dg
:‘ det A|/ fj(Af)ei(Ati’?"nJramdd)s(n))dn
7';

=|det A|§(fjoAdo) (A2, axy),
we have

— _1
||f1dof2da||Lp(Q) =| det A|2(| det Ala)" ||8(floAdcr)8(fgoAda)||Lp(Qs)
<Cy|det A ra# | froAa|| f20 Al

1—1 _1

=Csldet A" v a7 || filla]l f2ll2-

REMARK 3.8.1
Let U C R" open, ¢ : U — R such that V¢ is bounded, and let N(z) = (Vo(x),—1) and

No(z) = ‘%g;', x € U. Then for all x1,29 € U we have

[No(w1) = No(2)| = [N(21) — N(x2)| = [Vo(21) — Vo(a2)], (3.8.3)
where the constants in the inequality only depend on ||V || and the dimension n.

Proof: Write v; = Vo(z;), ¢; = |[N(x;)], i = 1,2. Then |v;| S 1 and

1<¢=IN()| =v1+u* <1
for © = 1,2. Observer further that
|C1 — CQ| = “N(.Tl)‘ — |N(.T2)H S ’N(.Tl) — N(SL’Q)’ = ‘Ul — V2]. (384)

Hence we have
lea(vy, —=1) — ¢1(vg, —1))|
C1Co
~ |CQ(1)1 — 1)2,0) — (Cl - 02)(027 _1)|

|CQ<U1 — U2) — (Cl — CQ)('UQ)‘ + |C1 — CQ‘.

|No(z1) — No(z2)| =

Q
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Thus on the one hand,

[No(z1) = No(z2)| < calor — va| + [e1 = caf(Jva| + 1)
5 |’U1 — ’U2|.
On the other hand
|No(z1) — No(22)| 2 |ealvi — va| — |1 — ealfva]| + |e1 — cal.

In case we have co|v; — vo| > 2|c1 — ¢o||va|, we can conclude
1
|No(z1) — No(z2)| 2 §C2|Ul —va| + [e1 — 2 Z v1 — wal.

If the converse ca|v; — va| < 2|c; — ¢z||ve| holds true, then we estimate
[No(z1) = No(@2)| Z |1 — 2] Z 2]er — caf|va| Z [vr — 2.

OJ

REMARK 3.8.2
Let 1 < po,p1 < oo and p% = % + pil, t € (0,1). Then for all F € L, N L, we have
FeL, and

1Fllpe < 11F 1 “IE 1, (3.8.5)

Proof: Application of Holder’s inequality yields
1E e = NEPE M < NET oo M1E 20 = NE N0 IE, - (3.8.6)

DEFINITION
Fora € N" let M, = {8 € N": 5; < «;} and let

P,={p: M, —>N: > |Blps =l|al, po =0}. For everyp € P,, m € N we define the
BEMa

set Am(p) = { (k") penr |k {1,...,ps} — {1,...,m}}. We further introduce the symbol
pk(ﬂf) = H 521 Ty, k€ Am<p)7 r e R™
BEMq !
LEMMA 3.8.3 (FORMULA OF FAA DI BRUNO)
Let U CR", V CR™ and g € C*(U,V), f € C°(V,R!). Then for every o € N" there

exists a sequence {c,}tpep, € RT™ such that

>ps
(fog) = (D7 flog)(Q) [0°g"). (3.8.7)
pEP,, BEMq,
REMARK S ps
For K = Y pg, the application of the K-tensor [D? f]o g to the K arguments
BEMa
& [0%g]Pe is defined by
ﬁeMa
> ps 5 1p > ps P 5
(07" flog) (@ g = 3 (07" Do@Nlus igsen. 11 TT00))
BEMa, k€A (p) BEM, i=1

Notice that the order of appearance of each term in the argument is unimportant due to
the symmetry of the tensor.
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Proof: The proof is by induction. The start at a = 0 is obvious. Let j =1,...,n. We
have to prove that if the statement holds true for a certain «, then it holds true for o +e;

as well. We compute

>p
e (fog)=0; 3 e ([DF [0 g)(R) [07g1)
pE Py BEM,
> pptl

_ Z cp([Doe¥e f] o g)(0g, ® [07g1?)

PEPa BEMu

i G fog)( R P 007

pEPo YEMa,py#0 BEMa,B7#Y

Extend p to My¢;: For 8 € My, define pg = pg if 8 € M, and pg = 0 if not. This is
just an auxiliary construction; we do not claim that p is contained in F,.;. To handle
the first part of the sum, define pg = pg, if 8 # e;, and pg = pg + 1 if § =e;. Then

> 1BIps =lesl+ D 18lds

5€Ma+ej 5€Mo¢+ej
=1+ Y |Blps
BEM,
=la|+1=|a+e,

hence p € P, .,. Notice further that >  ps+1= > pgand
BEM, BEMa+ej

959, @) [0%917) =99, 10395, Q) [0°g)")
BEMy BeEMarte; ,BFe]
=091, Q) [0°g))
5€Ma+e]~ BFe;

=( Q) [07g™).

ﬁeMa+e]~

Thus

> patl 5 Bezv%+e.pﬁ 5 15
([D7e" fl o g) (959, Q) [0°9)7) =([D i flog)( Q) [0%9)),

peMa BeMorkej

which is of the desired form.
To deal with the second part, for a fixed v € M, (i.e. v +e¢; € Mqy,) we define p7 by

py— 1, if f =~
Py = Dryie, + 1, HB=7+¢;
Dgs else.
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Then

Y B3 =By = 1) + Iy el (B, +1) + > |61ps

BGMQ-FSJ' 6€Mo¢+ej 76#7774"»6]

=—hl+lv+el+ > 1Blbs

BEMa+ej
=1+ Y |Blps

BEMa
—al + 1= la+¢,

hence p7” € My,¢; and furthermore
07 g)t = [07g
and ([07+1 g)s,9,07g) = [07+i g = [+ g, Thus

pp+1 BEMZ .pgﬂ 3
(D" 10 g)( Q) 10791, py (079 059) =(D" flog)( Q) [0%9)).

BEMa,B7#Y BeMowkej-

To summarise, we can choose ¢,, p € Puy.; appropriate such that

> ps
00°(fog)= 3 &(D"™" flog)( R) [0°g)").

pePa+e]~ BEMOH-ej

0

DEFINITION

Let S be a surface in RY. A unit vector n € R? is called c-non-degenerated if |(N(x),n)| >
c for every x € S, where N is the unit normal field of S.

If H is a hypersurface in RY with normal vector n, v : R — H is an ly-isometry and
S ={u(u)+o(u)n:u e U} for some U C R, we say that S is the graph of ¢ : U — R
over the hypersurface H.

LEMMA 3.8.4

Let d € N,c,c; > 0. Then there exists a sequence C : N4 — R, o — C, with the
following property:

Let ¢g € C*°(Up,R), Uy C R with |Vo| < c1, S = {(u, po(u))|u € Up}, A7 > 0 such
that Ar < 1, n a c-non-degenerated unit vector, and assume that S is the graph of ¢ over
H=n* If

0% < Arle (3.8.8)
for every |a| > 2, then
0%¢| < C, Arl (3.8.9)

for every |a| > 2.
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Proof: S is the set of zeros of the function f(u,t) =t — ¢o(u). Obviously f satisfies
(3.8.8) as well. (3.8.10)
Moreover we have an isometry t(u) = (329 wse;) = S0 wie(e;) with 9;0 = 1(e;). Let

g(u) = t(u) + ¢(u)n, then

0;9 = (e;) + 0;0n, (3.8.11)
forall j=1,...,d,
0% = 0%¢n (3.8.12)
for all @ € N?, |a| > 2 and
flg(w)) =0 (3.8.13)

for all w € U. The implicit function theorem then tells us

10;6(w)] =|[0nf] Ouie) f1 (1) + d(u)n)
< V() + o(u)n)]
~ (VI (u) + d(u)n), n)

C1
<—.
c

(3.8.14)

Now let a € N%, |a| > 0 and assume that for every 8 € N¢ with 2 < |B] < |a| inequality
(3.8.9) holds true’. We apply the formula of Faa di Bruno (Lemma 3.8.3). Notice that
there is just a single p € P, with p, # 0: Since ZBEMQ |8|ps = |a, we must have p, =1
and pg = 0 for any 3 # «. Therefore

(3.8.13

0“9 (fog)
=S (07" o g( @ [0 aP)

pEPa ﬁeMa

= 3 (DT flog R [0%917) + e[Vl og) - (879).

PEPo,pa=0 BEMq,fF# o

Hence

c|0%0| <|{(Vf) 0 g,n)0"¢]

=|{((V[f)og,0%)| (3.8.15)
1 2-ps
< > lallD? flogl T 1079l
PEPy,pa=0 BEMo,f#a

Notice that 5 € M,, S # « implies || < |a|. Thus for |5| > 2 we have

(3.8.12

10%9] P22 10| < Cpar.

"The beginning of the induction on |a/ is indeed included, since for || = 2, the range of 3’s is empty.
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For |B] = 1 however, we do not have such an estimate. But we may apply (3.8.14) to
see that [0°¢| < 1. Observe further that py = 0 by definition, so we do not need to
worry about 5 = 0. Finally, according to (3.8.10), we can estimate the derivatives of f

2.ps > ps ‘
by |[D?  f| < Ar# . We obtain for p # p

2P >p
D7 flogl TT 0% g4 ] (s
BEMq,BF# BEMa,BFa,|B|>2
:A1+Z\3\22p67«z,@p6+2w22 |Blps

:A(Ar)zww Ps 2 1Blps
<Arlel,

Putting this bound into (3.8.15) gives the correct estimate. O






Summary

My thesis deals with problems in Fourier restriction theory. The restriction problem
associated to a hypersurface S C R" is the question for which values p, ¢ the adjoint
restriction operator R§(f) = J@ is bounded from L4(S) to LP(R™), where og is the
surface measure of S.

The introduction in Chapter 1 outlines the background of the problem and gives a brief
survey of previous work by other authors and the development in this field, mainly for
surfaces with nonvanishing Gaussian curvature. The surfaces dicussed in this thesis are
so-called surfaces of finite type in R?, where the gaussian curvature is allowed to vanish
at certain points, but the surface still has finite order of contact.

Part 2 discusses the case of a conical surface of finite type, which can be obtained by
taking a cone and replacing the underlying curve, the circle, by a curve of finite type.
This situation allows to adapt techniques applied in restriction estimates for curves. We
describe the previous partial progress on this problem and give the complete solution of
the question.

We first establish an approximation theorem, which allows to approximate the adjoint
restriction operator by certain discrete operators. The discussion of the discrete opera-
tors eventually reduces to very concrete geometric problems. For some technical reasons,
we even need to study more general problems. This leads to restriction inequalities with
certain weighted measures, which turn out to include a version of the so-called affine arc-
length measure.It is known that making this detour with the affine arclength measure
allows to pass to the desired estimates.

Part 3 is joint work with my advisor Prof. Dr. Detlef Miiller and with Prof. Dr. Ana
Vargas and discusses a different surface which contains a curve of finite type in every di-
rection. It requires totally different techniques, rﬁm\ely Lhe\bilinear method, which means
studying the bilinear operators R, o,(f1, f2) = fidog, fodog, for a whole family of certain
pairs of subsurfaces (S7,5s). Classically, when dealing with the paraboloid, for instance,
the family can be reduced to a single pair of subsurfaces by rescaling and affine trans-
formations. However, our surface lacks enough homogeneity for such transformations.
Therefore we modify and generalise recently developed bilinear techniques to obtain more
quantitativ versions to meet our requirements. We also briefly discuss the sharpness of
the bilinear results. Finally we pass from the bilinear estimates to a new result for the
original linear operator.
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Zusammenfassung

Meine Arbeit behandelt Probleme aus der Theorie der Fourierrestriktionssatze. Dabei
geht es um die Frage, fiir welche Werte p, ¢ der adjungierte Restriktionsoperator R%(f) =

f/da; einer Hyperfliche S C R™ beschrinkt ist von L4(S) nach LP(R"™), wobei og das
Oberflachenmafs von S ist.

Die Einfiihrung in Kapitel I erlautert den Hintergrund des Problems und gibt einen kurzen
Abriss der Arbeit anderer Autoren und der Entwicklung in diesem Gebiet, hauptséchlich
fiir Flachen mit nichtverschwindender Gaufskriimmung. Die Fliachen, die in dieser Ar-
beit behandelt werden, sind sogenannte Flichen von endlichem Typ im R?, bei denen
die Gaukkriimmung zwar in gewissen Punkten verschwinden darf, aber die Flache immer
noch endliche Kontaktordnung besitzt.

Teil T behandelt den Fall einer kegelartigen Flache von endlichem Typ, die man erhélt,
indem man bei einem Kegel die zugrundeliegende Kurve, den Kreis, durch eine Kurve
von endlichem Typ ersetzt. Diese Situation erlaubt es einem, Techniken, wie sie auch fiir
Restriktionsabschétzungen fiir Kurven benutzt werden, zu adaptieren. Wir beschreiben
den Stand der Forschung fiir dieses Problem und liefern die vollstdndige Losung der Frage.
Zunéchst entwickeln wir einen Approximationssatz, welcher uns erlaubt, den adjungierten
Restriktionsoperator durch gewisse diskrete Operatoren anzundhren. Die Behandlung
dieser diskreten Operatoren kann letztenendes auf sehr anschauliche geometrische Fragestel-
lungen zuriickgefiihrt werden. Aufgrund gewisser technischer Hindernisse miissen dabei
sogar allgemeinere Probleme studiert werden. Dies fiihrt zu Restriktionsabschéatzungen
mit gewissen gewichteten Mafken. Eines dieser Make stellt sich als eine Variation des so-
genannten affinen Bogenmafies heraus. Es ist bekannt, dass der Umweg iiber dieses affine
Bogenmafs auch wieder zu der gewiinschten Abschéatzung fiithrt.

Teil II ist eine gemeinsame Arbeit mit meinem Betreuer Prof. Dr. Detlef Miiller und mit
Prof. Dr. Ana Vargas und behandelt eine weitere Flache, die in jeder Richtung eine Kurve
von endlichem Typ enthélt. Dafiir werden komplett andere Techniken benétigt, wie etwa
die bilineare Methode. Dabei studiert man die bilinearen Operatoren Ry, g, (f1,f2) =

j}/d;&@ fiir eine ganze Familie von gewissen Paaren von Teilflichen (57,5:). In
der klassischen Theorie, etwa fiir den Paraboloiden, kann diese Familie durch Skalierung
und affine Transformationen auf ein einzelnes Paar von Teilflichen zuriickgefiihrt werden.
Unserer Flache fehlt es jedoch an der nétigen Homogenitét fiir diese Transformationen.
Daher modifizieren und verallgemeinern wir bisherige bilineare Techniken, um quantita-
tive Versionen zu erhalten, die unseren Anforderungen geniigen. Wir geben ferner eine
kurze Erlauterung zur Schérfe der bilinearen Abschétzung. Schlussendlich folgern wir
aus den bilinearen Abschédtzungen eine neues Resultat fiir den urspriinglichen linearen
Operator.

129






Bibliography

|ACK]

[Bal|

[Ba2|

[Bol]

[Bo2]

[BG

C]

[DM]

[F]

[FU]

[Gral

[Gre]

[GW]

G. I. Arkhipov, V. N. Chubarikov, A. A. Karatsuba , Trigonometric integrals,
Mathematics of the USSR Izvestiya 15 No2 (1980), 211-239

B. Barcelo Taberner, On the restriction of the Fourier transform to a conical
surface, Transactions of the American Mathematical Society, 292 Nol (1985)

B. Barcelo, The restriction of the Fourier transform to some curves and surfaces,
Studia Mathematica 84 Nol (1986), 39-69

J. Bourgain, Besicovitch-type maximal operators and applications to Fourier
analysis, Geometric and Functional Analysis 22 (1991), 147-187+

J. Bourgain, Estimates for cone multipliers, Operator Theory: Advances and
Applications 77 (1995), 1-16

J. Bourgain, L. Guth, Bounds on oscillatory integral operators based on multi-
linear estimates, Geometric and Functional Analysis, Vol.21 (2911) 1239-1295

A. Cordoba, The Kakeya maximal function and the spherical summation mul-
tipliers, American Journal of Mathematics 99 (1977), 1-22

S. W. Drury, B. P. Marshall, Fourier restriction theorems for curves with affine
and Euclidean arclengths, Mathematical Proceedings of the Cambridge Philo-
sophical Society 97 (1985), 111-125

C. Fefferman, The multiplier problem for the ball, Annals of Mathematics 94
(1971) 330-336

E. Ferreyra, M. Urciuolo, Fourier restriction estimates to mixed homogeneous
surfaces, Journal of inequalities in pure and applied mathematics, Vol. 10 (2009)
Issue 2, Article 35, pp. 11

L. Grafakos, Classical Fourier Analysis, Graduate Texts in Mathematics,
Springer, 2008

A. Greenleaf, Principal Curvature and Harmonic Analysis, Indiana University
Mathematics Journal, Vol. 30, No. 4 (1981)

P. M. Gruber, J. M. Wills, Handbook of convex geometry, North-Holland (1993)

131



[IKM]

L]

[L2]

[LV]

S|

[St]
[T1]

[T2]

T3]

[TV1]

[TV2

V]

(Wi

2]

[. Ikromov, M. Kempe, D. Miiller, Estimates for maximal functions associ-
ated with hypersurfaces in R? and related problems in harmonic analysis, Acta
Mathematica 204 (2010), 151-271

S. Lee, Bilinear restriction estimates for surfaces with curvatures of different
signs, Transactions of the American Mathematical Society, Vol. 358, No. 8,
3511-2533, 2005

S. Lee, Improved bounds for Bochner-Riesz and maximal Bochner-Riesz oper-
ators, Duke Mathematical Journal, Volume 122, Number 1 (2004), 1-232

S. Lee, A. Vargas, Restriction estimates for some surfaces with vanishing cur-
vatures, Journal of Functional Analysis 258 (2010), 2884-2909

C. D. Sogge, A sharp restriction theorem for degenerate curves in R?, American
Journal of Mathematics, Vol. 109, No. 2 (1987), pp. 223-228

E. Stein, Harmonic Analysis, Princeton University Press (1993)

T. Tao, A Sharp bilinear restriction estimate for paraboloids, Geometric and
Functional Analysis 13, 1359-1384, 2003

T. Tao, Recent progress on the Restriction conjecture, arXivimath/0311181v1
[math.CA] 12 Nov 2003

T. Tao, From Rotating Needles to stability of waves: emerging connections be-
tween combinatorics, analysis, and PDE, Notices of the American Mathematical
Society, 48 (2001)

T. Tao, A. Vargas, A bilinear approach to cone multipliers I. Restriction esti-
mates, Geometric and Functional Analysis 10, 185-215, 2000

T. Tao, A. Vargas, A bilinear approach to cone multipliers II. Applications,
Geometric and Functional Analysis 10, 216-258, 2000

A. Vargas, Restriction theorems for a surface with negative curvature, Mathe-
matische Zeitschrift 249, 97-111 (2005)

T. Wolff, A Sharp Bilinear Cone Restriction Estimate, The Annals of Mathe-
matics, Second Series, Vol. 153, No. 3, 661-698, 2001

A. Zygmund, On Fourier coefficients and transforms of functions of two vari-
ables, Studia Mathematica 50 (1974), 189-201

132









Erklarung

Hiermit erklére ich, dass ich die vorliegende Abhandlung - abgesehen von der Beratung
durch meinen Betreuer und den Beitrdgen meiner Mitautoren im zweiten Teil meiner
Arbeit (geméfs der Erklarung meines Betreuers) - inhaltlich und der Form nach unter
Einhaltung der Regeln guter wissenschaftlicher Praxis der Deutschen Forschungsgemein-
schaft selbststdndig angefertigt habe. Die Arbeit oder Ausziige wurden bislang noch bei
keiner anderen Stelle im Rahmen eines Priifungsverfahrens vorgelegt oder verdffentlicht.

Kiel, den 22. April 2014

(Stefan Buschenhenke)

135



