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Zusammenfassung

Diese Dissertation enthält drei wissenschaftliche Arbeiten zum Problem der Nutzen-
maximierung auf einem Finanzmarkt mit proportionalen Transaktionskosten. Eine
der aufschlussreichsten Herangehensweisen hierzu ist der Übergang zu der asympto-
tischen Analysis der Auswirkung kleiner bzw. verschwindender Transaktionskosten,
wobei der maximal erwartete Nutzen durch Taylor-Entwicklung lokal approximiert wird.
Dieses Vorgehen findet Anwendung in den aktuellen Arbeiten von Kallsen und Muhle-
Karbe (2012, 2013), in welchen mittels heuristischer Argumente ein Kandidat für die
nährungsweise optimale Handelsstrategie, das asymptotische Handelsvolumen dazu sowie
der Effekt der kleinen Transaktionskosten ermittelt werden. Ziel dieser Dissertation ist ein
rigoroser Beweis zur Verifikation der Resultate von Kallsen und Muhle-Karbe mit präziser
Formulierung hinreichender Regularitätsannahmen an das Marktmodell. Die Betrachtung
erfolgt in drei Stufen jeweils mit einem der folgenden Schwerpunkte: exponentielle
Nutzenfunktion, allgemeine Nutzenfunktionen sowie Handelsvolumen der approxima-
tiv optimalen Strategie. Durchgehend besteht die Kernidee in der Verwendung des so
genannten Schattenpreis-Prozesses, welcher eine Transformation des ursprünglichen
Optimierungsproblems mit Transaktionskosten in ein äquivalentes Problem ohne Transak-
tionskosten ermöglicht. Der Beweis der approximativen Optimalität der vorgeschlagenen
Handelsstrategie basiert auf der Martingalmethode bzw. Dualitätstheorie, während sich
die Verifikation der asymptotischen Formeln für das dazugehörige Handelsvolumen und
den Kosteneffekt auf die Ergodeneigenschaft der reflektierten Brownschen Bewegung
stützt. Die gesamte Methode funktioniert in einem allgemeinen eindimensionalen Itô-
Rahmen (d.h. der Verlauf des Aktienkurses wird durch einen allgemeinen Itô-Prozess
modelliert), was einen Zugang zu stochastischen Volatilitätsmodellen bietet.
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Abstract

This thesis contains three scientific articles on the problem of utility maximization in a
financial market with proportional transaction costs. One of the most revealing approaches
to this problem consists in passing to the asymptotic analysis of the impact of small
transaction costs, where the maximum expected utility is approximated locally by a
Taylor series expansion. In recent works by Kallsen and Muhle-Karbe (2012, 2013)
dealing with this issue, heuristic arguments are used for deriving a candidate trading
strategy which is expected to be optimal to the leading order, along with asymptotic
formulas for the associated trading volume and the effect of the small transaction costs.
The subject of this thesis is a rigorous proof verifying the results of Kallsen and Muhle-
Karbe with precise formulation of sufficient regularity assumptions on the market model.
The study is carried out in three stages considering the exponential utility function, general
utility functions and trading volume of the leading-order optimal strategy, respectively.
The key idea throughout is the utilization of the so-called shadow price process which
facilitates a transformation of the original problem with transaction costs into an equivalent
frictionless one. The proof of the approximate optimality of the proposed strategy is
based on the martingale method (duality theory), while the verification of the asymptotic
formula for the respective trading volume and the impact of transaction costs relies on the
ergodic property of reflected Brownian motion. The entire method works within a general
one-dimensional Itô framework (i.e., the stock price is modelled by a general Itô process),
which provides an access to stochastic volatility models.
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Chapter 1

Introduction

A classical problem of mathematical finance concerns an economic agent who invests
in a financial market so as to maximize the expected utility of his terminal wealth and
intermediate consumption. A possible approach to tackle such a problem is based on
the dual characterization of admissible portfolios with the help of convex analysis. This
has been studied mostly in frictionless environments, for instance in [21, 24, 34, 22]. In
the context of markets with friction, Cvitanić and Karatzas [5] extend this approach to
problems with proportional transaction costs. They introduce more or less explicitly the
concept of consistent price systems and shadow price processes, which allow to translate
the original problem into a more tractable frictionless one, cf. in particular Loewenstein
[27], Kallsen and Muhle-Karbe [17] and Gerhold et al. [10] in this context.

The issue of utility optimization under proportional transaction costs is addressed for
the first time by Magill and Constantinides [28]. Their heuristic derivation suggests that
the optimal policy maintains the proportion of stock holdings within a wedge-shaped
no-trade region containing the frictionless optimal risky fraction called Merton line. Davis
and Norman [6] make this analysis rigorous and reveal that the optimal policy is linked
to reflecting diffusions within the buying and selling boundaries of the no-trade region.
Shreve and Soner [35] remove the restrictive conditions in [6] by merely assuming a
finite value function which is shown to solve the Hamilton-Jacobi-Bellman equation in a
viscosity sense. Shreve also proves that the sensitivity of the maximum expected utility to
small transaction costs ε is of the order O(ε2/3); and the width of the no-trade interval for
the risky proportion is suggested to have order O(ε1/3).

In recent studies, Kallsen and Muhle-Karbe [20, 19] investigate optimal portfolio
choice under small proportional transaction costs ε for a stock price modelled by a
general Itô process S over a finite time horizon T . In [20] dealing with optimization
of exponential utility from terminal wealth, a leading-order optimal trading policy and
the associated welfare impact are formally derived. Continuing the study of [20], [19]
introduces a generalized risk-tolerance process R and provides parallel results for settings
with general utility functions and allowing for intermediate consumption. Let us recall the
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2 CHAPTER 1. INTRODUCTION

main statements therein. The leading-order optimal strategy ϕε (in the sense of number
of shares) is expected to stay within a no-trade region around the frictionless optimizer
ϕ; it increases and decreases only while hitting the lower and upper bound, respectively.
In general, the midpoint of the no-trade region is shifted from ϕ by a corrector term
accounting for the wealth effect caused by the past transaction costs. The half-width of
the no-trade region reads as

∆ϕ
+ =

(
3
2

R
d [ϕ,ϕ]
d [S,S]

Sε

)1/3

. (1.1)

The welfare impact of transaction costs is expressed in terms of the so-called certainty
equivalent loss which refers to the initial capital necessary to balance the effect of
transaction costs. To the leading order, this amounts to

1
2

EQ

[∫ T

0

(
∆ϕ

+
t
)2

Rt
d [S,S]t

]
, (1.2)

where Q denotes the equivalent martingale measure minimizing the frictionless dual
problem. Moreover, the trading volume of strategy ϕε quantified by its total variation can
be approximated by a finite rate:

∫ T

0
|dϕ

ε
t |=

∫ T

0
(εSt)

−1/3
(

1
12Rt

)1/3(d [ϕ,ϕ]t
d [S,S]t

)2/3

d [S,S]t +o(ε−1/3). (1.3)

The purpose of the present study is to rigorously prove the main statements of [20, 19]
under well-defined regularity conditions. Our approach resembles that of Henderson [12]
and Kramkov and Sîrbu [26] in the sense that an explicitly known dual control provides
us with an upper bound for the optimization problem. Since this bound coincides to the
leading order with the utility of a candidate strategy to the primal problem, the latter must
be approximately optimal. The idea of our proof can be outlined as follows:

• [20, 19] each derive a possibly suboptimal candidate strategy ϕε along with a
shadow price Sε . This term here refers to a frictionless price process moving within
the bid-ask bounds [(1− ε)S,(1+ ε)S] and such that strategy ϕε

t only buys and
sells stock if the shadow price Sε

t coincides with the ask price (1+ ε)St and bid
price (1− ε)St , respectively. Evidently, following ϕε in the frictionless market Sε

yields the same wealth process and hence the same expected utility as in the original
market with proportional transaction costs. This expected utility can be computed
explicitly to the leading order because both ϕε and Sε are given in closed form.

• According to [21, 24, 34, 22] dealing with the issue of hedging duality in frictionless
markets, the utility maximization problem for Sε without transaction costs is related
to a dual minimization problem on the set of equivalent local martingale measures.
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Specifically, the value of the dual problem dominates the expected utility of any
admissible trading strategy. In a second step we therefore construct a carefully
chosen, explicitly known local martingale measure (identified with its Radon-
Nikodym density Zε ) for Sε . Since trading in the frictionless market Sε leads to
higher profit than in the original market with transaction costs, the Lagrange dual
function evaluated at Zε provides an upper bound to the maximum expected utility
in the market with friction. This upper bound can be computed explicitly to the
leading order because Zε is known in closed form.

• In a final step we observe that the suboptimal expected utility of ϕε coincides to the
leading order with the upper bound above, which proves the approximate optimality
of the candidate strategy.

In the language of [5], (Zε ,ZεSε) is a state-price density, which, by duality to the set
of self-financing portfolios in the market with friction, provides an upper bound to the
expected utility under transaction costs.

In contrast to our method, the classical approach to the leading-order optimization
is based on stochastic control theory in a Markovian framework. Roughly speaking, the
main purpose therein is to develop an asymptotic series expansion of the value function
for small transaction costs. Based on the Hamilton-Jacobi-Bellman equation, appropriate
differential equations for the leading-order terms can be derived heuristically in a first step
and then shown to possess viscosity solutions of the latter. For an account of the literature,
the reader is referred to [20, 19]. Here we point out again some essential works in the
related areas. Focusing on geometric Brownian motion, Whalley and Wilmott [40] deal
with exponential utility and heuristically develop power series expansions of the value
function with and without contingent claim liability, which provides an approximate utility
indifference option price; Bichuch [3] proves the results in [40] rigorously and provides a
“nearly optimal” strategy. For power type utility functions, Janeček and Shreve [16] derive
asymptotic expansions of the value function and the no-trade boundary over an infinite
time horizon; Bichuch [2] carries out parallel analysis for a finite time horizon. Soner
and Touzi [38, 31] (Possamaï to be added to the latter) treat infinite horizon consumption
problems for utility functions on the positive real line and general Markovian models
in one- and multi-dimensional cases, respectively. They identify the first-order term in
the asymptotic expansion of the value function with a singular ergodic control problem
and make use of the deep theory of homogenization. In the one-dimensional case, the
no-trade boundary is calculated explicitly to the leading order by solving the corrector
equation for the potential function of the ergodic control. The cited papers carry a strong
analytic flavor. By contrast and as noted above, our more probabilistic approach relies on
dual considerations and our emphasis is put on an exact description of the leading-order
optimal policy.

The thesis is organized as follows. In Chapter 2 we focus on exponential utility and
verify the main results of [20] concerning formulas (1.1, 1.2) for a constant risk-tolerance
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process R. In Chapter 3 we generalize the main theorem of Chapter 2 and provide a rigor-
ous proof of formulas (1.1, 1.2) heuristically derived in [19] for general utility functions
on R+ and allowing for intermediate consumption, provided that the related risk-tolerance
process R exists. In Chapter 4, relying on ergodic properties of reflected Brownian motion,
the asymptotic formula for the trading volume (1.3) proposed in [19] is proved in the
sense of convergence in probability; using the same approach, the incurred utility loss
while following the leading-order optimal trading strategy ϕε can be approximated by an
expression that does not depend on ϕε itself, which completes the proof of formula (1.2).
Due to different references and for the sake of better exposition, each chapter is written
as a self-contained article with separate notation. Appendix A contains some essential
inequalities which are used for the estimations throughout the thesis. In order to provide
examples for the main theorem of Chapter 2 in concrete models, in Appendix B we derive
the frictionless optimal trading strategy ϕ maximizing exponential utility in stochastic
volatility models with conditionally independent increments.

We generally use the notation of [15] and [32]. In particular, H • Y :=
∫ ·

0 HtdYt stands
for the stochastic integral of H with respect to Y .



Chapter 2

Exponential Utility

At this first stage of our research, we consider an investor with constant absolute risk
aversion who trades a risky asset with price following general Itô dynamics, in the presence
of small proportional transaction costs. Kallsen and Muhle-Karbe [20] formally derive
a leading-order optimal trading policy and the associated welfare impact of transaction
costs. In the present chapter we carry out a convex duality approach facilitated by the
concept of shadow price processes in order to verify the main results of [20] under well-
defined regularity conditions. Furthermore, due to the nature of exponential utility, our
theorem can be directly applied to the issue of utility indifference pricing for deriving an
asymptotic price formula and the related hedging strategy. In particular, the results of
Whalley and Wilmott [40] and Bichuch [3] can be verified here as a byproduct. It turns
out that our regularity conditions imposed on the frictionless optimization problem in the
presence of contingent claim liability are consistent with the regularity assumptions on
the payoff function required in [3] for the rigorous proof.

The remainder of this chapter is organized as follows. The market model is introduced
in Section 2.1. Subsequently, we present the main results concerning the leading-order
optimal investment and their application in utility indifference pricing. In Section 2.3, we
provide examples in concrete models, where the frictionless optimizer is known explicitly;
we also verify the asymptotic utility indifference price formula proposed in [40, 3] by
applying our main theorem. For comparison with existing literature, in Section 2.4 we
state the Markovian counterparts of the assumptions required for our main theorem and
the auxiliary shadow price process as our key object for the proof. The proofs of the main
results are provided in Section 2.5.

2.1 The market model
We consider the same setup as in [20]: fixing a finite time horizon T ∈ (0,∞), the financial
market consists of a riskless asset (bond) with price normalized to 1 and a risky asset
(stock) traded with proportional transaction costs. The stock price S is modelled by a

5



6 CHAPTER 2. EXPONENTIAL UTILITY

general positive Itô process
dSt = bS

t dt +σ
S
t dWt

defined on a filtered probability space (Ω,F ,F,P). Here, W is a one-dimensional,
standard Brownian motion and b, σ are predictable processes satisfying∫ T

0
|bS

t |+(σS
t )

2dt < ∞ a.s.

Let ε ∈ (0,1) denote the relative bid-ask spread, i.e., an investor has to pay the higher ask
price (1+ ε)S but only receives the lower bid-price (1− ε)S for buying and selling the
stock, respectively.

Definition 2.1.1. 1. A trading strategy is an R2-valued predictable process (ψ0,ψ)
of finite variation, where ψ0

t and ψt denote the number of shares held in the bank
account and in stock at time t, respectively. The liquidation wealth process of a
trading strategy (ψ0,ψ) is defined as

Xψ,ε := ψ
0 +ψ1{ψ≥0}(1− ε)S+ψ1{ψ<0}(1+ ε)S.

2. Writing ψ = ψ↑−ψ↓ with increasing predictable processes ψ↑, ψ↓ which do not
increase at the same time, a trading strategy (ψ0,ψ) is called self financing if

dψ
0
t = (1− ε)Stdψ

↓
t − (1+ ε)Stdψ

↑
t ,

cf. [17]. For given initial value ψ0
0 , a self-financing trading strategy (ψ0,ψ) will be

identified with its second component ψ in the sequel.

3. Given initial wealth (xB,xS) ∈ R2 in the bank account and the stock, respectively,
a self-financing trading strategy (ψ0,ψ) is said to be admissible for (xB,xS) and
written as

ψ ∈A ε(xB,xS)

if xB = ψ0
0 , xS = ψ0S0, and if the related liquidation wealth is bounded from below,

i.e.,
Xψ,ε ≥−K for some K ∈ R+.

Remark 2.1.2. The liquidation wealth of a self-financing strategy (ψ0,ψ) with xB = ψ0
0 ,

xS = ψ0S0 can be written as

Xψ,ε
t = ψ

0
t +ψt1{ψt≥0}(1− ε)St +ψ1{ψt<0}(1+ ε)St

= ψ
0
0 +(1− ε)S • ψ

↓
t − (1+ ε)S • ψ

↑
t +ψt1{ψt≥0}(1− ε)St +ψt1{ψt<0}(1+ ε)St .

(2.1)
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If (1− ε)S • ψ↓ = S̃ • ψ↓ and (1+ ε)S • ψ↑ = S̃ • ψ↑ for some Itô process S̃ with values
in [(1− ε)S,(1+ ε)S], then (2.1) and integration by parts yield

Xψ,ε
t = ψ

0
0 − S̃ • ψt +ψt S̃t−ψt1{ψt≥0}(S̃t− (1− ε)St)−ψt1{ψt<0}(S̃t− (1+ ε)St)

= ψ
0
0 +ψ0S̃0 +ψ • S̃t−ψt1{ψt≥0}(S̃t− (1− ε)St)−ψt1{ψt<0}(S̃t− (1+ ε)St)

and hence ∣∣Xψ,ε
t − (x+ψ • S̃t)

∣∣≤ εxS +2ε|ψtSt |.

In this setting, we focus on the exponential utility function with constant absolute risk
aversion p > 0:

U(x) :=−e−px.

Our optimization problem consists in maximizing the expected utility or, equivalently, the
certainty equivalent CE(Xψ,ε

T ) of terminal wealth over all admissible trading strategies ψ

with given initial wealth (xB,xS). As usual, the certainty equivalent of a random payoff X
refers to the deterministic amount with the same utility, i.e.,

CE(X) :=−1
p

lnE
[
e−pX].

2.2 Main results
In this section we present the main theorem of this chapter concerning the leading-order
optimal investment under small transaction costs. To this end, we require some regularity
conditions on the corresponding frictionless market.

Assumption 2.2.1. We suppose that the frictionless price process S allows for an equiva-
lent local martingale measure with finite relative entropy.

Denote the initial wealth before liquidation by x := xB+xS. According to [8, Theorems
2.1, 2.2], Assumption 2.2.1 implies that the minimal entropy (local) martingale measure
(MEMM) Q for S exists. By [34, Theorem 2.2 (iv)], there is a predictable, S-integrable
process ϕ such that ϕ • S is a Q-martingale and

dQ
dP

=
U ′(x+ϕ • ST )

y

with y := E[U ′(x+ϕ • ST )]. Interpreted as number of shares, strategy ϕ is the optimal
solution to the frictionless counterpart of the above utility maximization problem.

For any Itô process X , we denote by bX and cX ,X its local Q-drift and quadratic
variation, respectively, i.e.,

dXt = bX
t dt +dMX ,Q

t , cX ,X
t :=

d[X ,X ]t
dt

,
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where MX ,Q is a continuous Q-local martingale starting in 0. Similarly, for Itô processes
X and Y , their local covariation is denoted by

cX ,Y
t :=

d[X ,Y ]t
dt

.

The local drift rate of Itô process X relative to P rather than Q is written as bX ,P.

Assumption 2.2.2. We suppose that the frictionless optimizer ϕ and the activity rate

ρ :=
cϕ,ϕ

cS,S

are well-defined Itô processes such that ρ > 0.

The processes S, ϕ , ρ and their dynamics depend on the current level of the stock
price. In concrete models, the following related normalized processes are easier to work
with:

• the stock return process Y := lnS,

• the stock holdings π := ϕS,

• the normalized activity rate η := ρS4.

Assumption 2.2.3. We assume that

EQ

[
sup

t∈[0,T ]
|Xt |n

]
< ∞ for any n ∈ N and any X ∈H , (2.2)

where
H := {π,η ,η−1,bπ ,bη ,cY,Y ,(cY,Y )−1,cπ,π ,cη ,η}.

Moreover, we suppose
EQ[exp(|9pϕ • ST |)]< ∞. (2.3)

Finally, cϕ,ϕ is assumed to be a continuous process.

2.2.1 Optimal investment
The following theorem provides the main results of this chapter.

Theorem 2.2.4. Suppose that Assumptions 2.2.1, 2.2.2, 2.2.3 hold. Let

∆ϕ
± :=±

(
3ρ

2p
Sε

)1/3

=±
(

3η

2p
ε

)1/3

S−1. (2.4)
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1. There exists a continuous adapted process

ϕ
ε = ϕ +∆ϕ = ϕ

ε↑−ϕ
ε↓,

where ∆ϕ has values in [∆ϕ−,∆ϕ+],

ϕ
ε
0 =


ϕ0 +∆ϕ

+
0 if xS > (ϕ0 +∆ϕ

+
0 )S0,

ϕ0 +∆ϕ
−
0 if xS < (ϕ0 +∆ϕ

−
0 )S0,

xS/S0 otherwise,

and ϕε↑, ϕε↓ are increasing process such that

ϕ
ε↑ increases only on the set{∆ϕ = ∆ϕ

−} ⊆Ω× [0,T ],

ϕ
ε↓ increases only on the set{∆ϕ = ∆ϕ

+} ⊆Ω× [0,T ].

2. By slight abuse of notation, we identify ϕε with the unique self-financing strategy
(ψ0,ψ) that satisfies ψ0

0 = xB, ψ0S0 = xS, ψt = ϕε
t for t ∈ (0,T ]. Define

τ
ε := inf

{
t ∈ [0,T ] : |Xϕε ,ε

t − (x+ϕ • St)|> 1 or |Xϕε ,ε
t |> ε

−4/3
}
∧T. (2.5)

Then P(τε = T )→ 1 as ε→ 0. Moreover, ϕε1[[0,τε ]] is a utility-maximizing strategy
to the leading order O(ε2/3), i.e.,

sup
ψ∈A ε (xB,xS)

E
[
U(Xψ,ε

T )
]
= E

[
U(Xϕε ,ε

τε )
]
+o(ε2/3).

(As above, ϕε1[[0,τε ]] here refers to the strategy ψ ∈A ε(xB,xS) with ψt =ϕε
t 1[[0,τε ]](t)

for t ∈ (0,T ].)

3. The optimal certainty equivalent amounts to

sup
ψ∈A ε (xB,xS)

CE(Xψ,ε
T ) = CE(Xϕε ,ε

τε )+o(ε2/3)

= CE(x+ϕ • ST )−
p
2

EQ
[
(∆ϕ

+)2 • [S,S]T
]
+o(ε2/3).

Proof. The proof is split up into several steps given in Section 2.5. The existence
of ϕε is linked to the Skorohod problem with time-dependent reflecting barriers (cf.
Lemma 2.5.1). With the help of the shadow price process Sε derived heuristically in
[20] (cf. Corollary 2.5.2 for rigorous arguments), the utility generated by ϕε stopped
at τε is computed in Lemma 2.5.6. The optimality of ϕε is proved by means of some
dual considerations (cf. Lemma 2.5.9) in conjunction with the conjugate relation (cf.
Lemma 2.5.10). Finally, the proof of the explicit expression for the certainty equivalent
loss relies on a random time change and the ergodic property of reflected Brownian
motion presented in Chapter 4 (cf. Corollary 2.5.11).
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From our theorem, the leading-order optimal strategy under transaction costs ϕε stays
within the random no-trade region [ϕ +∆ϕ−,ϕ +∆ϕ+] around the frictionless optimizer
ϕ; it increases and decreases only while hitting the lower and upper bound, respectively.
In this sense, ϕ +∆ϕ+ and ϕ +∆ϕ− correspond to the selling and buying boundary,
respectively. At the random time τε , the portfolio is liquidated primarily in order to bound
losses.

Roughly speaking, the assumptions in Theorem 2.2.4 concern sufficient integrability
of the solution to the frictionless utility maximization problem in order to guarantee that
the maximum expected utility is twice differentiable as a function of ε1/3. In Section 2.3
these assumptions are verified in a general stochastic volatility setup. For comparison
with the classical approach of stochastic control, their Markovian counterparts are stated
in Section 2.4.

2.2.2 Utility indifference pricing
As a byproduct, due to the nature of exponential utility, Theorem 2.2.4 yields an asymp-
totic utility indifference price and the corresponding hedging strategy. Let H be an
FT -measurable random variable modelling a contingent claim maturing at time T . For
simplicity, we suppose that H is bounded. The utility indifference price of H denoted
by πε(H) refers to the initial premium compensating the certainty equivalent with and
without the contingent claim liability −H, i.e.,

π
ε(H) := sup

ψ∈A ε (xB,xS)

CE(Xψ,ε
T )− sup

ψ∈A ε (xB,xS)

CE(Xψ,ε
T −H).

Notice that letting PH be the equivalent probability measure with density

dPH

dP
:=

epH

E[epH ]
,

for exponential utility, we have

sup
ψ∈A ε (xB,xS)

E
[
U(Xψ,ε

T −H)
]
= E[epH ] sup

ψ∈A ε (xB,xS)

EPH
[
U(Xψ,ε

T )
]
. (2.6)

Hence the utility maximization problem in the presence of random endowment −H is
equivalent to the pure optimal investment problem treated in Theorem 2.2.4 under measure
PH . From Girsanov’s Theorem, change of measure from P to PH results in change of
the local drift of stock price S, which in turn leads to a different frictionless optimizer
ϕH rather than ϕ and a new MEMM QH such that dQH

dPH minimizes the relative entropy
with respect to PH . (Note that from [7], the set of local martingale measures with finite
relative entropy with respect to PH equals that with respect to P.) Theorem 2.2.4 applied
to problem (2.6) on the underlying probability space (Ω,PH) then yields the asymptotic
utility indifference price of H. We assert this as a direct consequence of Theorem 2.2.4 in
the following corollary.
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Corollary 2.2.5. Let H be a bounded FT -measurable random variable representing
a contingent claim with maturity T . Suppose that Assumption 2.2.1 holds and denote
by QH ,ϕH the MEMM and the frictionless optimal trading strategy in the presence of
contingent claim liability H, i.e., QH ,ϕH are related by

dQH

dP
=

U ′(x+ϕH • ST −H)

E [U ′(x+ϕH • ST −H)]
.

Further, suppose that the counterparts of Assumptions 2.2.2, 2.2.3 in case of frictionless
optimization with random endowment −H hold, i.e., all objects initially related to Q,ϕ
are now replaced with those related to QH ,ϕH defined in the same manner. Then the
utility indifference price of H amounts to

π
ε(H) = π

0(H)+
p
2
(
EQH

[
(∆ϕ

H,+)2 • [S,S]T
]
−EQ

[
(∆ϕ

+)2 • [S,S]T
])

+o(ε2/3),

where π0(H) is the frictionless utility indifference price, ∆ϕ+ is given by (2.4) and

∆ϕ
H,± :=±

(
3

2p
cϕH ,ϕH

cS,S Sε

)1/3

.

Moreover, relating ϕH,ε ,τH,ε to ϕH ,∆ϕH,+ in the same manner as ϕε ,τε in Theo-
rem 2.2.4 related to ϕ,∆ϕ+, respectively, ϕH,ε1[[0,τH,ε ]] is the hedging strategy corre-
sponding to the indifference price πε(H) to the leading order O(ε2/3).

Remark 2.2.6. If the market is complete, QH = Q is the unique equivalent martingale
measure and the frictionless utility optimization in the presence of contingent claim
liability is split up into the pure optimal investment problem and hedging away the
random endowment −H, i.e., π0(H) = EQ[H] and ϕH = ϕ +∆ with ∆ the replicating
strategy of claim H. Writing the Q-local martingale parts of ϕ,∆ as dMϕ,Q

t = Γ
ϕ

t dSt ,
dM∆,Q

t = ΓtdSt , the no-trade region and asymptotic utility indifference price provided in
Corollary 2.2.5 can be expressed by

∆ϕ
H,±S =±

(
3

2p
(ΓϕS2 +ΓS2)2

ε

)1/3

, (2.7)

π
ε(H) = EQ[H]+

(
9pε2

32

)1/3

EQ

[
(ΓϕS2 +ΓS2)4/3− (ΓϕS2)4/3

S2
• [S,S]T

]
+o(ε2/3).

(2.8)
In the Black-Scholes model, (2.7, 2.8) coincide with the results of Whalley and Wilmott
[40] which are proved under well-defined conditions by Bichuch [3]. In Section 2.3.2
we show that our regularity conditions on the frictionless optimizer ϕH in form of
Assumptions 2.2.2, 2.2.3 are indeed consistent with the conditions imposed on the payoff
function g with H = g(ST ) in [3, Assumptions 3.1, 3.2].
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2.3 Examples
We now verify the assumptions for Theorem 2.2.4 in concrete models, where the friction-
less optimizer ϕ is explicitly known. In general, it is difficult to solve the frictionless
optimization problem in closed form. Here we discuss two tractable cases: the Black-
Scholes model with and without contingent claim liability, and stochastic volatility models
with conditionally independent increments.

2.3.1 Black-Scholes model
Let us consider the so-called Black-Scholes model:

dSt = St(bdt +σdWt) (2.9)

with b ∈ R,σ ∈ R+ \{0}. We show that Assumptions 2.2.1, 2.2.2, 2.2.3 hold if b 6= 0.
From Theorem B.1 in the appendix, the frictionless optimal strategy ϕ satisfies

πt = ϕtSt =
b

pσ2 for all t ∈ [0,T ]. (2.10)

By Itô’s formula, we have

dϕt =−
b

pσ2S2
t

dSt +
b

pσ2S3
t

d[S,S]t

and hence

cϕ,ϕ
t =

b2

p2σ2S2
t
, ρt =

b2

p2σ4S4
t
, ηt =

b2

p2σ4

for all t ∈ [0,T ]. Therefore, all processes in set H of (2.2) are constant, which in
particular yields Condition (2.2). The frictionless optimal terminal gains are of the form

ϕ • ST =
b

pσ
W Q

T ,

where W Q
t = Wt +(b/σ)t, t ∈ [0,T ] is a standard Brownian motion under measure Q.

Thus, Condition (2.3) is satisfied. Then from Theorem 2.2.4, the no-trade bounds are
determined by

∆ϕ
±S =±

(
3b2ε

2p3σ4

)1/3

(2.11)

and the certainty equivalent loss due to transaction costs refers to

sup
ψ∈A ε (xB,xS)

CE(Xψ,ε
T )−CE(x+ϕ • ST ) =−

(
9b4ε2

32σ2

)1/3 T
p
+o(ε2/3). (2.12)

(2.11) coincides with the formulas in [40, p.319] and [3, (3.4)]. The expression in (2.12),
on the other hand, is obtained from [3, (3.7, 3.8)] if one uses the equation for V2 in [40,
p.317]. Note, however, that [3] considers a slightly more involved notion of admissibility.
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2.3.2 Verification of Bichuch
As an application of Corollary 2.2.5, we verify the asymptotic utility indifference price
formula proposed by Whalley and Wilmott [40] and proved rigorously by Bichuch [3].

Proposition 2.3.1. For the Black-Scholes moldel (2.9) with b > 0, let H = g(ST ) be a
European type contingent claim with bounded payoff function g : R+ −→ R+ satisfying
[3, Assumptions 3.1, 3.2], that is,

(C1) g is four times continuously differentiable such that g(s)−g′ (s)s, s2g′′ (s), s3g′′′ (s)
are bounded for all s ∈ R+

(C2)
b

pσ2 − sup
s∈R+

∣∣s2g′′ (s)
∣∣≥ K for some K ∈ R+ \{0}.

Let V0(St , t), Γ(St , t) be the Black-Scholes price of g(ST ) and the related option’s gamma,
respectively, i.e.,

Γ = ∂
2
s V0

and the function V0 satisfies the Black-Scholes PDE:

∂tV0 +
σ2s2

2
∂

2
s V0 = 0,

V0(s,T ) = g(s).

Then the utility indifference price of H amounts to

π
ε(H) =V0 (S0,0)

+

(
9pε2

32

)1/3

EQ

[∫ T

0
σ

2
(
(Γ(St , t)S2

t −
b

pσ2 )
4/3− (

b
pσ2 )

4/3
)

dt
]

+o(ε2/3).

Moreover, the no-trade region for hedging strategy ϕH,ε is given by

∆ϕ
H,±
t St =±

(
3

2p

(
Γ(St , t)S2

t −
b

pσ2

)2
ε

)1/3

.

(Cf. [3, Corollary 3.8, Lemma 5.5] for equivalent results.)

Proof. In order to apply Corollary 2.2.5, we verify the counterparts of Assumptions 2.2.2,
2.2.3 required on the parameters related to ϕH . Recalling Remark 2.2.6, we have

ϕ
H
t = ϕt +∂sV0(St , t)
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with ϕ given by (2.10). Then the stock holdings following strategy ϕH are

π
H
t = ϕ

H
t St = πt +∂sV0(St , t)St (2.13)

with π as in (2.10). Due to the four-times differentiability imposed on g, it holds that
V0 ∈C4,1 (cf. [3, Lemma 4.2]). In view of (2.10) and using Itô’s formula, we obtain

dπ
H
t = (∂sV0(St , t)+St∂

2
s V0(St , t))dSt +St∂t∂sV0(St , t)dt

+(∂ 2
s V0(St , t)+St∂

3
s V0(St , t))d[S,S]t , (2.14)

and hence
bπH

t = St∂t∂sV0(St , t)+σ
2(S2

t ∂
2
s V0(St , t)+S3

t ∂
3
s V0(St , t)), (2.15)

cπH ,πH

t = σ
2(St∂sV0(St , t)+S2

t ∂
2
s V0(St , t))2. (2.16)

Itô’s formula applied to ϕH = πH/S yields

dϕ
H
t =−πH

t

S2
t

dSt +
πH

t

S3
t

d[S,S]t +
1
St

dπ
H
t +d

[
1
S
,πH

]
t
;

in conjunction with (2.13, 2.14), this implies

η
H
t =

cϕH ,ϕH

t

cS,S
t

S4
t = (πt−S2

t ∂
2
s V0(St , t))2. (2.17)

Using again Itô’s formula, we obtain

bηH

t =−2
√

ηH
t [S2

t ∂t∂
2
s V0(St , t)+σ

2(S4
t ∂

4
s V0(St , t)+4S3

t ∂
3
s V0(St , t)+2S2

t ∂
2
s V0(St , t))],

(2.18)

cηH ,ηH

t = 4η
H
t σ

2(S3
t ∂

3
s V0(St , t)+2S2

t ∂
2
s V0(St , t))2. (2.19)

Now, by [3, Lemma 4.2], Condition (C1) on g (cf. [3, Assumption 3.1]) implies that
V0− s∂sV0, s2∂ 2

s V0, s3∂ 3
s V0, s4∂ 4

s V0 as well as s∂t∂sV0, s2∂t∂
2
s V0 are globally bounded on

R+× [0,T ]; combined with the boundedness of g and thus that of V0, s∂sV0 is also globally
bounded. In view of (2.13, 2.15, 2.16, 2.17, 2.18, 2.19), we then deduce that Condition
(C1) on g implies the boundedness of πH ,bπH

,cπH ,πH
,ηH ,bηH

,cηH ,ηH
. Moreover, since

s2∂ 2
s V0 is bounded by sups∈R+

|s2g′′(s)| according to [3, Lemma 4.2], in view of (2.17,
2.10), Condition (C2) on g (cf. [3, Assumption 3.2]) implies the boundedness of (ηH)−1.
Therefore, Assumptions 2.2.2, 2.2.3 imposed on ϕH instead of ϕ are fulfilled. Then,
applying Corollary 2.2.5 and recalling (2.7, 2.8, 2.11, 2.12), the assertion follows.
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2.3.3 Stochastic volatility model
Let us turn to the following stochastic volatility model:

dSt = St(b(Ỹt)dt +σ(Ỹt)dWt) (2.20)

with continuous functions b,σ : R→ R and a non-necessarily Markovian Itô process Ỹ
which is independent of the Brownian motion W . The filtration is assumed to be generated
by W and Ỹ .

Proposition 2.3.2. Suppose that the stochastic volatility model (2.20) is such that

• the coefficients b(Ỹ ), σ(Ỹ ) are bounded processes that are bounded away from 0,

• the processes

π :=
b(Ỹ )

pσ(Ỹ )2
, η := π

2 +
cπ,π

σ(Ỹ )2
, (2.21)

are Itô processes with bounded coefficients bπ,P,cπ,π ,bη ,P,cη ,η and continuous
cπ,π ,

• for

Z̃t := E
[

exp
(
−1

2

∫ T

0

( b(Ỹt)

σ(Ỹt)

)2
dt
) ∣∣∣∣Ft

]
, (2.22)

the process cZ̃,Z̃/Z̃2 is bounded.

Then Assumptions 2.2.1, 2.2.2, 2.2.3 are satisfied. Moreover, π and η are the corre-
sponding stock holdings and normalized activity rate. The no-trade boundary is given
by

∆ϕ
±S =±

(
3ηε

2p

)1/3

and the certainty equivalent loss amounts to

EQ

[∫ T

0

(
9pη2

t
32

)1/3

σ(Ỹt)
2dt
]

ε
2/3 +o(ε2/3).

Proof. Step 1. We show that [ f (S),X ] = 0 for any C2-function f and any Itô process X
which is σ(Ỹ )-measurable. Indeed, by Itô’s formula it suffices to prove that [W,X ] = 0.
Using [32, Theorem II.4], it is easy to show that the martingale part of X is σ(Ỹ )-
measurable. Hence without loss of generality, X is a local martingale. By localization
it suffices to consider the case where X is a square-integrable martingale. Let G be the
filtration defined in (B.2) in the appendix. Then Xt is G0-measurable for any t ∈ [0,T ] and
W is a Brownian motion relative to both F and G. We obtain

E[WtXt |Fs] = E[E[WtXt |Gs]|Fs] = E[E[Wt |Gs]Xt |Fs] =WsE[Xt |Fs] =WsXs
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for any s < t. Hence WX is a martingale, which implies [W,X ] = 0 as desired.
Step 2. We show that π,η in (2.21) coincide with the stock holdings and the normal-

ized activity rate. By Theorem B.1, the frictionless optimizer ϕ satisfies ϕtSt = πt for any
t ∈ [0,T ]. From Itô’s formula we get

dϕt =−
πt

S2
t

dSt +
πt

S3
t

d[S,S]t +
1
St

dπt +d
[

1
S
,π

]
t
.

Step 1 yields [S,π] = 0, which implies

cϕ,ϕ
t =

π2
t σ(Ỹt)

2 + cπ,π
t

S2
t

,
cϕ,ϕ

t

cS,S
t

S4
t = π

2
t +

cπ,π
t

σ(Ỹt)2
= ηt . (2.23)

Step 3. Let Z be defined as in (B.3). By Theorem B.1, Z̃Z/Z̃0 is the density process of
the MEMM Q. For any Itô process X , Girsanov’s theorem implies

bX
t = bX ,P

t +
cZ̃Z,X

t

Z̃tZt
.

Integration by parts yields∣∣∣∣∣cZ̃Z,X

Z̃Z

∣∣∣∣∣=
∣∣∣∣∣cZ̃,X

Z̃
+

cZ,X

Z

∣∣∣∣∣≤
√

cZ̃,Z̃

Z̃2

√
cX ,X +

√
cZ,Z

Z2

√
cX ,X =

√cZ̃,Z̃

Z̃2
+

∣∣∣∣∣ b(Ỹ )

σ(Ỹ )

∣∣∣∣∣
√cX ,X .

In view of our boundedness assumptions, we conclude that bπ and bη are bounded.
Consequently, all processes in set H are bounded, which implies Condition (2.2).

Moreover, the frictionless optimal terminal gains are of the form

ϕ • ST =
∫ T

0

b(Ỹt)

pσ(Ỹt)
dW Q

t ,

where W Q =W +
∫ ·

0(b(Ỹt)/σ(Ỹt))dt is a standard Brownian motion under measure Q. If
an integrand H is bounded by m ∈ R+, we have

EQ

[
exp(H •W Q

T )
]
≤ EQ

[
exp
(

H •W Q
T −

1
2

∫ T

0
H2

t dt
)]

exp
(

1
2

m2T
)

≤ exp
(

1
2

m2T
)
< ∞.

Together, we conclude that Condition (2.3) holds. Finally, in view of (2.23), requiring cπ,π

to have continuous paths ensures that the process cϕ,ϕ is continuous, which completes the
proof of Assumption 2.2.3.
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2.4 Comparison and Interpretation
In this section we comment on the regularity conditions in Theorem 2.2.4 and state the
connection of our approach to the classical methods of stochastic control in a Markovian
framework.

2.4.1 Markovian setting
For the sake of better exposition, let us focus on the following setup (cf. e.g. [41, 39])
with stock price S evolving as:

dSt = St(µ(ϒt)dt +σ(ϒt)dWt) (2.24)

for a one-dimensional state variable ϒ with dynamics

dϒt = b(ϒt)dt +a(ϒt)d(ζWt +
√

1−ζ 2W⊥t ),

where W,W⊥ are one-dimensional standard Brownian motions orthogonal to each other,
ζ ∈ [−1,1], and µ,σ ,b,a are Lipschitz-continuous functions from R to R; furthermore, σ

is assumed to be bounded away from zero. Note that in case of ζ = 1, (2.24) corresponds
to the model considered in the recent study by Soner and Touzi [38].

2.4.2 Parameters in the frictionless market
Since ϕ is supposed to be the frictionless optimal trading strategy, letting X̂ := X̂υ ,x,ϕ

denote the wealth process generated by ϕ and starting in x at time t, i.e., dX̂r = ϕrdSr
with X̂t = x, the value function v in the frictionless case can be written as

v(t,υ ,x) = E
[
U(X̂T )

∣∣(ϒt , X̂t) = (υ ,x)
]
.

Note that for exponential utility U(·) =−e−p(·), the value function is of the form

v(t,υ ,x) = e−pxu(t,υ). (2.25)

Now, let us link our regularity conditions on the frictionless parameters to requirements
on the value function v and the market coefficients:

i) On Assumption 2.2.1. From (2.25), we deduce ∂ n
x v = (−p)nv for all n ∈ N. In

particular, for a finite value function v, the process {∂xv(t,ϒt , X̂t)}t∈[0,T ] is a martingale.
Duality theory (cf. [34, Theorem 2.2]) yields that {∂xv(t,ϒt , X̂t)/∂xv(0,υ ,x)}t∈[0,T ] is the
density process of the MEMM Q, which leads to Assumption 2.2.1.

ii) On Assumption 2.2.2. From [39, Theorem 4.1], for smooth value function v with
∂ 2

x v < 0, the frictionless optimal stock holdings satisfy

πt = π(t,ϒt) :=
1
p

(
µ

σ2 +ζ
a
σ

∂υu
u

)
(t,ϒt). (2.26)
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Define the differential operator L := ∂t +b∂υ +
1
2a2∂ 2

υ . In case of π ∈C1,2, Itô’s formula
yields the local characteristics of the process π:

bπ,P
t = L π (t,ϒt) , cπ,π

t = a(ϒt)
2(∂υπ (t,ϒt))

2. (2.27)

Integration by parts applied to ϕ = π/S combined with (2.27) then yields the normalized
activity rate η :

ηt =
cϕ,ϕ

t

cS,S
t

S4
t =η(t,ϒt) := π(t,ϒt)

2+
a(ϒt)

2

σ(ϒt)2 (∂υπ(t,ϒt))
2−2ζ

a(ϒt)

σ(ϒt)
π(t,ϒt)∂υπ(t,ϒt).

(2.28)
If the function η ∈C1,2, Itô’s formula yields the local characteristics of the process η :

bη ,P
t = L η (t,ϒt) , cη ,η

t = a(ϒt)
2(∂υη (t,ϒt))

2. (2.29)

Together, Assumption 2.2.2 refers to the two times continuous differentiability of functions
π,η in (2.26, 2.28), respectively, as well as the requirement of η > 0 for the process η in
(2.28). We then find out that in case of ζ = 1, these regularity conditions are intimately
connected to [38, Assumption 5.2 (smoothness)]. Indeed, the Markovian counterparts of
our frictionless parameters π,η expressed in terms of (2.26, 2.28) correspond to y,(α/σ)2

in [38], respectively, with α given by [38, Equation (3.8)].
iii) On Assumption 2.2.3. Note that a sufficient condition for Assumption 2.2.3 is

the boundedness of all processes in the set H in Condition (2.2). Aiming to verify this
stronger but more illustrative condition, we suppose that the functions µ,σ ,b,a,σ−1

are bounded and smooth with bounded derivatives at all orders. Due to [29, Section 8]
and in view of (2.26, 2.27, 2.28, 2.29), the above regularity conditions imposed on the
coefficients ensure the boundedness of π,bπ,P,cπ,π ,η ,bη ,P,cη ,η . Moreover, let Z denote
the density process of the MEMM Q. For any Itô process X , Girsanov’s theorem yields

bX = bX ,P +
cX ,Z

Z
with

∣∣∣∣cX ,Z

Z

∣∣∣∣2 ≤ cX ,X cZ,Z

Z2 .

Due to [39, Lemma 3.1, Equation (3.12)], the above regularity conditions on the coeffi-
cients also guarantee the boundedness of cZ,Z/Z2. Therefore, we deduce the boundedness
of all processes in the set H in Condition (2.2) except for η−1. In order to obtain the
boundedness of the process η−1, we have to require additionally that the function η in
(2.28) satisfies

η ≥ η
∗ for some η

∗ ∈ R+ \{0}. (2.30)

As mentioned above, in case of ζ = 1, η in our context corresponds to (α/σ)2 in [38].
Hence (2.30) is linked to [38, Equation (5.3)] implied by [38, Assumption 5.2, (5.2)].
(Note that since [38] deals with utility functions defined on the positive real line, the
different risk tolerances result in the slight difference between (2.30) and [38, Equation
(5.3)].) As [38], we do not attempt to verify (2.30) in general but simply point out that as
a direct consequence of (2.28), the requirement (2.30) can be verified e.g.
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• for ζ = 1 and constant coefficients µ,σ , cf. [38, Section 6] or Section 2.3.1;

• for ζ = 0 which is a special case of the example considered in Section 2.3.3.

In the context of utility indifference pricing, the counterparts of Assumptions 2.2.2,
2.2.3 required on the frictionless optimizer ϕH in the presence of random endowment
−H are additionally linked to the regularity of the payoff function g with H = g(ST ). The
considerations in Section 2.3.2 (cf. Proposition 2.3.1) reveal that for bounded claim H,
the boundedness of all processes in the set H of Condition (2.2) relative to ϕH ,QH –
except for (ηH)−1 – is connected to [3, Assumption 3.1]; the counterpart of requirement
(2.30) on (ηH)−1 corresponds to [3, Assumption 3.2].

2.4.3 Shadow price
As in [20] for the heuristic derivation, the concept of an auxiliary shadow price is again
essential for our rigorous proof of the results concerning the optimal investment under
small transaction costs. The shadow price process corresponds to the dual optimizer
in a market with proportional transaction costs, which appears for the first time in [5],
cf. the process R̂P = Ẑ1/Ẑ0 in [5, Theorem 6.1]. It is a process taking values within
the bid-ask spread [(1− ε)S,(1+ ε)S]. [5, Theorem 6.1] reveals a general relationship
between the primal and dual optimizers in frictional markets, namely the optimal trading
strategy (number of shares) increases and decreases only when the shadow price process
hits its upper and lower bound, respectively. This indicates that the utility maximization
problem under transaction costs is equivalent to the frictionless optimization at shadow
price. In particular, at any instant, any transaction between the optimal holdings in the
bank and the stock would result in utility loss, even if this could be conducted at the
potentially more favorable shadow price rather than the real bid or ask price. In the
Markovian case, this can be interpreted as follows. In the model stated in Section 2.4.1,
letting (X̂B, X̂S) := (X̂B, X̂S)υ ,xB,xS

denote the optimal portfolio holdings in bond and
stock starting in (xB,xS) at time t, the value function vε in the market with transaction
costs can be written as

vε(t,υ ,xB,xS) = E
[

U(X̂B
T + X̂S

T − ε|X̂S
T |)
∣∣∣(ϒt , X̂B

t , X̂
S
t ) = (υ ,xB,xS)

]
.

Let qt := q(t,ϒt , X̂B
t , X̂

S
t ) denote the shadow price at time t divided by St . Then the above

consideration suggests that the mapping R 3 δ 7−→ vε(t,υ ,xB−δq(t,υ ,xB,xS),xS +δ )
attains its maximum at δ = 0. In particular, its derivative should be equal to zero at δ = 0,
which leads to

q(t,υ ,xB,xS) =
∂xSvε

∂xBvε
(t,υ ,xB,xS) ∈ [1− ε,1+ ε]. (2.31)

Note that in the buying and selling region where qt = 1+ ε and qt = 1− ε , respectively,
(2.31) coincides with the Hamilton-Jacobi-Bellman equation e.g. in [6, Equation (3.3)],
[35, Equation (4.6)].
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Passing to the asymptotic analysis for small transaction costs, the approximate shadow
price process Sε along with the candidate strategy ϕε proposed in [20] reads as

Sε = S+
pcS,S

3cϕ,ϕ
(ϕε −ϕ)3−

(
9pcS,S

4cϕ,ϕ

)1/3

(Sε)2/3 (ϕε −ϕ)

(cf. Section 2.5.1 below for existence and detailed analysis). On the other hand, previous
literature dealing with Markovian settings (cf. [35, 40, 16, 3, 38]) suggests a Taylor series
expansion of the value function vε in form of

vε(t,υ ,xB,xS) = v(t,υ ,xB+xS)+u(t,υ ,xB+xS)ε2/3+w(t,υ ,xB+xS,ξ )ε4/3+o(ε2/3),
(2.32)

where ξ := (xS− π(t,υ))/ε1/3 stands for the so-called “fast variable” (cf. [38]). In
the classical asymptotic analysis carried out in the literature [35, 40, 16, 3, 38], partial
differential equations for the leading-order terms u, w are derived by combining (2.32)
and the Hamilton-Jacobi-Bellman equation for vε ; in [38] these are called the “corrector
equations”. In [40, 3], the partial differential equations for u,w can be solved explicitly,
cf. [40, 3, functions H2,H4]. The detailed analysis in Section 2.3.1 shows that the
counterparts of our ∆ϕ±, −S(ϕε − ϕ)/ε1/3 in [40, 3] are Y±, H4Y , respectively. In
the recent study [38], the function w is identified with the solution of an appropriate
corrector equation related to some ergodic control problem, cf. [38, Equation (3.11)].
As stated in Section 2.4.2, our normalized activity rate η is connected to (α/σ)2 in
[38]; in conjunction with (2.4) and [38, Equation (4.4)] for λ 1,0 = λ 0,1 = 1, we find out
that p∆ϕ+S/ε1/3, p(ϕε −ϕ)S/ε1/3 and (Sε −S)/(Sε) in our context correspond to ρ0,
ρ =−(∂ 2

x v/∂xv)ξ and −wρ =−∂ξ w/∂xv in [38, Section 4.1], respectively.
Note that according to Section 3.4, considering the risk-tolerance process R introduced

in [19] as the risk tolerance of the value function evaluated along the optimal wealth
process, the interpretation in this section also holds for the setting of Chapter 3 for general
utility functions by replacing p and η with R and η̃ , respectively.

2.5 Proof of the main results
Now, we prove Theorem 2.2.4 and assume throughout this section that Assumptions 2.2.1,
2.2.2 hold.

2.5.1 Analysis of shadow price process Sε

Let us start with the investigation of the shadow price process Sε formally derived in [20]
along with the candidate strategy ϕε .

Existence

First, we prove the existence of the candidate strategy ϕε in Theorem 2.2.4-1.
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Lemma 2.5.1. For

∆ϕ0 :=


∆ϕ

+
0 if xS > (ϕ0 +∆ϕ

+
0 )S0,

∆ϕ
−
0 if xS < (ϕ0 +∆ϕ

−
0 )S0,

xS

S0
−ϕ0 otherwise,

there exists a solution ∆ϕ to the Skorohod stochastic differential equation (SDE)

d∆ϕt =−dϕt (2.33)

with reflection at ∆ϕ−, ∆ϕ+, i.e., there exist a continuous adapted [∆ϕ−,∆ϕ+]-valued
process ∆ϕ and adapted increasing processes ϕε↑, ϕε↓ such that

ϕ
ε↑ increases only on the set {∆ϕ = ∆ϕ

−} ⊆Ω× [0,T ], (2.34)

ϕ
ε↓ increases only on the set {∆ϕ = ∆ϕ

+} ⊆Ω× [0,T ], (2.35)

and
∆ϕ =−ϕ +ϕ

ε↑−ϕ
ε↓. (2.36)

Proof. Notice that (2.33) is an SDE related to the semimartingale ϕ with constant coeffi-
cients which are obviously Lipschitz continuous with respect to ∆ϕ: the time-dependent
reflecting barriers ∆ϕ± are Lipschitz operators in the sense of [37, Definition 3.1] evalu-
ated at process ∆ϕ . Hence the assertion follows from [37, Theorem 3.3].

Let us now pass to the auxiliary shadow price process Sε proposed in [20].

Corollary 2.5.2. Let ∆ϕ,ϕε↑,ϕε↓ be as in Lemma 2.5.1 (or equivalently in Theorem 2.2.4).
Define

α :=
pcS,S

3cϕ,ϕ
, β :=

(
S
α

)1/3

= ∆ϕ
+

(
2
ε

)1/3

, γ := 3αβ
2
(

ε

2

)2/3
(2.37)

and
∆S := α∆ϕ

3− γ∆ϕ. (2.38)

Then ∆S is an Itô process with values in [−εS,εS] such that

ϕ
ε↑ increases only on the set {∆S = εS} ⊆Ω× [0,T ], (2.39)

ϕ
ε↓ increases only on the set {∆S =−εS} ⊆Ω× [0,T ]. (2.40)

Proof. Consider the function f (x,a,g) := ax3−gx. By Assumption 2.2.2, α,γ,ϕ are Itô
processes. From (2.34, 2.35, 2.36) we deduce that

d∆ϕt =−dϕt on {∆ϕ 6= ∆ϕ
±}. (2.41)
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Since
∂ f
∂x

(∆ϕ
±,α,γ) = 3α(∆ϕ

±)2− γ = 0, (2.42)

Itô’s formula yields

d∆St = d f (∆ϕt ,αt ,γt)

=−(3αt∆ϕ
2
t − γt)dϕt +3αt∆ϕtd[ϕ,ϕ]t

−3∆ϕ
2
t d[α,ϕ]t +∆ϕ

3
t dαt−∆ϕtdγt +d[γ,ϕ]t . (2.43)

In particular, ∆S is an Itô process. Moreover, (2.34, 2.35, 2.38) and f (∆ϕ±,α,γ) =∓εS
imply (2.39, 2.40).

Remark 2.5.3. For ∆ϕ and ∆S as in Lemma 2.5.1 and Corollary 2.5.2, define

ϕ
ε := ϕ +∆ϕ, Sε := S+∆S. (2.44)

Sε serves as a proxy to the so-called shadow price process which corresponds to the dual
optimizer in the market with transaction costs, cf. the process R̂P = Ẑ1/Ẑ0 in [5, Theorem
6.1]. Due to (2.39, 2.40), trading with ϕε at price Sε without friction or at the bid/ask
prices S(1± ε) are equivalent. This will be exploited in the next sections for computing
the expected utility generated by ϕε and constructing a suitable dual upper bound.

Estimation of local parameters

In order to prepare for the calculations in coming sections, as a next step we look into the
local dynamics of the shadow price process. Keeping the notations of α,β ,γ in (2.37),
we define the following sets of processes:

H b∆S
:=
{

βcS,S,αβ
2bϕ ,β 2cα,ϕ ,β 3bα ,βbαβ 2

,cαβ 2,ϕ
}
,

H c∆S,S
:=
{

αβ
2cϕ,S,β 3cα,S,βcαβ 2,S

}
,

H c∆S,∆S
:=
{

α
2
β

4cϕ,ϕ ,β 6cα,α ,β 2cαβ 2,αβ 2
}
,

H c∆S,ϕ
:=
{

αβ
2cϕ,ϕ ,β 3cα,ϕ ,βcαβ 2,ϕ

}
,

G1 := {Sbϕ}∪H c∆S,ϕ
∪
{

βb∆ : b∆ ∈H b∆S
}
,

G2 :=
{

β
2cS,S,S2cϕ,ϕ

}
∪
{

β
2c∆,∆ : c∆,∆ ∈H c∆S,∆S

}
,

G := G1∪G2.

From (2.43), the coefficients related to ∆S can be estimated as follows:
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b∆S
t = p∆ϕtc

S,S
t︸ ︷︷ ︸

=:G(1)
t

−(3αt∆ϕ
2
t − γt)b

ϕ

t −3∆ϕ
2
t cα,ϕ

t +∆ϕ
3
t bα

t −∆ϕtb
γ

t + cγ,ϕ
t︸ ︷︷ ︸

=:G(2)
t

, (2.45)

∣∣G(1)
t
∣∣≤ cst.βtc

S,S
t ε

1/3,
∣∣G(2)

t
∣∣≤ cst. ∑

b∆∈H b∆S\{βcS,S}

∣∣b∆
t
∣∣ε2/3, (2.46)

∣∣c∆S,S
t
∣∣≤ cst. ∑

c∆,S∈H c∆S,S

∣∣c∆,S
t
∣∣ε2/3, (2.47)

∣∣c∆S,∆S
t

∣∣≤ cst. ∑
c∆,∆∈H c∆S,∆S

∣∣c∆,∆
t
∣∣ε4/3 (2.48)

and

c∆S,ϕ
t =−pcS,S

t (∆ϕ
2
t − (∆ϕ

+
t )2)︸ ︷︷ ︸

=:G(3)
t

+∆ϕ
3
t cα,ϕ

t −∆ϕtc
γ,ϕ
t︸ ︷︷ ︸

=:G(4)
t

, (2.49)

∣∣G(3)
t
∣∣≤ cst.|αtβ

2
t cϕ,ϕ

t |ε2/3,
∣∣G(4)

t
∣∣≤ cst. ∑

c∆,ϕ∈H c∆S,ϕ \{αβ 2cϕ,ϕ}

∣∣c∆,ϕ
t
∣∣ε. (2.50)

Note that here and in the sequel, inequalities of the form A≤ cst.B are to be interpreted
in the sense that there exists a constant k ∈ R which does not depend on ε and such that
A≤ kB.

Actually, for the proof of Theorem 2.2.4, Condition (2.2) can be slightly weakened. We
formulate the weaker assumptions as a consequence of Condition (2.2) in the subsequent
lemma.

Lemma 2.5.4. Condition (2.2) implies

∑
g∈G

EQ

[∫ T

0
|gt |4dt

]
+EQ

[
sup

t∈[0,T ]
|ϕtSt |4 + sup

t∈[0,T ]
|βtSt |4

]
< ∞, (2.51)

∑
c∆,S∈H c∆S,S

EQ

 sup
t∈[0,T ]

∣∣∣∣∣c∆,S
t

cS,S
t

∣∣∣∣∣
16
+ ∑

b∆∈H b∆S

EQ

[∫ T

0

∣∣∣∣ b∆
t

σS
t

∣∣∣∣16

dt

]
< ∞. (2.52)

Proof. This follows from Itô’s formula, straightforward but tedious calculations and
Lemma A.2.
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2.5.2 Primal considerations
With the help of the shadow price process Sε , in this section we approximate the expected
utility generated by the candidate strategy ϕε . Here we proceed similarly to [20], in that
we develop a Taylor series expansion of the expected utility generated by ϕε in ε1/3.
Aiming for this, we first use the estimations of the local dynamics of Sε provided in the
previous section and analyze the deviation of the liquidation wealth corresponding to ϕε

from the frictionless optimal wealth process x+ϕ • S. This is done in the subsequent
lemma. The approximation relies on the basic inequalities provided in Appendix A.

Lemma 2.5.5. Assume Condition (2.2).

1. For any stopping time τ , we have

EQ

[
Xϕε ,ε

τ − (x+ϕ • Sτ)
]
= pEQ

[(
2∆ϕ

2− (∆ϕ
+)2) • [S,S]τ]+O(ε), (2.53)

EQ

[(
Xϕε ,ε

τ − (x+ϕ • Sτ)
)2
]
= EQ

[
∆ϕ

2 • [S,S]τ
]
+O(ε), (2.54)∥∥∥Xϕε ,ε − (x+ϕ • S)

∥∥∥3

S3(Q)
= O(ε). (2.55)

2. Define stopping times

τ
ε,1 := inf

{
t ∈ [0,T ] :

∣∣Xϕε ,ε
t − (x+ϕ • St)

∣∣> 1
}
, (2.56)

τ
ε,2 := inf

{
t ∈ [0,T ] :

∣∣Xϕε ,ε
t

∣∣> ε
−4/3

}
, (2.57)

τ
ε := τ

ε,1∧ τ
ε,2∧T. (2.58)

Then
Q(τε < T ) = O

(
ε

4/3) (2.59)

and limε↓0 P(τε < T ) = 0.

Proof. 1. Let τ be a stopping time and q be a natural number less than or equal to 4.
In view of (2.44), the deviation of the liquidation wealth Xϕε ,ε from x+ϕ • S can be
separated into four parts:

Xϕε ,ε − (x+ϕ • S) = ∆ϕ • S+ϕ • ∆S+∆ϕ • ∆S+
(
Xϕε ,ε − (x+ϕ

ε • Sε)
)
. (2.60)

We look into the terms in (2.60) in the following four steps.
Step 1. From (A.2, A.7) and (2.51), we get

‖∆ϕ • S‖q
Sq(Q)

≤ cst.‖∆ϕ • S‖q
Hq(Q)

≤ cst.

√
EQ

[∫ T

0

∣∣β 2
t cS,S

t
∣∣qdt

]
︸ ︷︷ ︸

<∞

ε
q/3. (2.61)
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By letting q = 2 we deduce that ∆ϕ • S is a square-integrable Q-martingale. Thus

EQ[∆ϕ • Sτ ] = 0, (2.62)

EQ
[
(∆ϕ • Sτ)

2]= EQ
[
∆ϕ

2 • [S,S]τ
]
. (2.63)

Step 2. Integration by parts yields

ϕ • ∆S = ϕ∆S−∆S • ϕ− [∆S,ϕ].

By |∆S| ≤ εS and (2.51), we have

‖ϕ∆S‖q
Sq(Q)

≤ EQ

[
sup

t∈[0,T ]
|ϕtSt |q

]
︸ ︷︷ ︸

<∞

ε
q. (2.64)

From |∆S| ≤ εS, (A.7) and (2.51), we obtain

‖∆S • ϕ‖q
Hq(Q)

≤ cst.

(
EQ

[∫ T

0
|Stb

ϕ

t |qdt
]
+

√
EQ

[∫ T

0
|S2

t cϕ,ϕ
t |qdt

])
︸ ︷︷ ︸

<∞

ε
q. (2.65)

In view of (2.49, 2.50, A.7) and (2.51), it holds that

EQ[[∆S,ϕ]τ ] =−pEQ
[(

∆ϕ
2− (∆ϕ

+)2) • [S,S]τ]+O(ε), (2.66)

‖[∆S,ϕ]‖q
Hq(Q)

≤ cst. ∑
c∆,ϕ∈H c∆S,ϕ

EQ

[∫ T

0
|c∆,ϕ

t |qdt
]

︸ ︷︷ ︸
<∞

ε
2q/3. (2.67)

Together, (2.64–2.67) then yield

EQ[ϕ • ∆Sτ ] = pEQ
[(

∆ϕ
2− (∆ϕ

+)2) • [S,S]τ]+O(ε), (2.68)

‖ϕ • ∆S‖q
Sq(Q)

= O
(
ε

2q/3). (2.69)

Step 3. From (2.45, 2.46, 2.48, A.7) and (2.51), we have

EQ[∆ϕ • ∆Sτ ] = pEQ
[
∆ϕ

2 • [S,S]τ
]
+O(ε), (2.70)

‖∆ϕ • ∆S‖q
Hq(Q)

≤ cst. ∑
b∆∈H b∆S

EQ

[∫ T

0
|βtb∆

t |qdt
]

︸ ︷︷ ︸
<∞

ε
2q/3

+ cst.

√√√√ ∑
c∆,∆∈H c∆S,∆S

EQ

[∫ T

0
|β 2

t c∆,∆
t |qdt

]
︸ ︷︷ ︸

<∞

ε
2q/3. (2.71)
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Step 4. Due to (2.39, 2.40) and Remark 2.1.2, taking (A.4, 2.51) into account, we
deduce∥∥∥Xϕε ,ε − (x+ϕ

ε • Sε)
∥∥∥q

Sq(Q)
≤ 2EQ

[
sup

t∈[0,T ]
|ϕε

t St |

]
ε + xS

ε

≤ cst.EQ

[
sup

t∈[0,T ]
|ϕtSt |q + sup

t∈[0,T ]
|βtSt |q + xS

]
︸ ︷︷ ︸

<∞

ε
q. (2.72)

Together, in view of (A.4), relations (2.60) and (2.62, 2.68, 2.70, 2.72) for q = 1 imply
(2.53). (2.60) and (2.63, 2.69, 2.71, 2.72) for q = 2 yield (2.54). (2.60) and (2.61, 2.69,
2.71, 2.72) for q = 3 lead to (2.55).

2. (2.56), Markov’s inequality, and (A.4, 2.60, 2.61, 2.69, 2.71, 2.72) yield

Q(τε,1 < T ) ≤ Q

(
sup

t∈[0,T ]

∣∣Xϕε ,ε
t − (x+ϕ • St)

∣∣> 1

)
≤

∥∥∥Xϕε ,ε − (x+ϕ • S)
∥∥∥4

S4(Q)

= O
(
ε

4/3).
Condition (2.3) implies that the Q-martingale ϕ • S is in fact square-integrable and hence
EQ[ϕ

2 • [S,S]T ]< ∞. Moreover, from (2.57), Markov’s inequality, (A.2, 2.60) and (A.7,
2.61, 2.69, 2.71, 2.72) for q = 1, we get

Q(τε,2 < T ) ≤ Q

(
sup

t∈[0,T ]

∣∣Xϕε ,ε
t

∣∣> ε
−4/3

)
≤

∥∥Xϕε ,ε
∥∥

S1(Q)
ε

4/3

≤
(
‖x+ϕ • S‖S1(Q)+

∥∥Xϕε ,ε − (x+ϕ • S)
∥∥

S1(Q)

)
ε

4/3

≤ cst.
(

1+
√

EQ [ϕ2 • [S,S]T ]+
∥∥Xϕε ,ε − (x+ϕ • S)

∥∥
S1(Q)

)
︸ ︷︷ ︸

<∞

ε
4/3.

Therefore,
Q(τε < T )≤Q(τε,1 < T )+Q(τε,2 < T ) = O(ε4/3).

Since P and Q are equivalent, Q(τε < T )→ 0 implies P(τε < T )→ 0.

Using the considerations above, we now compute the expected utility when following
strategy ϕε1[[0,τε ]] to the leading order.



2.5. PROOF OF THE MAIN RESULTS 27

Lemma 2.5.6. Suppose that Conditions (2.2, 2.3) hold. For τε as in (2.5) or equivalently
in (2.58), we have

E
[
U
(
Xϕε ,ε

τε

)]
= E[U(x+ϕ • ST )]− ypEQ

[(
(∆ϕ

+)2− 3
2

∆ϕ
2
)
• [S,S]T

]
+O(ε).

(2.73)

Proof. Let Z denote the density process of Q. Taylor expansion of U(x) =−e−px yields

U
(
Xϕε ,ε

τε

)
=U(x+ϕ • ST )+ yZT

(
Xϕε ,ε

τε − (x+ϕ • ST )
)︸ ︷︷ ︸

=:G(5)

− p
2

yZT
(
Xϕε ,ε

τε − (x+ϕ • ST )
)2︸ ︷︷ ︸

=:G(6)

+
p2

6
yZT exp

(
− pθ

(
Xϕε ,ε

τε − (x+ϕ • ST )
))(

Xϕε ,ε
τε − (x+ϕ • ST )

)3︸ ︷︷ ︸
=:G(7)

for some random θ ∈ (0,1). In view of (2.53, 2.54, 2.55), the terms G(5),G(6),G(7) are
expected to have expectation of order O(ε2/3),O(ε2/3),O(ε), respectively. We prove this
rigorously in the following steps.

Step 1: Expectation of terms G(5),G(6). Notice that

Xϕε ,ε
τε − (x+ϕ • ST ) =

(
Xϕε ,ε

τε − (x+ϕ • Sτε )
)
+(ϕ • Sτε −ϕ • ST ) (2.74)

with ∣∣∣Xϕε ,ε
τε − (x+ϕ • Sτε )

∣∣∣ (2.56)
≤ 1 (2.75)

and

EQ
[
|ϕ • Sτε −ϕ • ST |2n]≤ cst.EQ

[
|ϕ • ST |2n] (2.3)< ∞ (2.76)

for all n ∈ N, where the first inequality in (2.76) is due to the fact that |ϕ • S|2n is a
Q-submartingale. In view of (2.74), Hölder’s inequality and (2.59, 2.76, 2.75), we have∣∣∣E[G(5)]− yEQ

[
Xϕε ,ε

τε − (x+ϕ • Sτε )
]∣∣∣ ≤ yEQ

[
1{τε<T}|ϕ • Sτε −ϕ • ST |

]
≤ yQ(τε < T )

3
4 4
√

EQ [|ϕ • Sτε −ϕ • ST |4]
= O(ε) (2.77)

and ∣∣∣E[G(6)]− p
2

yEQ

[(
Xϕε ,ε

τε − (x+ϕ • Sτε )
)2
]∣∣∣

≤ cst.
(
EQ
[
1{τε<T}|ϕ • Sτε −ϕ • ST |2

]
+EQ

[
1{τε<T}|ϕ • Sτε −ϕ • ST |

])
≤ cst.Q(τε < T )

3
4 4
√

EQ [|ϕ • Sτε −ϕ • ST |8]+O(ε)

= O(ε). (2.78)
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Step 2: Expectation of the remainder term G(7). From (2.75) and (2.55), we obtain

|E[G(7)]| ≤ cst.EQ

[
exp
(
− pθ(ϕ • Sτε −ϕ • ST )

)∣∣Xϕε ,ε
τε − (x+ϕ • ST )

∣∣3]
≤ cst.EQ

[
1{τε=T}

∣∣Xϕε ,ε
T − (x+ϕ • ST )

∣∣3]︸ ︷︷ ︸
=O(ε)

+ cst.EQ

[
1{τε<T} exp

(
− pθ(ϕ • Sτε −ϕ • ST )

)∣∣Xϕε ,ε
τε − (x+ϕ • ST )

∣∣3]︸ ︷︷ ︸
=:G(8)

.

By Hölder’s inequality and (2.59) we have

G(8) ≤Q(τε < T )
3
4︸ ︷︷ ︸

=O(ε)

4

√
EQ

[
exp
(
−4pθ(ϕ • Sτε −ϕ • ST )

)∣∣Xϕε ,ε
τε − (x+ϕ • ST )

∣∣12
]
.︸ ︷︷ ︸

=:G(9)

Using again Hölder’s inequality, we get

G(9) ≤ 9/2

√
EQ

[
exp
(
− 9

2
pθ(ϕ • Sτε −ϕ • ST )

)]
︸ ︷︷ ︸

=:G(10)
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√
EQ

[∣∣Xϕε ,ε
τε − (x+ϕ • ST )

∣∣108
]

︸ ︷︷ ︸
(2.76)
< ∞

with
G(10) ≤ 9

√
EQ [exp(−9pθϕ • Sτε )] 9

√
EQ [exp(9pθϕ • ST )]︸ ︷︷ ︸

(2.3)
< ∞

.

Since ϕ • S is a Q-martingale, exp(−9pθϕ • S) is a Q-submartingale by Jensen’s inequal-
ity. Hence,

EQ[exp(−9pθϕ • Sτε )]≤ EQ[exp(−9pθϕ • ST )]
(2.3)
< ∞.

Therefore,
E[G(7)] = O(ε). (2.79)

Step 3: Further estimations. In a final step, we sum up the expectations of G(5), G(6),
G(7) estimated as above. Combining (2.77, 2.78, 2.79) with (2.53, 2.54), we obtain

E
[
U
(
Xϕε ,ε

τε

)]
= E [U(x+ϕ • ST )]− ypEQ

[(
(∆ϕ

+)2− 3
2

∆ϕ
2
)
• [S,S]τε

]
+O(ε).

Moreover, Hölder’s inequality and (2.59) yield∣∣∣∣EQ

[∫ T

τε

(
(∆ϕ

+
t )2− 3

2
∆ϕ

2
t

)
d[S,S]t

]∣∣∣∣≤ cst.Q(τε < T )
3
4︸ ︷︷ ︸

=O(ε)

4

√
EQ

[∫ T

0
|β 2

t cS,S
t |4dt

]
︸ ︷︷ ︸

(2.51)
<∞

ε
2/3.

(2.80)
This completes the proof.
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2.5.3 Dual considerations
In order to obtain an appropriate upper bound for the maximum expected utility, we
construct a dual variable based on Girsanov’s theorem. More specifically, we consider
the minimal martingale measure for the appropriately stopped process Sε relative to Q.
This martingale measure turns out to be optimal to the leading order. Throughout this
section, we keep the notations of ϕε ,∆ϕ,Sε ,∆S in (2.44), τε in (2.58) as well as all sets
of processes defined in Section 2.5.1.

Let

ρ
ε,1 := inf

{
t ∈ [0,T ] :

∣∣∣∣∣c∆S,S
t

cS,S
t

∣∣∣∣∣> 1
2

}
(2.81)

and define

Zε,Q := exp(Nε), Nε :=−
∫ ·

0
θ

ε
t dSt−

1
2

∫ ·
0
(θ ε

t )
2d[S,S]t , (2.82)

where

θ
ε :=

bSε

cSε ,S 1[[0,ρε,1]] =
b∆S

cS,S + c∆S,S 1[[0,ρε,1]]. (2.83)

Furthermore, let

ρ
ε,2 := inf

{
t ∈ [0,T ] : |Zε,Q

t −1|> 1
2

}
, (2.84)

ρ
ε := ρ

ε,1∧ρ
ε,2∧T. (2.85)

and define the “stopped” processes

ϕ
ε := ϕ

ε1[[0,τε∧ρε ]], ∆ϕ := ∆ϕ1[[0,τε∧ρε ]],

Sε := S

(
1+

∆Sτε∧ρε

Sτε∧ρε

)
, Nε := (Nε)τε∧ρε

, Zε := (Zε,Q)τε∧ρε

. (2.86)

Remark 2.5.7. By construction, Zε is a bounded Q-local martingale and hence a Q-
martingale. If Z denotes the density process of Q, the process Zε := ZZε is a P-martingale.
Integration by parts yields that ZεSε is a Q-local martingale and hence ZεSε

= ZZεSε is a
P-local martingale. Consequently, Sε is a local martingale under the probability measure
with density process Zε . Therefore, Zε corresponds to an equivalent (local) martingale
measure for Sε . It serves as a dual variable in the frictionless market at shadow price Sε .

Passing to convex duality theory, we denote by Ũ the conjugate function of U , i.e.,

Ũ(y) := sup
x∈R

(U(x)− xy), y≥ 0, (2.87)
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which satisfies −Ũ ′ = (U ′)−1. Since U(x) =−e−px, we obtain

Ũ ′(y) =
1
p

ln
y
p
, Ũ ′′(y) =

1
py

, Ũ ′′′(y) =− 1
py2 . (2.88)

Our purpose is to calculate the expected convex conjugate Ũ evaluated at the dual
variable yZε = yZZε to the leading order. Parallel to the procedure in the previous section,
we develop a Taylor series expansion of E[Ũ(yZε)] in ε1/3. Since Zε is expected to
approach the frictionless dual optimizer Z for ε near 0, this will be accomplished by
looking into the deviation of Zε from Z and applying the frictionless duality theory linking
yZ to ϕ . This is done in the subsequent two lemmas.

Lemma 2.5.8. Assume Condition (2.2).

1. For Zε defined by (2.82, 2.86), we have

EQ

[
(Zε

T −1)2
]
= p2EQ

[
∆ϕ

2 • [S,S]T
]
+O(ε), (2.89)

EQ

[
|Zε

T −1|3
]
= O(ε). (2.90)

2. For ρε defined in (2.85), it holds that

Q(ρε < T ) = O
(
ε

4/3). (2.91)

Proof. Note that on {ρε ≥ t}, (2.45, 2.46, 2.47, 2.81, 2.83) yield

θ
ε
t σ

S
t = p∆ϕtσ

S
t +

b∆S
t σS

t

cS,S
t + c∆S,S

t
− p∆ϕtσ

S
t︸ ︷︷ ︸

=:G(12)
t

(2.92)

with

|θ ε
t σ

S
t | ≤ cst. ∑

b∆∈H b∆S

∣∣∣∣ b∆
t

σS
t

∣∣∣∣ε1/3, |p∆ϕσ
S| ≤ cst.βσ

S
ε

1/3, (2.93)

∣∣G(12)
t
∣∣≤ cst. ∑

b∆∈H b∆S

∣∣∣∣ b∆
t

σS
t

∣∣∣∣
1+ ∑

c∆,S∈H c∆S,S

∣∣∣∣∣c∆,S
t

cS,S

∣∣∣∣∣
ε

2/3. (2.94)

From (2.84) and Taylor expansion of x 7→ ex, we obtain

Zε −1 =−p∆ϕ • S+(Nε
+ p∆ϕ • S)+G(13) with

∣∣G(13)∣∣≤ 3
4
|Nε |2. (2.95)
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1. From (2.95), (A.4) for q = 2, (A.2) for q = 2,4, (2.92, 2.93, 2.94, A.7), the
Cauchy-Schwarz inequality and (2.52), we deduce that

EQ

[
(Zε

T −1+ p∆ϕ • ST )
2
]
≤ cst.‖Nε

+ p∆ϕ • S‖2
H2(Q)+ cst.‖Nε‖4

H4(Q)

≤ cst. ∑
m=1,2

∑
n=1,2

 ∑
b∆∈H b∆S

EQ

[∫ T

0

∣∣∣∣ b∆
t

σS
t

∣∣∣∣8m

dt
] 1

2n

︸ ︷︷ ︸
<∞

×

1+ ∑
c∆,S∈H c∆S,S

EQ

[∫ T

0

∣∣∣∣c∆,S
t

cS,S
t

∣∣∣∣8m

dt
] 1

2n

︸ ︷︷ ︸
<∞

ε
4/3. (2.96)

Combined with (2.63) and the Cauchy-Schwarz inequality, this yields (2.89). Analogously,
from (2.95), (A.4) for q = 3, (A.2) for q = 3,6, (2.92, 2.93, A.7) and (2.52), we get

EQ

[
|Zε

T −1|3
]
≤ cst.‖Nε‖3

H3(Q)+ cst.‖Nε‖6
H6(Q)

≤ cst. ∑
m=1,2

∑
n=1,2

 ∑
b∆∈H b∆S

EQ

[∫ T

0

∣∣∣∣ b∆
t

σS
t

∣∣∣∣6m

dt

] 1
2n

︸ ︷︷ ︸
<∞

ε.

2. By (2.81), Markov’s inequality, (2.47), (A.4) for q = 2 and (2.52), it holds that

Q(ρε,1 < T )≤ 4

∥∥∥∥∥c∆S,S
t

cS,S
t

∥∥∥∥∥
2

S2(Q)

≤ cst. ∑
σ∆∈H c∆S,S

∥∥∥∥∥c∆,S
t

cS,S
t

∥∥∥∥∥
2

S2(Q)︸ ︷︷ ︸
<∞

ε
4/3. (2.97)

Further, notice that

Q(ρε,2 < T ) = Q({ρε,2 < T}∩{ρε,2 < ρ
ε,1})+Q(ρε,1 ≤ ρ

ε,2 < T ),

where

Q(ρε,1 ≤ ρ
ε,2 < T )≤Q(ρε,1 < T )

(2.97)
= O

(
ε

4/3).
From (2.84), Markov’s inequality, (A.2) for q = 6, (2.92, 2.93, A.7) and (2.52), we deduce
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that

Q
(
{ρε,2 < T}∩{ρε,2 < ρ

ε,1}
)
≤ Q

(
∃t ≤ T : |Zε,Q

t −1|> 1
2

)
≤ Q

(
∃t ≤ T : |Nε

t |> ln
3
2

)
≤ cst.EQ

[
sup

t∈[0,T ]
|Nε

t |6
]

≤ cst.‖Nε‖6
H6(Q)

≤ cst. ∑
n=1,2

(
∑

b∆∈H b∆S

EQ

[∫ T

0

∣∣∣∣ b∆
t

σS
t

∣∣∣∣12

dt

]
︸ ︷︷ ︸

<∞

) 1
2n

ε
2.

Together, (2.91) follows.

Now, let us apply the conjugate relation connecting the frictionless primal and dual
optimizers ϕ and yZ, respectively, and gather the above considerations to draw the
following conclusion.

Lemma 2.5.9. Under Condition (2.2), we have

E
[
Ũ(yZT Zε

T )
]
+ xy = E[U(x+ϕ • ST )]− ypEQ

[(
(∆ϕ

+)2− 3
2

∆ϕ
2
)
• [S,S]T

]
+O(ε).

(2.98)

Proof. By (2.88), Taylor expansion of Ũ yields

Ũ(yZT Zε

T ) = Ũ(yZT )+Ũ ′(yZT )yZT (Z
ε

T −1)︸ ︷︷ ︸
=:G(14)

+
1
2

Ũ ′′(yZT )(yZT )
2(Zε

T −1)2︸ ︷︷ ︸
=:G(15)

− 1
6p

(
1+θ(Zε

T −1)
)−1

yZT (Z
ε

T −1)3︸ ︷︷ ︸
=:G(16)

for some random θ ∈ (0,1). Due to the optimality of ϕ and yZT as well as by the
conjugate relation (cf. [34, Theorem 2.2]), we conclude

E[Ũ(yZT )] = E[U(x+ϕ • ST )]− xy, (2.99)

−Ũ ′(yZT ) = x+ϕ • ST , (2.100)

Ũ ′′(yZT )(yZT )
2 =

1
p

yZT , (2.101)
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and ϕ • S is a Q-martingale, i.e.,

EQ[x+ϕ • ST ] = x. (2.102)

Step 1. By means of the above conjugate relations, we now calculate the expectation
of the first two terms G(14),G(15) in the Taylor expansion of Ũ . (2.100, 2.102) yield

E
[
G(14)

]
= yEQ [x+ϕ • ST ]− xy︸ ︷︷ ︸

=0

−yEQ

[
Zε

T (ϕ • ST )
]

and

−EQ

[
Zε

T (ϕ • ST )
]
=−EQ

[
Zε

T (ϕ
ε • Sε

T )
]
+EQ

[
ϕ

ε • Sε

T −ϕ • ST

]
+EQ

[
(Zε

T −1)(ϕε • Sε

T −ϕ • ST )
]
.

Note that Zε
(ϕε • Sε

) is a Q-local martingale, cf. Remark 2.5.7. (2.84, 2.72, 2.57) and
(2.51) yield

∥∥∥Zε
(ϕε • Sε

)
∥∥∥

S1(Q)
≤ cst.

(
ε
−4/3 +EQ

[
sup

t∈[0,T ]
|ϕtSt |+ sup

t∈[0,T ]
|βtSt |

])
< ∞,

which implies that Zε
(ϕε • Sε

) is a uniformly integrable Q-martingale and hence

EQ[Z
ε

T (ϕ
ε • Sε

T )] = 0.

(2.62, 2.68, 2.70, 2.77) in conjunction with (2.59, 2.91) and the argument in (2.77) yield

EQ

[
ϕ

ε • Sε

T −ϕ • ST

]
= pEQ

[(
2∆ϕ

2− (∆ϕ
+)2) • [S,S]τε∧ρε

]
+O(ε).

Further, we have

EQ

[
(Zε

T −1)(ϕε • Sε

T −ϕ • ST )
]

= EQ

[
(Zε

T −1)(∆ϕ • ST )
]

︸ ︷︷ ︸
=:G(17)

+EQ

[
(Zε

T −1)(ϕε • ∆ST +ϕ • Sτε∧ρε −ϕ • ST )
]

︸ ︷︷ ︸
=:G(18)

.

From (2.63), the Cauchy-Schwarz inequality and (2.96), we conclude

G(17) =−pEQ
[
(∆ϕ • ST )

2]+EQ

[
(Zε

T −1+ p∆ϕ • ST )(∆ϕ • ST )
]

=−pEQ
[
∆ϕ

2 • [S,S]T
]
+O(ε).



34 CHAPTER 2. EXPONENTIAL UTILITY

By the Cauchy-Schwarz inequality, (2.84) and (2.89), using (2.69, 2.71, A.4) for q = 2
and combining the argument in (2.77) with (2.91), it follows that

|G(18)| ≤ cst.
√

EQ

[
(Zε

T −1)2
]√

EQ
[
(ϕε • ∆ST )2

]
+ cst.EQ

[
1{τε∧ρε<T}|ϕ • Sτε∧ρε −ϕ • ST |

]
= O(ε).

Together, we obtain

E
[
G(14)

]
= ypEQ

[(
∆ϕ

2− (∆ϕ
+)2) • [S,S]τε∧ρε

]
+O(ε). (2.103)

Moreover, (2.101) and (2.89) yield

E
[
G(15)

]
=

y
2p

EQ

[
(Zε

T −1)2
]
=

yp
2

EQ
[
∆ϕ

2 • [S,S]T
]
+O(ε). (2.104)

Step 2. let us pass to the remainder term G(16). By (2.84) and (2.90), we have∣∣∣E[G(16)
]∣∣∣≤ cst.EQ

[
|Zε

T −1|3
]
= O(ε). (2.105)

Step 3. Finally, from (2.99, 2.103, 2.104, 2.105) we obtain

E
[
Ũ(yZT Zε

T )
]
+ xy

= E [U(x+ϕ • ST )]− ypEQ

[(
(∆ϕ

+)2− 3
2

∆ϕ
2
)
• [S,S]τε∧ρε

]
+O(ε).

Combining this with (2.91) and the argument in (2.80), the assertion follows.

2.5.4 Optimality
Having calculated both the primal and dual value of the optimization problem related to
the approximate shadow price, recalling the link and equivalence stated in Remark 2.5.3,
we are now able to prove the leading-order optimality of the candidate strategy ϕε .

Lemma 2.5.10. Under Assumption 2.2.3, we have

sup
ψ∈A ε (xB,xS)

E
[
U(Xψ,ε

T )
]
= E

[
U
(
Xϕε ,ε

τε

)]
+O(ε).

Proof. Take an arbitrary admissible trading strategy ψ ∈A ε(xB,xS) and let Sε , Zε be as
in (2.86). Since Sε has values in [(1− ε)S,(1+ ε)S], we have

x+ψ • Sε ≥ Xψ,ε ≥−K a.s. (2.106)
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for some K ∈ R+. Recalling Remark 2.5.7, Zε
(x+ψ • Sε

) is a Q-local martingale and
hence a Q-supermartingale by (2.106). Therefore,

EQ

[
Zε

T (x+ψ • Sε

T )
]
≤ x. (2.107)

Together, we conclude

E
[
U(Xψ,ε

T )
] (2.106)

≤ E
[
U(x+ψ • Sε

T )
]

(2.87)
≤ E

[
Ũ(yZT Zε

T )
]
+ yEQ

[
Zε

T (x+ψ • Sε

T )
]

(2.107)
≤ E

[
Ũ(yZT Zε

T )
]
+ xy

Lemma 2.5.9
= E [U(x+ϕ • ST )]

− ypEQ

[(
(∆ϕ

+)2− 3
2

∆ϕ
2
)
• [S,S]T

]
+O(ε)

Lemma 2.5.6
= E

[
U(Xϕε ,ε

τε )
]
+O(ε).

Since ϕε1[[0,τε ]] ∈A ε(xB,xS) by definition, this proves the assertion.

Finally, we apply the ergodic argument in Section 4.3 in order to express the minimum
utility loss caused by transaction costs in terms of ∆ϕ+ rather than both ∆ϕ+ and ∆ϕ , cf.
(2.73, 2.98).

Corollary 2.5.11. Under Assumption 2.2.3, we have

sup
ψ∈A ε (xB,xS)

E
[
U(Xψ,ε

T )
]
= E [U(x+ϕ • ST )]−

yp
2

EQ
[
(∆ϕ

+)2 • [S,S]T
]
+o
(
ε

2/3)
and hence

sup
ψ∈A ε (xB,xS)

CE(Xψ,ε
T ) = CE(x+ϕ • ST )−

p
2

EQ
[
(∆ϕ

+)2 • [S,S]T
]
+o
(
ε

2/3).
Proof. The proof relies on the ergodic property of reflected Brownian motion stated in
Section 4.3. More specifically, we are aiming to apply Lemma 4.3.4 to our context with
(∆ϕ,K,L,∆Y ) on (Ω,P) in Section 4.3 corresponding to (∆ϕ,(∆ϕ+/ε1/3)2cS,S,0,0) on
(Ω,Q) in the present setting. We therefore verify Assumption 4.2.1 and Condition (4.17).
Note that our strategy ϕε characterized by (2.33, 2.34, 2.35) corresponds to the process
ϕδ following the dynamics of (4.1, 4.2, 4.3) for δ , (ε/2)1/3, ∆Φ , 0, β , β . Hence it
suffices to show that Condition (2.2) implies∥∥∥∥∥cβ ,β

cϕ,ϕ

∥∥∥∥∥
S1(Q)

+

∥∥∥∥βbϕ

cϕ,ϕ

∥∥∥∥
S1(Q)

+

∥∥∥∥∥βbβ

cϕ,ϕ

∥∥∥∥∥
S1(Q)

+EQ

[∫ T

0
β

2
t cS,S

t dt
]
< ∞,
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which follows from Itô’s formula applied to ϕ = π/S and β = 3cϕ,ϕ/(pcS,S)S and
Lemma A.2. Therefore, Lemma 4.3.4 can be applied, which yields

EQ
[
∆ϕ

2 • [S,S]T
]
=

1
3

EQ
[
(∆ϕ

+)2 • [S,S]T
]
+o
(
ε

2/3). (2.108)

The assertion in turn is a consequence of Lemma 2.5.10 in conjunction with (2.73, 2.108)
and Taylor expansion of y 7→ − 1

p ln(−y) at E [U(x+ϕ • ST )].



Chapter 3

General Utility

In order to continue the study on the utility maximization problem addressed in the
introduction, this chapter provides a rigorous proof of the main results of Kallsen and
Muhle-Karbe [19] concerning an explicit leading-order optimal trading-consumption
policy and the associated welfare under small proportional transaction costs. Here, a
market with one risky asset modelled by a general Itô process and utility functions on
R+ with bounded relative risk aversion are considered. Assuming the existence of the
generalized risk-tolerance process introduced in [19], we apply the duality theory of
[22, 5] in order to obtain a parallel theorem to Theorem 2.2.4.

The procedure here resembles that in Chapter 2. Constructing a suitable dual variable
to the frictionless market at an auxiliary shadow price enables us to find an upper bound
to the original optimization problem matching the expected utility generated by the
proposed candidate strategy in [19] to the leading order, which obviously yields the
desired approximate optimality. In contrast to Chapter 2, however, the concerned dual
variable is in general not necessarily the minimal martingale measure for the shadow
price. Instead, it depends on the generalized risk-tolerance process introduced in [19].
The existence of such a generalized risk-tolerance process is not proved here. Since we
are dealing with general utility functions, our rigorous proof also relies on some convex
analytical considerations by Kramkov and Sîrbu [25] assuming a bounded relative risk
aversion. The literature related to the subject of this chapter is provided in Chapter 1.

In the subsequent section, we recall the setup and address the utility maximization
problem allowing for intermediate consumption. The main results are stated in Section
3.2. In Section 3.3 we verify the regularity conditions required in the main theorem
for logarithmic utility in a model with general Itô process as well as power utility in a
stochastic volatility model with conditionally independent increments. In Section 3.4 we
compare our assumptions on the frictionless parameters to the requirements of the recent
work by Soner and Touzi [38] dealing with the same issue in a Markovian framework.
The proof of the main theorem is split up in several steps provided in Section 3.5.

Throughout this chapter E (H) := exp
(
H− 1

2 [H,H]
)

denotes the stochastic exponen-

37
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tial with respect to an Itô process H; and It := t stands for the identity process.

3.1 The market model
Let us fix a finite time horizon T ∈ (0,∞). Our financial market consists of one riskless
asset (bond) with price normalized to 1 and one risky asset (stock) with price modelled
by a general positive Itô process defined on a filtered probability space (Ω,F ,F,P):

dSt = bS
t dt +σ

S
t dWt ,

where W is a one-dimensional standard Brownian motion and bS, σS are predictable
processes with ∫ T

0
|bS

t |+(σS
t )

2dt < ∞ a.s.

For ε ∈ (0,1), the stock is supposed to be traded with proportional transaction costs εS.
The price processes (1− ε)S and (1+ ε)S for buying and selling one share are called the
bid- and ask-price, respectively.

Definition 3.1.1. 1. A trading strategy (ψ0,ψ) is considered to be a two-dimensional
predictable process of finite variation with ψ0

t and ψt representing the number of
shares held in the bank account and in stock at time t, respectively. The consumption
rate k is a non-negative adapted process satisfying

∫ T

0
ktdt < ∞ a.s.

2. A trading-consumption policy (ψ0,ψ,k) is called self financing if

dψ
0
t = (1− ε)Stdψ

↓
t − (1+ ε)Stdψ

↑
t − ktdt.

Here, ψ
↑
t and ψ

↓
t stand for the number of shares bought and sold by time t, respec-

tively. Mathematically, ψ↑, ψ↓ are increasing processes which do not increase at
the same time and such that ψ = ψ↑−ψ↓. In the sequel, a self-financing trading-
consumption policy (ψ0,ψ,k) for given initial value ψ0

0 is identified with (ψ,k)
for simplification of the notation.

3. In order to value a self-financing portfolio/consumption pair (ψ,k), we consider
the liquidation wealth process defined as

Xε (ψ,k) := ψ
0 +ψS−|ψ|Sε.
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4. We call a self-financing portfolio/consumption pair (ψ0,ψ) admissible for initial
wealth (xB,xS) ∈ R2 in the bank account and the stock, respectively, and write

(ψ,k) ∈A ε(xB,xS)

if xB = ψ0
0 , xS = ψ0S0, and if the related liquidation wealth is positive, i.e.,

Xε (ψ,k)> 0.

Let U ∈ {U1 (t, ·) for t ∈ [0,T ) ,U2} be our utility function which is defined on the
positive real line, strictly concave, strictly increasing and continuously differentiable. Our
purpose is to maximize the expected utility from consumption and terminal wealth, i.e.,
to find

argsup
(ψ,k)∈A ε(xB,xS)

E
[∫ T

0
ιU1 (t,kt)dt +U2 (Xε

T (ψ,k))
]
,

where1 ι ∈ {0,1} (the mapping t 7→U1(t, ·) is considered to be measurable). We also
consider the minimum certainty equivalent loss ∆CEε which refers to the initial capital
necessary to balance the effect of transaction costs. Mathematically, ∆CEε is defined
implicitly by

sup
(ψ,k)∈A ε(xB,xS)

E
[∫ T

0
ιU1 (t,kt)dt +U2 (Xε

T (ψ,k))
]

(3.1)

= sup
(ψ,k)∈A 0(xB+xS−∆CEε)

E
[∫ T

0
ιU1 (t,kt)dt +U2(xB + xS−∆CEε +ψ • ST − k • IT )

]
,

where A 0 (z) denotes the set of admissible investment-consumption strategies (ψ,k)
with initial capital z in the frictionless market in the sense of Karatzas and Žitković [22],
that is, ψ is a predictable, S-integrable process and k is non-negative adapted such that
z+ψ • S− k • I ≥ 0.

3.2 Main results
This section contains the main theorem of this chapter which states the approximate
optimality of the candidate trading-consumption policy proposed in [19]. In order to
provide a rigorous proof, we impose the following regularity conditions on the frictionless
market.

1Throughout this chapter, we use the convention that ιΘ = 0 for ι = 0 if the object Θ is not well defined
in case of ι = 0.
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Assumption 3.2.1. Let U ∈ {U1 (t, ·) for t ∈ [0,T ) ,U2}. As in [25, Assumption 1], the
relative risk aversion is assumed to be bounded, that is,

−U ′′ (x)x
U ′ (x)

∈ (a1,a2) for some a1,a2 > 0 and all x > 0. (3.2)

Let x := xB + xS denote the initial wealth before liquidation. Suppose that the fric-
tionless price process S allows for an equivalent local martingale measure (EMM) and
the value function of the frictionless utility maximization problem has finite value in x.
According to Kramkov and Sîrbu [25, Lemma 3], utility functions with bounded relative
risk aversion fulfill both the Inada conditions and the requirement that the asymptotic
elasticity of U is strictly less than one. Then by Karatzas and Žitković [22, Theorem
3.10], there exist a predictable S-integrable process ϕ , a non-negative adapted process
κ and a finitely additive measure Q with regular part Qr (cf. [22, Proposition 2.1] for
accurate definition) such that

ι
d
(
Q|Ft

)r

dP|Ft

= ι
U ′1 (t,κt)

y
, t ∈ [0,T ) ,

dQr

dP
=

U ′2 (x+ϕ • ST −κ • IT )

y

with
ιy = ιE[U ′1(t,κt)], y = E[U ′2(x+ϕ • ST −κ • IT )],

where (ϕ,κ) interpreted as number of shares and consumption rate, respectively, is the
optimal solution to the frictionless counterpart of the above utility maximization problem
and Q minimizes the related dual problem.

Assumption 3.2.2. We suppose that the dual optimizer Q to the frictionless utility maxi-
mization of consumption and terminal wealth is an equivalent local martingale measure
(EMM) and thus Qr = Q.

In the sequel, the density process of Q is denoted by Z. For any Itô process X , we
write bX and cX ,X for its local Q-drift and quadratic variation, respectively, i.e.,

dXt = bX
t dt +dMX ,Q

t , cX ,X
t :=

d[X ,X ]t
dt

,

where MX ,Q is a continuous Q-local martingale starting in 0. For Itô processes X and Y ,
their local covariation is denoted by

cX ,Y
t :=

d[X ,Y ]t
dt

.

The local drift rate of Itô process X relative to P rather than Q is written as bX ,P.
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Assumption 3.2.3. We assume the existence of the risk-tolerance process R in [19], that
is, a positive Itô process R satisfying

bR =
1
R

(
cR,R−

(
cR,S)2

cS,S

)
− r, RT =−

U ′2 (x+ϕ • ST −κ • IT )

U ′′2 (x+ϕ • ST −κ • IT )
(3.3)

(cf. [19, Equation (B.15)]), where r stands for the risk tolerance with respect to the current
consumption:

rt :=−ι
U ′1 (t,κt)

U ′′1 (t,κt)

for t ∈ [0,T ). In line with [19], we also define the sensitivity parameters

ϕ
′ :=

cR,S

RcS,S , κ
′ :=

r
R

and suppose that ϕ ′ is an Itô process.

In case of ι = 0 and bR = 0, R coincides with the risk-tolerance wealth process in [26,
Definition 2] which exists either if the market is complete or if the utility function is of
power or exponential type, cf. [26, Remark 4]. Applying the Galtchouk-Kunita-Watanabe
decomposition to the Q-local martingale part of R, we obtain

dRt = bR
t dt +

cR,S
t

cS,S
t

dSt +dR⊥t ,

where R⊥ is a Q-local martingale with
[
R⊥,S

]
= 0. In particular, it holds that

cR,R⊥ = cR⊥,R⊥ = R(bR + r).

According to [19], the parameters ϕ ′ and κ ′ model the sensitivity of the frictionless
optimal trading and consumption rate to the current wealth, respectively.

Assumption 3.2.4. The frictionless optimizer ϕ and the activity rate

ρ :=
cϕ,ϕ

cS,S

are assumed to be well-defined Itô processes. Moreover, we suppose that cϕ,ϕ > 0.

Due to the nature of the utility functions which we are dealing with and for the sake
of interpretation in concrete models, we introduce the following normalized processes:

• the stock return process Y with dSt = StdYt ,

• the frictionless optimal wealth process X (ϕ,κ) := x+ϕ • S−κ • I,
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• the risky fraction π := ϕS
R ,

• the normalized activity rate

η :=
3ρS4

2R2 =
3
2

(
π

2 +
π2cR,R

R2cY,Y +
cπ,π

cY,Y −
2π2cY,R

RcY,Y −
2πcY,π

cY,Y +
2πcR,π

RcY,Y

)
.

Assumption 3.2.5. We assume that

EQ

[
sup

t∈[0,T ]
|Ht |n

]
+EQ

[
sup

t∈[0,T ]
U ′2 (Xt (ϕ,κ))

8

]
+EQ

[
sup

t∈[0,T ]
Z±8

t

]

+EQ

[
sup

t∈[0,T ]
|ιU1 (t,κt)|4

]
+EQ

[
sup

t,s∈[0,T )

∣∣∣∣ιU1

(
t,

Xs (ϕ,κ)

4T

)∣∣∣∣4
]
< ∞ (3.4)

for any n ∈ N and any H ∈H1∪H2, where

H1 :=
{

π,η±1,bπ ,bη ,
(
cY,Y)±1

,cπ,π ,cη ,η ,R±1,bR,cR,R,Sbϕ ′,S2cϕ ′,ϕ ′, ιr±1
}
,

H2 :=

{
X(ϕ,κ)±1,

[
E

(
ϕ
′ • S−κ

′ • I− 1
R
• R+

1
R2

• [R,R]
)]±1

,

[
E

(
− 1

R
• R⊥

)]±1
}
.

Further, the process cϕ,ϕ is assumed to have continuous paths.

The subsequent theorem presents the main results of this chapter concerning the gen-
eral structure of leading-order utility maximization under small proportional transaction
costs. It parallels Theorem 2.2.4 of the previous chapter for exponential utility.

Theorem 3.2.6. Suppose that Assumptions 3.2.1, 3.2.2, 3.2.3, 3.2.4, 3.2.5 hold. Let

∆ϕ
± :=±

(
3
2

RρSε

)1/3

=±(ηε)1/3R
S

.

1. There exist continuous adapted processes ϕε ,κε with

ϕ
ε = ϕ +ϕ

′ ((ϕε −ϕ) • S− (κε −κ) • I)+∆ϕ = ϕ
ε↑−ϕ

ε↓,

κ
ε = κ +κ

′ ((ϕε −ϕ) • S− (κε −κ) • I) ,

where

ϕ
ε
0 =


ϕ0 +∆ϕ

+
0 if xS > (ϕ0 +∆ϕ

+
0 )S0,

ϕ0 +∆ϕ
−
0 if xS < (ϕ0 +∆ϕ

−
0 )S0,

xS/S0 otherwise,

∆ϕ takes values in [∆ϕ−,∆ϕ+], and ϕε↑, ϕε↓ are increasing process such that

ϕ
ε↑ increases only on the set

{
∆ϕ = ∆ϕ

−}⊆Ω× [0,T ] ,

ϕ
ε↓ increases only on the set

{
∆ϕ = ∆ϕ

+
}
⊆Ω× [0,T ] .
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2. In order to ease the notation, let (ϕε ,κε) represent the unique self-financing trading-
consumption policy (ψ0,ψ,k) with ψ0

0 = xB, ψ0S0 = xS, (ψt ,kt) = (ϕε ,κε) for
t ∈ (0,T ]. Define

τ
ε := inf

{
t ∈ [0,T ] :

∣∣∣∣Xε
t (ϕε ,κε)−Xt (ϕ,κ)

Xt (ϕ,κ)

∣∣∣∣> 1
2

or ι

∣∣∣∣κε
t −κt

κt

∣∣∣∣> 1
2

}
∧T.

(3.5)
Then P(τε = T )→ 1 as ε → 0. Moreover, setting

ϕ̃
ε := ϕ

ε1[[0,τε ]], κ̃
ε := κ

ε1[[0,τε ]]+
Xτε (ϕ,κ)

4T
1]]τε ,T ]], (3.6)

(ϕ̃ε , κ̃ε) is an admissible utility-maximizing portfolio/consumption pair to the
leading order O(ε2/3), i.e.,

sup
(ψ,k)∈A ε(xB,xS)

E
[∫ T

0
ιU1 (t,kt)dt +U2 (Xε

T (ψ,k))
]

= E
[∫ T

0
ιU1 (t, κ̃ε

t )dt +U2 (Xε
T (ϕ̃

ε , κ̃ε))

]
+o(ε2/3).

(Analogously, (ϕ̃ε , κ̃ε) stands for the portfolio/consumption pair (ψ,k)∈A ε
(
xB,xS)

with (ψt ,kt) = (ϕ̃ε
t , κ̃

ε
t ) for t ∈ (0,T ].)

3. The minimum certainty equivalent loss amounts to

∆CEε =
1
2

EQ

[
(∆ϕ+)

2

R
• [S,S]T

]
+o(ε2/3).

Proof. As in Chapter 2, the proof is done in several steps in Section 3.5. The existence
of our candidate portfolio/consumption pair (ϕε ,κε) is related to a multi-dimensional
Skorohod problem (cf. Lemma 3.5.2). The utility generated by (ϕ̃ε , κ̃ε) is approximated
by means of an auxiliary shadow price process Sε , exploiting the equivalence of following
strategy ϕε in the market with transaction costs and in the frictionless market at price Sε

(cf. Corollary 3.5.3 and Section 3.5.2). The optimality of (ϕ̃ε , κ̃ε) relies on some dual
considerations (cf. Section 3.5.3) as well as the ergodic property of reflected Brownian
motion stated in Chapter 4 (cf. Section 3.5.4).

Note that the stopping argument in (3.5, 3.6) is essential for our approach. Focusing
on utility functions defined on R+, we follow the trading and consumption policy (ϕε ,κε)
only by time τε in order to prevent negative wealth. In addition, up to τε , the losses are
bounded so that some convex analytical considerations of Kramkov and Sîrbu [25] can be
applied to our context (cf. Lemma 3.5.7 and Lemma 3.5.10 for more details).

According to Theorem 3.2.6, it is to the leading order optimal to keep the number
of shares ϕε within a random corridor called no-trade region at a half-width of ∆ϕ+.



44 CHAPTER 3. GENERAL UTILITY

In general, the midpoint of the corridor refers to the frictionless optimizer ϕ with an
offset accounting for the wealth effect of the past transaction costs expressed in terms of
ϕ ′((ϕε −ϕ) • S− (κε −κ) • I). Note that from the self-financing restriction, we have

Xε (ϕε ,κε)−X (ϕ,κ) = (ϕε −ϕ) • S− (κε −κ) • I− εS • (ϕε↑+ϕ
ε↓)− ε |ϕε |S;

thus to the leading order, (ϕε −ϕ) • S− (κε −κ) • I can be calculated by the loss in liqui-
dation wealth Xε (ϕε ,κε)−X (ϕ,κ) plus the incurred transaction costs εS •

(
ϕε↑+ϕε↓).

For a general asymptotic analysis of the trading volume and transaction costs related to
“aisle-type” strategies like ϕε , the reader is referred to Chapter 4.

3.3 Examples
In order to present applications of Theorem 3.2.6, in this section we consider some
concrete models and specific utility functions such that the frictionless optimizer (ϕ,κ) is
known explicitly.

3.3.1 Logarithmic utility
Let U1 (t, ·) := e−δ t ln(·) for all t ∈ [0,T ), U2 := ln for some δ ∈R+. Consider the model
with stock price S determined by

dSt = St (btdt +σtdWt) ,

where W is a standard Brownian motion and the processes b,σ are continuous, bounded
and bounded away from 0. We assume additionally that the local P-drift and quadratic
variation of σ ,b are bounded. Further, setting π := b/σ2, the processes cπ,π ,cπ,W are
assumed to be continuous.

Standard martingale method (cf. e.g. [11, Theorem 3.1, Example 4.2]) yields that the
Merton proportion for the frictionless problem equals

ϕtSt

Xt (ϕ,κ)
=

bt

σ2
t

for all t ∈ [0,T ]

and the corresponding dual optimizer is the minimal EMM with density process

Z = E

(
− b

σ
•W
)
.

Therefore, the frictionless optimal consumption rate and wealth process are of the form

κt =
ιe−δ t

ι
(
1− 1

δ
e−δT

)
+1

xE
(

b
σ
•W Q

)
t
,
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Xt (ϕ,κ) =
ι

(
1
δ

e−δ t− 1
δ

e−δT
)
+1

ι
(
1− 1

δ
e−δT

)
+1

xE
(

b
σ
•W Q

)
t
,

respectively, where W Q := W +
∫ .

0(bt/σt)dt is a standard Brownian motion under the
measure Q. Since −U ′′(x)x/U ′(x) = 1 for U ∈ {U1 (t, ·) for t ∈ [0,T ) ,U2} and all x > 0,
the risk-tolerance process R and the risk tolerance with respect to the consumption rate
read as

R = X (ϕ,κ) , r = ικ,

respectively. Hence by definition, we have

π =
b

σ2 , η =
3
2

(
π

2 (1−π)2−2π (1−π)
cπ,Y

cY,Y +
cπ,π

cY,Y

)
,

κ
′ =

κ

X (ϕ,κ)
, ϕ

′ =
ϕ

X (ϕ,κ)
=

b
σ2S

, bR =−r, R⊥ = 0,

and

ϕ
′ • S−κ

′ • I− 1
R
• R+

1
R2

• [R,R] = π • Y −π • Y +
(
πϕ
′S
)
• [Y,Y ] =

b2

σ2
• I.

Together, using Itô’s formula and due to the boundedness assumptions on b,σ , it can be
shown that all processes in Condition (3.4) are either bounded or in form of

H exp
(

H •W Q
)

with bounded H,H.

Note that if the processes H,H are bounded by m ∈ R+, it holds for any n ∈ N that

EQ

[
sup

t∈[0,T ]

∣∣∣Ht exp
(

H •W Q
t

)∣∣∣n]≤ mnEQ

[
sup

t∈[0,T ]
E
(

nH •W Q
)

t︸ ︷︷ ︸
=:Mt

]
exp
(

nm2T
2

)
. (3.7)

By boundedness of H, the process M in (3.7) is an L2-martingale under measure Q; Doob’s
quadratic inequality yields that it is a uniformly integrable Q-martingale. Therefore,
Assumptions 3.2.1, 3.2.2, 3.2.3, 3.2.4, 3.2.5 are fulfilled. Then from Theorem 3.2.6, the
no-trade bounds are given by

∆ϕ
±
t St

Xt (ϕ,κ)
=±(ηtε)

1/3 for all t ∈ [0,T ]

and the certainty equivalent loss is equal to

1
2

EQ

[∫ T

0
Xt (ϕ,κ)η

2
t σ

2
t dt
]

ε
2/3 +o(ε2/3).
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3.3.2 Power utility
We now focus on the problem without consumption with utility function of power type,
i.e., ι = 0, U2 (x) = x1−p/(1− p) for some p ∈ R+ \ {0,1}. Consider the following
stochastic volatility model:

dSt = St

(
b(Ỹt)dt +σ(Ỹt)dWt

)
, (3.8)

where the functions b,σ : R−→ R are continuous, Ỹ stands for an Itô process which is
independent of the Brownian motion W . Here, we suppose that the filtration is generated
by W and Ỹ .

Proposition 3.3.1. Let us assume that the stochastic volatility model (3.8) fulfills the
following requirements:

• the processes b(Ỹ ), σ(Ỹ ) are bounded and bounded away from 0,

• letting

π :=
b(Ỹ )

σ(Ỹ )2
, η :=

3
2

(
π

2 (1−π)2 +
cπ,π

cY,Y

)
, (3.9)

the processes π and η are Itô processes with bounded coefficients bπ,P,cπ,π ,bη ,P,cη ,η

and continuous cπ,π ,

• defining

Z̃t := E
[

exp
(
−1

2

∫ T

0

( b(Ỹt)

σ(Ỹt)

)2
dt
) ∣∣∣∣Ft

]
, (3.10)

the process cZ̃,Z̃/Z̃2 is bounded.

Then Assumptions 3.2.1, 3.2.2, 3.2.3, 3.2.4, 3.2.5 are fulfilled. Moreover, the processes π

and η coincide with the risky fraction and normalized activity rate, respectively. Setting
X := x+ϕ • S, the no-trade boundary reads as

∆ϕ±S
X

=±1
p
(ηε)1/3

and the minimum certainty equivalent loss equals

1
2p

EQ

[∫ T

0
Xtη

2
t σ(Ỹt)

2dt
]

ε
2/3 +o(ε2/3).

Proof. Step 1. Due to [18, Theorom 3.1], the frictionless optimal stock holdings satisfy

ϕtSt

Xt
=

b(Ỹt)

pσ(Ỹt)2
for all t ∈ [0,T ] .
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Thus, the frictionless optimal wealth process is

X = xE

(
b(Ỹ )

pσ(Ỹ )
•W +

∫ .

0

b(Ỹt)
2

pσ(Ỹt)2
dt

)
.

From the conjugate relation, the related dual optimizer satisfies yZT = X−p
T . Since

−U ′′2 (x)x/U ′2(x) = p for all x > 0, the risk-tolerance wealth process is R = X/p. Further,
as shown in Proposition 2.3.2, it holds that cπ,Y = cπ,R = 0. Hence by definition, π and η

defined in (3.9) are the corresponding risky fraction and activity rate and we have

ϕ
′ =

ϕ

X
=

b(Ỹ )

pσ(Ỹ )2S
.

Step 2. Define filtration G = (Gt)t∈[0,T ] by

Gt :=
⋂
s>t

σ

(
Fs∪σ

(
(Ỹr)r∈[0,T ]

))
, t ∈ [0,T ],

and set

Z := E

(
− b(Ỹ )

σ(Ỹ )
•W

)
.

From the definition of filtration G, the random variable Z̃T defined by (3.10) is G0-
measurable. Due to [1, Theorem 15.5], since the processes Ỹ and W are independent,
W is also a standard Brownian motion relative to G. Since the process b(Ỹ )/σ(Ỹ ) is
assumed to be bounded, the local martingale Z satisfies Novikov’s condition, and thus it
is a martingale with respect to both F and G. Hence, it holds for any t ∈ [0,T ] that

ZG
t := E

[
X−p

T

∣∣∣Gt

]
= E

[
x−p exp

(
−
∫ T

0

b(Ỹs)

σ(Ỹs)
dWs−

∫ T

0

( b(Ỹs)

σ(Ỹs)

)2
ds

)∣∣∣∣∣Gt

]
= E

[
x−pZ̃T ZT

∣∣∣Gt

]
= x−pZ̃T︸ ︷︷ ︸

G0-measurable

Zt .

In particular, ZG
T is integrable. From Step 1, the normalized G-martingale ZG is the

G-density process of the probability measure Q . Taking the conditional expectation of
ZG with respect to the filtration F, we deduce that ZZ̃ = Z.

Step 3. For any Itô process H, using Girsanov’s theorem twice, we deduce

bH = bH,P +
cZ̃,H

Z̃
+

cZ,H

Z
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with∣∣∣∣∣cZ̃,H

Z̃
+

cZ,H

Z

∣∣∣∣∣≤
√

cZ̃,Z̃

Z̃2

√
cH,H +

√
cZ,Z

Z2

√
cH,H =

√cZ̃,Z̃

Z̃2
+

∣∣∣∣∣ b(Ỹ )

σ(Ỹ )

∣∣∣∣∣
√cH,H .

Thus, our boundedness assumptions ensure that bπ and bη are bounded. Therefore, all
processes in Condition (3.4) are either bounded or of the form

H exp
(

H •W Q
)

with bounded H,H,

and hence, as shown in the previous example (cf. (3.7)), the assertion follows.

3.4 Comments on the regularity conditions
In order to compare Theorem 3.2.6 with existing literature based on stochastic control
theory, in this section we focus on the Markovian setting in Section 2.4.1 and provide the
Markovian counterparts of Assumptions 3.2.1, 3.2.2, 3.2.3, 3.2.4, 3.2.5.

Let us denote by X̂ := X̂υ ,x,ϕ,κ the frictionless optimal wealth process starting with x
at time t following the portfolio/consumption pair (ϕ,κ), i.e., X̂r = x+

∫ r
t ϕsdSs−

∫ r
t κsds.

Then the value function (also called the indirect utility in [19]) representing the maximum
expected utility achieved on the time interval [t,T ] from initial wealth x can be written as

v(t,υ ,x) = E
[∫ T

t
U1 (s,κs)ds+U2

(
X̂T
)∣∣∣∣(ϒt , X̂t

)
= (υ ,x)

]
.

We now comment on the assumptions in Theorem 3.2.6 by formally relating them
to some regularity conditions on the value function v which are commonly required in
classical approaches of stochastic control:

On Assumption 3.2.1. Dealing with utility functions on the positive real line, the
special case of utility with constant relative risk aversion is of particular interest. In
a Markovian setting, Condition (3.2) requiring a bounded risk aversion of the utility
function reminds us of the analogous assumption imposed on the value function in [38,
Equation (7.1)], provided that the value function is two-times differentiable.

On Assumption 3.2.2. By the formal recursion in [19, Section B.1], up to normaliza-
tion, the density process Z of the dual optimizer Q refers to the marginal indirect utility
evaluated along the optimal wealth process, i.e., Zt = ∂xv

(
t,ϒt , X̂t

)
/∂xv(0,υ ,x).

On Assumption 3.2.3. In [19], the process R following the dynamics in (3.3) is ex-
pected to be the risk tolerance of the indirect utility evaluated along the optimal wealth pro-
cess, i.e., Rt =−∂xv(t,ϒt , X̂t)/∂ 2

x v(t,ϒt , X̂t), which generalizes the risk-tolerance wealth
process in [26]. Suppose that this can be rigorously proved. Itô’s formula then yields that
requiring R,ϕ ′ to be Itô processes refers to a sufficient regularity condition on the value
function, e.g. v ∈C1,3,5.
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On Assumption 3.2.4. Based on the dynamic programming principle, the Hamilton-
Jacobi-Bellman equation which the value function v is expected to satisfy (cf. e.g. [30])
reads as:

∂tv+
(

b∂υv+
1
2

a2
∂

2
υv
)

+ sup
k>0

(U1 (·,k)− k∂xv)+ sup
θ∈R

(
1
2

θ
2
σ

2
∂

2
x v+θ (µ∂xv+ζ aσ∂υ∂xv)

)
= 0,

v(T,υ ,x) =U2 (x) .

Suppose that the value function is a solution of this partial differential equation with
terminal condition. Then the optimal consumption rate κ and the optimal stock holdings
ϑ are obtained by solving the maximization problems in the Hamilton-Jacobi-Bellman
equation. From convex analysis, κ is given by

κt = κ
(
t,ϒt , X̂t

)
:=
(
U1 (t, ·)′

)−1 (
∂xv
(
t,ϒt , X̂t

))
.

Assuming strict concavity of v in x, the optimal stock holdings ϑ refer to

ϑt := ϕtSt = ϑ
(
t,ϒt , X̂t

)
:=−

(
µ

σ2
∂xv
∂ 2

x v
+ζ

a
σ

∂υ∂xv
∂ 2

x v

)(
t,ϒt , X̂t

)
. (3.11)

Let L := ∂t +b∂υ + 1
2a2∂ 2

υ +ϑ 2σ2∂x +ϑ (µ∂x +ζ aσ∂υ∂x). If the function ϑ ∈C1,2,2,
then from Itô’s formula, the coefficients of the process ϑ in (3.11) are given by

bϑ ,P
t = L ϑ

(
t,ϒt , X̂t

)
,

cϑ ,ϑ
t =

(
a2 (∂υϑ)2 +ϑ

2
σ

2 (∂xθ)2 +2ζ aσϑ∂υϑ∂xϑ

)(
t,ϒt , X̂t

)
.

Moreover, since ϕ = ϑ/S, integration by parts yields

3
2

ηtR2
t =

cϕ,ϕ
t

cS,S
t

S4
t

= ϑ
2 (t,ϒt , X̂t

)
−2
(

ϑ

σ
(ζ a∂υϑ +σϑ∂xϑ)

)(
t,ϒt , X̂t

)
+

(
1

σ2

(
a2 (∂υϑ)2 +ϑ

2
σ

2 (∂xθ)2 +2ζ aσϑ∂υϑ∂xϑ

))(
t,ϒt , X̂t

)
=: η̃

(
t,ϒt , X̂t

)
=: η̃t . (3.12)

Again, assuming η̃ ∈C1,2,2 and applying Itô’s formula lead to

bη̃ ,P
t = L η̃

(
t,ϒt , X̂t

)
,
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cη̃ ,η̃
t =

(
a2 (∂υ η̃)

2
+ϑ

2
σ

2 (∂xη̃)
2
+2ζ aσϑ∂υ η̃∂xη̃

)(
t,ϒt , X̂t

)
.

Therefore, Assumption 3.2.4 is linked to the two-times differentiability of the functions
ϑ and η̃ above and the requirement that η̃ > 0. For ζ = 1, the parameters ϑ = πR and
2/3ηR2 in our context refer to y and (α/σ)2 in [38, Equation (3.8)], respectively. If the
relative risk aversion X/R is bounded, Assumption 3.2.4 is related to [38, Assumption
5.2 (Smoothness)].

On Assumption 3.2.5. For better exposition, here we suppose that there is no interme-
diate consumption and focus on the utility functions with constant relative risk aversion,
i.e., ι = 0 and −xU ′′2 (x)/U ′2(x) = p ∈ R+ \{0}. In this case, the risk-tolerance process
R is given by X (ϕ,κ)/p and we have R⊥ = 0 (see [19, Section B.2] or Section 3.3 for
more details). From [41, Theorems 3.2, 3.3], the value function and the optimal stock
holdings are of the form

v(t,υ ,x) =
x1−p

1− p
u(ν , t)δ , (3.13)

ϑ (t,υ ,x) = x
(

1
p

µ

σ2 +
ζ

p+ζ 2 (1− p)
a∂υu
σu

)
(ν , t) .

Hence, the optimal risky fraction is

πt = π
(
t,ϒt , X̂t

)
:=

ϑ
(
t,ϒt , X̂t

)
Rt

=

(
µ

σ2 + p
ζ

p+ζ 2 (1− p)
a∂υu
σu

)
(t,ϒt) , (3.14)

and by definition, the sensitivity parameter ϕ ′ is given by

ϕ
′
t =

1
St

(
1
p

µ

σ2 +
ζ

p+ζ 2 (1− p)
a∂υu
σu

)
(t,ϒt) . (3.15)

Now, let us suppose the boundedness and smoothness of the coefficient functions µ , σ ,
b, a, σ−1 and their derivatives at all orders. From (3.14, 3.12, 3.15) and applying Itô’s
formula as well as the same arguments as in [29, Section 8, footnote 25], the processes
π , η , bπ,P, bη ,P,

(
cY,Y)±1, cπ,π , cη ,η , Sbϕ ′,P, S2cϕ ′,ϕ ′ are then expected to be bounded.

Moreover, as in [19, Section B.1] by formal recursion and combining the duality relation
in [24], i.e., ∂xv

(
T,ϒT , X̂T

)
/∂xv(0,υ ,x) = ZT , the density process Z of the dual optimizer

Q is up to normalization expected to be ∂xv
(
·,ϒ, X̂

)
. Itô’s formula and (3.13) yield

cZ,Z
t

Z2
t
≤ (1− p)2 cX̂ ,X̂

t

X̂2
t

+δ
2 cϒ,ϒ

t

u(ϒt , t)
,

and so the process cZ,Z/Z2 is bounded due to the above arguments. Then from Girsanov’s
theorem, for any Itô process X , it holds that

bX = bX ,P +
cX ,Z

Z
with

∣∣∣∣cX ,Z

Z

∣∣∣∣2 ≤ cX ,X cZ,Z

Z2 ,
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which implies that the processes bπ , bη , Sbϕ ′ are bounded as well and all processes in
(3.4) except for η−1 are either bounded or of the form

H exp
(

H •W Q
)

with bounded H,H

possessing bounded Sn (Q)-norm for all n ∈ N (cf. (3.7) for more details). Finally, we
consider the process η−1. Since for bounded indirect relative risk tolerance −x∂ 2

x v/∂xv,
2/3ηR2 = η̃ corresponds to (α/σ)2 in [38, Equation (3.8)], requiring η−1 ≥ η∗ for some
η∗ ∈R+\{0} in our context refers to [38, Equation (5.3)] guaranteed by [38, Assumption
5.2, Equation (5.2)]. In case of logarithmic utility, this requirement is fulfilled by imposing
boundedness and regularity assumptions of the market coefficients (cf. Section 3.3.1 for
more details). In general, ζ = 0 provides a sufficient condition which is considered in
Section 3.3.2.

3.5 Proof of the main results
In this section we prove Theorem 3.2.6. We generally proceed as in Chapter 2 and suppose
throughout that Assumptions 3.2.1, 3.2.2, 3.2.3, 3.2.4 hold.

First, we recall some properties of the utility function fulfilling Assumption 3.2.1
which are stated in Kramkov and Sîrbu [25].

Remark 3.5.1. Consider U ∈ {U1 (t, ·) for t ∈ [0,T ) ,U2}.

1. Let Ũ denote the conjugate function of U , that is,

Ũ (y) := sup
x>0

(U (x)− xy) , y > 0. (3.16)

From the conjugate relation −Ũ ′ = (U ′)−1, Condition (3.2) is equivalent to

− Ũ ′′ (y)y

Ũ ′ (y)
∈ (

1
a2

,
1
a1

) for all y > 0. (3.17)

2. Due to [25, Lemma 3], for any a > 1, there exist b1,b2 ∈ (0,1) such that

U ′ (ax)
U ′ (x)

∈ (b1,b2) for all x > 0. (3.18)

Analogously, it can be shown that for any a > 1, there exist b̃1, b̃2 ∈ (0,1) such that

Ũ ′ (ay)

Ũ ′ (y)
∈ (b̃1, b̃2) for all y > 0. (3.19)

3. The functions x 7→ U ′(x)
x and y 7→ Ũ ′(y)

y are strictly decreasing and increasing, re-
spectively.
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3.5.1 Analysis of shadow price process Sε

In this section we carry out a detailed analysis of the shadow price process Sε proposed in
[19] which serves as the key object of our proof.

Existence

Let us start with the existence of the candidate trading-consumption policy (ϕε ,κε) in
Theorem 3.2.6-1 derived along with the shadow price process Sε in [19].

Lemma 3.5.2. For ∆X̃0 = 0,

∆ϕ0 :=


∆ϕ

+
0 if xS > (ϕ0 +∆ϕ

+
0 )S0,

∆ϕ
−
0 if xS < (ϕ0 +∆ϕ

−
0 )S0,

xS

S0
−ϕ0 otherwise,

there exist continuous adapted processes ∆X̃ , ∆ϕ ∈ [∆ϕ−,∆ϕ+], ϕε and adapted increas-
ing processes ϕε↑, ϕε↓ such that

ϕ
ε↑ increases only on the set

{
∆ϕ = ∆ϕ

−}⊆Ω× [0,T ] , (3.20)

ϕ
ε↓ increases only on the set

{
∆ϕ = ∆ϕ

+
}
⊆Ω× [0,T ] , (3.21)

and

ϕ
ε = ϕ +ϕ

′
∆X̃ +∆ϕ = ϕ

ε↑−ϕ
ε↓, d∆X̃t = ∆X̃td

(
ϕ
′ • St−κ

′ • It
)
+∆ϕtdSt .

(3.22)

Proof. Consider the R4-valued semimartingales

Z := (Z1,Z2,Z3,Z4), H := (H1,H2,H3,H4)

with

Z1 := ∆ϕ
+ •

1
∆ϕ+

−ϕ
′ • S−

[
ϕ
′,S
]
+
(
∆ϕ

+
ϕ
′) • [ 1

∆ϕ+
,S
]
,

Z2 :=− 1
∆ϕ+

•ϕ
′− (ϕ ′)2

∆ϕ+
• S+

ϕ ′κ ′

∆ϕ+
• I− ϕ ′

∆ϕ+
•
[
ϕ
′,S
]
−
(
ϕ
′)2 •

[
S,

1
∆ϕ+

]
−
[

ϕ
′,

1
∆ϕ+

]
,

Z3 := ϕ
′ • S−κ

′ • I, Z4 := ∆ϕ
+ • S,

H1 :=− 1
∆ϕ+

• ϕ−
[

ϕ,
1

∆ϕ+

]
, H2 = H3 = H4 := 0,

and the function f : [−1,1]×R3−→R4×4, x=(x1,x2,x3,x4) 7−→ f (x) :=
{

fi j (x)
}

i, j=1,...4
with

f11 (x) = f24 (x) := x1, f12 (x) = f23 (x) := x2,
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fi j (x) := 0 for (i, j) /∈ {(1,1),(1,2),(2,3),(2,4)} .
For each m,n ∈ N, define

τm := inf

{
t ∈ [0,T ] :

4

∑
i=1

[∣∣H i
t
∣∣+ ∣∣∣bZi

t

∣∣∣+√cZi,Zi

t

]
> m

}
,

f (n) =
{

f (n)i j

}
i, j=1,...,4

with f (n)i j := ( fi j∧n)∨ (−n) .

Since f (n) is Lipschitz-continuous and bounded on [−1,1]×R3 with linear growth rate,
from [36, Theorem 5], we deduce that there exists a pair of R4-valued continuous adapted
processes (X (n),K(n)) solving the Skorohod SDE,

dX (m,n)
t = dHτm

t + f (n)
(

X (m,n)
t

)
dZτm

t +dK(m,n)
t ,

where X (m,n)1 ∈ [−1,1], X (m,n)2 ∈ R, X (m,n)3 = X (m,n)4 = 0; K(m,n)1 = K(m,n)↑−K(m,n)↓

with increasing processes K(m,n)↑ and K(m,n)↓ which increase only on the set {X (m,n)1 =
−1} and {X (m,n)1 = 1}, respectively, and K(m,n)2 = K(m,n)3 = K(m,n)4 = 0. Since f fulfills
the linear growth condition:

‖ f (x)‖2 ≤C‖x‖2 for some C ∈ R+ and all x ∈ [−1,1]×R3,

by (A.2, A.4, A.7) and Fubini’s theorem, we get

E

[
sup

t∈[0,T ]

∥∥∥X (m,n)
t

∥∥∥2
]
≤ 1+E

[
sup

t∈[0,T ]

∥∥Hτm
t
∥∥2

]
+E

[
sup

t∈[0,T ]

∥∥∥ f
(

X (m,n)
)
• Zτm

t

∥∥∥2
]

≤ 1+m2 + cst.E

[
4

∑
i, j=1

∫
τm

0

∣∣∣ f (n)i j

(
X (m,n)

t

)∣∣∣2 cZ j,Z j

t dt

]

+ cst.E

[
4

∑
i, j=1

∫
τm

0

∣∣∣ f (n)i j

(
X (m,n)

t

)
bZ j

t

∣∣∣2 dt

]

≤ 1+m2 + cst.m2C
∫ T

0
sup

s∈[0,t]

∥∥∥X (m,n)
s

∥∥∥2
dt.

Monotone convergence and Gronwall’s inequality (cf. e.g. [32, Theorem V.68]) yield

E

[
lim
n→∞

sup
t∈[0,T ]

∥∥∥X (m,n)
t

∥∥∥2
]
= lim

n→∞
E

[
sup

t∈[0,T ]

∥∥∥X (m,n)
t

∥∥∥2
]
≤
(
m2 +1

)
ecst.m2CT .

Since τm→ ∞ a.s when m→ ∞, putting together the solutions on [[0,τm]],

X := ∑
m,n∈N

X (m,n)1[[0,τm]] with K := ∑
m,n∈N

K(m,n)1[[0,τm]]
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provides the unique solution to the Skorohod SDE on [0,T ]:

dXt = dHt + f (Xt)dZt +dKt .

Finally, setting

∆ϕ := X1
∆ϕ

+, ∆X̃ := X2, ϕ
ε := ϕ +ϕ

′X2 +∆ϕ,

ϕ
ε↑ := ∆ϕ

+ • K↑, ϕ
ε↓ := ∆ϕ

+ • K↓,

Itô’s formula yields that ∆X̃ , ∆ϕ , ϕε , ϕε↑, ϕε↓ are the desired processes fulfilling (3.20,
3.21, 3.22).

As a consequence of the previous lemma, the following corollary provides the exis-
tence of the shadow price process Sε in [19].

Corollary 3.5.3. Let ∆ϕ , ϕε↑, ϕε↓ be as in Lemma 3.5.2. Set

∆π :=
∆ϕS

R
, ∆π

± :=
∆ϕ±S

R
=±(ηε)1/3 ,

β := ∆π
+

(
2
ε

)1/3

, α :=
S

β 3 , γ := 3αβ
2
(

ε

2

)2/3
,

and define
∆S := α∆π

3− γ∆π. (3.23)

Then ∆S is an Itô process valued in [−εS,εS] with

ϕ
ε↑ increases only on the set {∆S = εS} ⊆Ω× [0,T ] , (3.24)

ϕ
ε↓ increases only on the set {∆S =−εS} ⊆Ω× [0,T ] . (3.25)

Proof. Corresponding to (3.23), let us consider the function f (x,a,b) := ax3−bx. Then
by definition, it holds that

∂ f
∂x

(±∆π,α,γ) = 3α (±∆π)2− γ = 0. (3.26)

Note that (3.20, 3.21, 3.22) yield

d∆πt = d
∆ϕtSt

Rt
=−d

(
ϕt +ϕ ′t ∆X̃t

)
St

Rt
on
{

∆ϕ 6= ∆ϕ
±} , (3.27)

and ϕ , ϕ ′, R, α , γ are assumed to be Itô processes. Therefore, applying Itô’s formula, we
have

d∆St = d f (∆πt ,αt ,γt)

= (3αt∆π
2
t − γt)d∆πt +3αt∆πtd[∆π,∆π]t

+3∆π
2
t d[α,∆π]t +∆π

3
t dαt−∆πtdγt−d[γ,∆π]t . (3.28)

In particular, ∆S is an Itô process. Furthermore, in view of (3.20, 3.21, 3.23) and from
f (±∆π,α,γ) =∓εS, we conclude (3.24, 3.25).
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Remark 3.5.4. 1. For ϕε , ∆X̃ , ∆π and ∆S in Lemma 3.5.2 and Corollary 3.5.3, set

Sε := S+∆S, ∆κ := κ
′
∆X̃ , κ

ε := κ +∆κ. (3.29)

Observe that (3.22) yields

∆X̃ = (ϕε −ϕ) • S−∆κ • I.

2. As indicated above, the process Sε models the so-called shadow price in the sense
that it is an Itô process moving within the bid-ask spread [(1− ε)S,(1+ ε)S] and
it coincides with the ask and bid price only if the strategy ϕε hits the buying and
selling boundary of the no-trade region, respectively. Obviously, following strategy
ϕε , trading in a frictionless market at price Sε generates the same value as in the
original market with transaction costs. This is the key idea which our proof of the
approximate optimality of (ϕε ,κε) is based on.

Estimation of local parameters

As preparation for the primal and dual considerations related to the frictionless market
with shadow price process Sε , we next investigate some local coefficients related to the
process ∆S. Let us throughout keep the notations of the processes ∆ϕ , ∆X̃ , ∆π , ∆π+, ∆S
as well as the parameters α , β , γ in Lemma 3.5.2 and Corollary 3.5.3.

First, using Itô’s formula and (3.27), we have

dϕt =−
πtRt

St
dYt +

πtRt

St
d [Y,Y ]t +

πt

St
dRt +

Rt

St
dπt +

1
St

d [π,R]t−
πt

St
d [Y,R]t−

Rt

St
d [π,Y ]t ,

(3.30)

d∆πt = −dπt−
πt

Rt
dRt +

πt

R2
t

d [R,R]t +πtdYt−
πt

Rt
d [R,Y ]t−

∆πt

Rt
dRt +

∆πt

R2
t

d [R,R]t

+∆πt(1−ϕ
′
t St)dYt−

∆πt(1−ϕ ′t St)

Rt
d[R,Y ]t−∆πtd[S,ϕ ′]t−∆πtϕ

′
t Std[Y,Y ]t

−∆X̃t

Rt

(
ϕ
′
t St
)2 dYt−

∆X̃t

Rt
Stdϕ

′
t +

∆X̃t

Rt
κ
′
t ϕ
′
t Stdt− ∆X̃t

Rt

(
1+ϕ

′
t St
)

d
[
S,ϕ ′

]
t

+
∆X̃t

R2
t

(
ϕ
′
t St
)2 d [R,Y ]t +

∆X̃t

R2
t

Std
[
ϕ
′,R
]

t−
∆X̃t

Rt

(
ϕ
′
t St
)2 d [Y,Y ]t . (3.31)

Now, set

X(∆) :=
∆X̃
R

ε
−1/3, b(∆π) :=−bπ −π

bR

R
+π

cR,R

R2 −π
cR,Y

R
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and define the following sets of processes:

Rc∆π,∆π

:=
{

β
2 cR,R

R2 ,β 2 (1−ϕ
′S
)2 cY,Y ,X(∆)2 (

ϕ
′S
)4 cY,Y ,X(∆)2S2cϕ ′,ϕ ′

}
,

Rb∆π

:=
{

β
bR

R
,β

cR,R

R2 ,β
(
1−ϕ

′S
) cR,Y

R
,βcS,ϕ ′,βϕ

′ScY,Y ,X(∆)Sbϕ ′,X(∆)κ ′ϕ ′S,

X(∆)
(
1+ϕ

′S
)

cS,ϕ ′,X(∆)
(
ϕ
′S
)2 cR,Y

R
,X(∆)

Scϕ ′,R

R
,X(∆)

(
ϕ
′S
)2 cY,Y

}
,

Rc∆π,ϕ
:=
{

β
cR,ϕ

R
,β
(
1−ϕ

′S
)

cY,ϕ ,X(∆)
(
ϕ
′S
)2 cY,ϕ ,X(∆)Scϕ ′,ϕ

}
,

H b∆S
:=
{

αβ
4cY,Y ,αβ

2b(∆π) ,β 5cY,Y ,β 2cα,α ,β 3bα ,βbαβ 2
,β 3cY,Y ,cαβ 2,αβ 2

}
,

Rb∆S
:=
{

αβ r∆,∆,αβ
2r∆,β 2r∆,∆,r∆,∆ : r∆,∆ ∈Rc∆π,∆π

,r∆ ∈Rb∆π
}
,

H c∆S,R⊥
:=
{

αβ
5cY,Y ,αβ

2cR⊥,R⊥,β 3cα,R⊥,βcαβ 2,R⊥,αβ
2r∆,∆ : r∆,∆ ∈Rc∆π,∆π

}
,

H c∆S,S
:=
{

αβ
5cY,Y ,αβ

2cS,S,β 3cα,S,βcαβ 2,S,αβ
2r∆,∆ : r∆,∆ ∈Rc∆π,∆π

}
,

H c∆S,∆S
:=
{

α
2
β

7cY,Y ,β 6cα,α ,β 2cαβ 2,αβ 2
,α2

β
4r∆,∆ : r∆,∆ ∈Rc∆π,∆π

}
,

H c∆S,ϕ
:=
{

β
2RcY,Y ,αβ

2cϕ,ϕ ,β 3cα,ϕ ,βcαβ 2,ϕ ,αβ
2r∆,ϕ : r∆,ϕ ∈Rc∆π,ϕ

}
.

Note that from (3.31, 3.30), we obtain∣∣∣∣c∆π,∆π − 1
3

β
3cY,Y

∣∣∣∣≤ cst. ∑
r∆,∆∈Rc∆π,∆π

∣∣∣r∆,∆
∣∣∣ε2/3,

∣∣∣b∆π −b(∆π)
∣∣∣≤ cst. ∑

r∆∈Rb∆π

∣∣∣r∆

∣∣∣ε1/3,

∣∣∣∣c∆π,ϕ +
β 3R
3S

cY,Y
∣∣∣∣≤ cst. ∑

r∆,ϕ∈Rc∆π,ϕ

∣∣∣r∆,ϕ
∣∣∣ε1/3.

Then by (3.28), the coefficients related to ∆S can be estimated in the following manner:

b∆S
t = ∆πtStc

Y,Y
t︸ ︷︷ ︸

=:G(1)
t

+G(2)
t (3.32)

with ∣∣∣G(1)
∣∣∣≤ cst.βScY,Y

ε
1/3,

∣∣∣G(2)
∣∣∣≤ cst. ∑

b∆∈H b∆S∪Rb∆S

∣∣∣b∆

∣∣∣ε2/3, (3.33)
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∣∣∣c∆S,R⊥
t

∣∣∣≤ cst. ∑
c∆,R⊥∈H c∆S,R⊥

∣∣∣c∆,R⊥
t

∣∣∣ε2/3, (3.34)

∣∣∣c∆S,S
t

∣∣∣≤ cst. ∑
c∆,S∈H c∆S,S

∣∣∣c∆,S
t

∣∣∣ε2/3, (3.35)

∣∣∣c∆S,∆S
t

∣∣∣≤ cst. ∑
c∆,∆∈H c∆S,∆S

∣∣∣c∆,∆
t

∣∣∣ε4/3, (3.36)

and
c∆S,ϕ

t =−
(

∆π
2
t −
(
∆π

+
t
)2
)

Rtc
Y,Y
t︸ ︷︷ ︸

=:G(3)
t

+G(4)
t (3.37)

with ∣∣∣G(3)
∣∣∣≤ cst.

∣∣β 2RcY,Y ∣∣ε2/3,
∣∣∣G(4)

∣∣∣≤ cst. ∑
c∆,ϕ∈H c∆S,ϕ

∣∣∣c∆,ϕ
∣∣∣ε. (3.38)

The following lemma transforms Condition (3.4) into a more technical version which
will be directly worked with in coming sections.

Lemma 3.5.5. Assume Condition (3.4).

1. For any q ∈ N, we have ∥∥∥∥∥∆X̃
R

∥∥∥∥∥
Sq(Q)

≤ cst.ε1/3. (3.39)

2. Set

G1 := {Sbϕ}∪H c∆S,ϕ
∪

{
βR
S

b∆,ϕ ′
∆X̃
ε1/3 b∆ : b∆ ∈H b∆S

∪Rb∆S

}
,

G2 :=
{

S2cϕ,ϕ
}
∪

β 2R2

S2 c∆,∆,

(
ϕ
′ ∆X̃
ε1/3

)2

c∆,∆ : c∆,∆ ∈H c∆S,∆S

 ,

G := G1∪G2.

Then for any n ∈ N, we have

∑
g∈G

EQ

[∫ T

0
|gt |n dt

]
< cst., (3.40)

∑
h∈H b∆S∪Rb∆S∪H c∆S,R⊥

EQ

[
sup

t∈[0,T ]

∣∣∣∣ ht

σS
t

∣∣∣∣n
]
+ ∑

c∆,S∈H c∆S,S

EQ

[
sup

t∈[0,T ]

∣∣∣∣∣c∆,S
t

cS,S
t

∣∣∣∣∣
n]

< cst.

(3.41)
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Proof. 1. Note that from (3.22) and Itô’s formula, ∆X̃/R solves the affine linear SDE

d
∆X̃t

Rt
=

∆X̃t

Rt
d
(

ϕ
′ • St−κ

′ • It−
1
R
• Rt +

1
R2

• [R,R]t

)
+d

∆ϕ

R
• St ,

which implies

∆X̃
R

= E (H)
∆ϕ

RE (H)
• S with H := ϕ

′ • S−κ
′ • I− 1

R
• R+

1
R2

• [R,R] . (3.42)

By the Cauchy-Schwarz inequality, (A.2, A.7), Condition (3.4) and Lemma A.2, we
obtain for any q ∈ N that∥∥∥∥∥∆X̃

R

∥∥∥∥∥
q

Sq(Q)

≤ cst.‖E (H)‖q
S2q(Q)

√√√√EQ

[∫ T

0

∣∣∣∣∣ β 2
t cY,Y

t

[E (H)t ]
2

∣∣∣∣∣
q

dt

]
︸ ︷︷ ︸

<cst.

ε
q/3, (3.43)

which implies (3.39).
2. Analogously to Lemma 2.5.4 in Chapter 2, (3.40, 3.41) follow from (3.30), Itô’s

formula applied to ϕ ′,α,αβ 2, Condition (3.4) combined with (3.39) and Lemma A.2.

3.5.2 Primal considerations
Having analyzed the local dynamics of the shadow price process Sε , we are now able to
compute the wealth and utility generated by the candidate trading-consumption policy
(ϕ̃ε , κ̃ε).

As a first step, we consider the deviation of the wealth process generated by (ϕε ,κε)
under transaction costs from the frictionless optimal wealth process (ϕ,κ).

Lemma 3.5.6. Assume Condition (3.4).

1. For any stopping time τ , we have

EQ [Xε
τ (ϕ

ε ,κε)−Xτ (ϕ,κ)] = EQ

[
2∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τ

]
−EQ [∆κ • Iτ ]

+EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]

τ

]
+O(ε). (3.44)

Furthermore,
‖Xε (ϕε ,κε)−X (ϕ,κ)‖Sq(Q) = O(ε1/3) (3.45)

holds for any q ∈ N.
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2. Define stopping times

τ
ε,1 := inf

{
t ∈ [0,T ] :

∣∣∣∣Xε
t (ϕε ,κε)−Xt (ϕ,κ)

Xt (ϕ,κ)

∣∣∣∣> 1
2

}
, (3.46)

τ
ε,2 := inf

{
t ∈ [0,T ] : ι

∣∣∣∣∆κt

κt

∣∣∣∣> 1
2

}
, (3.47)

τ
ε := τ

ε,1∧ τ
ε,2∧T. (3.48)

Then
Q(τε < T ) = O(ε2) (3.49)

and in particular, limε↓0 P(τε < T ) = 0.

3. It holds that

EQ

[
(Xε

τε (ϕε ,κε)−Xτε (ϕ,κ))2

Rτε

]
=EQ

[
∆ϕ2

R
• [S,S]τε

]
−EQ

[
∆κ2

r
• Iτε

]
+O(ε).

(3.50)

Proof. 1. Let q ∈ N and τ be a stopping time. The loss due to transaction costs can be
split up into five parts:

Xε (ϕε ,κε)−X (ϕ,κ)

= (ϕε −ϕ) • S+ϕ • ∆S+(ϕε −ϕ) • ∆S+(Xε (ϕε ,0)− (x+ϕ
ε • Sε))−∆κ • I.

We will estimate each term separately.
Step 1. (A.2, A.7), Condition (3.4), (3.39) and Lemma A.2 yield

‖(ϕε −ϕ) • S‖q
Sq(Q)

=
∥∥∥(ϕ

′
∆X̃ +∆ϕ

)
• S
∥∥∥q

Sq(Q)

≤ cst.

√
EQ

[∫ T

0

∣∣∣∣((ϕ ′t St)
2
(

∆X̃
ε1/3

)2
+β 2

t

)
cY,Y

t

∣∣∣∣2q

dt
]

︸ ︷︷ ︸
<cst.

ε
q/3,

and thus
‖(ϕε −ϕ) • S‖Sq(Q) = O(ε1/3). (3.51)

In particular, the Q-local martingale (ϕε −ϕ) • S is a square-integrable Q-martingale,
which implies

EQ [(ϕε −ϕ) • S]
τ
= 0. (3.52)

Step 2. Integration by parts leads to

ϕ • ∆S = ϕ∆S−∆S • ϕ− [∆S,ϕ].
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Since |∆S| ≤ εS, Condition (3.4) and Lemma A.2 yield

‖ϕ∆S‖q
Sq(Q)

≤ EQ

[
sup

t∈[0,T ]
|ϕtSt |q

]
︸ ︷︷ ︸

<∞

ε
q; (3.53)

and by (A.7, 3.40), we have

‖∆S • ϕ‖q
Hq(Q)

≤ cst.

(
EQ

[∫ T

0
|Stb

ϕ

t |qdt
]
+

√
EQ

[∫ T

0
|S2

t cϕ,ϕ
t |qdt

])
︸ ︷︷ ︸

<∞

ε
q. (3.54)

Further, from (3.37, 3.38) and using (A.7, 3.40), we deduce∥∥∥∥∥∆ϕ2− (∆ϕ+)
2

R
• [S,S]

∥∥∥∥∥
q

Sq(Q)

≤ cst.EQ

[∫ T

0

∣∣∣β 2
t Rtc

Y,Y
t

∣∣∣q dt
]

︸ ︷︷ ︸
<∞

ε
2q/3,

∥∥∥∥∥[∆S,ϕ]+
∆ϕ2− (∆ϕ+)

2

R
• [S,S]

∥∥∥∥∥
q

Sq(Q)

≤ cst. ∑
c∆,ϕ∈H c∆S,ϕ

EQ

[∫ T

0

∣∣∣c∆,ϕ
t

∣∣∣q dt
]

︸ ︷︷ ︸
<cst.

ε
q.

In conjunction with (A.4), this implies

EQ [[∆S,ϕ]
τ
] =−EQ

[
∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τ

]
+O(ε) , (3.55)

‖[∆S,ϕ]‖Sq(Q) = O(ε2/3). (3.56)

(3.53–3.56) combined with (A.2) then yield

EQ [ϕ • ∆Sτ ] = EQ

[
∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τ

]
+O(ε) , (3.57)

‖ϕ • ∆S‖Sq(Q) = O(ε2/3). (3.58)

Step 3. (3.22) yields

(ϕε −ϕ) • ∆S = ∆ϕ • ∆S+
(

ϕ
′
∆X̃
)
• ∆S.
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In view of (3.32, 3.33, 3.36) and using (A.7, 3.40), we obtain∥∥∥∥∆ϕ2

R
• [S,S]

∥∥∥∥q

Hq(Q)

≤ cst.EQ

[∫ T

0

∣∣∣β 2
t Rtc

Y,Y
t

∣∣∣q dt
]

︸ ︷︷ ︸
<∞

ε
2q/3,

∥∥∥∥∆ϕ • ∆S− ∆ϕ2

R
• [S,S]

∥∥∥∥q

Hq(Q)

≤ cst. ∑
b∆∈H b∆S∪Rb∆S

EQ

[∫ T

0

∣∣∣∣βtRt

St
b∆

t

∣∣∣∣2q

dt

]
︸ ︷︷ ︸

<cst.

ε
q

+ cst.

√√√√ ∑
c∆,∆∈H c∆S,∆S

EQ

[∫ T

0

∣∣∣∣β 2
t R2

t

S2
t

c∆,∆
t

∣∣∣∣2q

dt

]
︸ ︷︷ ︸

<cst.

ε
q.

Combined with (A.4), this yields

EQ [∆ϕ • ∆Sτ ] = EQ

[
∆ϕ2

R
• [S,S]

τ

]
+O(ε) , (3.59)

‖∆ϕ • ∆S‖Hq(Q) = O(ε2/3). (3.60)

Again, from (3.32, 3.33, 3.36) and by (A.7, 3.40), we have

∥∥∥∥∥ϕ ′∆X̃∆ϕ

R
• [S,S]

∥∥∥∥∥
q

Hq(Q)

≤ cst.

√√√√√EQ

∫ T

0

∣∣∣∣∣ϕ ′t ∆X̃t

ε1/3 βtStc
Y,Y
t

∣∣∣∣∣
2q

dt


︸ ︷︷ ︸

<cst.

ε
q/3,

∥∥∥∥∥(ϕ
′
∆X̃
)
• ∆S− ϕ ′∆X̃∆ϕ

R
• [S,S]

∥∥∥∥∥
q

Hq(Q)

≤ cst. ∑
b∆∈H b∆S∪Rb∆S

EQ

∫ T

0

∣∣∣∣∣ϕ ′t ∆X̃t

ε1/3 b∆
t

∣∣∣∣∣
2q

dt


︸ ︷︷ ︸

<cst.

ε
q

+ cst.

√√√√√√ ∑
c∆,∆∈H c∆S,∆S

EQ

∫ T

0

∣∣∣∣∣∣
(

ϕ ′t
∆X̃t

ε1/3

)2

c∆,∆
t

∣∣∣∣∣∣
2q

dt


︸ ︷︷ ︸

<cst.

ε
4q/3,
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and hence applying (A.4), we obtain

EQ

[(
ϕ
′
∆X̃
)
• ∆Sτ

]
= EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]

τ

]
+O(ε) , (3.61)

∥∥∥(ϕ
′
∆X̃
)
• ∆S

∥∥∥
Hq(Q)

= O(ε2/3). (3.62)

Combining (3.59–3.62) with (A.2) then yields

EQ [(ϕε −ϕ) • ∆Sτ ] = EQ

[
∆ϕ2

R
• [S,S]

τ

]
+EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]

τ

]
+O(ε) , (3.63)

‖(ϕε −ϕ) • ∆S‖Sq(Q) = O(ε2/3). (3.64)

Step 4. In view of (3.24, 3.25) and recalling Remark 2.1.2 regarding the self-financing
constraint, by (3.39), Condition (3.4) and Lemma A.2, it holds that

‖Xε (ϕε ,0)− (x+ϕ
ε • Sε)‖Sq(Q)

≤ ‖ϕεS‖Sq(Q) ε +2xB
ε

≤ cst.
(
‖ϕS‖Sq(Q)+

∥∥∥ϕ
′S∆X̃

∥∥∥
Sq(Q)

+‖βR‖Sq(Q)+ xS
)

︸ ︷︷ ︸
<cst.

ε. (3.65)

Step 5. From (3.29, 3.39), Condition (3.4) and Lemma A.2, we deduce

‖∆κ‖Sq(Q) ≤ ‖r‖S2q(Q)

∥∥∥∥∥∆X̃
R

∥∥∥∥∥
S2q(Q)

= O(ε1/3). (3.66)

Now, applying (A.4), relations (3.52, 3.57, 3.63) and (3.65) for q = 1 imply (3.44); (3.39,
3.58, 3.64, 3.65, 3.66) yield (3.45).

2. From (3.46), Markov’s inequality, the Cauchy-Schwarz inequality, (3.45) and
Condition (3.4), we have

Q
(
τ

ε,1 < T
)
≤ Q

(
sup

t∈[0,T ]

∣∣∣∣Xε
t (ϕε ,κε)−Xt (ϕ,κ)

Xt (ϕ,κ)

∣∣∣∣> 1
2

)

≤ cst.
∥∥∥∥Xε (ϕε ,κε)−X (ϕ,κ)

X (ϕ,κ)

∥∥∥∥6

S6(Q)

≤ cst.
∥∥∥X (ϕ,κ)−1

∥∥∥6

S12(Q)
‖Xε (ϕε ,κε)−X (ϕ,κ)‖6

S12(Q)

= O
(
ε

2) . (3.67)
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(3.47), Markov’s inequality, the Cauchy-Schwarz inequality, (3.66) and Conditions (3.2,
3.4) yield

Q
(
τ

ε,2 < T
)
≤ Q

(
sup

t∈[0,T ]
ι

∣∣∣∣∆κt

κt

∣∣∣∣> 1
2

)

≤ cst.
∥∥∥∥ι

∆κ

κ

∥∥∥∥6

S6(Q)

≤ cst.‖∆κ‖6
S12(Q)︸ ︷︷ ︸

=O(ε2)

∥∥ικ
−1∥∥6

S12(Q)︸ ︷︷ ︸
<∞

. (3.68)

Hence, we deduce

Q(τε < T ) = Q
(
τ

ε,1 < T
)
+Q

(
τ

ε,2 < T
)
= O(ε2).

Since P and Q are equivalent, Q(τε < T )→ 0 implies P(τε < T )→ 0.
3. Integration by parts and Itô’s formula yield

∆X̃2

R
=−∆X̃2

R2
• R+

∆X̃2

R3
• [R,R]+2

∆X̃ (ϕε −ϕ)

R
• S

−2
∆X̃∆κ

R
• I +

(ϕε −ϕ)2

R
• [S,S]−2

∆X̃ (ϕε −ϕ)

R2
• [R,S] .

By (3.22) and definition of ϕ ′,κ ′, the Q-drift of ∆X̃2/R is∫ .

0
−∆X̃2

R2 (bR
t −

1
Rt
(cR,R

t − (cR,S
t )2

cS,S
t

)+2rt)︸ ︷︷ ︸
(3.3)
= rt

dt +
∆ϕ2

R
• [S,S] =−∆κ2

r
• I +

∆ϕ2

R
• [S,S] .

Moreover, from (3.39, 3.66), Condition (3.4) and Lemma A.2, we get∥∥∥∥∥∆X̃2

R2
• R

∥∥∥∥∥
2

H2(Q)

= EQ

[∫ T

0

(
∆X̃t

Rt

)4

cR,R
t dt

]
< ∞,

∥∥∥∥∥∆X̃ (ϕε −ϕ)

R
• S

∥∥∥∥∥
2

H2(Q)

≤ cst.EQ

[∫ T

0

(
∆X̃t(ϕ

′
t ∆X̃t +Rtβt)

Rt

)2

cY,Y
t dt

]
< ∞.

Therefore, the Q-local martingale part of ∆X̃2/R is a square-integrable Q-martingale.
Together, we have

EQ

[
∆X̃2

τε

Rτε

]
= EQ

[
∆ϕ2

R
• [S,S]

τε

]
−EQ

[
∆κ2

r
• Iτε

]
+O(ε). (3.69)
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Moreover, using the Cauchy-Schwarz inequality and (A.4), Condition (3.4) and (3.58,
3.64, 3.65) yield∣∣∣∣∣EQ

[
(Xε

τε (ϕε ,κε)−Xτε (ϕ,κ)−∆X̃τε )2

Rτε

]∣∣∣∣∣
≤

∥∥R−1∥∥
S2(Q)︸ ︷︷ ︸

<∞

∥∥∥Xε (ϕε ,κε)−X (ϕ,κ)−∆X̃
∥∥∥2

S4(Q)︸ ︷︷ ︸
=O(ε4/3)

;

this in conjunction with (3.69) and the Cauchy-Schwarz inequality implies (3.50).

Now, we approximate the expected utility generated by (ϕ̃ε , κ̃ε) by developing a
Taylor series expansion around the frictionless optimizer (ϕ,κ) up to the leading order
O(ε2/3).

Lemma 3.5.7. Assume Condition (3.4). Let τε be the stopping time in (3.5) or equivalently
in (3.48) and (ϕ̃ε , κ̃ε) be defined by (3.29) and (3.6). Then we have

(ϕ̃ε , κ̃ε) ∈A ε(xB,xS)

and

EQ

[∫ T

0
ιU1 (t, κ̃ε

t )dt +U2 (Xε
T (ϕ̃

ε , κ̃ε))

]
= EQ

[∫ T

0
ιU1 (t,κt)dt +U2 (XT (ϕ,κ))

]
− yEQ

[
(∆ϕ+)

2− 3
2∆ϕ2

R
• [S,S]T

]

+ yEQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]T

]
+o(ε2/3). (3.70)

Proof. First, we show that (ϕ̃ε , κ̃ε) is an admissible portfolio/consumption pair. From
(3.6, 3.46), we deduce that

Xε
t (ϕ̃ε , κ̃ε) = Xε

t (ϕε ,κε) ∈
[

1
2
,
3
2

]
Xt (ϕ,κ) for t ≤ τ

ε , (3.71)

Xε
t (ϕ̃ε , κ̃ε) = Xε

τε (ϕε ,κε)−
∫ t

τε

Xτε (ϕ,κ)

4T
ds︸ ︷︷ ︸

∈[0, 1
4 Xτε (ϕ,κ)]

for t > τ
ε ,

and thus
1
4

Xτε (ϕ,κ)≤ Xε
t (ϕ̃ε , κ̃ε)≤ 3

2
Xτε (ϕ,κ) for t > τ

ε . (3.72)
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In particular, we have Xε (ϕ̃ε , κ̃ε)≥ 0. Taking into account that κ̃ε ≥ 0 (cf. (3.6, 3.47)),
we then obtain the admissibility of (ϕ̃ε , κ̃ε).

Next, we prove (3.70). Taylor expansion of U1 (t, ·) for t ∈ [0,T ), U2 yields∫ T

0
ιU1 (t, κ̃ε

t )dt +U2 (Xε
T (ϕ̃

ε , κ̃ε))

=
∫ T

0
ιU1 (t,κt)dt +U2 (XT (ϕ,κ))

+ ι

∫ T

τε

U1 (t, κ̃ε
t )−U1 (t,κt)dt︸ ︷︷ ︸
=:G(5)

+
∫

τε

0
ιyZt∆κtdt︸ ︷︷ ︸
=:G(6)

− 1
2

∫
τε

0
ιyZt

∆κ2
t

rt
dt︸ ︷︷ ︸

=:G(7)

+ yZT (Xε
T (ϕ̃

ε , κ̃ε)−XT (ϕ,κ))︸ ︷︷ ︸
=:G(8)

− 1
2

yZT
(Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ))

2

RT︸ ︷︷ ︸
=:G(9)

+
1
2

∫
τε

0
ι
(
U ′′1 (t,κt +ϑt∆κt)−U ′′1 (t,κt)

)
∆κ

2
t dt︸ ︷︷ ︸

=:G(10)

+
1
2
(
U ′′2 (Xε

T (ϕ̃
ε , κ̃ε ,ϑT ))−U ′′2 (XT (ϕ,κ))

)
(Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ))

2︸ ︷︷ ︸
=:G(11)

for some random (ϑt)t∈[0,T ] ⊆ (0,1), where

Xε
T (ϕ̃

ε , κ̃ε ,ϑT ) := XT (ϕ,κ)+ϑT (Xε
T (ϕ̃

ε , κ̃ε)−XT (ϕ,κ)) .

We consider the expectation of the terms G(5) to G(11) separately in the following steps.
Step 1: Expectation of term G(5). From (3.6), Fubini’s theorem, the Cauchy-Schwarz

inequality, (3.49) and Condition (3.4), we deduce∣∣∣E[G(5)
]∣∣∣ ≤ E

[
1{τε<T}

∫ T

0
|ιU1 (t,κt)|+

∣∣∣∣ιU1

(
t,

Xτε (ϕ,κ)

4T

)∣∣∣∣dt
]

= EQ

[
1

ZT
1{τε<T}

∫ T

0
|ιU1 (t,κt)|+

∣∣∣∣ιU1

(
t,

Xτε (ϕ,κ)

4T

)∣∣∣∣dt
]

≤ cst.Q(τε < T )
1
2
∥∥Z−1∥∥

S4(Q)
‖ιU1 (·,κ)‖S4(Q)

+ cst.Q(τε < T )
1
2
∥∥Z−1∥∥

S4(Q)
EQ

[
sup

t,s∈[0,T )

∣∣∣∣ιU1

(
t,

Xs (ϕ,κ)

4T

)∣∣∣∣4
]

= O(ε) .

Step 2: Expectation of terms G(6) to G(9). Fubini’s theorem yields

E
[
G(6)

]
= yEQ [∆κ • Iτε ] ,
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E
[
G(7)

]
=

y
2

EQ

[
∆κ2

r
• Iτε

]
.

Notice that by (3.72) and condition (3.4),

EQ
[
|Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ)|q

]
≤ cst.‖X (ϕ,κ)‖q

Sq(Q)
< ∞ (3.73)

holds for any q ∈ N. Using the Cauchy-Schwarz inequality, (3.73, 3.71), (3.49) and
Condition (3.4) lead to∣∣∣E[G(8)

]
− yEQ [Xε

τε (ϕε ,κε)−Xτε (ϕ,κ)]
∣∣∣

≤ yEQ
[
1{τε<T} |(Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ))− (Xε

τε (ϕε ,κε)−Xτε (ϕ,κ))|
]

≤ cst.Q(τε < T )
1
2 ‖X (ϕ,κ)‖S2(Q)

= O(ε) (3.74)

and∣∣∣∣∣E[G(9)
]
− y

2
EQ

[(
Xε

τε (ϕε ,κε)−Xτε (ϕ,κ)
)2

Rτε

]∣∣∣∣∣
≤ cst.EQ

[
1{τε<T}

∣∣∣∣ 1
Rτε

∣∣∣∣ ∣∣∣(Xε
T (ϕ̃

ε , κ̃ε)−XT (ϕ,κ))
2− (Xε

τε (ϕε ,κε)−Xτε (ϕ,κ))
2
∣∣∣]

+ cst.EQ

[
1{τε<T}

∣∣∣∣ 1
RT
− 1

Rτε

∣∣∣∣(Xε
T (ϕ̃

ε , κ̃ε)−XT (ϕ,κ))
2
]

≤ cst.Q(τε < T )
1
2
∥∥R−1∥∥

S4(Q)
‖X (ϕ,κ)‖2

S4(Q)

= O(ε) . (3.75)

Now, (3.74, 3.44) yield

E
[
G(6)+G(8)

]
= yEQ

[
2∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τε

]
+ yEQ

[
ϕ ′∆X∆ϕ

R
• [S,S]

τε

]
+O(ε);

(3.75, 3.50) yield

E
[
G(7)+G(9)

]
=

y
2

EQ

[
∆ϕ2

R
• [S,S]

τε

]
+O(ε) .

Step 3: Expectation of term G(10). Consider the case where ι = 1. From Condition
(3.2), (3.47), Remark 3.5.1-3 and (3.18), we obtain for t ≤ τε that

∣∣U ′′1 (t,κt +ϑt∆κt)
∣∣≤ a2

U ′1 (t,κt +ϑt∆κt)

κt +ϑt∆κt
≤ a2

U ′1
(
t, 1

2κt
)

1
2κt

≤ cst.
U ′1 (t,κt)

κt
.
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In conjunction with the Cauchy-Schwarz inequality, Conditions (3.2, 3.4) and (3.66), this
leads to

sup
ε∈(0,1)

E

∣∣∣∣∣G(10)

ε2/3

∣∣∣∣∣
2
 ≤ cst. sup

ε∈(0,1)
EQ

 sup
t∈(0,T )

Zt

∣∣∣∣∣κ−1
t ∆κ2

t

ε2/3

∣∣∣∣∣
2


≤ cst.‖Z‖S2(Q)

∥∥ικ
−1∥∥2

S8(Q)
sup

ε∈(0,1)

∥∥∥∥ ∆κ

ε1/3

∥∥∥∥2

S8(Q)

< ∞.

Therefore, by [14, Theorem 27.2], {G(10)/ε2/3}ε∈(0,1) is uniformly integrable. Since
G(10)/ε2/3→ 0 in probability for ε ↓ 0, this implies

E[G(10)] = o(ε2/3).

Step 4: Expectation of term G(11). Note that

G(11)

ε2/3

= 1{τε=T}

((
U ′′2 (Xε

T (ϕ
ε ,κε ,ϑT ))−U ′′2 (XT (ϕ,κ))

) (Xε
T (ϕ

ε ,κε)−XT (ϕ,κ))
2

ε2/3

)
︸ ︷︷ ︸

=:G(12)

+
1{τε<T}

ε2/3

((
U ′′2 (Xε

T (ϕ̃
ε , κ̃ε ,ϑT ))−U ′′2 (XT (ϕ,κ))

)
(Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ))

2
)

︸ ︷︷ ︸
=:G(13)

.

From Condition (3.2), (3.71), Remark 3.5.1-3 and (3.18), we deduce

∣∣U ′′2 (Xε
T (ϕ

ε ,κε ,ϑT ))
∣∣≤ U ′2 (X

ε
T (ϕ

ε ,κε ,ϑT ))

Xε
T (ϕ

ε ,κε ,ϑT )
≤

U ′2
(1

2XT (ϕ,κ)
)

1
2XT (ϕ,κ)

≤ cst.
U ′2 (XT (ϕ,κ))

XT (ϕ,κ)
;

combined with the Cauchy-Schwarz inequality, Condition (3.4) and (3.45), this yields

sup
ε∈(0,1)

E
[∣∣∣G(12)

∣∣∣ 3
2
]
≤ cst. sup

ε∈(0,1)
EQ

Z
1
2
T

∣∣∣∣∣ 1
XT (ϕ,κ)

(Xε
T (ϕ

ε ,κε)−XT (ϕ,κ))

ε2/3

2
∣∣∣∣∣

3
2


≤ cst.‖Z‖
1
2
S1(Q)

∥∥∥X (ϕ,κ)−1
∥∥∥ 3

2

S12(Q)

× sup
ε∈(0,1)

∥∥∥∥Xε (ϕε ,κε)−X (ϕ,κ)

ε1/3

∥∥∥∥3

S12(Q)

< ∞.
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Due to Condition (3.2), (3.72), Remark 3.5.1-3 and (3.18), it holds that∣∣U ′′2 (Xε
T (ϕ̃

ε , κ̃ε ,ϑT ))
∣∣

≤ a2
U ′2 (X

ε
T (ϕ̃

ε , κ̃ε ,ϑT ))

Xε
T (ϕ̃

ε , κ̃ε ,ϑT )

≤ a2

U ′2
(
(1−ϑT )XT (ϕ,κ)+

ϑT
4 Xτε (ϕ,κ)

)
(1−ϑT )XT (ϕ,κ)+

ϑT
4 Xτε (ϕ,κ)

≤ a21{XT≤ 1
4 Xτε}

U ′2 (XT (ϕ,κ))

XT (ϕ,κ)
+a21{XT>

1
4 Xτε}

U ′2
(1

4Xτε (ϕ,κ)
)

1
4Xτε (ϕ,κ)

≤ cst. sup
t∈[0,T ]

U ′2 (Xt (ϕ,κ))

Xt (ϕ,κ)
.

Thus, Hölder’s inequality, (3.49), (3.73) and Condition (3.4) yield

sup
ε∈(0,1)

E
[∣∣∣G(13)

∣∣∣ 3
2
]

≤ EQ

 1
ZT

∣∣∣∣∣1{τε<T}

ε2/3 sup
t∈[0,T ]

U ′2 (Xt (ϕ,κ))

Xt (ϕ,κ)
(Xε

T (ϕ̃
ε , κ̃ε)−XT (ϕ,κ))

2

∣∣∣∣∣
3
2


≤ cst. sup
ε∈(0,1)

Q(τε < T )
1
2

ε

∥∥Z−1∥∥
S8(Q)

∥∥U ′2 (X (ϕ,κ))
∥∥ 3

2
S8(Q)

∥∥∥X (ϕ,κ)−1
∥∥∥ 3

2

S24(Q)

×‖X (ϕ,κ)‖3
S24(Q)

< ∞.

Combined with (A.4) and [14, Theorem 27.2], we deduce that {G(11)/ε2/3}ε∈(0,1) is
uniformly integrable. Since G(11)/ε2/3→ 0 in probability when ε ↓ 0, this yields

E[G(11)] = o(ε2/3).

Step 5: Further estimations. Finally, from the Cauchy-Schwarz inequality, (3.49),
Hölder’s inequality, Condition (3.4) and Lemma A.2 as well as (3.39), we have∣∣∣∣∣EQ

[∫ T

τε

(
∆ϕ

+
t
)2− 3

2∆ϕ2
t

Rt
d [S,S]t

]∣∣∣∣∣ ≤ cst.Q(τε < T )
1
2

√
EQ

[∫ T

0

∣∣∣β 2
t Rtc

Y,Y
t

∣∣∣2 dt
]

= O(ε) , (3.76)∣∣∣∣∣EQ

[∫ T

τε

ϕ ′t ∆X̃t∆ϕt

Rt
d [S,S]t

]∣∣∣∣∣ ≤ cst.Q(τε < T )
1
2

√
EQ

[∫ T

0

∣∣∣ϕ ′t St∆X̃tβtc
Y,Y
t

∣∣∣2 dt
]

= O(ε) , (3.77)

which completes the proof.
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3.5.3 Dual considerations
Aiming to prove the optimality of the candidate strategy (ϕ̃ε , κ̃ε), we intend to find an
upper bound to the utility optimization problem which matches the utility generated by
(ϕ̃ε , κ̃ε) to the leading order. In the previous section, we have transformed the initial
optimization problem under transaction costs into a frictionless one at price Sε . Standard
duality theory (cf. e.g. [24, 22]) yields that the dual problem of minimizing the expected
convex conjugate Ũ over all EMM for Sε dominates the frictionless maximum expected
utility for Sε . We therefore apply Girsanov’s theorem and construct the density process of
an appropriate EMM for Sε at which the dual object function related to the frictionless
market at price Sε equals the expected utility attained by (ϕ̃ε , κ̃ε) to the leading order.

Define the stopping time

ρ
ε,1 := inf

{
t ∈ [0,T ] :

∣∣∣∣∣c∆S,S
t

cS,S
t

∣∣∣∣∣> 1
2

}
(3.78)

and the process Nε := lnZε,Q with

Zε,Q := E
(
−Hε,S • S−Hε,R • R⊥

)
, (3.79)

where

Hε,S :=
b∆S−Hε,Rc∆S,R⊥

cS,S + c∆S,S 1[[0,ρε,1]], Hε,R :=−
E
(
− 1

R
• R⊥

)
R

(
∆ϕ

RE
(
− 1

R
• R⊥

) • S

)
.

(3.80)
Further, define the stopping times

ρ
ε,2 := inf

{
t ∈ [0,T ] : |Zε,Q

t −1|> 1
2

}
, (3.81)

ρ
ε := ρ

ε,1∧ρ
ε,2∧T (3.82)

and the following “stopped” processes:

ϕ
ε := ϕ

ε1[[0,τε∧ρε ]], ∆ϕ := ∆ϕ1[[0,τε∧ρε ]], ∆π := ∆π1[[0,τε∧ρε ]],

Sε := S(1+
∆Sτε∧ρε

Sτε∧ρε ), Hε,R :=
(
Hε,R)τε∧ρε

, Nε := (Nε)τε∧ρε

, Zε := (Zε,Q)τε∧ρε

.

(3.83)

Remark 3.5.8. Define Zε := ZZε . From (3.79, 3.81), Zε is a bounded Q-local martingale
and thus a Q-martingale. Therefore, Zε is a P-martingale. (3.80) and integration by parts
yield that ZεSε is a Q-local martingale and hence ZεSε

= ZZεSε is a P-local martingale.
Consequently, Zε is the density process of an equivalent (local) martingale measure for
Sε .
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Note that in contrast to Chapter 2, the dual variable Zε constructed in the present
general setting is not necessarily the minimal martingale measure for Sε . According to
[5], the pair (Zε ,ZεSε

) is a state price density which is dual to the set of self-financing
portfolios in the market with friction and therefore provides an upper bound to our original
utility maximization problem under transaction costs.

In order to approximate the expectation of the convex conjugate Ũ at the dual variable
yZε for small ε , we first estimate the deviation of Zε from Z, utilizing the investigation of
the local parameters related to the shadow price process Sε provided in Section 3.5.1.

Lemma 3.5.9. Under Condition (3.4), we have∥∥∥Zε −1
∥∥∥

Sq(Q)
= O(ε1/3) for any q ∈ N, (3.84)

Q(ρε < T ) = O
(
ε

2) (3.85)

and

EQ

[∫ T

0
rt

(
Zt

ε −1
)2

dt +RT

(
Zε

T −1
)2
]

= EQ

[
∆ϕ2

R
• [S,S]T

]
−2EQ

[(
∆ϕHε,R) • [R,S]T ]+o(ε2/3). (3.86)

Proof. Let q ∈ N. First, note that from (3.80), Hε,RR satisfies the affine linear SDE

d
(

Hε,R
t Rt

)
= Hε,R

t Rtd
(
− 1

R
• R⊥t

)
−d∆π • Yt

and hence
Hε,RR =−Hε,R • R⊥−∆π • Y. (3.87)

By the Cauchy-Schwarz inequality, (A.2, A.7), Condition (3.4) and Lemma A.2, we have

∥∥Hε,R∥∥q
Sq(Q)

≤ cst.

∥∥∥∥∥E
(
− 1

R
• R⊥

)
R

∥∥∥∥∥
q

S2q(Q)

√√√√EQ

[∫ T

0

∣∣∣∣∣ β 2
t cY,Y

t[
E
(
− 1

R
• R⊥

)
t

]2
∣∣∣∣∣
q

dt

]
ε

q/3.

(3.88)
In view of (3.78, 3.80), from (3.32, 3.33, 3.34) and using Taylor expansion of x 7→
(1+ x)−1 and (3.35), we deduce that on {ρε ≥ t},

Hε,S
t σ

S
t =

∆ϕt

Rt
σ

S
t +

b∆S
t σS

t −Hε,R
t c∆S,R⊥

t σS
t

cS,S
t + c∆S,S

t
− ∆ϕt

Rt
σ

S
t︸ ︷︷ ︸

=:G(14)
t

(3.89)
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with ∣∣∣∣∆ϕt

Rt
σ

S
t

∣∣∣∣≤ cst.βtStc
Y,Y
t ε

1/3,

∣∣∣Hε,S
t σ

S
t

∣∣∣≤ cst.

 ∑
b∆∈H b∆S∪Rb∆S

∣∣∣∣ b∆
t

σS
t

∣∣∣∣+ ∑
c∆,R⊥∈H c∆S,R⊥

∣∣∣∣∣c∆,R⊥
t

σS
t

∣∣∣∣∣ ∣∣∣Hε,R
t

∣∣∣


︸ ︷︷ ︸
=:G(15)

t

ε
1/3, (3.90)

∣∣∣G(14)
t

∣∣∣≤ cst.G(15)
t

1+ ∑
c∆,S∈H c∆S,S

∣∣∣∣∣c∆,S
t

cS,S
t

∣∣∣∣∣


︸ ︷︷ ︸
=:G(16)

t

ε
2/3. (3.91)

From (3.81) and Taylor expansion of x 7→ ex, we obtain

Zε−1=−∆π •Y−Hε,R •R⊥+(Nε
+∆π •Y +Hε,R •R⊥)+G(17) with

∣∣∣G(17)
∣∣∣≤ 3

4
|Nε |2.
(3.92)

1. From (A.4, A.2, A.7), in view of (3.92, 3.89, 3.90, 3.91), and by (3.41, 3.88),
Condition (3.4) and Lemma A.2, we deduce

∥∥∥∆π • Y +Hε,R • R⊥
∥∥∥q

Sq(Q)

≤ cst.‖∆π • Y‖q
Hq(Q)

+ cst.
∥∥∥Hε,R • R⊥

∥∥∥q

Hq(Q)

≤ cst.

√
EQ

[∫ T

0

∣∣∣β 2
t cY,Y

t

∣∣∣q dt
]

︸ ︷︷ ︸
<cst.

ε
q/3 + cst.

√√√√√EQ

∫ T

0

∣∣∣∣∣∣
(

Hε,R
t

ε1/3

)2

cR⊥,R⊥
t

∣∣∣∣∣∣
q

dt


︸ ︷︷ ︸

<cst.

ε
q/3

and thus ∥∥∥∆π • Y +Hε,R • R⊥
∥∥∥

Sq(Q)
= O(ε1/3); (3.93)
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∥∥∥Zε −1+∆π • Y +Hε,R • R⊥
∥∥∥q

Sq(Q)

≤ cst.
∥∥∥Nε

+∆π • Y +Hε,R • R⊥
∥∥∥q

Hq(Q)
+ cst.

∥∥∥Nε
∥∥∥2q

H2q(Q)

≤ cst. ∑
m=1,2

∑
n=1,2

(
EQ

[∫ T

0

∣∣∣G(15)
t +G(15)

t G(16)
t

∣∣∣2qm
dt
]) 1

mn

︸ ︷︷ ︸
<cst.

ε
2q/3

+ cst. ∑
m=1,2

∑
n=1,2

(
EQ

[∫ T

0

∣∣∣∣
(

Hε,R
t

ε1/3

)2

cR⊥,R⊥
t

∣∣∣∣2qm

dt
]) 1

mn

︸ ︷︷ ︸
<cst.

ε
2q/3

and hence ∥∥∥Zε −1+∆π • Y +Hε,R • R⊥
∥∥∥q

Sq(Q)
= O(ε2q/3). (3.94)

Combined with (A.4), this implies (3.84).
2. (3.78), Markov’s inequality, (3.35, A.4) and (3.41) yield

Q(ρε,1 < T )≤ 8
∥∥∥∥c∆S,S

cS,S

∥∥∥∥3

S3(Q)

≤ cst. ∑
c∆,S∈H c∆S,S

∥∥∥∥c∆,S

cS,S

∥∥∥∥3

S3(Q)︸ ︷︷ ︸
<∞

ε
2. (3.95)

Further, from (3.81), Markov’s inequality, (3.95), (A.2), (3.89, 3.90) and (A.7), by (3.41,
3.88), Condition(3.4) and Lemma A.2, we deduce that

Q(ρε,2 < T ) = Q({ρε,2 < T}∩{ρε,2 < ρ
ε,1})+Q(ρε,1 ≤ ρ

ε,2 < T )

≤ Q
(
∃t ∈ [0,T ] : |Nε

t |> ln
3
2

)
+Q(ρε,1 < T )

≤ cst.EQ

[
sup

t∈[0,T ]
|Nε

t |
6

]
+O

(
ε

2)
≤ cst.‖Nε‖6

H6(Q)+O
(
ε

2)
≤ cst. ∑

n=1,2

(
EQ

[∫ T

0

∣∣∣G(15)
t

∣∣∣12
dt
]) 1

n

︸ ︷︷ ︸
<cst.

ε
2

+cst. ∑
n=1,2

EQ

∫ T

0

∣∣∣∣∣∣
(

Hε,R
t

ε1/3

)2

cR⊥,R⊥
t

∣∣∣∣∣∣
12

dt




1
n

︸ ︷︷ ︸
<cst.

ε
2 +O

(
ε

2).

Together, (3.85) follows.
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3. By the Cauchy-Schwarz inequality, (3.84, 3.94) and Condition (3.4), we get

∣∣∣∣EQ

[∫ T

0
rt

(
Zε

t −1
)2
− rt

(
∆π • Yt +Hε,R • R⊥t

)2
dt
]∣∣∣∣

+

∣∣∣∣EQ

[
RT

(
Zε

T −1
)2
−RT

(
∆π • YT +Hε,R • R⊥T

)2
]∣∣∣∣

≤ cst.
(
‖r‖S2(Q)+‖R‖S2(Q)

)
︸ ︷︷ ︸

<∞

∥∥∥Zε −1+∆π • Y +Hε,R • R⊥
∥∥∥2

S4(Q)︸ ︷︷ ︸
=O(ε4/3)

+ cst.
(
‖r‖S2(Q)+‖R‖S2(Q)

)
︸ ︷︷ ︸

<∞

∥∥∥Zε −1+∆π • Y +Hε,R • R⊥
∥∥∥

S4(Q)︸ ︷︷ ︸
=O(ε2/3)

∥∥∥Zε −1
∥∥∥

S4(Q)︸ ︷︷ ︸
=O(ε1/3)

= O(ε).

Moreover, using the Cauchy-Schwarz inequality, from (3.49, 3.85), Condition (3.4) and
(3.93), we obtain

∣∣∣∣EQ

[∫ T

τε∧ρε

rt

(
∆π • Yt +Hε,R • R⊥t

)2
dt
]∣∣∣∣

+

∣∣∣∣EQ

[(
RT −Rτε∧ρε

)(
∆π • YT +Hε,R • R⊥T

)2
]∣∣∣∣

≤ cst.Q(τε ∧ρ
ε < T )

1
2
(
‖r‖S4(Q)+‖R‖S4(Q)

)∥∥∥∆π • Y +Hε,R • R⊥
∥∥∥2

S8(Q)︸ ︷︷ ︸
<∞

= O(ε) .

Hence, we have

EQ

[∫ T

0
rt

(
Zt

ε −1
)2

dt +RT

(
Zε

T −1
)2
]

= EQ

[∫
τε∧ρε

0
rt

(
∆π • Yt +Hε,R • R⊥t

)2
dt +Rτε∧ρε

(
∆π • Yτε∧ρε +Hε,R • R⊥τε∧ρε

)2
]

+O(ε) .
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Integration by parts yields

R
(

∆π • Y +Hε,R • R⊥
)2

= 2
(

R∆π(∆π • Y +Hε,R • R⊥)
)
• Y︸ ︷︷ ︸

=:G(18)

+2
(

Hε,RR(∆π • Y +Hε,R • R⊥)
)
• R⊥︸ ︷︷ ︸

=:G(19)

+
(

∆π • Y +Hε,R • R⊥
)2

︸ ︷︷ ︸
=:G(20)

• R+2
(

Hε,R(∆π • Y +Hε,R • R⊥)
)

︸ ︷︷ ︸
=:G(21)

•
[
R,R⊥

]

+
(
R(Hε,R)2)︸ ︷︷ ︸
=:G(22)

•
[
R⊥,R⊥

]
+
(
R∆π

2) • [Y,Y ]+2
(

∆π(∆π • Y +Hε,R • R⊥)
)
• [Y,R]︸ ︷︷ ︸

=:G(23)

.

From cR,R⊥ = cR⊥,R⊥ = R(bR + r) and in view of (3.87), we deduce that the Q-drift of∫ ·
0 rt
(
∆π • Yt +Hε,R • R⊥t

)2 dt +R
(
∆π • Y +Hε,R • R⊥

)2 equals

G(23)+
∫ .

0
(G(20)

t +2G(21)
t Rt +G(22)

t Rt)︸ ︷︷ ︸
(3.87)
= 0

(
bR

t + rt
)

dt.

Furthermore, from (3.87, 3.88), Condition (3.4) and Lemma A.2, we have∥∥∥G(18)
∥∥∥2

H2(Q)
= 2

∥∥(R∆πHε,RR
)
• Y
∥∥2

H2(Q)
≤ cst.EQ

[∫ T

0

(
R2

t βtH
ε,R
t

)2
cY,Y

t dt
]
< ∞,

∥∥∥G(19)
∥∥∥2

H2(Q)
= 2

∥∥∥(Hε,RR
)2 • R⊥

∥∥∥2

H2(Q)
≤ cst.EQ

[∫ T

0

(
Hε,R

t Rt

)4
cR⊥,R⊥

t dt
]
< ∞,∥∥∥G(20) • R

∥∥∥2

H2(Q)
=
∥∥(Hε,RR

)
• R
∥∥2

H2(Q)
≤ cst.EQ

[∫ T

0

(
Hε,R

t Rt

)2
cR,R

t dt
]
< ∞.

Therefore, the Q-local martingale part of R
(
∆π ·Y +Hε,R ·R⊥

)2 is a square-integrable
Q-martingale. Together, we obtain

EQ

[∫ T

0
rt

(
Zt

ε −1
)2

dt +RT

(
Zε

T −1
)2
]

= EQ

[(
R∆π

2) • [Y,Y ]
τε∧ρε −2

(
∆πHε,RR

)
• [Y,R]

τε∧ρε

]
+O(ε) .

Finally, the Cauchy-Schwarz inequality, Hölder’s inequality, (3.49, 3.85), Condition (3.4)
and Lemma A.2 as well as (3.88) yield∣∣∣∣EQ

[∫ T

τε∧ρε

Rt∆π
2d [Y,Y ]t

]∣∣∣∣≤ cst.Q(τε ∧ρ
ε < T )

1
2

√
EQ

[∫ T

0

∣∣∣Rtβ
2
t cY,Y

t

∣∣∣2 dt
]

︸ ︷︷ ︸
<∞

= O(ε) ,
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∣∣∣∣EQ

[∫ T

τε∧ρε

∆πt(∆π • Yt)d [Y,R]t

]∣∣∣∣≤ cst.Q(τε ∧ρ
ε < T )

1
2

√
EQ

[∫ T

0

∣∣∣βtH
ε,R
t cY,R

t

∣∣∣2 dt
]

︸ ︷︷ ︸
<cst.

= O(ε) .

(3.86) then follows.

By means of the estimations in the previous lemma and applying the duality theory in
[24, 22] linking yZ to (ϕ,κ), we are now able to calculate the desired dual upper bound
provided by Zε .

Lemma 3.5.10. Assume Condition (3.4). It holds that

E
[∫ T

0
ιŨ1

(
t,yZtZ

ε

t

)
dt +Ũ2

(
yZT Zε

T

)]
+ xy

= E
[∫ T

0
ιU1 (t,κt)dt +U2 (XT (ϕ,κ))

]
− yEQ

[
(∆ϕ+)

2− 3
2∆ϕ2

R
• [S,S]T

]
− yEQ

[(
∆ϕHε,R) • [R,S]T ]+o(ε2/3). (3.96)

Proof. Taylor expansion of Ũ1 (t, ·) for t ∈ [0,T ) and Ũ2 yields∫ T

0
ιŨ1

(
t,yZtZ

ε

t

)
dt +Ũ2

(
yZT Zε

T

)
=

∫ T

0
ιŨ1 (t,yZt)dt +Ũ2 (yZT )

+
∫ T

0
ιŨ ′1 (t,yZt)yZt

(
Zε

t −1
)

dt +Ũ ′2 (yZT )yZT

(
Zε

T −1
)

︸ ︷︷ ︸
=:G(24)

+
1
2

∫ T

0
ιŨ ′′1 (t,yZt)(yZt)

2
(

Zε

t −1
)2

dt +
1
2

Ũ ′′2 (yZT )(yZT )
2
(

Zε

T −1
)2

︸ ︷︷ ︸
=:G(25)

+ι
1
2

∫ T

0

(
Ũ ′′1
(

t,yZt

(
1+ϑt

(
Zε

t −1
)))
−Ũ ′′1 (t,yZt)

)
(yZt)

2
(

Zε

t −1
)2

dt︸ ︷︷ ︸
=:G(26)

+
1
2

(
Ũ ′′2
(

yZT

(
1+ϑT

(
Zε

T −1
)))
−Ũ ′′2 (yZT )

)
(yZT )

2
(

Zε

T −1
)2

︸ ︷︷ ︸
=:G(27)

for some random (ϑt)t∈[0,T ] ⊆ (0,1). Since X (ϕ,κ) and yZ are considered to be the
frictionless optimizer for the primal and dual problem, respectively, by the conjugate
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relation (cf. [22, Theorem 3.10]), it holds that

E
[∫ T

0
ιŨ1 (t,yZt)dt +Ũ2 (yZT )

]
= E

[∫ T

0
ιU1 (t,κt)dt +U2 (XT (ϕ,κ)))

]
− xy,

(3.97)
− ιŨ ′1 (t,yZt) = κt , −Ũ ′2 (yZT ) = XT (ϕ,κ) , (3.98)

ιŨ ′′1 (t,yZt)(yZt)
2 = ιrtyZt , Ũ ′′2 (yZT )(yZT )

2 = RT yZT , (3.99)

and

x = E
[∫ T

0
Ztκtdt +ZT XT (ϕ,κ)

]
= EQ [x+ϕ • ST ] , (3.100)

where the second equality in (3.100) follows from Fubini’s theorem.
Step 1. From (3.98), (3.100), Remark 3.5.8 and Fubini’s theorem, we have

E
[
G(24)

]
= yE

[∫ T

0
Ztκtdt +ZT XT (ϕ,κ)

]
− yE

[∫ T

0
ZtZ

ε

t κtdt +ZT Zε

T XT (ϕ,κ)

]
= yEQ [x+ϕ • ST ]− xy︸ ︷︷ ︸

=0

−yEQ

[
Zε

T (ϕ • ST )
]
,

and

−EQ

[
Zε

T (ϕ • ST )
]
=−EQ

[
Zε

T

(
ϕ

ε • Sε

T

)]
+EQ

[
ϕ

ε • Sε

T −ϕ • ST

]
+EQ

[(
Zε

T −1
)(

ϕ
ε • Sε

T −ϕ • ST

)]
.

Note that from Remark 3.5.8, ϕ
ε • Sε is a local martingale under the measure with density

process Zε = ZZε . (3.81, 3.65) and Conditions (3.2, 3.4) yield∥∥∥Zε
(

ϕ
ε • Sε

)∥∥∥
S1(Q)

≤ cst.
(
‖X (ϕ,κ)‖S1(Q)+‖κ‖S1(Q)+

∥∥∥Xε (ϕε ,0)−
(

x+ϕ
ε • Sε

)∥∥∥
S1(Q)

)
< ∞,

and hence the Q-local martingale Zε
(ϕε • Sε

) is a uniformly integrable Q-martingale and

EQ

[
Zε

T

(
ϕ

ε • Sε

T

)]
= 0.

From (3.52, 3.57, 3.63), in view of (3.49, 3.85) and by the same argument as in (3.74), we
obtain

EQ

[
ϕ

ε • Sε

T −ϕ • ST

]
= EQ

[
2∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τε∧ρε

]

+EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]

τε∧ρε

]
+O(ε) .
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Observe that

EQ

[(
Zε

T −1
)(

ϕ
ε • Sε

T −ϕ • ST

)]
= EQ

[
(Zε

T −1)(ϕε −ϕ) • Sτε∧ρε

]
︸ ︷︷ ︸

=:G(28)

+EQ

[
(Zε

T −1)(ϕε • ∆ST +ϕ • Sτε∧ρε −ϕ • ST )
]

︸ ︷︷ ︸
=:G(29)

.

The Cauchy-Schwarz inequality, (3.42) and (3.94) yield

∣∣∣G(28)
∣∣∣ = −EQ

[(
∆ϕ

R
• ST +Hε,R • R⊥T

)
(ϕε −ϕ) • Sτε∧ρε

]
+EQ

[(
Zε

T −1+
∆ϕ

R
• ST +Hε,R • R⊥T

)
(ϕε −ϕ) • Sτε∧ρε

]
= −EQ

[(
∆ϕ

R
• ST +Hε,R • R⊥T

)
(ϕε −ϕ) • Sτε∧ρε

]
+O(ε)

= −EQ

[
∆ϕ2

R
• [S,S]

τε∧ρε

]
−EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]

τε∧ρε

]
+O(ε) .

Using the Cauchy-Schwarz inequality and (A.4), in view of (3.81, 3.84, 3.58, 3.64) and
combining the argument in (3.74) with (3.85), we conclude

∣∣∣G(29)
∣∣∣ ≤ cst.

√
EQ

[(
Zε

T −1
)2
]√

EQ

[(
ϕ

ε • ∆ST
)2
]

+ cst.EQ
[
1{τε∧ρε<T}

∣∣ϕ • Sτε∧ρε −ϕ • ST
∣∣]

= O(ε) .

Together, it follows that

E
[
G(24)

]
= yEQ

[
∆ϕ2− (∆ϕ+)

2

R
• [S,S]

τε∧ρε

]
+O(ε) . (3.101)

Step 2. (3.99), Fubini’s theorem and (3.86) imply

E
[
G(25)

]
=

y
2

EQ

[
∆ϕ2

R
• [S,S]T

]
− yEQ

[(
∆ϕHε,R) • [R,S]T ]+o(ε2/3). (3.102)

Step 3. We show that the family {(G(26)+G(27))/ε2/3}ε∈(0,1) is uniformly integrable.
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By Condition (3.17), (3.81), Remark 3.5.1-3 and (3.19), we deduce∣∣∣Ũ ′′1 (t,yZt

(
1+ϑt

(
Zε

t −1
)))∣∣∣ ≤ 1

a1

∣∣∣∣∣Ũ ′1(t,yZt(1+ϑt(Z
ε

t −1)))

yZt(1+ϑt(Z
ε

t −1))

∣∣∣∣∣
≤ 1

a1

∣∣∣∣∣Ũ ′1
(
t, 3

2yZt
)

3
2yZt

∣∣∣∣∣
≤ cst.

∣∣∣∣∣Ũ ′1 (t,yZt)

yZt

∣∣∣∣∣
and ∣∣∣Ũ ′′2 (yZT

(
1+ϑT

(
Zε

T −1
)))∣∣∣ ≤ 1

a1

∣∣∣∣∣Ũ ′2(yZT (1+ϑT (Z
ε

T −1)))

yZT (1+ϑT (Z
ε

T −1))

∣∣∣∣∣
≤ 1

a1

∣∣∣∣∣Ũ ′2
(3

2yZT
)

3
2yZT

∣∣∣∣∣
≤ cst.

∣∣∣∣∣Ũ ′2 (yZT )

yZT

∣∣∣∣∣ ;
using again (3.17) and combining this with (3.98), Fubini’s theorem, the Cauchy-Schwarz
inequality, (3.84) and Conditions (3.2, 3.4), we obtain

sup
ε∈(0,1)

E

∣∣∣∣∣G(26)+G(27)

ε2/3

∣∣∣∣∣
2


≤ cst. sup
ε∈(0,1)

EQ

∣∣∣∣∣
∫ T

0
κt
(Zε

t −1)2

ε2/3 dt

∣∣∣∣∣
2
+ cst. sup

ε∈(0,1)
EQ

∣∣∣∣∣XT (ϕ,κ)
(Zε

T −1)2

ε2/3

∣∣∣∣∣
2


≤ cst.‖κ‖2
S4(Q) sup

ε∈(0,1)

∥∥∥∥∥Zε −1
ε1/3

∥∥∥∥∥
4

S8(Q)

+ cst.‖X (ϕ,κ)‖2
S4(Q) sup

ε∈(0,1)

∥∥∥∥∥Zε −1
ε1/3

∥∥∥∥∥
4

S8(Q)

< ∞.

Thus by [14, Theorem 27.2], the family {(G(26)+G(27))/ε2/3}ε∈(0,1) is uniformly inte-
grable. Since (G(26)+G(27))/ε2/3→ 0 in probability when ε ↓ 0, this implies

E
[
G(26)+G(27)

]
= o(ε2/3). (3.103)

Finally, the assertion follows from (3.97, 3.101, 3.102, 3.103) in conjunction with (3.85)
and the argument in (3.76).
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3.5.4 Optimality

Based on the primal and dual considerations above, in this section we prove the leading-
order optimality of policy (ϕ̃ε , κ̃ε).

First, we apply the ergodic argument stated in Section 4.3 to remove the dependence
of the expressions (3.70, 3.96) on the reflecting process ∆ϕ .

Lemma 3.5.11. Under Assumptions 3.2.5, we have

EQ

[
∆ϕ2

R
• [S,S]T

]
=

1
3

EQ

[
(∆ϕ+)

2

R
• [S,S]T

]
+o(ε2/3), (3.104)

EQ

[
ϕ ′∆X̃∆ϕ

R
• [S,S]T

]
= o(ε2/3), (3.105)

EQ
[(

∆ϕHε,R) • [R,S]T ]= o(ε2/3). (3.106)

Proof. We verify the assumptions for Lemma 4.3.4 in the context of this chapter. Note
that the “aisle type” strategy ϕδ characterized by (4.1, 4.2, 4.3) refers to our candidate
strategy ϕε satisfying (3.20, 3.21, 3.22) with P , Q, δ , (ε/2)1/3, ϕ , ϕ , ∆Φ , ϕ ′∆X̃
and β , β . In view of (3.22, 3.30) and applying Itô’s formula to ∆ϕ+/ε1/3,ϕ ′∆X̃/ε1/3,
we deduce that Condition (3.4) combined with (3.39) and Lemma A.2 implies Condition
(4.4). Moreover, according to Assumption 3.2.5, cϕ,ϕ is considered to be continuous and
strictly positive. Therefore, Assumption 4.2.1 is fulfilled. Further, corresponding to (3.42,
3.80), let us define the following processes:

∆Y (1) :=
∆ϕ

ε1/3

RE (H)
• S, ∆Y (2) :=

∆ϕ

ε1/3

RE
(
− 1

R
• R⊥

) • S,

K :=
(

∆ϕ+

ε1/3

)2 cS,S

R
, L(1) := E (H)ϕ

′cS,S ∆ϕ+

ε1/3 , L(2) := E

(
− 1

R
• R⊥

)
∆ϕ+

ε1/3
cR,S

R
,

where

H := ϕ
′ • S+κ

′ • I− 1
R
• R+

1
R
• [R,R] .
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From Condition (3.4) and Lemma A.2, we have

EQ

[∫ T

0
|Kt |dt

]
+ ∑

i=1,2

(
EQ

[∫ T

0

∣∣∣c∆Y (i),∆Y (i)

t

∣∣∣2 ds
]
+
∥∥∥L(i)

∥∥∥
S4

)

≤ cst.EQ

[∫ T

0

∣∣∣β 2
t Rtc

Y,Y
t

∣∣∣dt
]
+ cst.EQ

∫ T

0

∣∣∣∣∣ β 2
t cY,Y

t

[E (H)t ]
2

∣∣∣∣∣
2

dt


+ cst.EQ

∫ T

0

∣∣∣∣∣ β 2
t cY,Y

t[
E
(
− 1

R
• R⊥

)
t

]2
∣∣∣∣∣
2

dt


+ cst.

∥∥E (H)ϕ
′ScY,Y

βR
∥∥

S4(Q)
+ cst.

∥∥∥∥E (− 1
R
• R⊥

)
βcR,Y

∥∥∥∥
S4(Q)

< cst.

(cf. Condition (4.17)). Applying Lemma 4.3.4 to K, L , L(i), ∆Y , ∆Y (i) for i = 1 and
i = 2, we then obtain (3.104), (3.105) and (3.106), respectively.

Lemma 3.5.12. Under Assumption 3.2.5, we have

sup
(ψ,k)∈A ε(xB,xS)

E
[∫ T

0
ιU1 (t,kt)dt +U2 (Xε

T (ψ,k))
]

= E
[∫ T

0
ιU1 (t, κ̃ε

t )dt +U2 (Xε
T (ϕ̃

ε , κ̃ε))

]
+o(ε2/3).

Further, the minimum certainty equivalent loss is

∆CEε =
1
2

EQ

[
(∆ϕ+)

2

R
• [S,S]T

]
+o(ε2/3).

Proof. 1. We prove the approximate optimality of (ϕ̃ε , κ̃ε) via the conjugate relation.
Let (ψ,k) ∈A ε(xB,xS) be an arbitrary admissible trading strategy. In view of (3.83), we
have Sε ∈ [(1− ε)S,(1+ ε)S], which implies

x+ψ • Sε − k • I ≥ Xε (ψ,k)> 0. (3.107)

Since by Remark 3.5.8, x+ψ • Sε is a local martingale under the measure with density
process Zε = ZZε , in conjunction with (3.107), we obtain

EQ

[
Zε

T (x+ψ • Sε

T )
]
≤ x. (3.108)
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Combining the above considerations with Fubini’s theorem, we deduce

E
[∫ T

0
ιU1 (t,kt)dt +U2 (Xε

T (ψ,k))
]

(3.107)
≤ E

[∫ T

0
ιU1 (t,kt)dt +U2(x+ψ • Sε

T − k • IT )

]
(3.16)
≤ E

[∫ T

0
ιŨ1(t,yZtZ

ε

t )dt +Ũ2(yZT Zε

T )

]
+ yEQ

[
Zε

T (x+ψ • Sε

T )
]

(3.108)
≤ E

[∫ T

0
ιŨ1(t,yZtZ

ε

t )dt +Ũ2(yZT Zε

T )

]
+ xy

(3.96,3.104,3.106)
= E

[∫ T

0
ιU1 (t,κt)dt +U2 (XT (ϕ,κ))

]
− y

2
EQ

[
(∆ϕ+)2

R
• [S,S]T

]
+o(ε2/3)

(3.70,3.104,3.105)
= E

[∫ T

0
ιU1 (t, κ̃ε

t )dt +U2 (Xε
T (ϕ̃

ε , κ̃ε))

]
+o(ε2/3). (3.109)

In addition, from Lemma 3.5.7, we have (ϕ̃ε , κ̃ε) ∈A ε(xB,xS). Then, the optimality of
(ϕ̃ε , κ̃ε) follows.

2. Consider the value function of the frictionless optimization problem, i.e., the
mapping

z 7→ v(z) := sup
(ψ,k)∈A 0(z)

E
[∫ T

0
ιU1 (t,kt)dt +U2 (z+ψ • ST − k • IT )

]
.

From [22, Theorem 3.10 (v)], we have v′(x) = y. Taylor expansion of v around x in
conjunction with (3.1, 3.109) then yields the minimum certainty equivalent loss.





Chapter 4

Trading Volume

In this chapter we investigate the class of “aisle-type” trading strategies staying constant
while between some small, time-dependent barriers given by general Itô processes over a
finite time horizon, i.e., trading does not occur inside some random corridor but happens
at an infinite rate at the boundary in order to remain within the corridor. By means of a
random time change and looking into the local dynamics of such a strategy, we prove the
asymptotic formula for its total variation (trading volume) proposed in [19] providing a
finite rate with respect to time.

In the context of utility maximization under proportional transaction costs with one
risky asset, the behavior of the optimal trading strategy can be characterized by the
aisle-type dynamics considered in this chapter, cf. [28, 6, 35]. For small transaction costs
and the related asymptotics, in the previous two chapters we have rigorously proved the
leading-order optimality of the candidate strategy ϕε keeping the number of shares within
an explicit random corridor (no-trade region) proposed in [20, 19] for related settings;
applying the main theorem of this chapter, the trading volume and incurred transaction
costs while following strategy ϕε can be calculated to the leading order. Moreover,
utilizing the method in the last section of this chapter, the minimum utility loss can be
simplified to an expression that does not depend on the aisle-type strategy ϕε itself, which
completes the proofs in Chapters 2 and 3.

Concerning asymptotic results for the trading volume in portfolio optimization under
proportional transaction costs, Janeček and Shreve [16] provide heuristic arguments in
the context of maximizing power utility of consumption in the Black-Scholes model over
an infinite time horizon, rescaling time and applying the ergodic theorem on the local
time of reflected Brownian motion. For the corresponding long-run optimal investment
problem in the same setting, Gerhold et al. [9] make the idea in [16] precise to derive
rigorously the long-term average of the share- and wealth-turnover. In case of power
utility and Black-Scholes model, the asymptotic turnover proposed in [19] and proved in
this chapter coincide with the asymptotic results in [9]. By contrast, our approach inherits
the spirit of the previous two chapters in respect of using an auxiliary shadow price

83
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process for calculating the displacement loss and transaction costs caused by trading with
the aisle-type strategy ϕε , and relies on the uniform stationary distribution of standard
Brownian motion reflected to remain within a fixed interval.

The remainder of this chapter is organized as follows. The subsequent section provides
a precise definition of the aisle-type strategies considered in the study of this chapter. The
main theorem concerning the asymptotic total variation of those strategies and applications
are stated in Section 4.2. In Section 4.3 we carry out a random time change and apply
ergodic arguments to reflected Brownian motion in order to remove the dependence of
the asymptotic formulas on the aisle-type strategy itself, which completes the proof in
Section 4.3 as well as the proofs of the minimum utility loss in Chapters 2 and 3.

4.1 Setup
First, let us recall some of the notations in [32]. For a process A of finite variation,

∫ ·
0 |dAt |

denotes the total variation of A. Fixing a compact time interval [0,T ], we say that a
sequence of processes {Hn}n∈N converges to a process H uniformly in probability and
write

Hn −→
u.p.

H as n→ ∞

if
sup

t∈[0,T ]
|Hn

t −Ht | −→ 0 in probability

for n→ ∞.
Now, fix a finite time horizon T and a filtered probability space (Ω,F ,F,P). For any

Itô process X , bX and cX ,X stand for its local drift and quadratic variation, respectively,
i.e.,

dXt = bX
t dt +dMX

t , cX ,X
t :=

d[X ,X ]t
dt

,

where MX is a continuous local martingale starting in 0. Analogously, the local covariation
of Itô processes X and Y is denoted by

cX ,Y
t :=

d[X ,Y ]t
dt

.

In this chapter we consider the following quantities to be known. We assume that δ is
a real number in (0,1) and ϕ , β , Ψ are Itô processes which do not depend on δ , where β

is strictly positive. Further, we suppose that ∆Φ is an Itô process starting in 0.

Lemma 4.1.1. Set ∆ϕ± :=±βδ . There exists a continuous adapted process ϕδ with

ϕ
δ = ϕ +∆Φ+∆ϕ = ϕ

δ↑−ϕ
δ↓, (4.1)
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where ∆ϕ has values in [∆ϕ−,∆ϕ+] and ϕδ↑, ϕδ↓ are increasing process such that

ϕ
δ↑ increases only on the set

{
∆ϕ = ∆ϕ

−}⊆Ω× [0,T ], (4.2)

ϕ
δ↓ increases only on the set

{
∆ϕ = ∆ϕ

+
}
⊆Ω× [0,T ]. (4.3)

Proof. The assertion follows from [37, Theorem 3.3]. Indeed, (4.1) is related to a
Skorohod SDE driven by the semimartingale ϕ +∆Φ with constant coefficients which
are in particular Lipschitz continuous with respect to ∆ϕ . The time-dependent reflecting
barriers ∆ϕ± are Lipschitz operators in the sense of [37, Definition 3.1] evaluated at
process ∆ϕ .

In Chapters 2 and 3 dealing with the problem of utility maximization under small
transaction costs, we have proved the leading-order optimality of the candidate strategy
ϕε proposed in [20, 19] behaving like the process ϕδ in Lemma 4.1.1 for suitable ϕ +∆Φ

and ∆ϕ± =±βδ representing the midpoint and the spread of the approximately optimal
no-trade region, respectively. Generally, we call a strategy following the dynamics of
(4.1, 4.2, 4.3) an “aisle-type” strategy. The aim of this chapter consists in verifying the
asymptotic formula for the total variation of the aisle-type strategy ϕδ in Lemma 4.1.1
for small δ proposed in [19] under well-defined regularity conditions.

4.2 Main results
In this section we rigorously prove the asymptotic turnover of the aisle-type strategies
heuristically derived in [19]. To this end, let us first impose some regularity conditions on
the processes ϕ , β , Ψ, ∆Φ which we are starting with.

Assumption 4.2.1. Set

H :=
{

ϕ,β ,
∆Φ

δ

}
.

We suppose that

∑
X∈H

∥∥∥∥cX ,X

cϕ,ϕ

∥∥∥∥
S1
+ ∑

X∈H

∥∥∥∥βbX

cϕ,ϕ

∥∥∥∥
S1
< cst., (4.4)

where cst. is used to denote a constant independent of δ and ‖ ·‖Sq stands for the Sq-norm
defined in (A.1). Further, cϕ,ϕ is assumed to be a positive process with continuous paths.

Assumption 4.2.2. Set

G :=
{

ΨY,
Y
β

ΨbX ,Y ΨbΨ,
Y
β 2 ΨcX ,X ,

Y
β

cX ,X ,
Y
β

cΨ,Ψ,
Y 2

β 2 Ψ
2cX ,X ,Y 2cΨ,Ψ :

X ,Y ∈H
Y 6= ϕ

}
.

We assume that

∑
g∈G

E
[∫ T

0
|gt |dt

]
+E

[∫ T

0

∣∣∣∣b ∆Φ

δ

t

∣∣∣∣4 +(c
∆Φ

δ
,∆Φ

δ

t

)2

dt

]
+

∥∥∥∥Ψ
cϕ,ϕ

β 2

∥∥∥∥
S4
< cst. (4.5)
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The following theorem states the main result of this chapter.

Theorem 4.2.3. Suppose that Assumptions 4.2.1, 4.2.2 hold. Let ϕδ be the process
satisfying (4.1, 4.2, 4.3). Then

δ

∫ ·
0

Ψt

∣∣∣dϕ
δ
t

∣∣∣−→
u.p.

1
2

∫ ·
0

Ψt
cϕ,ϕ

t

βt
dt as δ ↓ 0. (4.6)

Proof. Set

α :=
1
2

Ψβ
−3, γ := 3αβ

2
δ

2

and define
∆ξ := α∆ϕ

3− γ∆ϕ.

By (4.1, 4.2, 4.3), we have

d∆ϕt =−dϕt−d∆Φt on
{

∆ϕ 6= ∆ϕ
±} . (4.7)

For the function f (x,a,b) := ax3−bx, it holds that

∂ f
∂x

(
∆ϕ
±,α,γ

)
= 0;

since α , γ are Itô processes by assumption, in view of (4.7) and applying Itô’s formula,
we deduce that

d∆ξt = d f (∆ϕt ,αt ,γt)

=
(
3αt∆ϕ

2
t − γt

)
d∆ϕt +3αt∆ϕtd [∆ϕ,∆ϕ]t

+3∆ϕ
2
t d [α,∆ϕ]t +∆ϕ

3
t dαt−∆ϕtdγt−d [γ,∆ϕ]t

and ∆ξ is an Itô process taking values in [−|Ψ|δ 3, |Ψ|δ 3]. By applying Itô’s formula to
α,γ , we obtain ∣∣∣c∆ξ ,ϕ +3α

(
∆ϕ

2−
(
∆ϕ

+
)2
)

cϕ,ϕ
∣∣∣≤ cst. ∑

g∈G
|g|δ 3, (4.8)

∣∣∣(b∆ξ −3α∆ϕcϕ,ϕ
)
(∆Φ+∆ϕ)

∣∣∣≤ cst. ∑
g∈G
|g|δ 3, (4.9)

c∆ξ ,∆ξ (∆Φ+∆ϕ)2 ≤ cst. ∑
g∈G
|g|δ 6. (4.10)

Using integration by parts twice, we get

∆ξ • ϕ
δ = ∆ξ (ϕδ −ϕ)+∆ξ • ϕ +[∆ξ ,ϕ]− (∆Φ+∆ϕ) • ∆ξ −

[
ϕ

δ ,∆ξ

]
︸ ︷︷ ︸

=0

.
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From |∆ξ | ≤ |Ψ|δ 3, (A.2, A.7) and Assumption 4.2.2, it holds that∥∥∥∆ξ (ϕδ −ϕ)
∥∥∥

S1
≤
(
‖Ψβ‖S1 +

∥∥∥∥Ψ
∆Φ

δ

∥∥∥∥
S1

)
︸ ︷︷ ︸

<cst.

δ
3,

‖∆ξ • ϕ‖S1 ≤ cst.

E
[∫ T

0

∣∣Ψtb
ϕ

t
∣∣dt
]
+E

√∫ T

0

∣∣Ψ2
t cϕ,ϕ

t
∣∣dt


︸ ︷︷ ︸

<cst.

δ
3.

In view of (4.8, 4.9, 4.10), by (A.2, A.7) and Assumption 4.2.2, we have∥∥∥∥[∆ξ ,ϕ]+
∫ ·

0
3αt

(
∆ϕ

2
t −
(
∆ϕ

+
t
)2
)

cϕ,ϕ
t dt

∥∥∥∥
S1

≤ E
[∫ T

0

∣∣∣c∆ξ ,ϕ
t +3αt

(
∆ϕ

2
t −
(
∆ϕ

+
t
)2
)

cϕ,ϕ
t

∣∣∣dt
]

≤ cst.E

[∫ T

0
∑

g∈G
|gt |dt

]
︸ ︷︷ ︸

<cst.

δ
3

and ∥∥∥∥(∆Φ+∆ϕ) • ∆ξ −
∫ ·

0
3αt (∆Φt +∆ϕt)∆ϕtc

ϕ,ϕ
t dt

∥∥∥∥
S1

≤ cst.E
[∫ T

0

∣∣∣(∆Φt +∆ϕt)
(

b∆ξ

t −3αt∆ϕtc
ϕ,ϕ
t

)∣∣∣dt
]

+ cst.E

√∫ T

0

∣∣∣(∆Φt +∆ϕt)
2 c∆ξ ,∆ξ

t

∣∣∣dt


≤ cst.

(
E

[∫ T

0
∑

g∈G
|gt |dt

]
+E

[√
∑

g∈G

∫ T

0
|gt |dt

])
︸ ︷︷ ︸

<cst.

δ
3.

Together, we obtain∥∥∥∥∆ξ • ϕ
δ −

∫ ·
0

3αt

((
∆ϕ

+
t
)2−2∆ϕ

2
t −∆Φt∆ϕt

)
cϕ,ϕ

t dt
∥∥∥∥

S1
= O(δ 3). (4.11)

Since (4.2, 4.3) imply that ϕδ↑ and ϕδ↓ increase only on {∆ξ =Ψδ 3} and {∆ξ =−Ψδ 3},
respectively, we deduce

∆ξ • ϕ
δ =

∫ ·
0

Ψtδ
3dϕ

δ↑
t +

∫ ·
0

Ψtδ
3dϕ

δ↓
t = δ

3
∫ ·

0
Ψt

∣∣∣dϕ
δ
t

∣∣∣ .
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Combining this with (4.11), we conclude∥∥∥∥∥δ

∫ ·
0

Ψt

∣∣∣dϕ
δ
t

∣∣∣−∫ ·
0

3αt

((
∆ϕ

+
t
)2−2∆ϕ2

t −∆Φt∆ϕt

δ 2

)
cϕ,ϕ

t dt

∥∥∥∥∥
S1

= O(δ ). (4.12)

In conjunction with Lemma 4.3.4, setting

K := αβ
2cϕ,ϕ , L := αβcϕ,ϕ , ∆Y :=

∆Φ

δ
,

the assertion follows.

Remark 4.2.4. 1. In view of the proof of Theorem 4.2.3, the asymptotic formula in
(4.6) is still valid for convergence in S1-norm, cf. (4.12) and Lemma 4.3.4.

2. In the setting of Chapter 2 dealing with the issue of portfolio optimization under
small proportional transaction costs ε for exponential utility, the leading-order optimal
strategy ϕε1[[0,τε ]] follows the dynamics of (4.1, 4.2, 4.3) at scale δ := ε1/3, for midpoint
ϕ representing the frictionless target, ∆Φ := 0 and the half-width of the no-trade region
given by

∆ϕ
± =±βδ :=±

(
3

2p
cϕ,ϕ

cS,S Sε

)1/3

,

up to a stopping time τε which converges to T in the sense of (2.59) (cf. Theorem 2.2.4).
Using the same argument as in Lemma 2.5.4, it can be shown that for Ψ = 1 or Ψ = S,
Assumption 2.2.3 and the additional condition ‖S±1‖Sn(Q) < ∞ for all n ∈ N ensure the
counterparts of Assumptions 4.2.1, 4.2.2 in the setting of Chapter 2. Theorem 4.2.3
applied to Ψ := 1 then yields the asymptotic formula1 for the trading volume of strategy
ϕε :

∫ .

0
|dϕ

ε
t |=

∫ .

0
(εSt)

−1/3
( p

12

)1/3
(

cϕ,ϕ
t

cS,S
t

)2/3

d [S,S]t +ou.p.
(
ε
−1/3); (4.13)

and the incurred transaction costs obtained by applying Theorem 4.2.3 for Ψ := S amount
to ∫ .

0
εSt |dϕ

ε
t |= ε

2/3
∫ .

0

( p
12

)1/3
(

cϕ,ϕ
t

cS,S
t

St

)2/3

d [S,S]t +ou.p.
(
ε

2/3). (4.14)

In conjunction with Remark 4.2.4-1, (2.59) and by the same argument as in (2.80), it can
be shown that (4.13) and (4.14) are still valid when replacing ϕε with the leading-order
optimal strategy ϕε1[[0,τε ]]. In particular, all concrete models verified in Section 2.3 fulfill
Assumptions 4.2.1, 4.2.2 and hence can be considered as examples of Theorem 4.2.3 in
this chapter.

1Here and in the sequel, the expression H(ζ ) = ou.p.(ζ ) refers to
∣∣∣H(ζ )

ζ

∣∣∣−→
u.p.

0 for ζ ↓ 0.
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3. Parallel to Remark 4.2.4-2, let us now pass to the setting of Chapter 3 concerning
the general structure of utility maximization under small proportional transaction costs ε .
Theorem 3.2.6 states that the leading-order optimal investment strategy ϕε1[[0,τε ]] behaves
like the process ϕδ following (4.1, 4.2, 4.3) at scale δ := ε1/3, for midpoint ϕ referring
to the frictionless optimizer with offset

∆Φ := ϕ
′ ((ϕε −ϕ) • S− (κε −κ) • I)

and the spread of the no-trade region determined by

∆ϕ
± =±βδ :=±

(
3
2

R
cϕ,ϕ

cS,S Sε

)1/3

,

up to a stopping time τε converging to T in the sense of (3.49). For Ψ = 1 or Ψ = S,
by the argument in Lemma 3.5.5, it can be shown that Assumptions 4.2.1, 4.2.2 with
respect to the setting of Chapter 3 follow from Assumption 3.2.5 in conjunction with the
regularity condition ‖S±1‖Sn(Q) < ∞ for all n ∈ N. Then from Theorem 4.2.3 for Ψ = 1,
the asymptotic trading volume of strategy ϕε reads as

∫ .

0
|dϕ

ε
t |=

∫ .

0
(εSt)

−1/3
(

1
12Rt

)1/3
(

cϕ,ϕ
t

cS,S
t

)2/3

d [S,S]t +ou.p.
(
ε
−1/3); (4.15)

and Theorem 4.2.3 for Ψ = S yields the incurred transaction costs:

∫ .

0
εSt |dϕ

ε
t |= ε

2/3
∫ .

0

(
1

12Rt

)1/3
(

cϕ,ϕ
t

cS,S
t

St

)2/3

d [S,S]t +ou.p.
(
ε

2/3). (4.16)

Taking Remark 4.2.4-1, (3.49) into account and by the same argument as in (3.76), the
results in (4.15) and (4.16) also hold for the approximately optimal strategy ϕε1[[0,τε ]]. In
particular, Theorem 4.2.3 proves the asymptotic formulas proposed in [19, (3.5), (3.6)]
and all examples provided in Section 3.3 are valid in the context of this chapter. Note that
in case of power utility and Black-Scholes model, (4.15) confirms the asymptotic rates of
the share- and wealth-turnover in [9, Theorem 2.2 (vi)].

4.3 Further asymptotics
In this section we apply some ergodic property of reflected Brownian motion in order
to simplify the expression for the asymptotic total variation of the aisle-type strategy
ϕδ following (4.1, 4.2, 4.3), so that formula (4.12) does not depend on the reflecting
process ∆ϕ and the offset of the corridor ∆Φ. Moreover, the results of this section (cf.
Lemma 4.3.4) can be used in Chapters 2 and 3 for approximating the minimum utility
loss due to small proportional transaction costs, cf. Corollary 2.5.11, Lemma 3.5.11.
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Throughout this section, let K, L, ∆Y be Itô processes, where K,L do not depend on δ

and ∆Y starts in 0. Suppose that

E
[∫ T

0
|Kt |dt

]
+E

[∫ T

0

∣∣∣b∆Y
t

∣∣∣4 +(c∆Y,∆Y
t

)2
dt
]
+‖L‖S4 < cst. (4.17)

First, let us focus on a constant corridor [−1,1] and set

q :=
∆ϕ

∆ϕ+
.

Then q is a semimartingale reflected to stay between ±1. Aiming to apply the ergodic
property of standard Brownian motion reflected to remain within [−1,1], we shall carry
out changes of time and measure. To prepare for this, we modify the process q in the
following manner. Using Itô’s formula, the dynamics of q can be characterized by

dqt = bq
t dt +dMq

t +dA↑t −dA↓t ,

where Mq is a continuous local martingale starting in 0, A↑ and A↓ are increasing processes
which grow only on {q =−1} and {q = 1}, respectively, and

bq
t =

b∆ϕ

t

βtδ
− c∆ϕ,β

t

β 2
t δ
− qtb

β

t

βt
+

qtc
β ,β
t

β 2
t

, (4.18)

cq,q
t =

c∆ϕ,∆ϕ

t

β 2
t δ 2 −2

qtc
β ,∆ϕ

t

β 2
t δ

+
q2

t cβ ,β
t

β 2
t

. (4.19)

Define stopping times

σ
δ ,1 := inf

{
t ∈ [0,T ] :

∣∣∣∣cq,q
t −

cϕ,ϕ
t

β 2
t δ 2

∣∣∣∣> cϕ,ϕ
t

2β 2
t δ 3/2

}
, (4.20)

σ
δ ,2 := inf

{
t ∈ [0,T ] :

∣∣∣∣ bq
t

cq,q
t

∣∣∣∣> 1
}
, (4.21)

σ
δ := σ

δ ,1∧σ
δ ,2∧T.

Since cϕ,ϕ > 0 by assumption, we have

dϕt = bϕ

t dt +
√

cϕ,ϕ
t dWt

for a standard Brownian motion W on
(

Ω,F ,(Ft)t∈[0,T ] ,P
)

. Set

bq := (bq)σδ

, cq,q := (cq,q)σδ

(4.22)
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and define

Mq := Mq1[[0,σδ [[+

(
Mq

σδ
+
∫ ·

σδ

√
cq,q

t dWt−σδ

)
1[[σδ ,T ]].

Then Mq is a continuous local martingale for which the local quadratic variation equals
cq,q. From [37, Theorem 3.3], there exists a unique solution q to the Skorohod SDE:

dqt = bq
t dt +dMq

t +dA↑t −dA↓t , q0 = q0,

where A↑ and A↓ are increasing and increase only on {q =−1} and {q = 1}, respectively.
In particular, q = q on [[0,σδ ]].

4.3.1 Time change
Fix t ∈ [0,T ). Consider the time change (t(ϑ))ϑ∈R+ defined by

t(ϑ) := inf{s ∈ [t,T ] : [q,q]s− [q,q]t > ϑ}∧T.

Set

ϑ := [q,q]T − [q,q]t =
∫ T

t
cq,q

s ds

and
q̃ϑ := qt(ϑ) for ϑ ∈ R+.

Note that setting

cϕ,ϕ := (cϕ,ϕ)σδ

, β := β
σδ

,

(4.20, 4.22) yield

cq,q ∈ cϕ,ϕ

β
2
δ 2

+

[
− cϕ,ϕ

2β
2
δ 2

,
cϕ,ϕ

2β
2
δ 2

]
δ

1/2 ⊆

[
cϕ,ϕ

2β
2
δ 2

,
3cϕ,ϕ

2β
2
δ 2

]
. (4.23)

Since cϕ,ϕ > 0, β > 0 by assumption, we have cq,q > 0. Therefore, the mapping ϑ 7→ t(ϑ)

is continuously differentiable on the interval (0,ϑ) with derivative (cq,q
t(ϑ)

)−1.

Lemma 4.3.1. Suppose that Assumption 4.2.1 holds. Set

ϑ
δ :=

∫ (t+δ )∧T

t
cq,q

s ds.

Then we have∣∣∣∣∣ 1δ
∫ (t+δ )∧T

t
q2

s Ksds− 1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑKt

∣∣∣∣∣ δ↓0−→ 0 in probability (4.24)
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and ∣∣∣∣∣ 1δ
∫ (t+δ )∧T

t
qs∆YsLsds− 1

ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ∆YtLt

∣∣∣∣∣ δ↓0−→ 0 in probability. (4.25)

Moreover, for any ω ∈Ω, there exist some δ0(ω), K(ω),K(ω)> 0 such that

K(ω)δ−1 ≤ ϑ
δ (ω)≤ K(ω)δ−1 (4.26)

holds for all δ ≤ δ0(ω).

Proof. Step 1. From (4.20), Markov’s inequality, (4.19, 4.1) and Condition (4.4), we have

P
(

σ
δ ,1 < T

)
≤ P

 sup
s∈[0,T ]

∣∣∣∣∣∣
cq,q

s − cϕ,ϕ
s

β 2
s δ 2

cϕ,ϕ
s

2β 2
s δ 3/2

∣∣∣∣∣∣> 1


≤ 2δ

1/2

∥∥∥∥∥∥
c

∆Φ

δ
,∆Φ

δ +2
∣∣∣c ∆Φ

δ
,ϕ
∣∣∣+2

∣∣∣cβ ,ϕ
∣∣∣+2

∣∣∣cβ ,∆Φ

∣∣∣+ cβ ,β

cϕ,ϕ

∥∥∥∥∥∥
S1︸ ︷︷ ︸

<cst.

.(4.27)

Note that on {σδ ,1 ≥ s}, it holds that

cq,q
s ∈

[
cϕ,ϕ

s

2β 2
s δ 2 ,

3cϕ,ϕ
s

2β 2
s δ 2

]
.

Then by (4.21, 4.18, 4.27), Markov’s inequality and Condition (4.4), we get

P
(

σ
δ ,2 < T

)
≤ P

(
σ

δ ,2 < σ
δ ,1 ≤ T

)
+P

(
σ

δ ,1 ≤ σ
δ ,2 < T

)
≤ P

(
sup

s∈[0,T ]

∣∣∣∣2bq
s β 2

s δ 2

cϕ,ϕ
s

∣∣∣∣> 1

)
+P

(
σ

δ ,1 < T
)

≤ δ

∥∥∥∥∥∥
β

(
|bϕ |+

∣∣b∆Φ
∣∣+ ∣∣∣bβ

∣∣∣)+ ∣∣∣cϕ,β
∣∣∣+ ∣∣∣c∆Φ,β

∣∣∣+ cβ ,β

cϕ,ϕ

∥∥∥∥∥∥
S1︸ ︷︷ ︸

<cst.

+O(δ 1/2). (4.28)

Together, we obtain

lim
δ↓0

P
(

σ
δ < T

)
≤ lim

δ↓0
P
(

σ
δ ,1 < T

)
+ lim

δ↓0
P
(

σ
δ ,2 < T

)
= 0.
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Therefore, for any ζ > 0, we have

lim
δ↓0

P
(∣∣∣∣ 1δ

∫ (t+δ )∧T

t

(
q2

s −q2
s
)

Ksds
∣∣∣∣> ζ

)
≤ lim

δ↓0
P
(

σ
δ < T

)
= 0, (4.29)

lim
δ↓0

P
(∣∣∣∣ 1δ

∫ (t+δ )∧T

t

(
q2

s −q2
s
)

∆YsLsds
∣∣∣∣> ζ

)
≤ lim

δ↓0
P
(

σ
δ < T

)
= 0. (4.30)

Step 2. By continuity of the process K and using the mean value theorem, we deduce

lim
δ↓0

∣∣∣∣ 1δ
∫ (t+δ )∧T

t
q2

s (Ks−Kt)ds
∣∣∣∣(ω) = 0 for all ω ∈Ω. (4.31)

Further, (A.2, A.7), the Cauchy-Schwarz inequality, Condition (4.17), continuity of L and
dominated convergence yield

lim
δ↓0

E
[∣∣∣∣ 1δ

∫ (t+δ )∧T

t
q2

s (∆YsLs−∆YtLt)ds
∣∣∣∣]

≤ lim
δ↓0

E

[
sup

s∈[t,t+δ ]

|(∆YsLs−∆YtLt)|
]

≤ lim
δ↓0

E

[
sup

s∈[t,t+δ ]

|(∆Ys−∆Yt)Ls|
]
+ lim

δ↓0
E

[
sup

s∈[t,t+δ ]

|∆Yt (Ls−Lt)|
]

≤ cst. lim
δ↓0

∥∥∥∥∥∥
∫ T

0
1[t,t+δ ](s)

∣∣∣b∆Y
s

∣∣∣ds+

√∫ T

0
1[t,t+δ ](s)c

∆Y,∆Y
s ds

∥∥∥∥∥∥
L2(P)

‖L‖S2︸ ︷︷ ︸
<cst.

+ lim
δ↓0

E

[
sup

s∈[t,t+δ ]

|Ls−Lt |2
]

︸ ︷︷ ︸
=0

‖∆Y‖S2︸ ︷︷ ︸
<cst.

≤ cst. lim
δ↓0

√∫ T

0
1[t,t+δ ](s)ds︸ ︷︷ ︸
=0

√
E
[∫ T

0

∣∣b∆Y
s
∣∣2 ds

]
︸ ︷︷ ︸

<cst.

+ cst. lim
δ↓0

4

√∫ T

0
1[t,t+δ ](s)ds︸ ︷︷ ︸
=0

4

√
E
[∫ T

0

(
c∆Y,∆Y

s

)2
ds
]

︸ ︷︷ ︸
<cst.

which implies∣∣∣∣ 1δ
∫ (t+δ )∧T

t
q2

s (∆YsLs−∆YtLt)ds
∣∣∣∣−→ 0 in probability as δ ↓ 0. (4.32)
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Step 3. Fix ω ∈Ω. Applying the mean value theorem to the mapping t 7→ t(ϑ), we
get

δ =
(

t(ϑ δ )− t(0)
)
(ω)

=
(
(cq,q

t(ξ ))
−1

ϑ
δ

)
(ω) for some ξ ∈ [0,ϑ δ (ω)]. (4.33)

From (4.23) as well as the continuity of the mapping s 7→ cϕ,ϕ
s
β 2

s
(ω), we deduce

lim
δ↓0

∣∣∣∣∣ 1δ
∫

ϑ δ

0
q̃n

ϑ

((
cq,q

t(ϑ)

)−1−
(
cq,q

t(ξ )

)−1
)

dϑ

∣∣∣∣∣(ω) = 0, n = 1,2.

Change of variables yields

lim
δ↓0

∣∣∣∣∣ 1δ
∫ (t+δ )∧T

t
qn

s ds− 1
ϑ δ

∫
ϑ δ

0
q̃n

ϑ dϑ

∣∣∣∣∣(ω) = 0, n = 1,2. (4.34)

Therefore, (4.34) for n = 2 leads to

lim
δ↓0

∣∣∣∣∣
(

1
δ

∫ (t+δ )∧T

t
q2

s ds− 1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑ

)
Kt

∣∣∣∣∣(ω) = 0; (4.35)

the Cauchy-Schwarz inequality, (4.34) for n = 1, dominated convergence, (A.2, A.7) and
Condition (4.17) yield

lim
δ↓0

E

[∣∣∣∣∣
(

1
δ

∫ (t+δ )∧T

t
qsds− 1

ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

)
∆YtLt

∣∣∣∣∣
]

≤ lim
δ↓0

√√√√√E

∣∣∣∣∣ 1δ
∫ (t+δ )∧T

t
qsds− 1

ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

∣∣∣∣∣
2


︸ ︷︷ ︸
=0

‖∆Y‖S4 ‖L‖S4︸ ︷︷ ︸
<cst.

. (4.36)

Finally, (4.29, 4.31, 4.35) and (4.30, 4.32, 4.36) imply (4.24) and (4.25), respectively,
and (4.26) follows from (4.33, 4.23).

4.3.2 Change of measure
We use the same notation as in Section 4.3.1. From the Dambis-Dubins-Schwarz theorem
(cf. [33, Theorems V.1.6, V.1.7]), there exists an enlargement (Ω̃,F̃ ,(F̃ϑ )ϑ∈R+, P̃) of
the filtered space (Ω,F ,(Ft(ϑ))ϑ∈R+,P) and a standard Brownian motion W̃ on that
space such that W̃ϑ = Mq

t(ϑ)
−Mq

t(0) for ϑ < ϑ .
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Since the process (b̃ϑ )ϑ∈R+ defined by

b̃ϑ :=
bq

t(ϑ)

cq,q
t(ϑ)

1[[0,ϑ ]](ϑ)

is bounded,
dPδ

dP̃
= exp

(
−
∫

ϑ δ

0
b̃ϑ dW̃ϑ −

1
2

∫
ϑ δ

0
b̃2

ϑ dϑ

)
defines a probability measure on (Ω̃,F̃ ,(F̃ϑ )ϑ∈R+) whose Hellinger process h(1

2 ,P
δ , P̃)

is given by
h(1

2 ,P
δ , P̃)ϑ =

∫
ϑ∧ϑ δ

0 b̃2
ζ

dζ , ϑ ∈ R+

(cf. [15, Theorem IV.1.33]) and such that

W̃ δ := W̃ +
∫ ·

0
1[[0,ϑ δ ]](ϑ)b̃ϑ dϑ

is a Pδ -standard Brownian motion. In view of (4.18, 4.19, 4.26), we have

lim
δ↓0

∫
∞

0
1[[0,ϑ δ ]](ϑ)b̃2

ϑ dϑ = 0 a.s.

By [15, Theorem V.4.31 and Lemma V.4.3], this implies

lim
δ↓0

sup
A∈F̃∞

|Pδ (A)− P̃(A)|= 0. (4.37)

Lemma 4.3.2. On the probability space (Ω,F ,P), we have∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑ − 1
3

∣∣∣∣∣ δ↓0−→ 0 in probability, (4.38)

∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

∣∣∣∣∣ δ↓0−→ 0 in probability. (4.39)

Proof. Let process Y starting at q̃0 be the unique solution to the Skorohod SDE

dYϑ = dW̃ δ
ϑ

with reflection at ±1 (cf. e.g. [37, Theorem 3.3] for existence and uniqueness). Observe
that Y coincides with q̃ on [[0,ϑ δ ]]. Indeed, according to [13, 10.18], we have

dq̃ϑ = 1[[0,ϑ ]](ϑ)dW̃ϑ + b̃ϑ dϑ +dA↑t(ϑ)−dA↓t(ϑ),
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i.e., q̃ solves the Skorohod SDE on [[0,ϑ ]], which yields Y = q̃ on [[0,ϑ δ ]] by uniqueness of
the solution to the stopped Skorohod SDE. Note that standard Brownian motion reflected
at ±1 is a Markov process with uniform stationary distribution, cf. e.g. [4, Appendix 1.5].

Let ξ > 0 and f be an arbitrary bounded measurable function defined on [−1,1]. Due
to [23, Theorem] and in view of (4.26), there exist two constants C < ∞ and ς < 1 such
that for all δ0 ∈ (0,1),δ ≤ δ0,ϑ ∈ [0,1] we have

Pδ

(
Aδ

ϑ

)
<Cς

1
δ0

with

Aδ
ϑ :=


∣∣∣∣∣∣ 1
bϑ δ c

bϑ δ c−1

∑
i=0

f (q̃ϑ+i)−
1
2

∫ 1

−1
f (x)dx

∣∣∣∣∣∣> ξ

 .

In combination with (4.37) and interpreting Aδ
ϑ

naturally as a subset of Ω, we obtain

lim
δ↓0

P
(

Aδ
ϑ

)
= lim

δ↓0
P̃
(

Aδ
ϑ

)
= 0.

Fubini’s theorem and dominated convergence yield

lim
δ↓0

E
[∫ 1

0
1Aδ

ϑ

dϑ

]
= lim

δ↓0

∫ 1

0
P(Aδ

ϑ )dϑ =
∫ 1

0
lim
δ↓0

P(Aδ
ϑ )dϑ = 0.

Again by dominated convergence, we obtain

lim
δ↓0

E

∣∣∣∣∣∣
∫ 1

0

(
1
bϑ δ c

bϑ δ c−1

∑
i=0

f (q̃ϑ+i)

)
dϑ − 1

2

∫ 1

−1
f (x)dx

∣∣∣∣∣∣


≤ lim
δ↓0

E

∫ 1

0

∣∣∣∣ 1
bϑ δ c

bϑ δ c−1

∑
i=0

f (q̃ϑ+i)−
1
2

∫ 1

−1
f (x)dx

∣∣∣∣dϑ

= 0,

and hence∣∣∣∣∣∣
∫ 1

0

(
1
bϑ δ c

bϑ δ c−1

∑
i=0

f (q̃ϑ+i)

)
dϑ − 1

2

∫ 1

−1
f (x)dx

∣∣∣∣∣∣−→ 0 in probability

for δ ↓ 0. Since

1
ϑ δ

∫
ϑ δ

0
f (q̃ϑ )dϑ −

∫ 1

0

(
1
bϑ δ c

bϑ δ c−1

∑
i=0

f (q̃ϑ+i)

)
dϑ −→ 0 a.s.

as δ ↓ 0, (4.38) and (4.39) follow by setting f (x) := x2 and f (x) := x, respectively.
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Corollary 4.3.3. On the space (Ω,F ,P), we have∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

∣∣∣∣∣ |∆YtLt |
δ↓0−→ 0 in probability. (4.40)

Proof. Using the Cauchy-Schwarz inequality, (4.39) and dominated convergence, (A.2,
A.7) and Condition (4.17), we have

lim
δ↓0

E

[∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

∣∣∣∣∣ |∆YtLt |
]
≤ lim

δ↓0

√√√√√E

∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ

∣∣∣∣∣
2


︸ ︷︷ ︸
=0

‖∆Y‖2
S4 ‖L‖2

S4︸ ︷︷ ︸
<cst.

.

The assertion follows.

4.3.3 Asymptotics
Now, we are able to draw the following conclusion which completes the proofs of the
asymptotic formulas in Theorem 4.2.3, Corollary 2.5.11 and Lemma 3.5.11 in the related
contexts.

Lemma 4.3.4. Suppose that Assumption 4.2.1 holds. Let ∆ϕ be the reflecting process
related to the “aisle-type” strategy ϕδ satisfying (4.1, 4.2, 4.3). Let K, L, ∆Y be Itô
processes satisfying Condition (4.17), where K,L do not depend on δ and ∆Y starts in 0.
Then ∥∥∥∥∥

∫ ·
0

(
∆ϕt

∆ϕ
+
t

)2

Ktdt− 1
3

∫ ·
0

Ktdt

∥∥∥∥∥
S1

−→ 0 as δ ↓ 0, (4.41)∥∥∥∥∫ ·0 ∆ϕt

∆ϕ
+
t

∆YtLtdt
∥∥∥∥

S1
−→ 0 as δ ↓ 0. (4.42)

Proof. Step 1. Let ε > 0 be arbitrary. Fix t ∈ [0,T ) and define ϑ δ , q̃ as in Section 4.3.1.
Let

∆Xδ
t :=

1
δ

∫ (t+δ )∧T

t
q2

s Ksds, ∆Y δ
t :=

1
δ

∫ (t+δ )∧T

t
qs∆YsLsds

and set

Aδ
t :=

{∣∣∣∣∆Xδ
t −

1
3

Kt

∣∣∣∣> ε

}
, Bδ

t :=
{∣∣∣∆Y δ

t

∣∣∣> ε

}
.

By (4.24, 4.38) and (4.25, 4.40), we have

0 ≤ lim
δ↓0

P
(

Aδ
t

)
≤ lim

δ↓0
P

(∣∣∣∣∣∆Xδ
t −

1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑKt

∣∣∣∣∣> ε

2

)
+ lim

δ↓0
P

(∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑ − 1
3

∣∣∣∣∣ |Kt |>
ε

2

)
= 0
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and

0≤ lim
δ↓0

P
(

Bδ
t

)
≤ lim

δ↓0
P

(∣∣∣∣∣∆Y δ
t −

1
ϑ δ

∫
ϑ δ

0
q̃ϑ dϑ∆YtLt

∣∣∣∣∣> ε

2

)
+ lim

δ↓0
P

(∣∣∣∣∣ 1
ϑ δ

∫
ϑ δ

0
q̃2

ϑ dϑ

∣∣∣∣∣ |∆YtLt |>
ε

2

)
= 0,

respectively.
Step 2. Fubini’s theorem, dominated convergence and Step 1 yield

lim
δ↓0

E
[∫ T

0
1Aδ

t
dt
]
= lim

δ↓0

∫ T

0
P
(

Aδ
t

)
dt =

∫ T

0
lim
δ↓0

P
(

Aδ
t

)
dt = 0, (4.43)

lim
δ↓0

E
[∫ T

0
1Bδ

t
dt
]
= lim

δ↓0

∫ T

0
P
(

Bδ
t

)
dt =

∫ T

0
lim
δ↓0

P
(

Bδ
t

)
dt = 0. (4.44)

Observe that for any t ∈ [0,T ],∣∣∣∆Xδ
t

∣∣∣≤ 1
δ

∫ (t+δ )∧T

t
|Ks|ds =: ∆Xδ+

t .

Using Fubini’s theorem, we conclude

sup
t∈[0,T ]

∣∣∣∣∫ t

0
q2

s Ksds−
∫ t

0
∆Xδ

s ds
∣∣∣∣≤ ∫ δ

0

∣∣q2
s Ks
∣∣ds≤

∫ T

0
1[0,δ ](s) |Ks|ds (4.45)

and ∫ T

0
∆Xδ+

t dt ≤
∫ T

0
|Ks|ds. (4.46)

So by Condition (4.17), it holds that

E

[∫ T

0
sup

δ∈(0,1)

∣∣∣∆Xδ
t

∣∣∣dt

]
≤ E

[∫ T

0
|Ks|ds

]
< ∞.

Then, (4.41) follows from (4.43, 4.45, 4.46) and dominated convergence. Similarly,
Fubini’s theorem, the Cauchy Schwarz inequality, (A.2, A.7) and Condition (4.17) yield

sup
t∈[0,T ]

∣∣∣∣∫ t

0
qs∆YsLsds−

∫ t

0
∆Y δ

s ds
∣∣∣∣≤ ∫ δ

0
|qs∆YsLs|ds≤ δ sup

s∈[0,T ]
|qs∆YsLs| , (4.47)

sup
δ∈(0,1)

E

[
sup

s∈[0,T ]
|qs∆YsLs|2

]
≤ cst.‖∆Y‖S4 ‖L‖S4 < ∞. (4.48)

(4.42) then follows from (4.44, 4.47, 4.48) and [14, Theorem 27.2].



Appendix A

This appendix contains some fundamental tools which are used throughout the thesis.
Let us fix a probability measure P̃ and denote for any Itô process X its local P̃-drift

and quadratic variation by bX ,P̃ and cX ,X , respectively, i.e.,

dXt = bX ,P̃
t dt +dMX ,P̃

t , cX ,X :=
d[X ,X ]t

dt
,

where MX ,P̃ is a continuous P̃-martingale starting in 0. From [32, Section V.2], we recall
the Sq- and Hq-norms, q ∈ [1,∞), for an Itô process X :

‖X‖Sq(P̃) :=

∥∥∥∥∥ sup
t∈[0,T ]

|Xt |

∥∥∥∥∥
Lq(P̃)

, (A.1)

‖X‖Hq(P̃) :=

∥∥∥∥∥∥
∫ T

0
|bX ,P̃

t |dt +

√∫ T

0
cX ,X

t dt

∥∥∥∥∥∥
Lq(P̃)

.

To be more precise, [32] requires X0 = 0 in the definition of the Hq-norm.

Remark A.1. 1. Due to [32, Theorem V.2],

‖X‖Sq(P̃) ≤ cst.‖X‖Hq(P̃) (A.2)

holds if X0 = 0.

2. By convexity of the mapping x 7→ |x|q and Jensen’s inequality, we have∣∣∣∣∣ N

∑
n=1

Yn

∣∣∣∣∣
q

= Nq

∣∣∣∣∣ N

∑
n=1

Yn

N

∣∣∣∣∣
q

≤ Nq−1
N

∑
n=1
|Yn|q (A.3)

for any N ∈ N and any random variables Y1, . . . ,YN . In particular, for any N ∈ N
and Itô processes X (1), . . . ,X (N), it holds that∥∥∥∥∥ N

∑
n=1

X (n)

∥∥∥∥∥
q

q

≤ cst.
N

∑
n=1

∥∥∥X (n)
∥∥∥q

q
, (A.4)
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where ‖ · ‖q ∈ {‖ · ‖Sq(P̃),‖ · ‖Hq(P̃)}.

3. For any g ∈ Lq([0,T ]), Hölder’s inequality yields(∫ T

0
|g(t)|dt

)q

≤ ‖g‖q
Lq([0,T ])‖1‖

q
Lr([0,T ]) ≤ T q−1

∫ T

0
|g(t)|qdt (A.5)

with 1
q +

1
r = 1. Moreover,∥∥∥√Y

∥∥∥q

Lq(P̃)
= ‖Y‖

q
2

Lq/2(P̃)
≤ ‖Y‖

q
2

Lq(P̃)
(A.6)

for any random variable Y ∈ Lq(P̃).

4. Gathering the above inequalities, we obtain∥∥∥∥∥
∫ T

0

( M

∑
m=1

X (m)
t

)
dt +

√∫ T

0

( N

∑
n=1

Y (n)
t

)
dt

∥∥∥∥∥
q

Lq(P̃)

(A.3)
≤ cst.

∥∥∥∥∥
∫ T

0

( M

∑
m=1

X (m)
t

)
dt

∥∥∥∥∥
q

Lq(P̃)

+

∥∥∥∥∥
√∫ T

0

( N

∑
n=1

Y (n)
t

)
dt

∥∥∥∥∥
q

Lq(P̃)


(A.6)
≤ cst.

∥∥∥∥∥
∫ T

0

( M

∑
m=1

X (m)
t

)
dt

∥∥∥∥∥
q

Lq(P̃)

+

∥∥∥∥∥
∫ T

0

( N

∑
n=1

Y (n)
t

)
dt

∥∥∥∥∥
q
2

Lq(P̃)


(A.5)
≤ cst.

EP̃

[∫ T

0

∣∣∣∣ M

∑
m=1

X (m)
t

∣∣∣∣qdt

]
+

√√√√EP̃

[∫ T

0

∣∣∣∣ N

∑
n=1

Y (n)
t

∣∣∣∣qdt

]
(A.3)
≤ cst.

(
M

∑
m=1

EP̃

[∫ T

0
|X (m)

t |qdt
]
+

√
N

∑
n=1

EP̃

[∫ T

0
|Y (n)

t |qdt
])

(A.7)

for any M,N ∈ N and processes X (m), m = 1, . . . ,M and Y (n), n = 1, . . . ,N.

The following lemma contains some basic observations.

Lemma A.2. Define

X :=

{
(Xt)t∈[0,T ] : EP̃

[
sup

t∈[0,T ]
|Xt |n

]
< ∞ for any n ∈ N

}
.

Then

1. For X ,Y ∈X , c ∈ R, it holds that X +Y,XY,cX ∈X .
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2. If X ∈X and f : R→ R with | f (x)| ≤ 1+ |x| for any x ∈ R,

then f (X) ∈X .

3. If X ∈X , then EP̃[
∫ T

0 |Xt |ndt]< ∞ for any n ∈ N.

Proof. This is straightforward.





Appendix B

As an auxiliary result, we determine the explicit solution to the frictionless optimization
problem related to the stochastic volatility model in Section 2.3.3. We proceed analogously
to [18, Theorem 3.1] dealing with power utility. Here, let us focus on the setup of Chapter 2
considering the exponential utility function.

Theorem B.1. For the stochastic volatility model characterized by (2.20) with bounded
b(Ỹ )/σ(Ỹ ), the frictionless optimizer ϕ satisfies

ϕtSt =
b(Ỹt)

pσ(Ỹt)2
for all t ∈ [0,T ]. (B.1)

The MEMM Q has density process

E
[

dQ
dP

∣∣∣∣Ft

]
=

Z̃t

Z̃0
exp

(
−
∫ t

0

b(Ỹs)

σ(Ỹs)
dWs−

1
2

∫ t

0

( b(Ỹs)

σ(Ỹs)

)2
ds

)
, t ∈ [0,T ],

where the process Z̃ is defined as in (2.22).

Proof. Step 1. Define filtration G = (Gt)t∈[0,T ] by

Gt :=
⋂
s>t

σ

(
Fs∪σ

(
(Ỹr)r∈[0,T ]

))
, t ∈ [0,T ] (B.2)

and let

ϕ :=
b(Ỹ )

pσ(Ỹ )2S

in line with (B.1). Further, define a G-martingale ZG by

ZG
t := E

[
U ′(x+ϕ • ST )

∣∣Gt
]
, t ∈ [0,T ]

and a probability measure Q by

dQ
dP

:=
ZG

T

E
[
ZG

T
] .
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Note that the integrability of ZG
T follows from the boundedness of b(Ỹ )/σ(Ỹ ). Finally, set

Zt := exp

(
−
∫ t

0

b(Ỹs)

σ(Ỹs)
dWs−

1
2

∫ t

0

( b(Ỹs)

σ(Ỹs)

)2
ds

)
, t ∈ [0,T ]. (B.3)

By definition of G, the random variable Z̃T is G0-measurable. Since Ỹ is independent of
W , it follows from [1, Theorem 15.5] that W is a standard Brownian motion with respect
to G as well. Due to the boundedness of b(Ỹ )/σ(Ỹ ), the local martingale Z satisfies
Novikov’s condition, whence it is a martingale relative to both F and G. Therefore, we
deduce that for any t ∈ [0,T ],

ZG
t = E

[
pexp

(
−px−

∫ T

0

b(Ỹs)

σ(Ỹs)
dWs−

∫ T

0

( b(Ỹs)

σ(Ỹs)

)2
ds

)∣∣∣∣∣Gt

]
= E

[
pe−pxZ̃T ZT

∣∣∣Gt

]
= pe−pxZ̃T︸ ︷︷ ︸

G0-measurable

Zt . (B.4)

Step 2. Let Q be the probability measure with density process Z. By Girsanov’s
theorem,

W Q :=W +
∫ ·

0

b(Ỹt)

σ(Ỹt)
dt

is a standard Brownian motion under measure Q relative to both F and G. Since
b(Ỹ )/σ(Ỹ ) is bounded,

ϕ • S =
1
p

∫ ·
0

b(Ỹt)

σ(Ỹt)
dW Q

t

is a Q-martingale with respect to G. Moreover, S is a Q-local martingale relative to both
F and G because dSt = Stσ(Ỹt)dW Q

t , cf. [32, Theorem IV.33].
Let ψ be an admissible strategy in the sense of [34, Definition 1.2], i.e., ψ is an

S-integrable process such that the related wealth process is uniformly bounded from
below. Note that ψ • S is a Q-local martingale which is bounded from below and hence a
Q-supermartingale. By the generalized Bayes’ formula and in view of (B.4), ϕ • S is a
Q-martingale and ψ • S is a Q-supermartingale, both with respect to filtration G. Hence,
by concavity of U , we have

E[U(x+ψ • ST )] ≤ E [U(x+ϕ • ST )]+E
[
U ′(x+ϕ • ST )(ψ • ST −ϕ • ST )

]
= E [U(x+ϕ • ST )]+E

[
U ′(x+ϕ • ST )

]
EQ [ψ • ST −ϕ • ST ]︸ ︷︷ ︸
≤0

.

Step 3. We show that U(x+ϕ • ST ) lies in the L1-closure of the set

{U(x+ψ • ST ) : ψ is admissible}.
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Indeed, letting
τn := inf{t ∈ [0,T ] : x+ϕ • St <−n},

we can approximate ϕ by the sequence (ϕ(n))n∈N defined as ϕ(n) := ϕ1[[0,τn]], which
fulfills the admissibility requirement in [34, Definition 1.2]. Using the Cauchy-Schwarz
inequality, we obtain

E
[

sup
n∈N

∣∣∣U(x+ϕ
(n) • ST )

∣∣∣]
= E

[
sup
n∈N

exp
(
− p(x+ϕ

(n) • ST )
)]

≤ E

[
sup

t∈[0,T ]
exp
(
− p(x+ϕ • St)

)]

= e−pxE

[
sup

t∈[0,T ]
exp

(
−
∫ t

0

b(Ỹs)

σ(Ỹs)
dWs−

1
4

∫ t

0

(2b(Ỹs)

σ(Ỹs)

)2
ds

)]

≤ e−px

√√√√√√E

[
sup

t∈[0,T ]
exp

(
−
∫ t

0

2b(Ỹs)

σ(Ỹs)
dWs−

1
2

∫ t

0

(2b(Ỹs)

σ(Ỹs)

)2
ds

)
︸ ︷︷ ︸

=:Mt

]
.

By boundedness of (2b(Ỹt)/σ(Ỹt))t∈[0,T ], the process (Mt)t∈[0,T ] is an L2-martingale,
which implies

sup
n∈N

U(x+ϕ
(n) • ST ) ∈ L1(P)

by Doob’s quadratic inequality. Dominated convergence yields∥∥∥U(x+ϕ
(n) • ST )−U(x+ϕ • ST )

∥∥∥
L1(P)

→ 0 as n→ ∞.

Step 4. By Steps 2 and 3, the payoff x+ϕ • ST is optimal in the sense of [34, Theorem
2.2 (iii)], which implies that Q is the dual optimizer, cf. [34, Equation (42)]. Moreover,
we have shown in Step 2 that ϕ • S is a Q-martingale with respect to filtration G and
hence F as well, which yields that ϕ is the optimal strategy in the sense of [34, Theorem
2.2 (iv)].
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