
Melting Processes and
Laser Manipulation of

Strongly Coupled Yukawa Systems
Hauke Thomsen

Christian-Albrechts-Universität zu Kiel





Melting Processes and
Laser Manipulation of

Strongly Coupled Yukawa Systems

Hauke Thomsen

Dissertation
zur Erlangung des Doktorgrades der

Mathematisch-Naturwissenschaftlichen Fakultät
der Christian-Albrechts-Universität zu Kiel

vorgelegt von
Hauke Thomsen,

geb. am 23.IV.1985 in Kiel

Kiel, April 2015



This work was typeset in LATEX.
The �gures were created with Gnuplot–a command-line driven graphing utility, POV-Ray–the
Persistence of Vision Raytracer, and TikZ–a Graphic system for TEX.

Erstgutachter: Prof. Dr. Dr. h.c. M. Bonitz
Zweitgutachter: Prof. Dr. H. Kersten
Tag der mündlichen Prüfung: 12.Juni 2015



Table of Contents v

Contents

1 Motivation and Outline 1

2 Introduction 5
2.1 Strongly Coupled Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Coupling Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Spherical Dust Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3.1 Experimental Realization . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Coupling Parameter in Finite Dust Clusters . . . . . . . . . . . . . . . . 11

2.4 Experiments with Laser-Heated Clusters . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Melting as Loss of Order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Motivation for new Melting Parameters . . . . . . . . . . . . . . . . . . . . . . . 13

3 Model System and Simulation Methods 17
3.1 Model for Charged Dust Grains . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1.1 Finite 2D Dust Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Extended 2D Dust Clusters . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.3 Spherical Dust Balls . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.4 Dimensionless System of Units . . . . . . . . . . . . . . . . . . . . . . . 20

3.2 Metropolis Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.1 Metropolis Monte Carlo for Spherical Shells . . . . . . . . . . . . . . . . 24
3.2.2 Parallel Tempering in Monte Carlo Simulations . . . . . . . . . . . . . . 25
3.2.3 Ergodicity of the Monte Carlo Algorithm . . . . . . . . . . . . . . . . . . 26

3.3 Molecular Dynamics Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Microcanonical Molecular Dynamics Simulations . . . . . . . . . . . . . 27
3.3.2 Langevin Molecular Dynamics Simulations . . . . . . . . . . . . . . . . 28

4 Melting Parameters for Dusty Plasmas 31
4.1 Voronoi analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.1.1 Stereographic Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.2 Validity of the Delaunay Triangulation . . . . . . . . . . . . . . . . . . . 36
4.1.3 The Euler-Poincaré Characteristic . . . . . . . . . . . . . . . . . . . . . . 37

4.2 Bond Order Parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3 n-Particle Distributions in Generalized Coordinates . . . . . . . . . . . . . . . . 40



vi Abstract

4.3.1 Pair Distribution Function . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2 Center-Two-Particle Distribution Function . . . . . . . . . . . . . . . . . 44
4.3.3 Triple-Correlation Function in Macroscopic Systems . . . . . . . . . . . 46
4.3.4 Triple-Correlation Function in Spherical Shells . . . . . . . . . . . . . . 49

4.4 Reduced Entropy and Heat Capacity . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Melting in Finite Dust Clusters 55
5.1 Finite 2D Dust Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Spherical 3D Dust Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.2.1 Classi�cation of the Intra-Shell Order by the Means of Voronoi Diagrams 67
5.2.2 Small “Magic” Cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.2.3 Melting Processes in Further Coulomb Balls . . . . . . . . . . . . . . . . 77

5.3 Particles on a Unit Sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Laser Excitation of 2D Dust Clusters 89
6.1 Laser Heating Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.1.1 Including Heating Lasers in the Model System . . . . . . . . . . . . . . . 92
6.1.2 The E�ect of Di�erent Heating Methods on Structure and

Dynamics of a Dust Cluster . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1.3 Analytical Model of the Laser Heating Process . . . . . . . . . . . . . . 96

6.2 Inhomogeneous Excitation and Heat Transport . . . . . . . . . . . . . . . . . . . 106
6.2.1 Analytical Model for the Temperature Pro�le . . . . . . . . . . . . . . . 110
6.2.2 In�uence of the Background Temperature T0

and the Heating Power FL . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2.3 Discussion of the Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.2.4 Heat Transport in a Magnetized Cluster . . . . . . . . . . . . . . . . . . 117

7 Conclusion 121

Appendix 123

A Distribution Functions in Generalized Coordinates and Reduced Entropy 123

B Analytical Model of the Laser Heating: Calculations & Tables 141

C Used Abbreviations and Symbols 149

Bibliography 161

Danksagung 163

Selbstständigkeitserklärung 165



Abstract vii

Abstract

The thesis at hand is devoted to the melting processes in spherical dust crystals and mechanisms
for the selective heating of the dust particles. The observed dust crystals are composed of
micrometer-sized plastic spheres, which become negatively charged inside an rf-plasma, and are
therefore subject to strong (screened) Coulomb interactions. In a three-dimensional harmonic
con�nement potential, so-called Coulomb or Yukawa balls are formed. These “arti�cial atoms”
consist of nested spherical shells even at room temperature. In addition to the radial order,
the melting process of these three-dimensional shell structures involves the loss of the relative
orientation of the shells to each other and the speci�c arrangement of the dust particles within
a shell. For the investigation of the multi-stage melting process of Yukawa balls, classical Monte
Carlo simulations are applied. In order to cover a broad temperature range, the so-called parallel
tempering method has been implemented which allows exchanges between system replicas at
di�erent temperatures.

The �rst topical part of this work is the development of appropriate melting criteria for
�nite dust clusters that make it possible to resolve di�erent melting processes. For this purpose,
the center-two-particle distribution function and the triple-correlation function are introduced.
These quantities describe the distributions of particle pairs and triples, respectively, in generalized
coordinates. The coordinates are adjusted to the spherical symmetry of the con�ned Yukawa
systems. As a measure of the degree of order in such a distribution, a reduced entropy S(n) is
introduced, which generalizes the concept of the thermodynamic Boltzmann entropy to pair
and three-particle distributions. The application of this quantity allows a systematic analysis of
the multi-level structural transitions in the studied dust crystals. In particular the intra-shell
order within the spherical shells are proved to be highly stable.

The second main topic of this thesis deals with the selective heating of two-dimensional,
planar dust crystals by means of moving laser spots. In order to characterize the properties of
the considered heating method, Langevin molecular dynamics (LMD) simulations are performed,
in which the radiation pressure of the laser is used as an additional, time-dependent force acting
on the dust particles. In addition to the laser power, other parameters such as the spot size or
the speed at which the spots are moved through the cluster have a signi�cant in�uence on the
heating power. A simple analytical model is presented, which allows for an estimation of the
resulting dust temperature in dependence on the parameters of the laser heating.

In the �nal part of the thesis at hand, a realistic experimental setup is considered in which
the central part of the dust cluster is selectively heated. The particular temperature pro�les
obtained in the LMD simulations allow for conclusions about the radial thermal conductivity.
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The presented quantities are well suited for experimental applications since they are based only
on the positions and velocities of the particles which are accessible in experiments. The thermal
conductivity does not show any dependency on the dust temperature over wide ranges. At the
same time, already a relatively weak perpendicular magnetic �eld is found to reduce the thermal
conductivity.



Zusammenfassung ix

Zusammenfassung

Die vorliegende Dissertation behandelt Schmelzprozesse in sphärischen Staubkristallen sowie
Mechanismen zur Staubheizung. Die betrachteten Staubkristalle setzen sich aus mikrometer-
großen Plastikkügelchen zusammen, die sich in einem rf-Plasma negativ au�aden und daher
einer starken (abgeschirmten) Coulomb-Wechselwirkung unterliegen. In dreidimensionalen
harmonischen Fallenpotentialen formen sich sogenannte Coulomb- oder Yukawa-Balls. Diese
“künstlichen Atome” bestehen bei Raumtemperatur aus ineinander geschachtelten Kugelschalen.
Bei der Analyse der Schmelzübergänge wird zwischen der radialen Ordnung, der relativen
Orientierung der Schalen zueinander, sowie der Anordnung der Staubteilchen innerhalb einer
Schale unterschieden. Zur Untersuchung des mehrstu�gen Schmelzprozesses der Staubkristalle
werden klassische Monte Carlo Simulationsverfahren implementiert. Um weite Temperaturbere-
iche berücksichtigen zu können, wird die sogenannte Parallel-Tempering-Methode verwendet,
die einen Austausch zwischen den Teilchenkon�gurationen bei verschiedenen Temperaturen
ermöglicht.

Den ersten Schwerpunkt dieser Arbeit stellt die Entwicklung geeigneter Schmelzkriterien
für �nite Staubcluster dar, die es ermöglichen, die verschiedenen Schmelzprozesse detailliert
aufzulösen und zu analysieren. Zu diesem Zweck werden die “Center-Two-Particle” Verteilungs-
funktion und die “Triple-Correlation Function” eingeführt. Diese einführten Größen beschreiben
die Verteilungen von Teilchenpaaren und -tripeln in generalisierten Koordinaten, welche an die
sphärische Symmetrie der �niten Cluster angepasst sind. Als ein Maß für den Grad der Ordnung
in einer solchen Verteilung wird eine reduzierte Entropie S(n) eingeführt, die in ihrer Form der
thermodynamischen Boltzmann-Entropie sehr ähnlich ist. Mit ihrer Hilfe können mehrstu�ge
Strukturübergänge in den untersuchten Staubkristallen systematisch analysiert werden. Dabei
stellt sich insbesondere die Ordnung innerhalb der Schalen als außerordentlich stabil heraus.

Der zweite Themenkomplex dieser Arbeit ist der gezielten Heizung von zweidimensionalen,
ebenen Staubkristallen mit Hilfe von bewegten Laserspots gewidmet. Um die Eigenschaften der
einzelnen Heizmethoden zu charakterisieren, werden Langevin Molekulardynamik Simulationen
durchgeführt, in denen der Strahlungsdruck der Laser als zusätzliche, zeitabhängige Kraft auf
die Staubteilchen berücksichtigt wurde. Umfangreiche Parameterscans zeigen, dass neben der
Leistung des Lasers auch Parameter wie die Spotgröße oder die Geschwindigkeit, mit der die
Spots durch den Cluster bewegt werden, erheblichen Ein�uss auf die Heizleistung haben. Des
weiteren wird ein einfaches analytisches Modell vorgestellt, das es erlaubt, die resultierende
Staubtemperatur in Abhängigkeit von den Parametern der Laserheizung abzuschätzen.



x Zusammenfassung

Im abschließenden Teil dieser Arbeit wird eine konkrete Versuchsanordnung betrachtet,
in der selektiv der zentrale Bereich des Staubclusters geheizt wird. Das in den Simulationen
bestimmte Temperaturpro�l läßt Rückschlüsse auf die radiale Wärmeleitfähigkeit zu. Die
verwendeten Methoden beruhen ausschließlich auf den Positionen und Geschwindigkeiten der
Teilchen, die auch in Experimenten zugänglich sind. Während die Wärmeleitfähigkeit über
weite Bereiche keine Abhängigkeit von der Staubtemperatur erkennen läßt, ist bereits ein relativ
schwaches, senkrecht zur Clusterebene angelegtes Magnetfeld geeignet, die Wärmeleitfähigkeit
zu reduzieren.
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Chapter 1

Motivation and Outline

S
elf-organization and structure formation are among the most fascinating and funda-
mental processes in physics. Dusty plasmas provide a unique possibility of studying
these phenomena on a single-particle level. Experimentally, dusty plasmas are
studied, for example, in Kiel and in Greifswald laboratories by adding micrometer-

sized plastic particles into a capacitively coupled radio frequency (rf) discharge [1, 2]. Inside
the plasma, these particles collect up to several thousand elementary charges. While electrons
and ions are—by de�nition—weakly coupled in the plasma state, the heavy micro-particles are
subject to strong (screened) Coulomb interaction forces due to their large charges. For this
reason, the dust particles can form highly correlated structures within the plasma even at room
temperature, so-called dust crystals or dust clusters. Both planar 2D and spherical 3D dust
clusters are the main subject of this thesis which is grouped into two topical complexes.

The �rst topical complex is concerned with the equilibrium properties of the crystalline dust
structures. Especially, their melting transitions are subject of this part with the focus being on
�nite 3D clusters. The melting behavior of these clusters is qualitatively di�erent from extended
systems, because of their spherical con�nement that results in a structure which consisting of
nested shells in three-dimensional traps. For example, the radial order of particles can even
persist when the intra-shell order is already lost. It is therefore a central concern of the thesis at
hand to develop melting parameters which are suitable for a systematic analysis of the di�erent
structural disordering processes. At this point, a high level of universality is required: The
melting parameters are developed with the goal to be based on quantities that are (i) accessible
in experiments, (ii) completely compatible with equilibrium Monte Carlo simulation methods,
and (iii) applicable for quantum systems as well. Finite systems are known to exhibit broad
melting regions rather than sharp transitions temperatures [3]. On this account, this work aims
to elucidate the melting processes in detail and to specify characteristic temperature ranges for
certain types of transitions.

The second topical complex of this thesis is devoted to a laser heating method for con�ned
2D dust systems. Studying the melting process requires the selective control of the kinetic
temperature of the dust particles experimentally. The considered laser manipulation method
provides this control through the momentum transfer to the dust particles by moving laser beams
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of moderate intensities [4–6]. While the kinetic temperature of the dust component is increased,
the other plasma parameters like pressure, electron density etc. remain una�ected. The features
and optimal parameter settings of the laser heating method acting as a thermostat for the dust
systems are addressed by Langevin molecular dynamics (LMD) simulations. Speci�c attention is
payed to the pattern that is scanned by the laser spots. The laser heating can be restricted to a
certain spatial region, and it grants the possibility to investigate transport phenomena. At this
point, a particular goal of this thesis is to provide predictions about the thermal conductivity in
2D dust systems.

Outline of the Thesis
• Chapter 2 introduces the physics of strongly coupled plasmas with the particular focus

being on dusty plasmas. The experimental realization of harmonically con�ned dust
clusters is discussed. At the end of the chapter, a motivation is given for the development
of an improved melting parameters which are suitable for spherically con�ned systems.

• Chapter 3 addresses the model for harmonically con�ned dust clusters in 2D and in 3D as
the particular systems of interest. In addition to the model Hamiltonian, the system of
dimensionless units is introduced which will be used throughout this work. The Metropolis
Monte Carlo method is applied in order to sample the N -particle phase space distribution
of a dust system in equilibrium e�ciently. It is, therefore, brie�y presented including
the parallel tempering enhancement which allows exchanges between system replicas at
di�erent temperatures. As a second important numerical method, Langevin molecular
dynamics (LMD) simulations are subject to this chapter. The LMD method will be used
for the non-equilibrium simulation of a laser heated 2D cluster in chapter 6.

• Chapter 4 is devoted to the development of improved melting parameters for 3D con�ned
dusty plasmas. It starts with a review of the Voronoi diagram as a topological scheme for
identifying lattice structures and nearest neighbor particles. In 3D con�ned systems, the
stereographic projection enables the calculation of these diagrams within a spherical shell.
In the second part of the chapter, the center-two-particle (C2P) distribution function and
the triple-correlation function (TCF) are introduced as structural parameters for spherically
con�ned dust clusters. These two quantities are deduced from a universal concept of
spatial n-particle distributions which are expressed in general coordinates. In order to
identify a structural transition from the multi-dimensional distribution functions, the
reduced entropy S(n) is extracted as a measure of disorder.

• Chapter 5 presents the detailed results for the speci�c melting transitions in con�ned 3D
dusty plasmas, using the parameters derived in Chap. 4. At the beginning, an extended
2D system is considered as a reference system for the TCF and the corresponding reduced
entropy is computed as a novel melting parameter. Thereafter, structural transitions of
circular 2D dust clusters are studied by the means of the C2P. The focus is on the inter-shell
angular order and its stability against the twist of adjacent shells.
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In the main part of this chapter, the di�erent disordering processes in spherically con�ned
dust balls are subject of interest. Monte Carlo simulations are applied in order to obtain
their equilibrium properties over a temperature range that covers four orders of magnitude.
Compared to planar 2D clusters, the particle con�guration within a shell exhibits an
additional degree of freedom giving rise to a more complex structure. This intra-shell
structure is studied with the focus on disordering processes. This chapter closes with the
investigation of the melting process in a system of charged particles on a Thomson sphere.
Such a system represents the idealization of a spherical cluster shell with in�nitesimal
width, and suppressing the interaction with other shells.

• Chapter 6 is devoted to the laser excitation of 2D dust clusters with circular shape. This non-
equilibrium experiment is modeled by Langevin molecular dynamics simulations. Di�erent
concepts of laser heating are compared with respect to the self-organized structure of
the cluster and the dynamics of the excited dust grains. For the most elaborated heating
method, an analytic estimation is derived for the equilibrium temperature of the dust. The
second part of this chapter is concerned with a laser excitation scenario where the power
input is restricted to the central region of the cluster. Fitting the radial temperature pro�le
from the simulation by the analytics solution of a �uid model for the heat transport allows
one to determine the thermal conductivity. Furthermore, also the in�uence of a magnetic
�eld on the thermal conductivity is subject to the �nal part of the chapter.

• Chapter 7 summarizes the main results of this work.

• The appendix contains supplementary mathematic details. Moreover, the analytic estima-
tion of the equilibrium dust temperature is compared to the numerical results in tables.
Abbreviations used in this thesis are compiled in the �nal part of the appendix.
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Chapter 2

Introduction

W
ithin the broad �eld of plasma physics, this thesis focuses on complex struc-
tures in dusty plasmas. At the beginning of this chapter, strongly coupled
systems are reviewed, and the Coulomb coupling parameter is introduced
since it allows for quantifying the inter-particle interaction strength. The

discussion of crystals formed by charged dust particles inside a plasma as the key subject of
this thesis is followed by a review of the melting process interpreted as a loss of order. This
disordering can be induced by di�erent excitation mechanisms. The chapter closes with a
motivation for new melting parameters in the context of �nite dust clusters.

2.1 Strongly Coupled Systems
A lot of physical phenomena can be described in theories, where the pair interaction of

single particles is not modeled exactly. Such theories are typically very successful in describing
�uids, e.g. Refs. [7–9], conventional plasmas, e.g. Refs. [10, 11], or the electron gas inside a
metal, e.g. Refs. [12, 13]. A comprehensive presentation of �uid mechanics is for example given
in Ref. [7].

However, strongly coupled systems are characterized by interaction energies which are
large compared to the typical thermal energies. Since the strong coupling of individual particles
dominates the behavior of the systems, the �uid approach fails to describe their physics accurately.
A typical phenomenon of a strongly coupled system is a self-organization that leads to the
formation of highly-ordered structures [14].

In conventional solid matter, as for example a salt crystal or iron, with lattice constants
of a few ångström, the strong coupling is caused by the small inter-particle distances. The
dynamical processes as, e.g., the oscillations of single atoms take place on very short timescales
in the femtosecond regime. Small time and length scales make it very di�cult to achieve
spatiotemporally resolved measurements [11, 15].

Indeed, such time-resolved measurements on a single-particle level are possible in dusty
or complex plasmas, where the high particle charge causes strong correlations. In addition to
electrons, ions and neutral gas atoms, a dusty or complex plasma contains micrometer-sized
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particles which are often referred to as dust. The plasma which surrounds the dust particles is
commonly generated in a capacitively coupled radio frequency (rf) discharge. Argon and neon
are typically used as inert operating gases at pressures between 0.5 Pa and 150 Pa. The radio
frequency frf = 13.56 MHz is widely used, and the input power ranges from a few up to several
hundred watts, e.g. Refs. [16–20]. If the inert operating gas is mixed with a reactive gas such as
acetylene, dust particles can be grown inside the plasma, e.g. Ref. [21].

The radio frequency is chosen way above the plasma frequency of the heavy ions but
way below the plasma frequency of the light electrons, which is expressed by the ordering
fpi � frf � fpe. This means that the response time of electrons is small compared to the
rf period, and they can follow the electric �eld quasi-instantaneously. In contrast, the ions can be
considered to be at rest during one rf period. The electron cloud is, in this picture, moved back
and forth through the steady ion background. This mechanism results in electron temperatures
of a few eV and signi�cantly lower ion temperatures. A detailed description of this plasma
heating process is for example given in Refs. [10, 22].

When immersed into such a plasma environment, the dust particles accumulate high negative
charges due to the electron and ion impact. It is the high charge that causes the strong coupling at
inter-particle distances on the order of micrometers at room temperature. The strongly coupled
dust particles con�ned in a trap can form highly ordered structures which are referred to as
dust crystals. A crystal formed of only a few up to several thousand particles is called (�nite)
dust cluster. These can be realized as planar 2D clusters with circular shape or as spherical 3D
dust balls. Taking into account the pair-interaction potential of the dust grains, these clusters
are also called Coulomb balls or Yukawa balls. Due to the relatively low speci�c charge (i.e., the
charge per mass ratio) of the heavy dust grains compared to the electrons and the ions, their
dynamics takes place on time-scales on the order of seconds.

Three properties render dusty plasmas ideal as model systems for studying strong coupling
e�ects on a single-particle level: First, the comparatively large inter-particle distances and,
second, the comparatively slow dynamics make it technically feasible to resolve single-particle
trajectories [23]. The third convenient property is the low optical opacity of the dust clouds
caused by the large inter-particle distances compared to the particle diameter. Thus, single
particles can be resolved even for 3D dust clouds that contain millions of particles [24]. Elaborated
imaging diagnostics in dusty plasmas are brie�y discussed in Sec. 2.3.1.

2.2 Coupling Parameter
In order to characterize the coupling strength of a system, it is common practice to use

the dimensionless Coulomb coupling parameter Γ. This parameter relates the typical Coulomb
interaction energy of two adjacent particles to the thermal energy as

Γ =
q2

4πε0 aWS

1

kBT
, (2.1)

where aWS denotes the Wigner-Seitz radius and q, T denote the charge and the temperature of a
certain particle species. In a dusty plasma, these species are electrons, ions and dust particles.
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For an extended system, the Wigner-Seitz radius is related to the density as

π a2
WS = n−1 (2D) and 4π

3
a3

WS = n−1 (3D) , (2.2)

where n describes the particle number density. It can be interpreted as the radius of the sphere
(or circle in 2D) which is occupied by one particle. A system with a low coupling parameter
Γ� 1 is called ideal or weakly non-ideal while for Γ≈ 1, the system is called non-ideal. When
the coupling parameter exceeds a value of roughly 100, the system is referred to as strongly
coupled [11].

The same coupling parameter is capable to describe systems at very di�erent conditions. In
experiments, high coupling can be realized in di�erent ways by controlling the three param-
eters temperature, density and charge. One possibility is to realize a low temperature as it is
done in experiments with ultra-cold ions [25, 26]. Another realization of a strongly coupled
system is represented by ionic systems at extremely high densities as, for example, the inside
of white dwarfs [27]. Finally, in complex plasmas, the high coupling parameter of the dust
component results from the high charges Qd of the dust grains. These can be on the order of
several (ten) thousand elementary charges and enter quadratically into Γ. At the same time,
electrons and ions are commonly weakly coupled in a laboratory plasma. Besides their charges,
also the temperatures of electrons, ions, neutrals and dust particles may di�er because of the
rf-heating mechanism.

For the dust grains, one can consider at least two di�erent temperatures. On the one hand,
their “kinetic” temperature Td is assigned to their center-of-mass motion. In this thesis, the
temperature of interest is always the kinetic temperature of the dust grains and the coupling
parameter Γ refers to the ratio of the dust particles’ interaction energy and the thermal energy
of their center-of-mass motion. A high coupling parameter Γ� 1 is necessary for observing
ordered dust crystals. On the other hand, every dust particle consists of approximately 1012

melamine molecules. As such a solid body, the dust grains have a bulk temperature Tbulk, which
is not subject to this work.

In a plasma, electric �elds are generally screened by mobile charge carriers, i.e., electrons and
ions. For this reason, the interaction of the dust grains is described by a Yukawa potential with
a �nite screening parameter κ rather than by the pure Coulomb potential. Equation (2.1) which
de�nes the Coulomb coupling parameter then does not employ the correct interaction energy.
The simplest approach towards a modi�ed Yukawa coupling parameter ΓY is to multiply Γ by
the exponential factor exp(−κ). However, di�erent systems at the same modi�ed coupling ΓY
do not necessarily show similar behavior in general but can behave liquid-like or solid-like
depending on the screening parameter κ [28–30].

Vaulina and Khrapak argued that the melting point of a crystal rather depends on the
curvature of the energy landscape at the equilibrium positions of the dust particles than on the
potential energy at these positions [29]. Hence, they considered a one-dimensional model in
which one particle is caged in the middle between two other particles. For both, Coulomb and
Yukawa interaction, they expanded the potential energy as a function of the position of the
central particle up to the second order. The condition of equal local oscillation frequencies in
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the potential minimum for both types of interaction allowed them to de�ne

ΓV ≡ Γ · e−κ ·
(

1 + κ+
κ2

2

)
, (2.3)

as a modi�ed coupling parameter for Yukawa systems [29, 31]. While the melting curve of
3D systems is consistent with a constant value ΓV for κ≤ 5, deviations are observed for 2D sys-
tems.

For this reason, various empiric scaling functions f(Γ, κ) have been applied by di�erent
authors in order to de�ne a universal coupling parameter

Γ? = f(Γ, κ) · Γ (2.4)

which is constant along the lines in (Γ, κ) parameter space with constant height of the pair
distribution function’s �rst peak [28, 30, 32–35].

For most of the dust clusters which are considered in the thesis at hand, the particles interact
via a bare Coulomb potential. Moreover, the focus is not on the precise value of Γ but on its
critical order of magnitude since the melting processes of �nite clusters are characterized rather
by broad melting regions than by sharp transition points. For this reason, the Coulomb coupling
parameter Γ is used in the following to characterize the coupling strength in Yukawa systems
as well. The κ dependence of the melting line is accepted for the bene�t of a simple, unique
de�nition of the coupling parameter.

2.3 Spherical Dust Clusters
As discussed in Sec. 2.1, the highly charged dust grains in a complex plasma can form well

ordered structures. In extended dust clouds the particles typically arrange themselves in a Bravais
lattice. A hexagonal lattice is formed in 2D [36], while both base centered cubic (bcc) and face
centered cubic (fcc) lattices occur in 3D systems depending on the system parameters [37, 38].

Except for experiments with reactive plasmas where the dust particles are grown in situ,
one can control the exact particle number N by adding single dust particles. The so prepared
dust clusters with particle numbers ranging from a very few up to several hundred allow one
to study �nite size e�ects. Since all dust particles are negatively charged, their interaction
is purely repulsive in general. It is therefore indispensable to set up an external potential in
order to con�ne a �nite dust cluster. For certain parameters, the ion focus causes an attractive
inter-particle force.

2.3.1 Experimental Realization
In most cases, the ambipolar electric �eld in the plasma bulk is not strong enough to

compensate the downward force of a dust grain with a diameter of several micrometers in the
gravitational �eld of the earth. The dust grain will sink to the bottom of the plasma, where it is
trapped by the strong electric �eld in the plasma sheath [10]. At the equilibrium position, the
strong vertical con�ning potential results from the balance of gravitational force and upward
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Figure 2.1: Finite 2D dust clusters. (a) The gravitational force F g is compensated by the electric force F el in the
plasma sheath which is bent due to the cavity in the lower electrode. The particles are levitated in this “bowl” and
subject to a trapping force F tr that balances the dust interaction force F dd within the plane. (b) View into the
plasma chamber. The cluster is levitated above the lower electrode and illuminated by a red laser fan. (c) Closer
view of the 2D dust cluster in the experiment. Photographic images kindly provided by J. Schablinski.

directed electric force. In order to create a �nite 2D cluster, the remaining task is to set up a
horizontal con�nement. This can be achieved by the application of a lower electrode that has a
cylindrical or spherical depression [39, 40]. The plasma sheath gets bent to a “bowl” in which
the dust grains are con�ned. Since a small depth of the bowl is su�cient, the resulting particle
arrangement can be treated as a �nite, �at 2D cluster. An illustration of con�ning forces and
photos of the experimental setup are shown in Fig. 2.1.

These 2D systems have been studied in great detail in several experiments and numerical
simulations, e.g. Refs. [40–49]. For extended 2D dust crystals, a hexagonal particle order is found
at high coupling. In contrast, small clusters with N . 100 particles consist of several concentric
rings (“shells”). The exact occupation numbers may have crucial impact on the stability of the
cluster with respect to certain excitations such as, for example, inter-shell rotations [45, 50].
Con�ned clusters with larger particle numbers show a hexagonal structure in the central region,
while the outer particles form shells reproducing the symmetry of the trap [41].

Additional e�ort is required in order to form a spherical dust ball in the plasma bulk, since
gravitational force has to be eliminated or compensated. Dusty plasmas under microgravity
were studied on parabolic �ights and on the International Space Station (ISS) where 3D dust
clouds with dust-free regions (voids) in the center could be observed [24, 51]. These voids are
attributed to the out�ow of ions from the plasma center, which exerts a drag force on the dust
particles [1, 24, 52].

Arp et al. were the �rst to create a void-free spherical dust cluster in 2004 [1]. As in previous
works [53, 54], Arp et al. applied a thermophoretic force to levitate the dust cluster within
the plasma bulk. For this purpose, the lower electrode is heated and the resulting temperature
gradient in the plasma causes an upward force on the dust grains. The dust cluster is formed
within an open glass box or tube which is placed on the lower electrode. Much like the dust grains,
the glass box becomes negatively charged and, hence, causes an inward electric force on the dust
particles. The inward facing ion drag force in horizontal direction and electric force due to the
charged glass box in combination with the thermophoretic and gravitational forces in vertical
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Figure 2.2: Spherical 3D dust clusters. (a) The lower electrode is heated in order to set up a vertical temperature
gradient. Moreover, the plasma sheath is bent by a glass box which is placed on the electrode and becomes negatively
charged. The gravitational force F g is compensated by the combination of thermophoretic force F th and an electric
force F el through the bent plasma sheath. An inward horizontal force F el is mainly caused by the charged walls of
the glass box. The highlighted particle is subject to an outward force F dd due to the interaction with the other dust
particles. After Ref. [19]. (b) Illustration of a 3D dust cluster with �ve nested spherical shells from a numerical
simulation. A section of this Coulomb ball is masked for a better view. The particles are colored according to their
shell a�liation and the intra-shell Voronoi grids are shown in gray. (c) Picture of a 3D dust cluster inside the cubic
glass box from the experiment in Greifswald. Photographic image kindly provided by A. Schella.

direction allow one to the realize an isotropic harmonic con�nement potential [1, 19, 55, 56].
A sketch of the forces which act on the dust particles and illustrations of a dust cluster from
simulation and experiment are shown in Fig. 2.2.

The clusters, which are trapped in this potential, exhibit an onion-like structure of nested
shells [1, 57–60]. For certain parameters, one observes the formation of vertical particle strings.
These strings are attributed to the ion focus that causes a non-reciprocal particle interaction [61,
62]. When two dust particles are aligned in a streaming plasma, the down-stream particle
experiences an attractive force by the ion wake of the up-stream particle, while its own wake
has minor in�uence on the up-stream particle [63]. The non-reciprocal interaction can result in
unstable oscillations of the dust particle. This mechanism can transfer energy from the plasma
environment into the dust subsystem [64, 65], and is called Schweigert instability. However, this
thesis is concerned with systems in which the ion focus can be neglected.

Measuring the full 3D coordinates of all particles requires elaborated camera setups. An
overview of the di�erent methods is given by Block and Melzer in Ref. [11]. The experimentally
used techniques include scanning video microscopes [1, 66], the color gradient method [67, 68],
stereoscopy setups with multiple optical axis [60, 69–73] as well as the digital holography [71, 74–
76] and methods that combine the latter two [77, 78].

During the last decade, the ground and metastable states of spherical dust clusters as well
as their dynamical properties were investigated in various experiments [60, 70, 79, 80], in
computer simulations and analytical theories [57, 59, 79, 81–87]. Structural transitions and
melting processes in these clusters are of particular interest [26, 81, 88].
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Further experiments focused on the in�uence of an anisotropic con�nement [50] as well
as of wake e�ects of the streaming ions on the cluster con�guration and on the dynamic
properties [20, 61]. In recent MD simulations, Apolinario et al. investigated spherically con�ned
binary dust Coulomb clusters with particles of two di�erent species regarding their charges.
Varying the charge ratio, they found a �rst order transition when the radial con�guration
changes from magic to non-magic due to minor charged particles which move from outer to inner
shell [89]. In this connection, a cluster con�guration is named magic when the shell-occupation
numbers allow for a highly symmetric particle arrangement within the shells, cf. Sec. 5.2.2.

2.3.2 Coupling Parameter in Finite Dust Clusters

In the previous section, the Coulomb coupling parameter Γ was discussed as a measure of
the interaction energy of adjacent particles in relation to the thermal energy. The Wigner-Seitz
radius enters the de�nition of Γ as the typical inter-particle distance. However, the Wigner-Seitz
radius is strictly de�ned only for extended systems with a homogeneous number density n.

While the density is constant for 3D Coulomb balls, harmonically trapped 2D clusters as well
as 3D Yukawa balls have an inhomogeneous density in general [59]. One possibility to de�ne Γ
is to use the average density n̄= 3N/(4πR3

C) in 3D (n̄=N/(πR2
C) in 2D), where RC describes

the radius of the cluster. However, this approach involves the de�nition of a meaningful radius of
the cluster which can be di�cult, especially for small clusters. To name two possible de�nitions,
the position of the last peak in the radial density can be used asRC, or one half of the radial inter-
shell spacing can be added. Depending on its de�nition, RC may also depend on the temperature
itself since the radial density is smeared out when the temperature grows. A coupling parameter
de�ned this way is unsuited as an input parameter for numerical simulations. Since the trap
frequency ω0, the dust charge Qd and the dust mass md �x the typical pair distance in a cluster,
one can deduce a characteristic length r0 = 3

√
Q2

d/(4πε0mdω0) from these three parameters.
This length follows from the equilibrium position of two Coulomb interacting particles in the
harmonic trap. Moreover, this de�nition becomes equivalent with the Wigner-Seitz radius for
large 3D Coulomb balls [59].

As discussed below in Sec. 3.2.1, one can also de�ne an intra-shell Wigner-Seitz radius by
dividing the surface of a spherical shell into Ns spherical caps, where Ns is the number of
particles on the shell. The deviation between this length scale for the inter-particle spacing
and r0 is typically below 10 % for Coulomb balls.1 As the occupation number Ns of a certain
shell and its radius Rs are a priori unknown, the intra-shell coupling parameter is not suitable as
an input parameter for the coupling strength in numerical simulations of spherical dust clusters.

In this thesis, the length r0 is applied to de�ne the coupling parameter Γ for Coulomb and
Yukawa clusters in 3D as well as in 2D. The conversion of Γ to de�nitions which involve a
di�erent length scale is readily executed via multiplication by a factor which is of the order of
unity.

1Considering the Coulomb ball with N = 80 particles at strong coupling Γ = 1000 as an example, the outer
shell has a radiusRs = 3.588 r0 and is occupied by 〈Ns〉= 59.22 particles on average. The intra-shell Wigner-Seitz
radius is calculated as ais

WS = 0.935 r0, cf. Eq. (3.10) on page 24.
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2.4 Experiments with Laser-Heated Clusters
In a typical laboratory dusty plasma experiment, the coupling parameter of the dust particles

is very high, Γ & 500. On the one hand, this is a key feature of these systems allowing one to
examine strong correlation e�ects without cooling e�ort. The study of melting and structural
transitions, on the other hand, requires a possibility to reduce the coupling parameter in a
controlled manner. In �rst experiments, the plasma crystal was melted by changing the plasma
parameters, namely rf-power [90] and neutral gas pressure [17, 91]. The heating e�ect is mainly
based on the Schweigert instability [64, 65]. This method has the disadvantage that the parameter
changes can have a sophisticated impact on all dust properties like the dust charge, the neutral
gas friction, the mean particle distance and the con�ning electric forces as well as on the particle
interaction potential.

Studying the temperature dependence of either static or dynamic properties of a dust cluster
makes it preferable to alter the kinetic temperature, which is associated with the random motion
of the dust particle as a whole, keeping all other plasma parameters constant. The concept of
transferring momentum from a laser beam to the dust particles has already been used in early
dusty plasma experiments [92–96]. In early experiments, the most that could be done to the
laser beams was the interruption by an optical chopper. In modern experiments, galvanometer
mirrors are used to move the laser spot across the cluster [4, 5, 97].

The momentum is transferred from the laser light to a mesoscopic dust particle due to the
radiation pressure. Laser powers of a few hundred milliwatts are su�cient to induce a signi�cant
heating e�ect and powers up to a few watts are used in elaborate setups [40]. The modest laser
power is too low to have signi�cant in�uence on the surrounding plasma and on the neutral gas
allowing to manipulate the dust particles selectively.

2.5 Melting as Loss of Order
Melting processes are always closely linked to the loss of a certain spatial order [98, 99].

During the phase transition from the crystalline state to the liquid-like state of an extended dust
cluster, the long-range spatial order is lost. Below a critical temperature, the dust grains of the
2D system arrange themselves in a highly-ordered crystalline structure forming a hexagonal
lattice. At higher temperatures, this lattice is destroyed and a disordered arrangement is observed.

The Voronoi diagrams shown in Fig. 2.3 illustrate the loss of spatial order during the melting
process in a 2D extended dust crystal. These diagrams are appropriate for identifying the nearest
neighbors, cf. Sec. 4.1. Deep in the solid phase, every particle has six nearest neighbors as
indicated by the hexagonal Voronoi cells colored in blue, Fig. 2.3(a). A particle is referred to as a
defect when it has more or less than six neighbors. When in the solid phase, these defects appear
as pairs with equal number of pentagonal and heptagonal Voronoi cells, Fig. 2.3(b). Due to this
pairing, the global bond order persists. Finally, threads of defects pervade the entire system in
the liquid phase, Fig. 2.3(c,d) and it becomes impossible to state a crystal direction. The global
bond order is lost and, since all Voronoi cells are clearly deformed, the local bond order is also
lost.
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(a) (b) (c) (d)Γ = 400 Γ = 200 Γ = 100 Γ = 50

Figure 2.3: Cropped Voronoi diagrams of an extended 2D Yukawa (κ= 1) crystal at di�erent temperatures. The
particle positions (circles) were obtained in a Monte Carlo simulation with parallel tempering enhancement and
periodic boundary conditions, cf. Sec. 3.2. As the temperature increases from left to right, the phase transition
takes place between panel (b) and (c) at Γm = 187. The color of a Voronoi cell corresponds to the coordination
number n of the particle, i.e. the number of neighboring particles: green for n= 5, blue for n= 6, violet for n= 7
and dark gray for n= 8. The dashed white lines show the border of the Voronoi cells.

Without going into the details of the melting process, this example showed how the melting
process can be understood as a loss of order. Although one can easily identify solid, (a,b), and
�uid phase, (c,d), in Fig. 2.3, the quantitative analysis of the melting process demands a more
rigid melting criterion.

2.6 Motivation for new Melting Parameters
While the order of an extend 2D system is well described by a hexagonal lattice in the solid

phase, and the melting process is characterized by emerging defects in this lattice, the melting
process of spherical dust balls is more complex. The ground state of such a cluster consists of
several nested onion-like shells [1, 57–60] which are almost spherical. Within these shells, the
particle arrangement with the lowest energy is closely linked to the Thomson problem [100].
While for a large number of particles on a shell, the intra-shell structure is dominated by
hexagonal Voronoi cells [1, 55, 101], a �nite number of particles must have a lower coordination
number due to the curvature of the sphere. For this reason, the particles with �ve nearest
neighbors cannot be treated as lattice defects in general. At least four transition mechanisms
are important for these spherical clusters [56, 89, 102–104]:

• The radial melting takes place at a coupling strength on the order of ΓRM = O(100).
During this process, the radial structure with distinct shells is lost. Although a radial
modulation of the density persists, the occupation number of a shell is no longer strictly
de�ned in the radially molten phase due to the overlapping shells. While the radial density
between two shells is virtually zero in the solid phase, a signi�cant density is found for all
radii in the molten phase.

• Depending on the total particle number N , inter-shell transitions may occur at sig-
ni�cantly higher coupling strength ΓRT > ΓRM. During this process one particle moves
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from one shell to another. This results in changed shell occupation numbers and therefore
a di�erent radial isomer is realized. Since the particle transitions are rare events, they
have virtually no impact on the radial density between the shells. For example for the
3D Coulomb cluster with N = 60, only the (48-12-0) radial isomer is found at high cou-
pling Γ & 500. This radial isomer is characterized by 48 particles on the outer shell, twelve
particles on the inner shell and no particle in the center. When lowering the coupling
strength, the (47-12-1) isomer dominates while the radial density is still separated in
narrow shells.

• The particle arrangement within one spherical shell is subject to intra-shell structural
transitions. In the ground state of a 3D cluster, typically twelve particles2 have pentagonal
intra-shell Voronoi cells while the remaining particles have hexagonal Voronoi cells. This
is a result of the curvature of the sphere, and hence the pentagonal cells are not treated as
lattice defects. Intra-shell isomers can di�er by the arrangement of pentagonal, hexagonal
and higher order Voronoi cells as well as by the numbers of those cells. While the transition
between ordered and totally disordered intra-shell structure typically takes place at a
coupling strength that is similar to the critical value for radial melting, transitions between
di�erent intra-shell isomers can occur at signi�cantly higher coupling strengths. On the
one hand, an inter-shell transition causes necessarily a change of the intra-shell order of
the involved shells. On the other hand, at transition between two intra-shell isomers can
occur without e�ecting the radial con�guration.

• The inter-shell angular disordering process is well known from circular 2D clusters
where the shells are rings. When the occupation number of a shell matches the occupation
number of an adjacent shell, the relative angle of the two shells is locked at high coupling.
Below a critical coupling strength ΓIS, the thermal energy is su�cient to twist the two
shells relative to each other. The critical coupling strength for this kind of transition
is heavily in�uenced by the exact occupation numbers of the shells. For example for
the 2D Coulomb cluster with N = 19 particles in total, the ground state con�guration
is (12-6-1) [43]. The inner shell with six particles can perfectly interlock the outer shell
with twelve particles which causes a very high stability against the inter-shell angular
disordering.
Even though the particle arrangement on spherical shells is much more complex compared
to rings, an interlock of adjacent shells may occur for certain particle numbers. Since the
two shells can be twisted along a path in the two dimensional plane of the twist angles ϑ
and ϕ, the critical coupling strength for such a transition is expected to be very high.

The compilation of these disordering processes can be interpreted as a road map for choosing
an appropriate melting parameter. Such a parameter should include the ability to distinguish
the di�erent processes. Commonly used parameter such as the speci�c heat capacity [105], the
radial pair distribution function (PDF) [28, 34, 35] and Lindemann-like parameters [106–108]

2The number of pentagonal Voronoi cells in the ground state may deviate from twelve when there are particles
with less than �ve or more than six neighbors, cf. Eq. (4.12) in Sec. 4.1
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exhibit weaknesses in this context. In particular, the radial PDF cannot distinguish between
particle pairs within the same shell and those with particles from di�erent shells [6].
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Chapter 3

Model System and Simulation Methods

I
n this chapter, the model system for dust clouds in complex plasmas is considered
as well as simulation techniques for these systems. The �rst section reviews the
one-component model for the dust grains. In this model, the light species in
the plasma are included statistically by their overall e�ect while the heavy dust

particles are described by their Hamilton function. Finite spherically con�ned dust clusters in 3D
as well as harmonically con�ned 2D dust clusters are of special interest in this thesis. Therefore,
these two systems are presented in detail and the assumptions for the computer simulations
are discussed. Prior to discussing the computational method, a system of dimensionless units
suited for harmonically trapped clusters and the representation of the Hamiltonian in these units
are reviewed. Since di�erent sets of dimensionless units are widely used in the dusty cluster
community, three important systems of units are listed.

The latter part of this chapter is concerned with Metropolis Monte Carlo (MC) and molecular
dynamics (MD) simulations as two very important computational methods. For MC simula-
tions, the adaptation for in�nitesimally thin spherical shell as well as the parallel tempering
enhancement are discussed. The description of a pure MD integration scheme is followed by a
short review of Langevin molecular dynamics (LMD) simulations which allow for including the
interaction with the background gas statistically.

3.1 Model for Charged Dust Grains
Dusty plasmas are distinguished from conventional plasmas by the presence of micrometer-

sized particles. These particles are referred to as dust grains. Neutral gas atoms, electrons and
ions are all much lighter than these mesoscopic dust grains and their dynamics take place on
time scales which are several orders of magnitude below the time scale of the dust system. Due
to this great di�erence in the time scales, an exact simulation of all plasma constituents is still
beyond reach.

In the following, the structure and the dynamics of the dust sub-system are considered. Both
kinds of free charges in the plasma, electrons and ions, screen electric �elds. Under typical
laboratory plasma condition, an initially neutral dust particle gets negatively charged up to a
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charge Qd. The charge Qd ranges from a few hundred up to several (ten) thousand elementary
charges and depends on the particle radius rd among other parameters. Inside the plasma, the
electron density around this particle is locally decreased while the ion density is increased. This
screening e�ect can be taken into account in the Debye screening model [10, 109], where the
interaction of two equally charged grains separated by r(ij) = r(j) − r(i)

1 is described by

ΦY(r(i), r(j)) =
Q2

d
4πε0 |r(ij)|

· e−κ|r(ij)| . (3.1)

While this so-called Yukawa [110] or Debye-Hückel potential is isotropic, streaming plasmas can
lead to highly anisotropic potentials with oscillatory wake structures [61, 111, 112]. However,
these streaming plasmas are not subject of the thesis at hand, and an isotropic, monotonic pair
potential is considered in the following. In contrast to the bare Coulomb interaction potential,
Eq. (3.1) contains a length scale via the screening parameter κ. This length scale is the Debye
length λD and consists of contributions from electrons and ions as

λD =
1

κ
=

(
n̄ee

2

ε0kBTe
+
n̄iZ

2
i e

2

ε0kBTi

)−1/2

, (3.2)

where n̄e (n̄i) is the unperturbed electron (ion) density and Te and Ti are the temperatures of
electrons and ions, respectively. Both temperatures coincide in thermodynamic equilibrium.
However, the radio-frequency (rf) heating mechanism causes a plasma state in which the
electrons are hotter than the ions. While the light electrons follow the rf �eld, the heavier ions
stay at rest since their plasma frequency ωi is below the rf frequency [10, 22]. The ions are only
heated indirectly by collisions with the fast electrons. Therefore, di�erent temperatures for the
electrons and the ions have to be considered. In Eq. (3.2), only one single species of ions with
charge number Zi is taken into account, but the expression can easily be extended to several ion
species by replacing the second summand by a sum over all these species.

Throughout this work, κ is used as an input parameter for the simulations, and its detailed
dependence on the plasma parameters is not subject to the used model. One can readily verify
that the Yukawa potential, Eq. (3.1), includes the Coulomb potential as special case with zero
screening parameter, κ = 0. This case corresponds either to dilute plasmas with low charge
charier densities or plasmas with high electron and ion temperatures.

Since the interaction of the dust particles is purely repulsive, an external con�nement is
necessary in order to realize a �nite dust cluster. This con�nement is commonly provided as a
harmonic trap with trap frequency ω0.

The Hamiltonian of a harmonically con�ned �nite cluster with N equally charged, monodis-
perse dust particles then reads as

H =
1

2md

N∑
i=1

p2
(i) +

mdω
2
0

2

N∑
i=1

r2
(i) +

Q2
d

4πε0

N−1∑
i=1

N∑
j=i+1

1

|r(ij)|
e−κ|r(ij)| . (3.3)

1Notation: In order to distinguish particle indices from the coordinate indices in higher-order distribution
functions, the single-particle indices are written in parentheses.
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The interaction with the background gas via frequent collisions or with manipulations lasers
via radiation pressure is not included in this “unperturbed” Hamiltonian. While the former
is modeled by a friction term and a random force in Langevin molecular dynamics (LMD)
simulations or by the temperature in Monte Carlo (MC) simulations, the latter one is handled as
an additional time and space-dependent force in LMD, see Chap. 6.

3.1.1 Finite 2D Dust Clusters
Among �nite crystals, the 2D dust clusters have been investigated �rst, starting in the

late 1990s [41–46]. As the heavy dust particles typically fall through the plasma bulk and
sediment in the lower sheath where strong electric �elds compensate the gravitational force,
these particles can form a monolayer crystal. In order to realize an isotropic trap in two
dimensions, a lower electrode with a parabolic depression is widely used, e.g [40, 45, 113]. The
plasma sheath in which the dust grains are con�ned follows the shape of the lower electrode and
the dust grains are horizontally trapped in this “bowl”. Another possibility to shape a horizontal
con�nement is to use a lower electrode with a cylindrical depression as for example in Ref. [39]
or to place an metallic barrier on top of the electrode that bends the equipotentials [10].

Since already a shallow bowl allows for a su�ciently strong con�nement in horizontal direc-
tion [10], the depth of depression is neglected in the model. Moreover, the vertical con�nement
is very strong compared to one in the horizontal direction. For this reason, both the vertical
width of the cluster and the vertical motion are disregarded in the following. The combination
of the low bend and the very small width the cluster justi�es considering a strictly �at cluster
which is described in 2D coordinates. In the vector notation, the Hamiltonian (3.3) has the same
form as for spherical clusters, but all vectors are 2D, here.

3.1.2 Extended 2D Dust Clusters
Throughout this thesis, extended 2D systems are considered in order to test novel melting

parameters in a system where the melting behavior is well understood. This system is described
by the Hamiltonian (3.3) without the harmonic con�nement potential (ω0 = 0).

Since these systems are only considered marginally, a very simple Monte Carlo code is
used for the simulations. A rectangular simulation cell with periodic boundary conditions is
utilized. Every particle interacts with all neighbors in the original simulation cell as well as
with the imaged particles in the periodically repeated cells. Whenever a particle leaves the
simulation box at one side, it enters it at the opposite side. Since only the Yukawa case with a
�nite screening parameter κ > 0 is treated, the interaction potential decays fast and a cuto�
radius dmax is introduced. The interaction energy is only calculated for particle pairs with a
distance up to dmax. The fast decay of the interaction potential allows to renounce more complex
simulation techniques as for example the Ewald summation [114].
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3.1.3 Spherical Dust Balls

As described in the introduction, realizing an isotropic 3D con�nement is more complex.
Here, the dust grains can be horizontally trapped by placing a glass box on the lower electrode.
The walls of the box become negatively charged and provide a repelling electric �eld. A
thermophoretic force is utilized to realize a harmonic con�nement in vertical direction.

In general, the con�nement strength is isotropic due to the di�erent mechanism for the
vertical and the horizontal trapping. This can be model by specifying three di�erent trap
frequencies ωx, ωy and ωz for the three spatial directions. Choosing the vertical con�nement
frequency ωz lower or higher than the horizontal frequencies results in vertically elongated or
vertically compressed clusters, respectively [61].

However, a careful adjustment of the thermophoretic force allows for tailoring an isotropic
harmonic con�nement. In this thesis, this ideal case is considered, and the con�nement potential
is therefore modeled by one scalar trap frequency ω0 in the Hamiltonian (3.3).

3.1.4 Dimensionless System of Units

It is due to universal scaling laws in the Hamiltonian (3.3) that di�erent systems behave
equally when scaling the energy, the length and the time. Hence, the system can be described
by only three parameters, namely the particle number N , the screening parameter κ and the
coupling parameter Γ as a measure for the ratio of the thermal energy and the typical interaction
energy.

At least three di�erent systems of units are widely used in the dusty plasma community for
the dimensionless description of lengths, energies, times and deduced qualities like forces or
pressures in clusters of harmonically con�ned dust particles interacting via a Yukawa potential
or a Coulomb potential as a special case [11, 31, 88, 103]. These three systems of units are
presented in Tab. 3.1. All three systems of units have in common that the Hamiltonian H,
Eq. (3.3), of the dust systems gets a very handy form.

Throughout this thesis, the ∼-system of units is used for all calculations. Besides the
“natural” appearance of the Hamiltonian with the factors 1⁄2 in front of the quadratic terms
which describe the harmonic con�nement and the kinetic energy, this system has the advantage
that the unit of length r̃0 is equivalent to the Wigner-Seitz radius for large Coulomb balls, as
shown by Henning et al. [59]. Therefore, the inverse temperature in these units is a well suited
representative of the Coulomb coupling parameter for �nite systems.

Provided that there is no likelihood of a confusion, the ∼ is dropped in the following for a
better readability. The conversion of a certain quantity like energy or length between di�erent
systems of units involves the multiplication by a factor which is of the order of unity. Since these
factors depend on source and target system of units as well as on the quantity, a conversion
table is given in Tab. 3.2.
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Table 3.1: Common systems of units. Note that the only di�erences in the Hamiltonian are the factors 1⁄2 in front of
the harmonic con�nement term r2(i) and in front of the term p2(i) for the kinetic energy. The unit of mass is always
the mass of one dust grain md. The units for other quantities such as force can be derived from these units.

3.2 Metropolis Monte Carlo

This section gives a brief introduction to the Metropolis Monte Carlo (MC) method used in
this thesis. The thermodynamic state of a system with contact to a heat bath is described by
three variables: the number of particles in the system N , the volume V and the temperature T .
For harmonically con�ned clusters, the role of the volume V is taken by the trap frequency ω0.
The microstates of such a system are represented by the canonical ensemble (N,ω0,Γ) where
the temperature is described by the coupling parameter Γ, cf. Sec. 2.3.2. The central quantity
in statistical mechanics is the canonical partition function Z . For a classical system with non-
degenerate microstates s, the partition function is de�ned as the sum of possible microstates
weighted by the Boltzmann factor which decays exponentially with the energy of the state Es in
units of the thermal energy,

Z =
∑
s

e
− Es
kBT =

1

N !(2π~)3N

∫
d3NP

∫
d3NR e

−H(P ,R)
kBT . (3.4)

While the �rst equality in this equation is valid for any kind of microstates, the second equality
presumes a classical system with N identical particles. The con�guration sum is replaced by a
con�guration integral over the momenta P and positionsR of all particles. This replacement
requires the division by (2π~)3N as the phase space volume of a single microstate. The Gibbs
factor 1/N ! compensates the multi counting of identical states because of the indistinguishability
of the particles.
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Table 3.2: Conversion table between di�erent sys-
tems of units. A quantity in the source system of
units has to be multiplied or divided by the factor
given in this table in order to obtain the value of
this quantity in the target system of units. The con-
version factor for other deduced units is obtained
by multiplication of the single conversion factors.
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The equilibrium properties such as internal energy U , Boltzmann entropy S or heat capac-
ity CV are accessible through Z which is connected to the discrete probability distribution of
microstates as

P(s) =
1

Z
e
− Es
kBT , or as P(P ,R) =

1

N !

1

Z
e
−H(P ,R)

kBT , (3.5)

for the continuous phase space distribution. The momentum part of the partition function is
readily solved analytically by factorization for the classical Hamiltonian (3.3) since it does not
contain any velocity-dependent interactions. In contrast, the spatial part of Z cannot be solved
analytically in general as the factorization into one-dimensional integrals is impossible due to
the interaction terms.

A Metropolis MC algorithm provides a possibility to generate a sequence of microstates
{R1,R2, . . .} distributed according to Eq. (3.5) without explicit knowledge of the partition
function Z . Except for the sequence of random numbers and the acceptance probability of
the updates, the generation of a new stateRj is based on no further information than on the
knowledge of the previous state Ri. Such a sequence is called a Markov chain of states. The
algorithm works as follows [115]:

(1) Start with randomly chosen initial positionsR0.

(2) Choose a particle i randomly and propose a random displacement ∆r (MC move).

(3) Accept the MC move with probability Pacc.

(4) Repeat (2) and (3) about as often as there are particles in the system (MC step).

(5) Perform a measurement.

(6) Start the next MC step at (2).
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The proposed displacement ∆r does not depend on the initial state and moreover the inverse
displacement −∆r is proposed with the same probability. Therefore, the correct distribution of
the generated states is guaranteed for this algorithm by an acceptance probability between two
states, Pacc, that ful�lls the detailed balance condition

P(Ri) · Pacc(Ri→Rj) = P(Rj) · Pacc(Rj →Ri) , (3.6)

wherePacc(Ri→Rj) describes the probability to accept the move from a microstateRi towards
a microstateRj . The probability P(R) from Eq. (3.5) is inserted. When forming the ratio of the
two acceptance probabilities, the partition function cancels and the expression

Pacc(Ri→Rj)

Pacc(Rj →Ri)
=
e
−

HR(Rj)

kBT

e
−HR(Ri)

kBT

= e
−

∆Eij
kBT (3.7)

remains as a condition for a valid acceptance probability. An appropriate acceptance probability,

Pacc(Ri→Rj) =

{
1 : ∆Eij ≤ 0

e
−

∆Eij
kBT : ∆Eij > 0

, (3.8)

was proposed by Metropolis et al. in 1953 [115]. This choice was used for all MC results
presented in this thesis. An MC move which decreases the total energy of the system is
always accepted while a move that increases the total energy is only accepted with a certain
probability Pacc < 1 that depends on the temperature. It is essential for the simulation in the
canonical ensemble to accept a certain fraction of the latter moves. If all these moves would be
rejected, the total energy could only decrease and the simulation would be trapped in a local
energy minimum after a short sequence of MC steps.

Every MC step involves up to 5N random numbers for the choice of a particle, the proposal of
a 3D displacement and the decision of whether the move is accepted or not. The MC simulation
of a cluster with N = 100 particles at NT = 81 di�erent temperatures in parallel, see Sec. 3.2.2,
and Mstep = 50× 106 MC steps per temperature value involves approximately Nran = 2× 1012

random numbers in total. Since the period of the (pseudo) random number generator (RNG) has
to be large compared to the number of used random numbers Nran, simple linear congruential
RNGs are not suitable. Moreover, these RNGs have poor statistical properties. For these reasons,
the Mersenne Twister [116] of the GNU Scientific Library (GSL)2 is used for the simulations
in this thesis. The Mersenne Twister has a period of NMT19937 = 219 937 − 1≈ 106000 and good
statistical properties as it passed the DIEHARD statistical tests [116]. In order to combine the
demand of reproducibility of the MC simulations with the comfort of an automatically generated
seed, the seed for the RNG can either be given in the input �le or it is quasi-randomly chosen
utilizing the exact value of the system clock. The used seed is then stored together with the
output data to provide the possibility to run the simulation again with exactly the same random
numbers.

2http://www.gnu.org/software/gsl
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3.2.1 Metropolis Monte Carlo for Spherical Shells

The MC sampling algorithm is suited for adaptation to di�erent geometries. In this paragraph
the adaptation for an in�nitesimally thin spherical shell is presented. Such a system is of interest
in order to resolve pure intra-shell correlations without any e�ects that result from the interaction
with other shells or from the �nite shell width in spherical clusters.

The spherical system is presented by Ns particle positions on the unit sphere. This is always
equivalent to a spherical system with radiusRs when rescaling the length and the energy. Except
for the �nite temperature, this setup describes the generalized Thomson problem [100], i.e.,
�nding the ground state of Ns particles with a repulsive pair interaction and with the holonomic
constraint |r(k)|= k for all particles k.

The MC algorithm is modi�ed in the following way: After addition of a three-dimensional
random displacement ∆r, the new particle position is in general not within the spherical surface.
Therefore, it is projected back onto the sphere by normalization of the new position vector,
before the energy di�erence ∆Eij between the new and the old con�guration is calculated in
order to decide whether the MC move is accepted or rejected. Since the MC algorithm involves
only the potential energy, which is calculated from the particle positions, the projection onto
the sphere in every move is unproblematic.

In order to ensure that the detailed balance condition is not violated, the displacement
ri 7→ rj within the spherical surface is to be proposed with the same probability as the inverse
displacement. When the three-dimensional displacements ∆r—prior to the projection of the
position back onto the sphere—are equally distributed within a cube with edge length 2dmax
centered around zero, the on-sphere displacements towards the intersections of the sphere with
the coordinate planes are preferred. As shown in the simpli�ed sketch in Fig. 3.1, that problem
is circumvented by choosing displacements which are equally distributed within a sphere with
radius dmax centered around zero. In practice, the e�ect becomes relevant only for very large
values dmax & 0.5 of the maximum displacements.

The temperature of the particles on the Thomson sphere is again characterized by the
Coulomb coupling parameter Γ. De�ning this parameter requires a meaningful equivalent for
the Wigner-Seitz radius as the typical inter-particle distance. For this purpose, the surface of the
shell is divided into Ns spherical caps. As the sphere with Wigner-Seitz radius represents the
volume which is occupied by one particle in 3D, every spherical cap represents the area which
is occupied by one particle. The area of such a cap is given by

Acap = 2π Rsh= 2π R2
s cosϑ , (3.9)

where ϑ is half the central angle. This angle is related to the particle number Ns as

ϑ= cos−1

(
1− 2

Ns

)
. (3.10)

The arc length Rsϑ represents the radius of the spherical cap and is therefore used as an
equivalent of the Wigner-Seitz radius in the de�nition of the coupling parameter Γ for a Thomson
sphere.
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(a)

displacements from ri

displacements from rj

ri

rj

(b)

displacements from ri

displacements from rj

ri

rj

Figure 3.1: Particle displacements on a sphere. (a) All proposed displacements starting at point ri (rj ) are indicated
by the red (green) square. Points which are then projected onto the other point rj (ri) are marked by the dashed
green (red) line. The on-sphere displacement towards ri closer to a coordinate axis is more likely than the opposite
displacement as the red line is longer than the green one. (b) The squares of proposed displacements are replaced
by circles. Since both dashed lines have equal length, both on-sphere displacements ri 7→ rj and rj 7→ ri are
proposed with the same probability, here.

3.2.2 Parallel Tempering in Monte Carlo Simulations
The parallel tempering extension is used during all MC simulation regardless of the geometry

of the studied system. This system can be a �at extended dust crystal, a harmonically con�ned
cluster in 2D and in 3D, or a composition of charges on a spherical shell. Since the sequence
of con�gurations during the MC propagation is not limited to the true particle trajectories, it
is possible to simulate several replicas of the system in parallel and swap the con�guration
between those. The replicas can have di�erent temperatures as long as the energy histograms of
adjacent temperature have a signi�cant overlap. This means that a con�guration with energyEa
which is found at temperature Ta will also occur at temperature Ta+1 with a �nite probability.
For simulations of dust clusters, a �nite overlap is achieved by using about ten to twenty points
per order of magnitude on a logarithmic temperature. Swaps are proposed with equal probability
for all pairs of adjacent temperatures and the acceptance probability is chosen as

P swap
acc =

{
1 : Ea ≥ Ea+1

e
(Ea−Ea+1)·

(
1

kBTa
− 1
kBTa+1

)
: Ea <Ea+1

, (3.11)

in order to comply with the detailed balance condition. A move that swaps a con�guration
with lower energy from the “hot” to the “cold” system is always accepted, while the reverse
swap is accepted with a �nite probability only. When phase transitions are investigated, the
temperature is a scanning parameter and simulations are run for a sequence of temperatures.
Therefore, the additional computational e�ort for parallel tempering is very low.

The advantage of the swapping moves is that energy barriers can be overcome more ef-
�ciently. While transitions between di�erent metastable con�gurations are very unlikely at
low temperatures, and the simulation would virtually get stuck in one con�guration, these
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transitions occur frequently at higher temperatures. With the parallel tempering technique,
the transitions between di�erent metastable states at a low temperature are possible via the
swapping of the con�guration with a cluster at a higher temperature. For details of this method,
see Refs. [31, 117–119].

In order to allow the individual MC processing of the system replicas in parallel between the
swapping moves, every replica uses a separate RNG. One additional RNG is used for the swapping
moves. These Mersenne Twister RNGs are seeded with random numbers which are generated
by a di�erent RNG. Using a di�erent type of RNG for seeding the di�erent Mersenne Twisters
reduces statistical dependence. The poor statistical properties of the seeding generator have no
relevance in this case.

3.2.3 Ergodicity of the Monte Carlo Algorithm

From the theoretical point of view, it is readily proven that the canonical ensemble (N,ω0,Γ)
is ergodic for a �nite dust cluster. Since the particles are considered as point charges, any
con�gurationR can be transferred into any otherR′ along a path in con�guration space. Every
con�guration along this path has a �nite energy and is therefore realized with a �nite probability.
Hence, the accessible phase space volume is continuous, although di�erent regions, i.e., di�erent
cluster isomers, are separated by energy barriers of �nite height.

From the technical point of view, the simulation algorithm can get stuck in one energy
valley for a very long time at low temperature, i.e., only one isomer is realized. This behavior
may re�ect the correct thermodynamic distribution of states, when all other isomers have
signi�cantly higher energies. However, it cannot be ruled out from the outset that no other
isomer has equal or lower energy than the one found. The parallel tempering enhancement is
used to ensure the ergodic sampling of the entire accessible phase space within a reasonable
simulation time also at low temperatures by allowing the exchange with ensembles at higher
temperature.

The ergodicity of the algorithm is checked by analyzing the order of the di�erent isomers
in the output sequence of con�gurations. A good indicator for an ergodic sampling algorithm
is the occurrence of frequent changes between di�erent sections of the con�guration space.
When di�erent isomers are found, these should be widely distributed over the output sequence.
If, for example, only one singe particle transition between two shells occurs during the entire
simulation at a certain value of Γ, the �rst isomer is found before the transition only. After the
transition, the second isomer is found in every simulation step. Such a separation of the output
sequence of states into only two blocks indicates a low validity of results, since the ratio of the
two isomers is strongly a�ected by the “time” of the transition and also by the total number of
MC steps in the simulation.

The wide distribution of di�erent isomers was checked at random tests for the MC simulations
of this thesis. Good results were found for both radial isomers, i.e., occupations numbers of the
shells, and intra-shell isomers, i.e., the arrangement of pentagonal and hexagonal Voronoi cells
within a shell.
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Another measure for the sampling e�ciency is the auto-correlation “time” τcorr.3 This time
scale describes the decay of the auto-correlation function of important system properties as for
example the potential energy E. When τcorr is larger than the number of MC steps between
two samples, the e�ective number of samples is reduced by a factor proportional to τcorr since
the samples are not statistically independent [117, 120]. Frequent exchanges of con�gurations
between the replicas in the parallel tempering method can reduce the auto-correlation time.

3.3 Molecular Dynamics Simulations
A method that allows for studying the dynamics of the dust system is given by molecular

dynamics (MD) simulations. In the �rst part of this section, the pure microcanonical MD scheme
is brie�y described and the second part is concerned with the Langevin molecular dynamics (LMD)
extension that includes the interaction of the dust with a background medium statistically. The
microcanonical MD and the LMD simulation method allow for the inclusion of time-dependent
external forces such as the momentum transfer from manipulation lasers.

3.3.1 Microcanonical Molecular Dynamics Simulations

Microcanonical MD simulations aim to calculate the particle trajectories via the numerical
integration of the equations of motion which are given by Newton’s second law. These represent
a system of coupled di�erential equations for the positions and the velocities of all dust particles.
While the velocity, v(i) = ṙ(i), of a particle i is given by the time derivative of its position, the
acceleration, a(i) = r̈(i), involves the interaction forces with all other particles and the force by
an external potential V ,

mdr̈(i) = F (i) =−∇(i)V (ri)−
∑
j 6=i

∇(i)W (r(i), r(j)) , (3.12)

where W is a pair-interaction potential. The nabla operator ∇(i) describes the gradient with
respect to the coordinates r(i). Since the total energy E of the system is conserved in Newton’s
equations, Eq. (3.12) describes the microcanonical ensemble Ω(N, V,E). As discussed above, the
role of the volume V is taken over by the trap frequency ω0 for harmonically con�ned clusters.

An e�cient integration scheme is the “Leapfrog” method which is obtained from the Taylor
expansion of the equation of motion. In the following, the particle index is suppressed for the
bene�t of a better readability. The expansion is carried out for each position r(i)(t) around

3In the context of MC simulations, the term “time” is to be understood as the number of MC steps.
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where the square bracket in Eq. (3.13) is identi�ed as v(t). The last two steps, Eqs. (3.14) and
(3.15), are combined into one step,
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+ v (t) ∆t (3.16)

v (t+ ∆t)≈ v (t) + a

(
t+

∆t

2

)
∆t . (3.17)

In this integration scheme, the particle velocities are evaluated at the full time steps and the
positions are evaluated at the half time steps between them. The interleaved time points for the
velocity and the position “leapfrog” each other.

Since, both the positions and the velocities, have to be evaluated at the same time point in
order to calculate the total energy for example, the position update is split into two half time
steps in the computer simulation. Starting with positions and velocities at time t, all particle
positions are �rst updated by half a time step. Then, all accelerations are calculated at the
intermediate positions and the velocities are updated by a full time step. Finally, the positions are
propagated by a second half time step from t+ ∆t

2
to t+ ∆t using the new velocities. While the

computational e�ort for the time propagation of the positions scales linearly with the particle
number, the e�ort for the accelerations scales quadratic with the particle number due to the
number of pair interactions. Therefore, it is important that the accelerations are calculated only
once per time step.

3.3.2 Langevin Molecular Dynamics Simulations

As discussed above, the dust particles in a complex plasma are interacting with the surround-
ing plasma and with the neutral gas. The primary e�ects of the plasma are the charging of
the dust grains by electron and ion impact on the one hand, and the screening the Coulomb
interaction on the other hand. Neutral gas atoms collide frequently with the dust particles. Due
to the large di�erence of several orders of magnitude in the time scales of light neutral gas atoms
and heavy dust particles, the exact treatment of these collisions is beyond reach. In Langevin
dynamics, the dust-neutral collisions are included statistically in a combination of the friction
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force, −mdγv, and the random force, ξ(t) [121]. Complementing the equation of motion for
particle i, Eq. (3.12), by these two terms results in the Langevin equation,

mdr̈(i) =−F (i) −mdγv(i) + ξ(i)(t) , (3.18)

where the friction coe�cient γ characterizes the coupling between the dust particles and the
neutral gas. Often, the product of the particle mass and the friction coe�cient is referred to
as the damping parameter λ=mdγ. Since md is used as the mass unit in this thesis, both the
friction coe�cient γ and the damping parameter λ are equivalent in the dimensionless units.
The details of the neutral gas collision process are not subject to this work, but γ is used as an
input parameter for the simulations.

In this model, the dust system can exchange energy with a heat bath and its total energy E
is therefore no longer �xed. The system adopts the temperature T of the heat bath at thermal
equilibrium and is described by the canonical ensemble Z(N, V, T ). Hence, LMD simulations
approximate the canonical ensemble, where the friction and the stochastic force simulate the
heat bath.

The stochastic force ξ can be modeled by a Gaussian probability distribution (Gaussian white
noise) with zero average and with an amplitude that grows with the temperature. In order to
model the stochastic interactions with a heat bath at temperature T , the correlation function of
the stochastic force has to obey the property〈

ξ(i),α(t)ξ(j),β(t′)
〉

= 2mγkBTδi,jδα,βδ(t− t′) , (3.19)

where the Greek indices α, β = x, y(, z) denote the spatial direction. The random force is
uncorrelated for di�erent particles i 6= j, and it has no memory because of the delta function
δ(t− t′). The friction and the random forces are included in the “leapfrog” integration scheme
as described by Mannella in Ref. [122]. While the position update, Eq. (3.16), is not changed,
the velocity update, Eq. (3.17), for Langevin molecular dynamics simulations reads

v (t+ ∆t) = c2

[
c1v(t) + a

(
t+

∆t

2

)
∆t+ d1η

]
, (3.20)

where η is a vector of Gaussian distributed random variables with standard deviation σ = 1 and
zero average µ= 0. The constants are given by

c1 = 1− γ∆t

2
, c2 =

1

1 + γ∆t
2

, and d1 =

√
2kBTγ∆t

m
, (3.21)

as shown in the reference [122].
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Chapter 4

Melting Parameters for Dusty Plasmas

S
uitable melting parameters are of central importance for the study of disordering
processes. As described in the introduction, the melting process of �nite dust
clusters is qualitatively di�erent from bulk materials. The focus lies on the spatial
arrangement of the dust grains and on structural transitions. For this reason, the

desired parameters have to be sensitive to the spatial structure. The �rst section 4.1 is concerned
with the Voronoi analysis as a technique which allows for the identi�cation of the underlying
lattice of a particle arrangement. Moreover, the necessary adaption for a spherical shell instead
of planar system are described. In section 4.3, as the �rst step, spatial pair and three-particle
distribution functions are reviewed in general. As the second step, generalized coordinates
are introduced which take into account the symmetry of harmonically con�ned dust clusters.
Finally, section 4.4 discusses the reduced entropy as a measure of disorder in the clusters.

4.1 Voronoi analysis
This section gives a short introduction to the Voronoi analysis as a tool for the identi�cation

of nearest neighbor particles. While the classi�cation of neighbors in a colloquial sense is
usually possible by a quick look at a con�guration of particles, the automatic calculation of bond
order parameters or the identi�cation of lattice defects as particles with an abnormal number of
neighbors require an exact de�nition of the term neighbor. One possibility was to introduce a
maximum pair distance dmin and de�ne neighbors as particle pairs with a distance not larger
than dmin. However, this approach causes an unwanted arbitrariness by introducing that length.

The Voronoi diagram allows for an unambiguous classi�cation of neighbors and for the
identi�cation of patterns. Di�erent intra-shell isomers can be distinguished by the arrangement
of pentagonal and hexagonal Voronoi cells [63, 85]. A detailed overview of the properties and
the importance of Voronoi diagrams in various �elds is given in Ref. [123]. Such a diagram is
constructed from a set of points P which are called seeds. The Voronoi cell of a seed P is de�ned
by all points which are not closer to any other seed than to P . This de�nition is very intuitive
and would probably be among the �rst ideas for de�ning cells from given seeds P in a plane or
in three-dimensional space. Voronoi diagrams are inherently constructed in various situations
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in nature. As just one example, consider a petri dish seeded with di�erent species of bacteria.
The bacteria start to grow–all with the same rate–and populate the free space in the petri dish.
If a population reaches the border of the area already populated by another species, the growth
stops. After a while, every point in the plane will be occupied by the �rst bacteria to reach it
which is the one starting a the closed seed point. The bacteria have constructed the Voronoi
diagram [124]. In the following, the structure of extended and, especially, spherical dust clusters
are being analyzed. Therefore, the seeds of the Voronoi are given by the particle positions in a
snapshot of the cluster.

An example for a Voronoi diagram in a 2D plane and the Delaunay triangulation as its dual
graph is shown in Fig. 4.1. Before adapting the Voronoi diagrams to spherical cluster shells, a
few important properties of these diagrams are reviewed:

• The points along the perpendicular bisector between two seeds P1 and P2 are equally
distant from the two seed and can belong to both Voronoi cells. Hence, segments of the
perpendicular bisectors form the edges of the Voronoi diagram. Two seed points are called
“neighbors” if and only if their Voronoi cells have a common edge.

• The Voronoi diagram is closely related to the Delaunay triangulation which represents
its dual graph. Each Delaunay edge connects two Voronoi seeds which are the so called
vertices. Since these vertices are �xed by the particle positions, we use the two terms
“vertex” and “particle” synonymously in the following.

• The Voronoi edges are perpendicular bisectors of the Delaunay edges.1

• The statement that two particles are neighbors is equivalent to the statement that the
corresponding vertices are connected by one Delaunay edge.

• The Delaunay edges form a mesh of triangles. These triangles are called faces.

These properties can specify a projection between the surface of a sphere and a �at 2D plane
which then allows to construct the Voronoi diagram for seeds on sphere.

During the investigating of disordering processes in spherical clusters, the intra-shell order
within spherical shells is of central interest. Therefore, the Voronoi diagram has to be constructed
within the shell in order to identify neighboring particles within that shell. As discussed in
the previous paragraph, this task is equivalently completed by construction of the Delaunay
triangulation within the shell. In the following, this problem is reduced to the calculation of
several Delaunay triangulations in a 2D plane by decomposing the spherical shell into several
spherical caps and projecting the particle positions into a plane by a stereographic projection.

1Note that the intersection of a Voronoi edge and the corresponding Delaunay edge may be outside the shown
Voronoi edge.
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Figure 4.1: Example for a Voronoi diagram. A few
points (green) are placed randomly in the plane as
seeds for the triangulation. The Delaunay edges are
shown in red and form a mesh of triangles. The Voronoi
edges (blue) are perpendicular bisectors to the Delau-
nay edges and the number of edges in the Voronoi cells
represent the coordination number, i.e., the number of
nearest neighbors, of its seed.

4.1.1 Stereographic Projection
For the analysis of the structure inside one shell S, all particles i on this shell are assumed

to have the same radial coordinate |ri| = RS . The particle coordinates are then projected
onto a unit sphere by normalization. The remaining problem is to project the surface of the
sphere, or, more precisely, a region of this surface, into a plane in order to apply the Delaunay
triangulation algorithm. The Delaunay triangulation constructs a mesh of triangles from a given
set of seed points P with the property that the circumcircle of the triangle with the edge points
A,B,C ∈ P contains no other point D ∈ P . Hence, it is essential that circles are preserved
under the projection, so that the triangulation in the projection plane is valid on the sphere
surface as well.

The stereographic projection (SP) has this property. For a chosen point PC on the sphere
as projection center, it maps the sphere surface without the projection center S2 \ PC onto the
plane E. The point P0 located opposite of the projection center PC is mapped onto the origin of
the projection plane. The image A′ ∈ E of a point A ∈ S2 \ PC is constructed as the intersection
of the straight line through A and PC with the plane E perpendicular to #      »

OPC through the center
of the sphere, see illustration in Fig. 4.2. Since this plane contains the equator of the sphere, the
projection is referred to as equatorial stereographic projection (ESP). A very simple mathematical
description of the projection is achieved by choosing the south pole PC = (0, 0,−1) as projection
center. The image of P = (x, y, z) is then calculated as

(x, y, z)
SP7→
(

x

1 + z
,

y

1 + z

)
, (4.1)

and the inverse stereographic projection (ISP) is given by

(x′, y′)
ISP7→
(

2x′

ξ
,
2y′

ξ
,
2− ξ
ξ

)
, with ξ = x′

2
+ y′

2
+ 1 . (4.2)

The SP is in this case an injective mapping from S2 \ PC to R2. Some authors instead de�ne
the image P ′ of a point P as the intersection of the straight line through PC and P with the
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Table 4.1: Tangential points P0:
Points 1 and 2 only are used for
large particle numbers on the shell,
points 1 to 6 for medium numbers
and all points are used for small
particle numbers.

# θ φ

1 0° 0°
2 180° 0°
3 90° 0°
4 90° 90°
5 90° 180°
6 90° 270°
7 45° 45°

# θ φ

8 45° 135°
9 45° 225°
10 45° 315°
11 135° 45°
12 135° 135°
13 45° 225°
14 45° 315°

tangential plane at P0. The projection is referred to as tangential stereographic projection (TSP)
in that case. In view of the above, the point P0 is called tangential point and this term term is
used for the equatorial stereographic projection as well in the following. Both de�nitions are
equivalent except for a factor of two in the tangential projection with (x′, y′)TSP = 2 (x′, y′)ESP
and it therefore does not matter which de�nition is used for the purpose of constructing the
intra-shell Voronoi diagram.

Since the projection of the full sphere (without the projection center) requires an in�nite
2D plane, a �nite region around the projection center PC is excluded. For this purpose, only
those points P with a z coordinate Pz ≥ −zmax are selected. The images of these points are
within a circle with �nite radius

Rmax =

√
1− z2

max

1− zmax

=

√
1 + zmax

1− zmax

. (4.3)

For example, the radius of the projection is Rmax =
√

1 + 0.9/(1− 0.9) =
√

19 ≈ 4.359 for a
choice of zmax = 0.9.

However, the Delaunay triangulation is required on the entire sphere and the validity has
to be guaranteed for every point. In order to achieve this demand, several projections are
performed, each for a di�erent projection center. Then, the Delaunay triangulation is calculated
for each of them individually. Every projections contains the points from a di�erent spherical
cap. Since the validity of the triangulation cannot be guaranteed for the points at the edge of a
cap, see Sec. 4.1.2 below, a signi�cant overlap of the spherical caps is essential. When the particle
number on the shell is large (100 .Ns), two projection with tangential points at the poles of
the sphere are su�cient since enough particles are located in the overlap. When the particle
number is lower (30 . Ns . 100), the angular pair distances are larger and therefore larger
overlap is required. For this reason, four additional projections are used with tangential points
on the equator of the sphere, see Tab 4.1. For even lower particle numbers Ns . 30, another
eight projections with tangential points between the former ones are added, see Tab. 4.1. Of
course, all fourteen tangential points can be used for large particle numbers as well, but this
causes unnecessary computational e�ort compared to calculating the Voronoi diagrams for two
tangential points only.
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Figure 4.2: Illustration of the stereographic projection with the south pole as projection center PC. The image
plane is repeated below the sphere for a better view. The image P ′ of a point P is constructed as the intersection of
the straight line that connects P with PC and the plane through the origin, as illustrated for P1 and P2. As the
point D (E) is outside (inside) the circumscribed circle of the points A, B and C , the image point D′ (E′) is outside
(inside) the circumscribed circle of the images A′, B′ and C ′.

Rotation. In order to use formula (4.1) and (4.2) for an arbitrary point PC on the sphere surface
as projection center, the entire surface �rst has to be rotated as the �rst step. In the following, the
tangential point P0 is speci�ed instead of the projection center PC. This is more practical, since
the tangential point P0 is mapped onto the origin by the SP. Indeed, the conversion between
tangential point and projection center by P0 =−PC is very simple. Any point on the unit sphere
surface can be expressed by

P0 =−PC =

sin θ cosφ
sin θ sinφ

cos θ

 , (4.4)

in spherical polar coordinates θ and φ. Using the rotation matrix

R=

cos θ cosφ cos θ sinφ − sin θ
− sinφ cosφ 0

sin θ cosφ sin θ sinφ cos θ

 , (4.5)

the tangential point is transformed toRP0 = (0, 0, 1) and the projection center is transformed
toRPC = (0, 0,−1). The transformed coordinates are given by the set

P̄ = {RA | A ∈ P } . (4.6)
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Figure 4.3: Valid (green) and invalid (red) ver-
tices of the triangulation: A vertex is treated as in-
valid when it has at least one adjacent face for which
the validity is not guaranteed. The circumscribed
circles are shown for three example faces. One cir-
cumcircle is completely inside the selected region and
hence the validity of this face is guaranteed. While
the left red face remains invalid if the selected array
is enlarged due to the outer vertex (blue), the central
red face will become valid since no outer vertex is
inside its circumcircle.

invalid faces

valid face

Rmax

After this rotation, the points P with a z coordinate Pz ≥−zmax are then selected as the set P̄ sl.
Equation (4.1) is then applied in order to project these points into a plane and their Delaunay
triangulation is calculated.

4.1.2 Validity of the Delaunay Triangulation

The Delaunay triangulation itself is calculated by the 2D triangulation algorithm Delaunay_
triangulation_2 of the CGAL2 library. Since there are typically points on the sphere which
are outside the selected spherical cap, the triangulation may be invalid for some points at the
border of this spherical cap. Before the di�erent triangulations can be �t together, it has to be
checked for which of its points the validity can be guaranteed.

Each triangular face ABC with A,B,C ∈ P̄ sl is constructed by the condition that no other
pointD ∈ P̄ sl is inside the triangle’s circumscribed circle with centerMcc and radius rcc. Indeed,
there may exist a point E ∈ P̄ \ P̄ sl among the remaining points with | #         »

EMcc|< rcc that makes
the triangle ABC invalid. The existence of such a point E is excluded when the circumscribed
circle center is fully contained by the selected region, i.e. it is not near the border, so that the
relation

| #         »OMcc|+ rcc ≤Rmax (4.7)

is ful�lled. Since all in�nite faces have in�nite radius, all points which have at least one in�nite
face are invalid. Because of the closed surface of the sphere, there cannot exist any in�nite faces
in the valid triangulation. An example for valid and invalid faces is show in Fig. 4.3. In that
example, a circular region from a regular hexagonal lattice is selected. Note that an intra-shell
con�guration of a Yukawa cluster looks di�erent in the stereographic projection (inter alia
since the SP does not conserve lengths), but the problem that outer points may be inside some
circumscribed circles is illuminated by this example.

2Computational Geometry Algorithms Library (Open Source Project), http://www.cgal.org

http://www.cgal.org
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When quantities (like fraction of sixfold particles, bond order parameters etc.) are sampled,
the validity of the Delaunay triangulation has to be checked for each vertex. Therefore, the con-
dition (4.7) is checked for all incident faces of the vertex. If the validity cannot be guaranteed for
at least one incident face, the vertex has to be treated as invalid. That means that this projection
is not su�cient for the determination of the neighbors of the particle or its coordination number.
The neighbors then have to be identi�ed in another projection where the particle is closer to
the tangential point P0 and therefore the circumscribed circles of all incident faces are totally
contained by the selected area of that second projection.

It turns out that for large shells with Ns & 100 particles, the validity can be ensured for all
particles on a shell, when two SPs are performed: One projection for the upper hemisphere and
one for the lower hemisphere. In each projection, the selected region is chosen larger than the
actual hemisphere (zmax ≈ 0.8). But for the further calculation, every point is taken from the
projection according to its correct hemisphere. This scheme can be extended to more than two
regions. In that case, every point is taken from the projection with the closest tangential point.
While the condition to have at least one valid triangulation for every point representing the
position of one particle is ful�lled even by two projections and a small overlap for large clusters,
a larger overlap or more projections are required for small clusters, see Sec. 4.1.1 above.

4.1.3 The Euler-Poincaré Characteristic
An indicator for the validity of the entire triangulation is derived from the Euler-Poincaré

Characteristic χ de�ned as:

χ= V − E + F , (4.8)

where V is the number of vertices, E the number of edges and F the number of faces of a
polyhedron. The characteristic number of a convex space like a sphere is χ= 2. The number of
vertices V is determined by the number of particles on the investigated sphere. The Delaunay
triangulation constructs a polyhedron with triangular faces. Since every edge belongs to exactly
two faces, the face number F and the edge number E are connected through the relation

2E = 3F . (4.9)

When this result, Eq. (4.9), is insert into the Euler-Poincaré Characteristic for a convex space,
Eq. 4.8, the relation

3V − E = 6 , (4.10)

is obtained. This relation connects the number of vertices V with the number of edges E.
While this equation can already be used as a checksum for the plausibility of the Delaunay

triangulation, it contains also a descriptive relation for coordination numbers of the particles
as discussed in the following. The intra-shell coordination number n of a particle is de�ned as
its number of nearest neighbors, where two vertices are called “nearest neighbors” when they
have one edge in common. The lowest considerable coordination number is nmin = 3 and the
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maximum is nmax = V − 1 for the (very unlike) case that at least one vertex has common edges
with all other vertices. The numbers Nn with n ∈ {3, . . . , V − 1} are de�ned as the number of
vertices with coordination number n. This de�nition can be extended to larger coordination
numbers, where the occupation numbers are zero for all the additional coordination numbers.
Since every edge connects exactly two vertices, this leads to the expressions

2E =
∞∑
n=3

n ·Nn , V =
∞∑
n=3

Nn (4.11)

for number of edges and the number of vertices, respectively. These two expressions are inserted
into (4.10) in order to obtain

3 ·
∞∑
n=3

Nn −
1

2
·
∞∑
n=3

n ·Nn = 6 ⇔
∞∑
n=3

(6− n) ·Nn = 12 , (4.12)

as a constraint for the coordination numbers.
In the following, some important implication of Eq. (4.12) are discussed. The �rst important

implication of this equation is the well-known fact that it is unfeasible to cover a singly closed
surface with a perfect hexagonal lattice where every particle has six nearest neighbors. For such
a lattice, the sum on the left hand side vanishes and violates the equation.

Equation (4.12) can also be read as follows: Particles with six neighbors do not contribute to
the sum and every particle with �ve nearest neighbors contributes to the sum by one. Every
particle with four neighbors contributes to the sum with plus two, every particle with seven
neighbors contributes to the sum with minus one, and so on. Hence, a possible particle arrange-
ment of the sphere consists of twelve pentagons and an arbitrary number of hexagons.3 Every
additional pentagon has to be compensated by a Voronoi cell with at least seven adjacent cells.

Two prominent examples for such an arrangement are the icosahedron of twelve particles,
where each particle has a pentagonal Voronoi cell, and the “football” con�guration of 32 particles.
The latter con�guration consists of twelve pentagonal and 20 hexagonal Voronoi cells in a very
symmetric arrangement where every pentagon is fully surrounded by hexagons. This intra-shell
con�guration is for example realized by the 32 particles on the outer shell for the “magic number”
Coulomb cluster with N = 38 particles in total, cf. Fig. 5.11.

4.2 Bond Order Parameter
Bond Order Parameters are quantities that measure the angular symmetry of a given structure

with respect to the angles between bonds [125–127]. For dusty plasmas, these bonds are the
edges of the Delaunay triangulation. Each bond connects two particles which are then called

3Here, the terms “pentagon” and “hexagon” are used for particles with �ve and six neighbors, respectively,
corresponding to the Voronoi diagram. The deformation of the Voronoi cell is not taking into account for this
classi�cation.
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neighbors. In two dimensional systems, the quantity Ψk is de�ned as

Ψk(l) =

Nnn(l)∑
m=1

eikϕlm , (4.13)

for each particle l. The number of nearest neighbors of this particle l is denoted by Nnn(l)
and ϕlm is the angle of the bond between this particle l and its m-th neighbor with respect to a
�xed reference direction ed. While the absolute |Ψk| is independent of the reference direction,
the phase Ψk depends on it.

While de�ning this direction ed is trivial for a �at system, �xing a meaningful reference
direction on the entire spherical surface is impossible as a consequence of the hairy ball theo-
rem [128]. At a chosen point P0 on the sphere, one can de�ne nevertheless a tangential vector ed

with |ed| = 1. In order to calculate the phase of Ψk for a particle at an arbitrary point P , a
continuous mapping is required that de�nes the reference direction at this point ed(P ). This
would mean de�ning a continuous non-vanishing �eld of tangential vectors that covers the
entire sphere. Indeed, the hairy ball theorem states that such a vector �eld cannot exist for the
two-dimensional surface of a sphere in R3.

The symmetry number k should be chosen in accordance to the expected symmetry, e.g.
k = 6 in the case of a hexagonal structure. Since the angles are not conserved under the SP for
every triangle, the bond order parameter must not be calculated in the projection plane. The ISP
back from plane to sphere surface is applied before calculating the bond order parameter.

Local Bond Order Parameter The local bond order is de�ned as the average of absolute
value |Ψk| over all particles with the correct number of neighbors, i.e.

〈|Ψ6|〉=
1

N6

N∑
l

|Ψ6(l)|δ6,Nnn(l) , (4.14)

for the hexagonal parameter. Here, N6 is the total number of particles with six neighbors and
the Kronecker delta selects only these particles. The choice of the reference direction has no
in�uence on this parameter since the absolute value is formed before averaging over all particles.
It does not even change when choosing di�erent reference directions for individual particles.
Hence, this parameter can easily be applied to particles in a curved space. Within a spherical
surface, it is necessary to decide which angles to measure. Several problems arise when using
the angles between the chords, ϕch:

• The angles are not additive, i.e. the di�erence angle ϕch
lm between two bonds is not given

by the di�erence of ϕch
m and ϕch

l which are the angles between the individual bonds and
the reference direction.

• The parameter |Ψk| would be smaller than unity even for a perfectly symmetric arrange-
ment of particles. This is due to the fact that the bond angular sum at a lattice point is
smaller than 2π in a space with positive Gaussian curvature.
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For this reason, a di�erent method is chosen to measure the bond angles. The bond angle ϕ is
measured in the tangential plane Et at the position of the considered central particle l. These
angles can be calculating by projecting the bond vectors rlm = r(m)−r(l) into the tangential plane
at point r(l). This projections are performed for each center particle’s position r(l) separately.
The normal direction on the sphere surface at point r(l) is given by

el =
1

|r(l)|
· r(l) . (4.15)

The projected bond vectors are thus calculated as,4

r̃lm = rlm − 〈rlm, el〉el , (4.16)

which together with an reference direction in the plane ed (with |ed|= 1) allow for the calculation
of the bond angles ϕm. Calculating the bond order parameter requires knowledge of the “full”
angles ϕm ∈ [0, 2π) which is obtained from the two relations

cosϕm =
〈r̃lm, ed〉
|r̃lm|

and sinϕm =
〈ed × r̃lm, el〉
|r̃lm|

. (4.17)

4.3 n-Particle Distributions in Generalized Coordinates
This section is concerned with a whole class of parameters which allow one to describe

prominent features of the structure as well as disordering processes.
A melting parameter suited for both dusty plasma experiments and also for computer

simulations–especially Monte Carlo simulations–has to meet several demands:

• The parameter should not require precise knowledge of the internal energy or its �uctua-
tions. It is calculated from the particle positions. This is important for experiments since
these positions can be measured with high accuracy, while measuring the internal energy
of the dust sub-system is challenging due to the energy exchange with the surrounding
plasma and with the neutral gas.

• The parameter should not require knowledge of the true particle trajectories. It is calculated
from snapshots of the con�guration and is invariant when changing the order of these
snapshots. Moreover, it does not require labeled particles, but instead is invariant when
two uniform particles are exchanged. This demand is essential for the application of the
melting parameter to results from MC simulations without any concern about how to
map the MC dynamics onto a true time dynamics.

• The parameter should take into account the symmetry of the Hamiltonian. When, for
example, the Hamiltonian is invariant under rotation, the parameter is invariant under
rotation of the entire system as well.

4〈a, b〉 denotes the scalar product of the vectors a and b.
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A well known quantity which ful�lls all these criteria is the spatial N -particle density
ρN(r1, . . . , rN) = ρN(R), i.e. the spatial part of the canonical phase-space distribution of the
ensemble. A detailed introduction to distribution functions in statistical mechanics is for example
given in Ref. [129]. The relation between spatial density and canonical phase-space distribution
is brie�y sketched in the following.

The Hamiltonian of a classicalN -particle system without velocity dependent forces, Eq. (3.3),
can be separated into a sum of a spatial part and a momentum part. For this reason, the full
phase-space distribution can be factorized as

PN(P ,R) =
1

N !

1

Z
e
−H(P ,R)

kBT

=
1

N !

1

ZR
e
−HR(R)

kBT︸ ︷︷ ︸
=ρN (R)

· 1

(2πmkBT )3N/2
exp

{
−

N∑
i=1

p2
i

2mkBT

}
︸ ︷︷ ︸

=fN (P )

, (4.18)

where the spatial part of the partition function is de�ned as

ZR =
1

N !

∫
d3NR e

−HR(R)

kBT , (4.19)

which has the dimension of a 3N dimensional volume. It is readily shown that the momentum
part is normalized and the spatial part is normalized to the number of N -particle pairs,

1 =

∫
d3NP fN(P ) and N ! =

∫
d3NR ρN(R) . (4.20)

The canonical partition function can be written as

Z =
1

h3N
ZR (2πmkBT )3N/2 =

ZR
λ3N

DB
with λDB =

(
2π~2

mkBT

)1/2

=
h√

2πmkBT
(4.21)

denoting the thermal de Broglie wavelength. Since the momentum part of the partition function
was readily solved analytically and has a simple temperature dependence, only the spatial part
is analyzed in the following.

On the one hand, the spatial N -particle density ρN(R) contains all information about the
dust structure—including its temperature dependence. On the other hand, sampling this quantity
in computer simulations or in experiments is beyond reach due to its high dimensionality. It is
appropriate to introduce reduced densities ρn(r1, . . . , rn) which depend on the coordinates of
n≤N particles only. Formally, they are obtained from ρN by integration over the remaining
N − n coordinates as

ρn(r1, . . . , rn) =
1

(N − n)!

∫
d3rn+1 . . .

∫
d3rN ρN(R) . (4.22)

For identical particles, ρN is invariant under particle permutation and so ρn is invariant under
permutation of the n positions. Moreover, it is not important which positions are �xed and
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which ones are integrated over in Eq. (4.22). The normalization of ρn is N !/(N − n)! which
is the number of n-particle pairs, e.g. the normalization of the spatial density ρ1 is N and the
normalization of the pair density ρ2 is N(N − 1).

In practical applications, ρN is usually unknown but di�erent snapshots of the many particle
con�guration serve as input data. The subjects of this thesis are classical systems with discrete
particle positions. These positions are denoted by

(
r(1), . . . , r(N)

)
, where the index in brackets

refers to the index of the particle. The reduced densities in this case are given as the ensemble
average over a sum of products of δ-functions,

ρn(r1, . . . , rn) =

〈
N∑
i=1

N∑
j=1

′
. . .

N∑
z=1

′

︸ ︷︷ ︸
n sums

δ(r1 − r(i))δ(r2 − r(j)) . . . δ(rn − r(z))︸ ︷︷ ︸
product of n δ-functions

〉
. (4.23)

Since all n indices have to be di�erent, summands with at least one pair of identical indices are
excluded which is indicated by the prime at the sum symbol. For example, the pair density of
discrete particles is given by

ρ2(r1, r2) =

〈
N∑
i=1

N∑
j=1

′
δ(r1 − r(i))δ(r2 − r(j))

〉
. (4.24)

The next step is to simplify ρn further making use of the known symmetries. Symmetries of
the Hamiltonian are also found in the densities ρN and ρn. When the Hamiltonian is for example
invariant under translation, the average density is also invariant under translation.5

Against this background, a new set of coordinates is introduced, (Q,B) with dimQ= α, dim
B = β and α+ β = 3n. At this point, it should be noted that Q and B are n-particle coordinates
in general while r1, . . . , rn are one-particle coordinates. For an appropriate choice of these
coordinates, ρn is independent of all components of B, as a consequence of symmetries of the
Hamiltonian. In this case, the density in the new variables ρn → ρ̃n is only a function of α
arguments. The pair density of a homogeneous system for example only depends on the distance
of the two positions.

The coordinate transformation for the new coordinates is de�ned by (r1, . . . , rn) = Φ(Q,B),
and |JΦ(Q,B)| denotes the Jacobi determinant. The n-particle distribution function in the new
variables is formally de�ned as

ρ̃n(Q) =

∫
dβB |JΦ(Q,B)|︸ ︷︷ ︸

Vn(Q)

ρn [Φ(Q,B)]︸ ︷︷ ︸
independent of B

= Vn(Q) · ρn [Φ(Q,B)] . (4.25)

While the spatial coordinates depend on both Q and B, the density does not depend on B and,
therefore, the above equation is valid for any choice of the irrelevant coordinates B.

5Every single realization of discrete particle positions is of course not invariant under a general translation, but
the ensemble average as thermodynamic observable has to be invariant.
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For practical purposes, the generalized density is again calculated as the ensemble average

ρ̃n(Q) =

〈
N∑
i=1

N∑
j=1

′
. . .

N∑
z=1

′

︸ ︷︷ ︸
n sums

δ
[
Q− Φ−1(r(i), . . . , r(z))

]〉
, (4.26)

where Φ−1 is the inverse coordinate transformation and the α-dimensional δ-function compares
all components of Q.

Note that the de�nition of the distribution in generalized coordinates, Eq. (4.25), includes
the volume element. The normalization of the new density is∫

dαQ ρ̃n(Q) =
N !

(N − n)!
, (4.27)

without an additional volume element. When plotting the distribution, it is most feasible to
eliminate the volume element by considering the ratio ρ̃n/Vn which has the dimension particles
per volume to the power of n. As discussed below, it is often possible to divide by the ideal n-par-
ticle density ρ̃id

n ∝ Vn in order to obtain a dimensionless quantity gn = ρ̃n/ρ̃
id
n that approaches

unity for uncorrelated systems.
The concept of n-particle distribution in generalized coordinates is in the following carried

out for pairs and triples of particles in both extended systems as well as in spherical systems. For
isotropic homogeneous system, this leads to the well-known radial pair distribution function g(r).

4.3.1 Pair Distribution Function
The �rst test system for the n= 2 particle distribution function is an extended system of N

classical particles in a volume V , where the thermodynamic limit N →∞ and V →∞ with
constant density N/V = ρ0 is considered. Two properties have to be met:

• Homogeneity: There is no external potential. The Hamiltonian and consequently the
pair density are invariant under translation, i.e. the position of the pair does not matter.

• Isotropy: The pair-wise interaction potential depends only on the modulus of the pair
distance.6 The Hamiltonian and consequently the pair density is invariant under rotation,
i.e. the orientation of the pair does not matter.

The appropriate coordinate system to describe ρ2 uses Cartesian coordinates R for the �rst
position7 and spherical polar coordinates (r, ϑ, ϕ) for the second position relative to the �rst
one. In these coordinates, r is the radial pair distance. Due to the translation invariance, ρ2

6In principle, the following argumentation does not rely on pair-wise interaction potentials but is valid also for
higher order potentials as long as they are invariant under rotation. However, most of the interaction potentials of
interest are pair potentials.

7Often, R is de�ned as the center-of-mass coordinate, but it is more useful for the following derivations to
de�ne it as the position of the �rst particle.
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does not depend on R and it does not depend on ϑ and ϕ due to the isotropy. Following the
notation above, the relevant coordinate is Q= {r} with α = 1 and the irrelevant coordinates
are B = {R, ϑ, ϕ} with β = 5. The functional determinant of the coordinate transformation is
given by |JΦ(Q,B)|= r2 sinϑ and the volume element is

V2(r) =

∫
d3r

∫ π

0

dϑ

∫ 2π

0

dϕ r2 sinϑ= V · 4πr2 . (4.28)

The knowledge of the coordinate transformation Φ itself is less important at this point. It is
su�cient to know how r = |r1 − r2| is calculated from the two Cartesian positions in order to
sample ρ̃2 as an ensemble average,

ρ̃2(r) =

〈
N∑
i=1

N∑
j=1

′
δ
[
r −

∣∣r(j) − r(i)

∣∣]〉 . (4.29)

In an ideal system with the same overall density ρ0, the pair density is simply given by
ρ2(r1, r2) = ρ2

0. The ideal pair density in generalized coordinates ρ̃id
2 is obtained by application

of Eq. (4.25) as

ρ̃id
2 (r) =

∫
d3R

∫ π

0

dϑ

∫ 2π

0

dϕ ρ2
0 = ρ2

0 · V · 4πr2 =N · ρ0 · 4πr2 , (4.30)

and

g2(r) =
1

N

ρ̃2(r)

4πr2 ρ0

(4.31)

is the well-known radial pair distribution function (PDF). This function approaches unity for
large r at low coupling as shown in Fig. 5.1 (p. 56).

4.3.2 Center-Two-Particle Distribution Function
While the radial pair distribution function is well suited for the investigation of the structure

in homogeneous systems, several issues surface for the spherical con�ned clusters. On the
one hand, the distribution of pairs may depend on the position within the cluster and, on the
other hand, a function that depends on the modulus of the pair distance only cannot distinguish
between intra-shell and inter-shell pairs.

The un�tness of the radial pair distribution for spherical clusters can be understood when
reconsidering the assumptions made when deriving this quantity in Sec. 4.3.1. The �rst assump-
tion there was that the system is homogeneous and this is apparently violated for a spherically
con�ned cluster. The considered cluster of N particles still meets one of the properties discussed
above:

• Isotropy: The pair-wise interaction potential depends only on the modulus of the pair
distance and the con�nement potential only on the modulus of the distance from center of
the trap. The Hamiltonian, Eq. (3.3), and consequently the pair density is invariant under
rotation with respect to the center of the trap.
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rI

rII

ϑ Figure 4.4: Coordinate system Q = (rI, rII, ϑ) of the center-two-particle
distribution. The radial coordinates of the two positions are denoted by
rI and rII are and ϑ is the angular pair distance with respect to the trap
center marked by a black dot. For better visibility, the particles are colored
corresponding to their shell a�liation, where the very inner shell consists of
one particle only in the center. In addition, the intra-shell Voronoi diagrams
are sketched in gray.

The appropriate coordinate system to describe ρ2 consists of spherical polar coordinate (rI, ϑ1, ϕ1)
for the �rst position and spherical polar coordinates (rII, ϑ, ϕ2) for the second position. The
z-axis of the second coordinate system is chosen along r1 so that ϑ describes the angular pair
distance with respect to the trap center, see Fig. 4.4. Due to the rotational invariance, ρ̃2 can
only depend on the two radial coordinates and on the angular pair distance [56, 130, 131]. The
relevant coordinates here are Q = {rI, rII, ϑ} with α = 3 and the irrelevant coordinates are
B = {ϑ1, ϕ1, ϕ2} with β = 3. Rehmus et al. also used these coordinates in order to visualize
electron correlations in hydrogen anions and in helium atoms [132, 133].

The functional determinant of the coordinate transformation is given by |JΦ(Q,B)| =
r2

I r
2
II sinϑ1 sinϑ and the volume element is

V2(rI, rII, ϑ) =

∫ π

0

dϑ1

∫ 2π

0

dϕ1

∫ 2π

0

dϕ2 r
2
I r

2
II sinϑ1 sinϑ= 8π2r2

I r
2
II sinϑ . (4.32)

While the explicit form of the coordinate transformation Φ is of minor interest, it is again
su�cient to know how to calculate Q from two given positions. The pair density ρ̃2 is sampled
as the ensemble average,

ρ̃2(rI, rII, ϑ) =

〈
N∑
i=1

N∑
j=1

′
δ
[
rI − |r(i)|

]
· δ
[
rII − |r(j)|

]
· δ
[
ϑ− cos−1

(
r(i) · r(j)

|r(i)| · |r(j)|

)]〉
,

(4.33)

which is called center-two-particle (C2P) distribution referring to the chosen coordinate system.
The external con�ning potential imprints an inhomogeneous structure to the system. It

is therefore not sensible to calculate ρ̃2 for a homogeneous density. The pseudo-ideal system
considered at this point consists of homogeneously �lled spherical shells. Hence, the density has
a radial dependence only. This dependence is captured by the radial density which is de�ned as

ρ1(r) = ρ1(r) =
ρ̃1(r)

V1(r)
=

1

4πr2

〈
N∑
i=1

δ
[
r − |r(i)|

]〉
, (4.34)
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which has the dimension “particles per volume” due to the pre-factor. The only di�erence between
the two functions ρ1 and ρ̃1 is the division by the volume element. The former density ρ1(r) is
de�ned as “particles per unit volume” at distance r from the trap center and is constant for a
homogeneous system. The latter density ρ̃1(r) in contrast is de�ned as “particles per shell with
unit width” at radius r around the trap center. For a homogeneous system, this density grows
with r2 as the volume of the shell grows.

The pair density of the pseudo-ideal system is considered as a product of one-particle
densities and is written as

ρid
2 (r1, r2) = ρ1(r1) · ρ1(r2) = ρ1(r1) · ρ1(r2) . (4.35)

The ideal pair density in generalized coordinates ρ̃id
2 (rI, rII, ϑ) is obtained by application of

Eq. (4.25) as

ρ̃id
2 (rI, rII, ϑ) =

∫ π

0

dϑ1

∫ 2π

0

dϕ1

∫ 2π

0

dϕ r2
I r

2
II sinϑ1 sinϑ ρ1(rI)ρ1(rII)

= 8π2r2
I r

2
II sinϑ ρ1(rI)ρ1(rII) (4.36)

=
1

2
sinϑ ρ̃1(rI)ρ̃1(rII) . (4.37)

The center-two-particle correlation function is de�ned as the ratio of two-particle density and
pseudo-ideal two-particle density in generalized coordinates

g2(rI, rII, ϑ) =
2

sinϑ

ρ̃2(rI, rII, ϑ)

ρ̃1(rI) · ρ̃1(rII)
. (4.38)

This function is well suited to visualize angular correlation within shells (for rI and rII chosen
from the same shell) and between di�erent shells (for rI and rII chosen from di�erent shells).
When rI and rII are chosen from di�erent shells, the C2P correlation function, Eq. (4.38), is unity
for a system without inter-shell correlations. The correlation function is also de�ned as g2 = 1
for those radii where the density is exactly zero and where consequently the ratio in Eq. (4.37)
is unde�ned.

4.3.3 Triple-Correlation Function in Macroscopic Systems

The following sections are dedicated to the correlations of three particles. The motivation for
investigation of triples is the sensitivity to the bond order. Considering a perfect 2D hexagonal
lattice, nearest neighbor triples are found with multiples of 60° as bond angles and these angles
are distinguished also for distant neighbors. While the global bond order parameter [125–127] is
an excellent tool to resolve the bond order in planar systems, it lacks in an appropriate global
reference direction in spherical shells. Hence, the triple-correlation function (TCF) is introduced
for spherical systems. However, this quantity is �rst present for planar 2D systems here, since
these systems will serve as a test case. As done for the PDF in Sec. 4.3.1, a macroscopic system of
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O

R dI

dII

r1

r2

r3

ϕ1
ϑ Figure 4.5: Coordinate system of the triple-correlation function in planar 2D systems.

The two pair distances rI and rII together with the bond angle ϑ represent the relevant
coordinates Q. The �rst positionR and the angle ϕ1 are irrelevant coordinates B in
a homogeneous isotropic system. For completeness, the Cartesian coordinates r1,
r2 and r3 of the three positions are also labeled. O is the origin.

N classical particles in a volume V , where the thermodynamic limit N →∞ and V →∞ with
constant density N/V = ρ0 is considered.8 Two properties shall be met as previously mentioned
in the introduction of the PDF:

• Homogeneity: There is no external potential. The Hamiltonian and consequently the
pair density is invariant under translation, i.e. the position of the pair does not matter.

• Isotropy: The pair-wise interaction potential depends only on the modulus of the pair
distance. The Hamiltonian and consequently the pair density is invariant under rotation,
i.e. the orientation of the pair does not matter.

One appropriate coordinate system to describe ρ3 uses Cartesian coordinatesR for the �rst
position, polar coordinates (dI, ϕ1) for the second position relative to the �rst one, and a second
set of polar coordinates (dII, ϑ) for the third position relative to the �rst one. The x-axis of the
third coordinates is chosen along r12 = r2 − r1, so that ϑ describes the bond angle between the
two pair distances, see Fig. 4.5.

The density ρ3 cannot depend on the position R of the triple due to the homogeneity of
the system and it cannot depend on the orientation ϕ1 of the triple due to the isotropy. The
relevant coordinates in this case are Q= {dI, dII, ϑ} with α = 3 and the irrelevant coordinates
areB = {R, ϕ1}with β = 3 due to the two components ofR. The functional determinant of the
coordinate transformation is given by |JΦ(Q,B)|= dIdII and the volume element is calculated
as

V3(dI, dII, ϑ) = 2 ·
∫
d2R

∫ 2π

0

dϕ1 dIdII = V · 4πdIdII , (4.39)

where the factor 2 in front the integral has to be included, since the orientation of the bond angle
is not resolved. Bond angles above ϑ′ > π are mapped to the interval [0 : π] by ϑ′ 7→ 2π − ϑ′.

The important aspect of the coordinate transformation Φ is as before the calculation of the
relevant coordinates Q from three given positions. The three-particle density ρ̃3 is sampled as

8Despite the dimensionality of two, the symbols V and ρ are used for the 2D volume and the areal density.
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the ensemble average

ρ̃3(dI, dII, ϑ) =

〈
N∑
i=1

N∑
j=1

′
N∑
k=1

′
δ
[
rI − |r(j) − r(i)|

]
· δ
[
rII − |r(k) − r(i)|

]
· δ
[
ϑ− cos−1

((
r(j) − r(i)

)
·
(
r(k) − r(i)

)
|r(j) − r(i)| · |r(k) − r(i)|

)]〉
. (4.40)

In an ideal system with the same overall density ρ0, the three-particle density is simply given by
ρ3(r1, r2, r3) = ρ3

0. The ideal three-particle density in generalized coordinates ρ̃id
3 is obtained by

application of Eq. (4.25) as

ρ̃id
3 (dI, dII, ϑ) = 2 ·

∫
d2R

∫ 2π

0

dϕ1 dIdII · ρ3
0 = ρ3

0 · V · 4π dIdII =N · ρ2
0 · 4π dIdII , (4.41)

and the ratio of sampled density and this ideal density,

g3(dI, dII, ϑ) =
1

N

ρ̃3(dI, dII, ϑ)

4π dIdII ρ2
0

(4.42)

is the triple-correlation function. This dimensionless function can be understood as the relative
probability of �nding a triple of particles forming a triangle with edge lengths dI, dII and with an
enclosed angle of ϑ.

The choice of the coordinate system is, in a way, ambiguous. The triangle which is formed by
three particles is described by two side lengths and the enclosed angle. A complete description
is also possible by three side lengths or by one length and two angles. However, the Jacobi
determinant becomes unwieldy for the latter two coordinate systems. In the last coordinate
system, the valid range of third length dIII would depend on the �rst two lengths.

Moreover, that coordinate system is not appropriate for a description three particles along
one line, since it requires an extremely high resolution of all three lengths to resolve the bond
angles in that con�guration. Consider three particles aligned along the x-axis at x1 = −d,
x2 = 0 and x2 = d. When displacing the left particle in y-direction by ∆y, the changes of the
bond lengths d12 and d13 are both on the order of ∆y2. This means that the considered particle
displacement is poorly resolved by a coordinate system that consists of the three length of the
triangle formed by three particles. As this con�guration of three is often realized in dust clusters,
e.g. for a hexagonal lattice, the coordinate system is inappropriate for practical applications.

The TCF can also be calculated for 3D homogeneous isotropic systems and the derivation
is analogous. Instead of plane polar coordinates, spherical polar coordinates have to be used
to describe the second and the third position. The �rst two angles (ϑ1, ϕ1) as well as the
second azimuth angle ϕ2 are irrelevant due to the symmetries. With the functional determinant
|JΦ3D|= d2

I d
2
II sinϕ1 sinϑ, the ideal density is obtained as

(3D) ρ̃id
3 (dI, dII, ϑ) =

∫
d3R

∫ π

0

dϑ1

∫ 2π

0

dϕ1

∫ 2π

0

dϕ2 d
2
I d

2
II sinϑ1 sinϑ · ρ3

0

= ρ3
0 · V · 8π2 d2

I d
2
II sinϑ=N · ρ2

0 · 8π2 d2
I d

2
II sinϑ . (4.43)

The TCF for extended 3D systems is given here for completeness without showing examples.
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|r2|= rII

rIII = |r3| O
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ϕ

Figure 4.6: Coordinate system for describing the three-
particle density in spherical clusters. The radial coordi-
nates of the three positions are denoted by rI, rII and rIII.
The angular pair distance between �rst and second (third)
particle is denoted by ϑI (ϑII) and ϕ describes the “bond
angle” of the two pair connections. For the sake of clar-
ity, the coordinates B = {ϑ0, ϕ0, ϕ1} are omitted is this
sketch.

4.3.4 Triple-Correlation Function in Spherical Shells
The intra-shell structure of spherical clusters is one of the main aspects of this thesis. While

the shells in 2D clusters are simple rings without a sophisticated intra-shell structure, the
particle arrangement within the spherical shells shows interesting phenomena. There are for
example “magic numbers” of particles which allow for a highly symmetric con�guration on the
shell [57, 89, 134] and for large clusters, the intra-shell structure shows features similar to an
extended 2D lattice. In this section, a modi�cation of the triple-correlation function for spherical
clusters in 3D is introduced. The goal is to obtain a parameter which is sensitive to the bond
order within a spherical shell and which also allows to resolve structural transitions.

A spherically con�ned Coulomb or Yukawa cluster with N particles meets one symmetry
property as previously mentioned in the introduction of the center-two-particle function:

• Isotropy: The pair-wise interaction potential depends only on the modulus of the pair
distance and the con�nement potential only on the modulus of the distance from the center
of the trap. The Hamiltonian, Eq. (3.3), and consequently the pair density is invariant
under rotation with respect to the center of the trap.

The appropriate coordinate system to describe ρ3 consists of spherical polar coordinates (rI, ϑ0, ϕ0)
for the �rst position, spherical polar coordinates (rII, ϑI, ϕ1) for the second position and a third
set of spherical polar coordinates (rIII, ϑII, ϕ) describing the last position. The z-axis of the second
coordinate system is chosen along r1 so that ϑI describes the �rst angular pair distance with
respect to the trap center, see Fig. 4.6. The z-axis of the third coordinate system is also chosen
along r1 so that ϑII describes the second angular pair distance. The y-axis of the latter is chosen
along r1 × r2 and ϕ is interpreted as “bond angle” for particles within one shell.

Because of the invariance of the Hamiltonian under rotation, the three-particle density ρ3

cannot depend on the coordinates B = {ϑ0, ϕ0, ϕ1} with the dimension β = 3. Unfortunately,
the remaining relevant coordinatesQ= {rI, rII, rIII, ϑI, ϑII, ϕ} still have a dimension of α= 6. One
histogram with 100 bins in for each coordinate and with two-byte numbers as counters would
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Figure 4.7: Left: Coordinate system for describing the
intra-shell three-particle density in spherical clusters.
The angular pair distance between �rst and second
(third) particle is denoted by ϑI (ϑII) and ϕ describes the
“bond angle” of the two pair connections. ϕ is the angle
of intersection of the two great circles each connecting
one particle pair.
Right: The three coordinates of the TCF are illustrated
for three particles from the outer shell of a cluster from
a MC simulation.
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r3

ϕ
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ϑII ϕ
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require 2× 1012 B=2 TB of storage. Fortunately, the key interest is the intra-shell structure,
since radial structure and inter-shell correlation are well resolved by the C2P function. When
one thin shell s is investigated by the TCF, the selected particles all have approximately the same
radial coordinate rI ≈ rII ≈ rIII ≈Rs—namely the radius of that shell. Hence, the particle position
are projected onto the sphere with radius Rs and the investigated density ρ3 is of the dimension
“particle pairs per area to the power of three”. The relevant coordinates that describe this density
are Q = {ϑI, ϑII, ϕ} with α = 3 and the irrelevant coordinates remain B = {ϑ0, ϕ0, ϕ1} with
β = 3. These coordinates are illustrated in Fig. 4.7.

The functional determinant of the spherical TCF coordinate transformation is given by
|JΦ(Q,B)|=R3

s sinϑ0 sinϑI sinϑII and the volume element is calculated as

V3(ϑI, ϑII, ϕ) = 2 ·
∫ π

0

dϑ0

∫ 2π

0

dϕ0

∫ 2π

0

dϕ1 R
6
s sinϑ0 sinϑI sinϑII = 16π2R6

s sinϑI sinϑII ,

(4.44)
where again the factor 2 in front the integral has to be included since the orientation of the
bond angle is not resolved. Re�ex bond angles ϑ′ > π are mapped to the interval [0 : π] by
ϑ′ 7→ 2π − ϑ′.

The sampled three-particle density ρ̃3 is compared to the density of a suitable ideal system.
An appropriate ideal reference system is a spherical shell with the same radius Rs and the
same number of particles Ns. The areal particle density of this homogeneously �lled shell
is ρ0 = Ns/4π R

2
s and the ideal three particle density is simple given by this density cubed.

The ideal three-particle density in spherical TCF coordinates ρ̃id
3 is obtained by application of

Eq. (4.25) as

ρ̃id
3 (ϑI, ϑII, ϕ) = 2 ·

∫ π

0

dϑ0

∫ 2π

0

dϕ0

∫ 2π

0

dϕ1 R
6
s sinϑ0 sinϑI sinϑII · ρ3

0

= ρ3
0 · 16π2R6

s sinϑI sinϑII

=
N3
s

4π
sinϑI sinϑII . (4.45)

When plotting and discussing the triple-correlation function, this term refers to the ratio of
sampled and ideal densities

g3(ϑI, ϑII, ϕ) =
ρ̃3(ϑI, ϑII, ϕ)

ρ̃id
3 (ϑI, ϑII, ϕ)

. (4.46)
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In order to obtain a meaningful function of two coordinates, both ρ̃3 and ρ̃id
3 are integrated

over an rI range which corresponds to nearest neighbors. This means that one pair of nearest
neighbors is chosen by the procedure and the positions of the other particles relative to this
bond is resolved.
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4.4 Reduced Entropy and Heat Capacity
In this section, an expression for the reduced entropy S(n) is introduced. The idea to calculate

a reduced entropy from n-particle distributions has been widely used for extended systems [135–
137], especially in the context of glass-transitions [138, 139]. That entropy is calculated from
the n-particle density in analogy with the full thermodynamic entropy S. It is shown how S(n)

can be computed from the reduced density in generalized coordinates ρ̃n. The second step is to
de�ne a reduced the heat capacity c(n) as a derivative of S(n) with respect to the temperature.

The introduction of S(n) is motivated by the importance of the thermodynamic entropy
with respect to phase transitions on the one hand and its inaccessibility in most dusty plasma
experiments on the other hand. A phase transition usually manifests itself already in the few-
particle distribution, for example as a drop of the �rst peak height of the pair distribution
function [28]. Therefore, the reduced entropy S(n) is expected to resolve those transitions. In
contrast to the analysis of the �rst peak height, the entire PDF including its long-range tail
enters in S(2).

As shown in Sec. A.2 in the appendix, the entropy in the canonic ensemble can be expressed
as a expectation value of the logarithm of the n-particle density. Moreover, the entropy can be
split into a spatial contribution

SR =− kB

N !

∫
d3NR log

{
∆l3N · ρN(R)

}
· ρN(R) (4.47)

and a momentum contribution SP for classical Hamiltonians without velocity dependent forces,
see Sec. A.3. The length ∆l had to be introduced to make the argument of the logarithm
dimensionless. This length can be thought of as the spatial extension of a phase space cell. The
only ambiguity caused by the actual choice of ∆l is a constant o�set in SR which does not a�ect
the temperature dependence as a key feature of SR.

With the de�nitions of the spatial entropy, Eq. 4.47, and of the n-particle spatial distribution
ρn(r1, . . . , rn), Eq. 4.22, a reduced n-particle entropy S(n) is introduced as

S(n) =−kB
(N − n)!

N !

∫
d3r1 . . .

∫
d3rn ρn(r1, . . . , rn) log

{
∆l3nρn(r1, . . . , rn)

}
. (4.48)

This de�nition is the perfect analogy of the thermodynamic entropy—more precisely, of its
spatial part SR—for the n-particle distribution and becomes equivalent for n=N . Formally, the
logarithm is not de�ned for points of zero density. Because of the limit

lim
x→0

x log(x) = 0 , (4.49)

the above integral is well de�ned. When the entropy is calculated from histogram bins in
applications, empty bins make no contribution.

As discussed above, the n-particle density often obeys certain symmetries and is described
in appropriate coordinates (Q,B). The integration over possible n-particle con�gurations is



4.4 Reduced Entropy and Heat Capacity 53

performed in these new coordinates, where Eq. (4.25) is inverted to obtain ρn in Cartesian
coordinates from ρ̃n in the generalized coordinates,

S(n) =−kB
(N − n)!

N !

∫
dαQ

∫
dβB |JΦ (Q,B)|︸ ︷︷ ︸

=Vn(Q)

ρ̃n(Q)

Vn(Q)
log

{
∆l3N

ρ̃n(Q)

Vn(Q)

}
︸ ︷︷ ︸

independent of B

=−kB
(N − n)!

N !

∫
dαQ ρ̃n(Q) log

{
∆l3n

ρ̃n(Q)

Vn(Q)

}
. (4.50)

It should be noted as this point, that Eq. (4.50) is exact if the Hamiltonian and therefore the
n-particle density is independent of B. The great advantage of Eq. (4.50) compared to Eq. (4.48)
is that underlying distribution ρ̃n is a function of α variables instead of 3n (2n for 2D systems)
variables. The reduced n= 2 particle entropy in homogeneous systems S(2) for example is this
way obtained from the PDF ρ̃2(r) as a function with one argument.

The reduced entropies S(2) and S(3) are calculated for the radial pair distribution function,
the center-two-particle distribution function and the triple-correlation function by applying
Eq. (4.50). Since the choice of ∆l has no qualitative in�uence on the further results, it is chosen
equal to the unit of length, ∆l= r0. When the density ρn is expressed in units of r0, the ∆l-factor
is unity and it is hence omitted in the following. A special chase is represented by the spherical
TCF, see Sec. 4.3.4, where ∆l =Rs is chosen equal the average radius of the analyzed shell in
order to cancels the factor R6

s in the denominator which results from the volume element.
In practical applications, ρ̃n(Q) is typically sampled as an α-dimensional histogram. Sec-

tion A.4 of the appendix describes how the entropy S(n) is obtained from such a histogram. The
comparability of entropies S(n) with di�erent degrees n is simpli�ed by using an n-particle
density which is normalized to unity in place of the number of pairs. Formally, this procedure
represents the subtraction of the contribution for the number of pairs − log(N !/(N − n)!).
However, this contribution is constant for any canonic ensemble due to the �xed particle number
and the derived reduced heat capacity is not in�uenced by it.

The heat capacity at constant volume CV in the canonic ensemble can be expressed as
logarithmic temperature derivative of the entropy

CV =
∂U

∂T
=

∂

∂T

(
kBT

2

Z

∂Z

∂T

)
=

∂

∂ log T

∂

∂T
(kBT logZ)︸ ︷︷ ︸

=S

=
∂S

∂ log T
, (4.51)

where for spherical clusters, the �xed trap frequency ω0 takes the place of the volume V .
Therefore, the heat capacity at constant trap frequency is denoted by Cω in that case. In
agreement with Eq. (4.51) the reduced heat capacity c(n) is introduced for S(n), Eq. (4.48), as

c
(n)
V =

∂S(n)

∂ log T
=−∂S

(n)

∂Γ
. (4.52)
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The coupling parameter Γ and temperature T are inversely proportional at constant volume
or constant trap frequency, respectively. Thus, the heat capacity is expressed as the entropy
derivative with respect to the dimensionless coupling parameter. In practice, the reduced heat
capacity is calculated as the derivative of the cubic spline that interpolates the measurements
of S(n) as a function of coupling parameter’s logarithm log Γ.

The full heat capacity per particle cV and the reduced heat capacity c(n)
V are similar quantities

with respect to their de�nition as a temperature derivative of an entropy. One qualitative
di�erence between these two quantities is how they are calculated. In a computer simulation, cV
is obtained from the �uctuation of the internal energy, while the particle positions are recorded
in order to obtain the n-particle distribution ρ̃n, the corresponding entropy S(n) and �nally
the reduced heat capacity c(n)

V . The former requires precise knowledge of the energy and the
latter requires precise knowledge of the particle positions. For this reason, c(n)

V is a promising
candidate as a melting parameter for dust plasmas as well as for colloids. While the positions
of the dust particles are accessible with high resolution [40, 48, 72, 140], measuring the energy
of the dust (colloid) system is challenging due to the energy exchange with the surrounding
plasma (�uid).
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Chapter 5

Melting in Finite Dust Clusters

S
tructural transitions in harmonically con�ned Yukawa and Coulomb clusters are
the focus of this chapter. These clusters are qualitatively di�erent from extended
systems. While an extended 2D dust system has a hexagonal con�guration in the
solid phase, the circular shape of the harmonic con�nement imprints a di�erent

structure to �nite clusters. For this reason, small clusters are characterized by concentric rings.
For larger particle numbers, the outer particles form rings re�ecting the circular trap, while the
inner particles arrange themselves in a hexagonal structure. Two di�erent structural transitions
processes can be considered for small clusters. On the one hand, the inter-shell melting describes
the loss of the relative orientation of di�erent shells. On the other hand, the radial melting is
the loss of radial order, where the shell structure vanishes.

An extended 3D Yukawa crystal can exist as a bcc-lattice or as an fcc-lattice depending on
screening parameter κ and coupling strength Γ [38]. In contrast, the characteristic feature of a
spherically con�ned cluster is a structure with spherical shells. Here, at least three transition
processes can be considered. In addition to radial and inter-shell melting, the intra-shell melting
is connected to the order within the shells. Listing three types of transitions shall not hide the
fact, that the interplay between the processes is sophisticated.

In this chapter, the structural transitions in �nite dust clusters are investigated. The center-
two-particle and the triple-correlation function are applied as two new quantities in the context
of these systems.

Before two and three-particle distribution functions in general coordinates and the corre-
sponding entropies are calculated for �nite dust clusters, this concept is tested in an extended
2D system. For a screening parameter κ= 1, such a system undergoes an phase transition at
Γ = 187 [28]. This phase transition is visible as a peak in the speci�c heat and it also causes at
step-like decrease in the �rst peak height of the pair distribution function. In top part of Fig. 5.1,
the PDF g(r) of this system is shown for a sequence of increasing coupling strengths, equally
distributed on a logarithmic scale. Starting at low coupling, the peak heights increase gradually
with Γ until a step-like increase is visible at the phase transitions. When Γ is further increased,
the peak heights increase gradually again. Moreover a splitting of the second peak in g(r) sets
in at the phase transition. The lower part of Fig. 5.1 shows the corresponding entropy S(2)
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Figure 5.1: (a) Radial pair distribution function (PDF) in an extended 2D system for di�erent coupling strengths.
(b) The reduced entropy S(2) of the PDF shows at step like decrease around Γ = 187. This drop is found at the
same coupling strengths as the peak in the speci�c heat capacity cV . The plot is complemented by the data from a
second simulation with a narrow Γ range around the phase transition. In both parts, four Γ-points in the solid
phase (blue), at both sides of the transition (green, orange) and in the �uid phase (red) are highlighted. Data are
from an MC simulation with periodic boundary conditions, N = 2000 particles and a screening parameter κ= 1.

which can be interpreted as an measure of the disorder in g(r). This quantity re�ects the phase
transition as a step-like decrease. The system undergoes an abrupt transition from a state of
low order to a state of high order. In contrast to the �rst peak height, the long-range tail of g(r)
enters S(2), since the latter is calculated from the full PDF.

Even though the reduced entropy from the PDF was su�cient for the identi�cation of the
phase transition, the TCF of this system is regarded in the following. For the later investigation
of spherical cluster shells, it is important to know the characteristic features of the TCF for
ordered and disordered structures. The extended 2D system is ideally suited for this purpose. In
Fig. 5.2, the triple-correlation function of such a system is shown for two values of the coupling
strength in the liquid and two in the solid phase. The choice of the dI-integration range selects
the �rst particle pair as nearest neighbors.1 The virtual connection between these two particles
is termed “bond”. Other particle positions are then described with respect to this bond by the
second pair distance rII and the “bond angle” ϕ. The term “bond angle” is most applicable when

1The de�nition of nearest “nearest neighbors” at this point is less strict as it is during the Voronoi analysis since
only the pair distance is taken into account.
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Figure 5.2: (a)-(d) Triple-correlation function of the extended system from Fig. 5.1 for the same four Γ-points.
The �rst particle pair is chosen as nearest neighbors by the dI-integration range, compare inset in (e). For the
plot, both ρ̃3(dI, dII, ϕ) and V3(dI, dII, ϕ) are integrated over this range individually. (e) The reduced entropy S(3)

from the TCF shows a sharp drop around the same Γ = 187 as the entropy S(2) of the PDF and where the speci�c
heat capacity cV has a peak. In the liquid regime, S(3) is well approximated by two times S(2). A maximum
distance dmax = 10 was used for the entropy calculation. The theoretical maximum for an ideal system is then
S
(3)
max = 2 · S(2)

max = 2 · log(π 102)≈ 11.5. The three particles are enumerated in the inset in order to facilitate the
discussion of the TCF.
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dII is in the same range as dI. In this case, the second and the third particle are nearest neighbors
to the �rst one. However, the term “bond” is in the following used in a more general sense for
any pair of two particles.

For all temperatures, Fig. 5.2, one �nds zero density for distances dII . 1.5 and a correlation
hole in the TCF as a void around dII = dI and ϕ= 0°. Finding a particle triple with the coordinates
dI ≈ dII ≈ dnn and ϕ≈ 0° would mean that particle two and three of this triple are very close. Due
to the repulsive interaction potential, this is impossible even in the liquid regime. At moderate
coupling strength Γ = 50, Fig. 5.2(a), one �nds only a slight modulation of the TCF in radial
direction besides the correlation hole.

Part (b) of the �gure shows the TCF at the brink of the phase transition. When particle
three is a nearest neighbor of the �rst particle, this arrangements corresponds to the horizontal
strip at dII ≈ 2. As peaks are found at natural multiplies of 60°, these bond angles are preferred
indicating a hexagonal arrangement. However, the peaks are not clearly separated in bond
angular direction, which is a sign of a deformed hexagonal lattice including defects, i.e. particles
with more or less than six nearest neighbors. A fairly pronounced peak at dII = 3.5, ϕ = 30°
corresponds to second neighbors of particle one under an angle of 30° with respect to a nearest
neighbor bond. Such a particle triple is drawn in the inset. Interestingly, this peak has a smaller
width in bond angular direction than the peaks for two nearest neighbor pairs discussed before.

The TCF of the solid crystal close to the phase transition is shown in Fig. 5.2(c). The short-
range structure has changed only slightly compared to the previous temperature as the peaks for
dII ≈ 2 are pronounced more clearly but they are not yet completely separated. The qualitative
di�erences between �uid (b) and solid (c) regime show up a larger distances dII. For the latter,
clear peaks are found even at distances that correspond to �fth neighbors suggesting a long-range
angular order.

Finally, Fig. 5.2(d) shows the long-range bond angular order in the solid phase at Γ = 400. The
TCF shows a pattern of distinct peaks with hardly any overlap. Three directions are distinguished
along ϕ= 0°, 60° and 120° with respect to the �rst particle pair even at large pair distances dII.
This long-range order persists although the arrangement of the six nearest neighbors of a particle
may be deformed as indicated by the relatively large extension in bond angular direction of the
peaks around dII = 2.

Even particles with �ve or seven nearest neighbors, so called defects, are in agreement
with the above pattern of the TCF. When one particle with �ve and one with seven neighbors
are grouped, the hexagonal symmetry of the lattice is preserved. This �nding is in excellent
agreement with the Voronoi diagram of the solid crystal in Fig. 5.3. Deformed hexagonal cells as
well as two pairs of defects are found, but these have only local impact on the hexagonal lattice
structure. Moreover, the three distinct directions of the crystal are visible in the diagram.

The horizontal sequence around dII = 3.5 can be grouped into two kinds of second neighbors,
those with integer multiplies of 60° as bond angles and those with half integer multiples. The
peaks of the latter ones are found at slightly smaller distances dI than the former. This observation
can be explained by comparing to the hexagonal lattice, where each particle—referred to as the
central particle—has six nearest and twelve second neighbors. Six of the latter are aligned with
the six inner neighbors and the other six occupy the gaps in between which results in a reduced
distance towards the central particle in this picture.
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Figure 5.3: Voronoi diagram for a snapshot of the 2D Yukawa crystal in the solid phase at Γ = 400. The Voronoi
cells with six neighbor are colored in blue as regular cells and cells with �ve (seven) neighbors are colored in green
(purple) as defects. The hexagonal lattice is only disturbed locally by the pairs of defects. As a guide to the eye, the
three distinct directions of the crystal are sketched in red.

While the plots of the TCF allowed deep insight to the structure and its temperature de-
pendence, it is challenging to pinpoint a melting point. For this purpose, the entropy S(3) is a
more suitable quantity, as it is a measure for the disorder in the triple-correlation function. In
Fig. 5.2(e), this quantity shows a step-like decrease at the phase transition.

Interestingly, the reduced entropy from the TCF is approximately twice the reduced entropy
of the PDF in the �uid phase, whereas S(3) is signi�cantly smaller in the solid phase. This can be
explained in the context of joint probabilities since ρ̃3(dI, dII, ϕ) is connected to the probability
of �nding a particle pair with distance dI and a third particle with distance dII of the �rst particle
under an bond angle ϕ. The pair density ρ̃2(dI) is connected to the probability of �nding a pair
with distance dI. A joint entropy which is twice the single entropy associated with the pair
distribution implies that the joint probability for �nding certain particle triples is given by

ρ̃3(dI, dII, ϕ)∝ ρ̃2(dI) · ρ̃2(dII) , (5.1)

as a product of two individual probabilities. This means that the knowledge of the �rst pair
distance dI does not reduce the uncertainty about the position of a third particle. The relation
between entropy and joint probabilities is illustrated for a simple example in Sec. A.4.1 in the
appendix.

It should be noted that the dI integration was done for the visualization only, while the
entropy S(3) is calculated from ρ̃3(dI, dII, ϕ) as a function of three coordinates. However, a �nite
cut-o� range of dmax = 10 had to be introduced for the practical calculation due to the �nite size
of the simulation box. Apart from the cut-o� range, the de�nition of S(3) is unique which is
important for a reliable melting parameter.
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The explicit expression for the entropy from the TCF follows from Eq. (4.50) by insertion of
the coordinates Q= {dI, dII, ϕ} as

S(3) =−kB
(N − 3)!

N !

∫ dmax

0

ddI

∫ dmax

0

ddII

∫ π

0

dϕ ρ̃3(dI, dII, ϕ) log

{
ρ̃3(dI, dII, ϕ)

V · 4π dIdII

}
, (5.2)

where the ∆l factor was omitted in dimensionless units. The constant contribution log(V ) is
subtracted in the following to provide a better comparability of S(3) and S(2). Concretely, the
contribution log(V ) corresponds to the number of possible positions the �rst particle of the
triple can have and is temperature independent for a homogeneous system at constant volume.

Here and in the further thesis, the contribution for the number of pairs is subtracted which
in practice is implemented by using an n-particle density normalized to unity, as described in
Sec. 4.4.

Although the above example did not deliver considerable new knowledge about the melting
of extended 2D dust crystal, it proved that reduced entropies are well suited in order to obtain
a critical coupling parameter. These reduced entropies are calculated from the well-known
pair distribution function as well as from the triple-correlation function. The structure of the
triple-correlation function was discussed in detail for the established crystal at this point since
the understanding of its structure is essential for the later application of this quantity to spherical
shells.

5.1 Finite 2D Dust Clusters
Inter-shell melting describes the loss of the angular correlations between the particle con�g-

urations on di�erent shells. This process exhibits qualitative di�erences between 2D and 3D
systems. The shells of a 2D dust cluster are concentric rings and there is only one possibility to
twist two shells, along a single angle ϑ. In contrast, the shells of a 3D dust ball are concentric
spherical shells. Since the relative orientation of two shells is described by two angles ϑ and ϕ,
the twisting of the shells takes places along a two-dimensional path in the ϑ,ϕ-plane.

For example, two spherical shells can be twisted without a particle on the outer shell ever
being at the same angular position (ϑ, ϕ) as a particle on the inner shell. The outer particle
can pass along a “gap” between two inner particles, see Fig. 5.13 (p. 76) which, in contrast, is
impossible for 2D rings. For this reason, the inter-shell melting is discussed for a 2D system �rst.
A solid inter-shell order in a 2D cluster means that the angular arrangement of the particles on
a shell A are dependent on the angular positions of the particles on another shell B.

The magic number Coulomb cluster with N = 19 particles may serve as an example for
pronounced inter-shell correlations, see Fig. 5.4. The particles arrange themselves on three shells
with one particle in the center, six particles on the inner shell, and twelve particles on the outer
shell. The number of particles on the outer shell is exactly twice the number of particles on
the inner shell. It is due to this commensurable occupation numbers that the two shells can
perfectly interlock and one can expect a high critical temperature for this inter-shell melting
process. This melting process is inspected by the means of the center-two-particle distribution
function ρ̃2(rI, rII, ϑ).
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Figure 5.4: Ground state of a 2D Coulomb cluster with N = 19 particles.
The particles are colored according to their shell a�liation and the average
radius of the inner (outer) shell is indicated by the green (blue) circle. The
outer particles alternately fall in line with an inner particle and with a gap
between to inner particle.

The center-two-particle as ratio ρ̃2(rI, rII, ϑ) and the volume V2(rI, rII, ϑ) is plotted in parts
(a)-(d) of Figs. 5.5 and 5.6 where the �rst radial coordinate rI is integrated over a radial range
that corresponds to the inner shell. In other words, a reference particle is chosen from the inner
shell for the upper two plots. While the �rst simulation was performed for Coulomb interacting
particles, a screened interaction potential with κ = 1 was used in the second simulation. In
order to accent the angular correlation, the e�ect of the radial density was removed by plotting
the correlation function g2(rII, ϑ) as discussed in Sec. 4.3.2 in parts (e)-(h) of the �gures. For that
procedure, ρ̃2(rI, rII, ϑ) is related to the pseudo-ideal density ρ̃id

2 (rI, rII, ϑ) which one would �nd
in a system with the same radial structure but without any structure within the shells.

First, the Coulomb case, Fig. 5.5, is discussed and later compared with the Yukawa case.
For the strongest coupling, the inner and outer shells are occupied by six and twelve particles,
respectively. The intra-shell correlations are visible as three distinct peaks at radius rII = 1.2 and
pair angles ϑ at multiples of 60°. Moreover, sharp peaks are found at a second radius rII ≈ 2.2
corresponding to pairs with one �rst particle on the inner and one on the outer shell. These
peaks located at those pair-angles ϑ that are multiples of 30°. The fact that no pair-angles in
between appear implies that the orientation of the outer shell is �xed with respect to inner one.
When the outer particle is aligned with an inner one, it is pushed outward. The outer particles
in the gaps are found at slightly smaller radii. This causes a split peak in the radial density for
the outer shell. A statement about angular correlations is impossible for radii between the shells
because of the vanishing particle density.

Parts (b) and (f) of the �gure show the cluster in the transition region between �xed angular
order and rotating shells. The peaks at ϑ= 51°, 103° and 154° indicate that con�gurations with
N1 = 7 particles on the inner shell form a signi�cant fraction of the canonic ensemble. For such
radial con�gurations, the shells can rotate freely and, hence, a �nite density is found at the outer
shell radius even for angles between the peaks.

It may seem odd that two di�erent radial con�gurations are contribute to the ensemble
around Γ = 300 although the radial density is found to be zero between the shells. A transition
between the con�gurations requires one particle to move from the outer to the inner shell. The
absence of these transitions in the shown density can have two reasons. On the one hand, the
con�guration is not sampled in every MC step and, on the other hand, such a transition can take
place via a cluster at lower temperature in the parallel tempering algorithm. Since the energy
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barrier for the transition is high compared to the thermal energy at Γ = 300 but yet �nite, these
transition happen very rarely. Therefore extremely long simulation times were required without
the parallel tempering extension.

At the coupling strength Γ = 79 shown in parts (c) and (g), inter-shell transitions are still
rare but can be resolved in the C2P function. While the transitions are hardly visible as a �nite
density between the shells in (c), the transitions paths are displayed in the correlation function
in (g). The radial shell structure is lost for the lowest coupling strength Γ = 20 shown in parts
(d) and (h). A weak modulation of only the radial density is preserved. Moreover, slight angular
correlations with neighbor particles from the same radial range as the �rst particle persist.

Both the thermodynamic heat capacity cω and the reduced heat capacity c(2)
ω have peaks in

the transition region at ΓIM ≈ 280. While the former is obtained from the energy �uctuations in
the simulation, the latter is calculated as the temperature derivative of the entropy of C2P. At
ΓIM, the (11-7-1) con�guration start to contribute to the canonic ensemble. Since inner and outer
shell are not locked for that con�guration, the inter-shell correlations are a�ected. A second
peak in cω is found at Γr ≈ 45. This peak is weakly pronounced in c(2)

ω but appears more clearly
in c(1)

ω . The latter capacity is associated with the entropy of the radial density. Even though the
radial information in included in the C2P, the radial melting only has a minor impact on the
entropy due to the overlap with angular e�ects.

In conclusion, the two-step melting process of the cluster can be described as follows. At
very strong coupling, the cluster is in the highly symmetric (12-6-1) con�guration, where inner
and outer shell have a �xed orientation. The �rst melting step sets in at ΓIM, where (11-7-1)
con�gurations occur. These con�gurations allow for an inter-shell rotation. The angular order
is lost in the second transition which takes place at an approximately ten times lower coupling
strength.

The reduced entropy S(2), which is shown in part (i) of Figs. 5.5 and 5.6, is calculated from
the full three-dimensional histogram of ρ̃2(rI, rII, ϑ) without averaging any coordinate over a
speci�c range prior to the calculation. Moreover, the sampled two-particle density is related to
the “ideal” two-particle density of a system with no intra-shell structure only for the plots but not
for the calculation of the entropy. Hence, the reduced entropy S(2) is in�uenced by both radial
structure–radial width and occupation number of the shells—and the angular order—intra-shell
and inter-shell correlations.

In �gure 5.6, the C2P distribution and correlation function are shown for four coupling
parameters between Γ = 30 and Γ = 30 000. This wide range was chosen in order to explore
whether the orientation of the two shells is eventually locked at very high coupling. The single
peak in the heat capacity suggests that this cluster melts in a one-step process. The reduced
heat capacity c(2)

ω from the C2P shows only a very broad peak and c(1)
ω from the radial density

shows one peak. The latter agrees with the radial melting region around ΓR = 50.
The plots (a)-(h) con�rm the one-step melting process. Again, the �rst radial coordinate rI

is integrated over a range that corresponds to the inner shell. Even at the highest coupling
strength, the orientation of the two shells vary. At the radius rII ≈ 2, a continuous line indicates
that all pair angles are possible for particle pairs with one particle from the inner shell and a
second from the outer. The outer particle are again pushed to slightly larger radii when they
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Figure 5.5: (a)-(d) Center-two-particle distribution function of a harmonically con�ned 2D Coulomb cluster with
N = 19 particles. The temperature increases from (a) to (d) and the corresponding radial densities are shown on the
right hand side. (e)-(h) The corresponding C2P correlation function as de�ned in Eq. (4.38). (i) The thermodynamic
heat capacity cω is compared to the reduced heat capacities c(1)ω and c(2)ω which are calculated from the reduced
entropies of the radial density and the C2P function, respectively. (The oversaturation of the density color at high
coupling is accepted for the bene�t of a constant color scale over all four plots.)
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Figure 5.6: (a)-(d) Center-two-particle distribution function of a harmonically con�ned 2D Yukawa cluster (κ= 1)
with N = 19 particles. The temperature increases from (a) to (d) and the corresponding radial densities are shown
on the right hand side. (e)-(h) The corresponding C2P correlation function. (i) The thermodynamic heat capacity cω
is compared to the reduced heat capacities c(1)ω and c(2)ω which are calculated from the reduced entropies of the
radial density and the C2P function, respectively. This �gure corresponds to Fig. 5.6 for Coulomb interaction.
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are in line with an inner particle. In plot (c), the weak peaks at rII ≈ 1 and multiples of 60° for
the pair angle indicate the occurrence of con�gurations with six particles on the inner shell.
In conclusion, a Yukawa cluster with N = 19 particles and screening parameter κ = 1 does
not exhibit the inter-shell disorder transition compared to the Coulomb cluster with the same
particle number. Inner and outer shell can rotate with respect to each other for the entire range
of the coupling parameter 10≤ Γ≤ 105 in the simulation. The inter-shell disorder transitions
�rst shifts to higher coupling when κ is increased in steps. In contrast, the critical coupling
parameter for radial transition does not change signi�cantly.

In the 2D cluster with N = 19 particles, the inter-shell disordering transition was triggered
by the emergence of con�gurations with seven instead of six particles on the inner shell. The
remaining question is whether there are situations where such a transition happens without
any change in the radial con�guration.

This e�ect can be observed for a 2D Coulomb cluster with N = 25 particles at very strong
coupling. The cluster is ground state con�guration (13-9-3) for Γ≥ 400. In contrast to the cluster
above, the particle number on the outer shell N2 = 13 does not match the number on the inner
shell N1 = 9.

In order to investigate the relative orientation of inner and outer shell, the inter-shell pair-
angle distribution is extracted from the C2P by integration. The integration ranges for the �rst
and second radial coordinate rI and rII correspond to the inner and outer shell, respectively. This
means that one particle of the pair is from inner shell and the other particle is from the outer
shell. The pair-angle distribution function is then normalized by∫ π

0

dϑ ρ̃2(ϑ) = π , (5.3)

which implies ρ̃2(ϑ)≡ 1 for two freely rotating shells.
In part (a) of Fig. 5.7, the inter-shell correlations are visualized by this quantity for cluster

with N = 25 particles. A strongly peak structure is found at very strong coupling. Since
some inter-shell pair angles, e.g. ϑ= 6° have zero density, inner and outer shell cannot rotate
di�erentially. However, the amplitude of the peaks decreases quickly when the coupling strength
is reduced. For Γ = 32 000, the density ρ̃2(ϑ) is �nite for all angles, indicating that a di�erential
shell rotation is possible. When the coupling strength is reduced further, only a weak modulation
remains at Γ = 3200.

In order to quantify the amount of order in ρ̃2(ϑ), the associated entropy S(2)(ISC) is
calculated as

S(2)(ISC) =
1

π

∫ π

0

dϑ ρ̃2(ϑ) · log

{
1

2π
ρ̃2(ϑ)

}
, (5.4)

where the factor π in the denominator was introduced in order to match the normalization
above. Some attention is necessary during the interpretation of this entropy. For an rotational
invariant Hamiltonian, the entropy S(2) of the full center-two-particle is the analogon of the
thermodynamic entropy, when replacing the full N -particle density by the pair-density, see
Sec. 4.4. Such an analogy with the thermodynamic entropy is missing for S(2)(ISC), which is
simply interpreted as a measure of the inter-shell angular correlations.
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Figure 5.7: (a) Inter-shell pair angle distribution for a Coulomb cluster withN = 25 particles. The distribution ρ̃2(ϑ)
was obtained by integrating ρ̃2(rI, rII, ϑ) over a range of rI (rII) that corresponds to the inner (outer) shell. The gray
lines are intermediate values of the coupling parameter Γ. (b) The reduced entropy is calculated for the inter-shell
correlations, for the full C2P function and for the radial density. For high coupling strengths, calculations with a
�ner grid for are shown as dotted lines. (b) Reduced heat capacities as the negative derivatives of the entropies
with respect to log Γ. (d) The thermodynamic heat capacity has a pronounced peak around ΓR = 65 and a very �at,
broad peak around ΓISC = 35 000.
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The entropy S(2)(ISC) is shown in Fig. 5.7(b) and is found to be constant for Γ . 5000. The
decay of S(2)(ISC) above this coupling strength means that angular correlations emerge for the
two shells. When plotting the entropy of the full C2P function and the associated reduced heat
capacity c(2)

ω in Fig. 5.7(b), one �nds the transition as a broad peak at ΓISC = 35 000. This peak is
not found in entropy of the radial density and as discussed above, the occupation number of the
three shells (13-9-3) are constant at this coupling.

In order to ensure that the peak in c(2)
ω is not simply an artifact of an insu�cient resolution

when sampling ρ̃2(rI, rII, ϑ) in a histogram, the analysis is repeated with smaller bins. Originally,
a three dimensional array was used with M bin

rI
=M bin

rII
= 300 bins for the two radii and M bin

ϑ =
360 bins for the pair angle. For the second analysis, these bins numbers were increased to
M bin

rI
= M bin

rII
= 450 and M bin

ϑ = 720. The results are shown as dashed lines in Fig. 5.7(b),(c).
Indeed, the peak in the reduced heat capacity c(2)

ω broadens but does not disappear.
To conclude, the center-two-particle function provides detailed insight into the temperature

dependent structure of small 2D dust clusters. It allows to resolve the radial melting process as
well as the inter-shell disordering process where the �xed orientation of two shells is lost. In
order to identify the critical values of the coupling, the reduced entropy turned out to be well
suited. As the entropy drops when structure emerges, its derivative with respect to the logarithm
of the coupling parameter shows a peak at this point. While the radial melting process showed
only a weak dependence on the particle number and the screening parameter κ, the inter-shell
transitions are strongly a�ected by the precise cluster con�guration. These con�gurations
crucially depends on particle number and screening parameter.

5.2 Spherical 3D Dust Clusters
When going from planar 2D clusters to spherical dust balls in 3D, the number of possible

transitions grows. Compared to the former, the latter cluster have an intra-shell order as an
additional feature. Disregarding the anisotropy of electric potential caused by the inner particles
and the �nite width of the shell, the intra-shell order at zero temperature is determined by the
minimum interaction energy of Ns particles on a circular ring or a spherical shell, respectively.
This problem is easily solved for the circular ring, where all neighbors have the same distance in
the con�guration with the minimal energy. For a spherical shell, �nding the con�guration with
the minimal energy is much more complex. In case of Coulomb interaction, this task is called
the Thomson problem [100, 104]. Exact analytical solutions of this problem where found for a
few speci�c particle numbers, only [141]. The temperature behavior of the intra-shell order is
of central interest when the melting of spherical dust clusters is investigated in the following.

5.2.1 Classi�cation of the Intra-Shell Order
by the Means of Voronoi Diagrams

This section describes how di�erent particle con�gurations within a spherical shell can be
distinguished by the coordination number calculated in the Voronoi diagram, see Sec 4.1. During
this chapter, TCF will provide insight into the intra-shell structure of spherical Coulomb clusters.
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(a) (b) (c)

Figure 5.8: Examples of three di�erent intra-shell con�gurations in the outer shell of a 3D Coulomb cluster with
N = 80 particles. All three con�gurations have in common that the shell is occupied by N2 = 59 particles. (a) Each
of the twelve pentagonal Voronoi cells is fully surrounded by deformed hexagons. (b) One heptagonal Voronoi cells
appears which is surrounded by three deformed pentagons and four deformed hexagons. (c) The one heptagonal
Voronoi cells is surrounded by two deformed pentagons and �ve deformed hexagons.

The interpretations of the TCF can be veri�ed by applying an independent quantity that resolves
the intra-shell structure as well. Therefore, the particle arrangement within a shell is classi�ed
by the Voronoi diagram as follows.

In order to characterize the radial con�guration of a cluster, it is meaningful to give the
occupation number of the di�erent shell. A similar scheme is now introduced for the description
of the intra-shell con�gurations. Figure 5.8 shows three di�erent intra-shell con�guration for
the same shell occupation numbers (1-20-59). Since these Voronoi diagrams di�er, the shell
occupations numbers are not su�cient to describe the entire structure.

A more detailed classi�cation is possible by counting the particles with coordination number
�ve, i.e. particles with �ve adjacent Voronoi cells, particles with coordination number six, and
those with coordination number seven. In the example above, these numbers are (47-12-0) for (a)
and (45-13-1) for both (b) and (c). Obviously, the latter two con�gurations di�er with respect
to the arrangement of pentagons, hexagons and heptagons. Hence, the �rst approach is not
su�cient to resolve the di�erence between these two con�guration. A suited tuple of numbers
should be sensitive to the arrangement of pentagons, hexagons and heptagons.

One way to characterize this arrangement is to count di�erent classes of bonds2 instead of
particles. Each of these bonds is classi�ed by the coordination numbers of the two particles
connected by the bond, e.g. a 5-5 bond connects two particles with pentagonal Voronoi cells.
When compared to example (b), the number of 5-7 bonds is reduced in example (c), while
numbers of 5-6 and 6-7 bonds are both increased by one. Since the class-resolved numbers of
particles are easily calculated from the numbers of bonds but not vice versa, the latter numbers
carry more information and are better suited to describe the intra-shell con�guration.

However, there are still structural di�erences which cannot be resolved within the frame of
bond classes. When a pentagonal Voronoi cell is moved within a �eld of hexagonal cells, this

2The term “bond” at this point is used for the virtual connection between two adjacent particles.
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Figure 5.9: Local bond order parameters, cf. Sec. 4.2,
within the outer shell of three Coulomb balls with dif-
ferent particle numbers. The �ve-fold parameter 〈|Ψ5|〉
is calculated for the particles with pentagonal Voronoi
cells, while 〈|Ψ6|〉 is calculated for those with hexagonal
Voronoi cells. The high symmetry of the magic number
(N = 38) cluster at high couplings results in bond order
parameters 〈|Ψ5|〉 ≈ 〈|Ψ6|〉 ≈ 1.

will not result in change of the class-resolved bond numbers although the structure is altered.

5.2.2 Small “Magic” Cluster
First, the melting analysis is done for a 3D Coulomb cluster with N = 38 particles. This

“magic number” cluster was chosen because of its high symmetry which is well understood [88].
In the ground state, the outer shell is occupied by 32 particles while the inner shell contains
six particles [142]. The six particles on the inner shell arrange themselves at the face centers
of a cube. The outer particles form a lattice on the shell with twelve pentagonal and twenty
hexagonal Voronoi cells. In this lattice, each pentagon is fully surrounded by hexagons which
gives the structure a high level of symmetry. E�ects of the precise number of particles are
investigated in the following by increasing the particle number by one and two, respectively.

The local bond order parameters 〈|Ψ5/6|〉, cf. Sec. 4.2, are good indicators for the perfect
symmetry of the magic number cluster. In Figure 5.9, the bond order parameter 〈|Ψ5|〉 was
obtained as the average over all particles which have a pentagonal Voronoi cell within the
outer shell. Analogously, the parameter 〈|Ψ6|〉 was obtained as the average over all particles
with hexagonal Voronoi cells. At strong couplings, both local bond order parameters, 〈|Ψ5|〉
and 〈|Ψ6|〉, take values which are close to the maximum possible value of unity. This means
that the intra-shell Voronoi cells are not deformed. For the two non-magic particles numbers,
N = 39 and N = 40, in Fig. 5.9, the bond order parameters at high couplings are signi�cantly
smaller. As expected, this indicates a deformation of the intra-shell Voronoi cells in the ground
states of the non-magic number clusters.

When the coupling parameter Γ is reduced, the bond order parameter decreases. In the molten
cluster, the dependence on the exact particle numberN is lost as the three 〈|Ψ5|〉-curves converge
towards one common curve. All three 〈|Ψ6|〉-curves converge towards a second common curve.
At a moderate coupling parameter Γ = 10, the values 〈|Ψ5|〉 ≈ 0.47 and 〈|Ψ6|〉 ≈ 0.41 are found,
regardless of the particle number. Since the decrease of the local bond order parameters takes
place over a very broad range of the coupling parameter, these parameters are unsuitable for
�xing a transition region in spherical clusters. The discussed parameters capture only the local
bond order of adjacent particles. In contrast, the TCF, which is applied to the Coulomb clusters
in the following, is sensitive to the global bond order.
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In �gure 5.10, the triple-correlation function is shown for the outer shell of the magic number
cluster and compared to the clusters with one and two additional particles. The ground state
con�gurations of these clusters with are (33-6) for N = 39 particles and (34-6) for N = 40
particles. In the pattern of the TCF, the two add additional particles on the outer shell are found
to have a large e�ect on the intra-shell structure. Figure 5.10(a) shows the TCF for the magic
number cluster at strong coupling. Since the three-particle density is integrated over a ϑI range
that corresponds to the nearest neighbor distance within the shell for the plot, those particle
triples are selected where particle one and three are nearest neighbors. Several distinct peaks
are found around ϑII = 40°. This angular pair distance corresponds to nearest neighbors, which
means that particle three is also a neighbor of the �rst particles for these peaks. The bond
angle ϕ is plotted on the abscissa and the peaks are located at multiples of 60° and at multiples
of 72°, respectively. While for the former bond angles, the �rst particle has a hexagonal Voronoi
cell, it has a pentagon Voronoi cell for the latter bond angles, cf. Fig. 5.11.

Interestingly, the peaks that corresponds to a �rst particle with six nearest neighbors are
split into two peaks in the direction of the angular pair distance ϑII. This e�ect can be understood
by considering the intra-shell Voronoi diagram shown in Fig. 5.11. Every hexagonal cell is
surrounded by three hexagonal and three pentagonal cells. One �nds that the 5-6 bonds that
connect one �ve-fold particle and one six-fold particle are slightly smaller than 6-6 bonds.
Therefore, two peaks are found in the TCF for every bond angle, when the �rst particle has
sixfold symmetry. Since every �vefold particle has sixfold neighbors only, no splitting of the
peaks in the direction of ϑII is observed here.

At the ten times lower coupling strength Γ = 1000, Fig. 5.10(b), all peaks are broadened
but yet still clearly visible. This observation indicates that the particles oscillate around their
equilibrium positions with larger amplitude but that the intra-shell lattice persists.

Looking at the TCF for the N = 39 cluster with one additional particle on the outer shell,
Fig. 5.10(c), a less ordered pattern is found. Although the nearest neighbor peaks which were
discussed above are also visible for this particle number, these are signi�cantly less pronounced.
Moreover, a variety of additional peaks are found in those regions that exhibit zero density for
the magic number cluster above. All these peaks are embedded into a thready density. At a
ten times lower coupling strength, Fig. 5.10(d), the three particle density became continuous.
However, several broad peaks as well as void regions persist.

The bottom row of Fig. 5.10 shows the TCF for the cluster with N = 40 particles of which 34
are found on the outer shell at high coupling. Although the pattern is more similar to the
cluster with N = 39 particles than to the magic number cluster in the top row, a variety of small
peaks is found. Compared to the N = 39 particle cluster with an odd number of particles on
the shell, these peaks are separated more clearly. At lower coupling strengths, Fig. 5.10(f), the
triple-correlation function shows only slight di�erences between the two non-magic number
clusters.

The discussed plots showed the extraordinary symmetry of the magic number cluster with
32 particles on the outer shell. However, the quanti�cation of one or more transitions points
is still missing. For this purpose, it is practical to extract one parameter χ from the TCF.
Characteristic features, e.g. steps, of the temperature dependence this parameter may then allow
one to quantity a transition point.
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Figure 5.10: Triple-correlation function on the outer shell of Coulomb clusters with N = 38 (top row), N = 39
(middle row), and N = 40 (bottom row) particles. The coupling parameter is Γ = 10 000 (Γ = 1000) for the right
(left) column. Through the ϑI-integration range, intra-shell neighbors were selected for particles one and two. The
bond angle ϕ is on the abscissa, while the angular pair distance of particles one and three is on the ordinate. In the
very right column, the corresponding angular pair distribution function within the shell is shown for both coupling
strengths. (The oversaturation of the density color N = 38 is accepted for the bene�t of a constant color scale over
all three particle numbers.)
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Figure 5.11: Outer shell structure of the magic number
Coulomb cluster with N = 38 particles at strong cou-
pling Γ = 10 000. Pentagonal Voronoi cells are shaded
and the corresponding particles are colored in violet.
Moreover, the equipotential surface at Φ0 = 2.30 in di-
mensionless units is shown for the Coulomb potential
Φinner(r) caused by the inner particles. The color indi-
cates the radial coordinate of the surface. Blue areas
are valleys and violet areas are hills. Φ0 = 2.30

radius |r|
2.70

2.62

2.55

One possibility is to use the height of a certain peak for χ. This approach is rejected for
the following reasons. On the one hand, one has to choose a certain peak which causes a
�rst arbitrariness. On the other hand, the previous plot were obtained by integrating the full
triple-correlation function over a certain range of the �rst angular pair distance ϑI in order to
obtain ρ̃3(ϑII, ϕ). Although the precise choice of this range has no qualitative in�uence on the
structure of ρ̃3(ϑII, ϕ), the in�uence of the ϑI range had to checked carefully when a transition
point of determined from a peak height of the integrated quantity.

In the following, the reduced entropy S(3) of the three-particle distribution within the shell
is used as a melting parameter. The explicit calculation of S(3) from the sampled histogram
is subject to Sec. 4.4. Since the reduced entropy is calculated from the full triple-correlation
function as a function of three parameters, no integration ranges have to be chosen. Moreover,
the full information of the triple-correlation function enters the entropy S(3) which can be
interpreted as a measure of the disorder. When certain three-particle arrangements, described
by two angular pair distances and the bond angle, are preferred, the disorder is lower than in the
case when all arrangements occur with similar probability. Even though the plots in Fig. 5.10
only shown a small portion of the triple-correlation function due to the integration, one already
sees that the disorder is lower for part (a) than for part (b).

For a quantitative analysis, the reduced entropy S(3)
outer, corresponding to the intra-shell order

on the outer shell, is shown in Fig. 5.12(e) for the three clusters. In the liquid regime for Γ . 100,
there is no di�erence in entropy of the triple-correlation function between the three particle
numbers. Around Γ = 100, the curve for the cluster withN = 38 particles is bent down, while the
two other curves remain at a high level. This behavior indicates that the intra-shell order freezes
around that point for the magic number cluster. For the cluster with N = 39 particles, a decline
is found around Γ = 10 000. Compared to the previous cluster, the required coupling parameter
for freezing the intra-shell order is about hundred times larger. Moreover, this disordering
transitions is signi�cantly broader than for the previous cluster. For the last cluster with N = 40
particles, the decline is found for a coupling parameter Γ≈ 3000 in between the previous two
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Figure 5.12: Comparison of the three Coulomb clusters with N = 38, 39 and 40 particles. (a) The speci�c heat
capacity per particle derived from the energy �uctuations in the MC simulation. (b) The reduced entropy of the
radial density as a one-particle quantity. Below, the derivative with respect to log T as the reduced capacity is
shown. (c) The reduced entropy of the center-two-particle distribution function as a two-particle quantity and the
corresponding capacity. (d),(e) The reduced entropy of the triple-correlation function on the inner and outer shell,
respectively, as a three-particle quantity and the corresponding capacities. For strong coupling, the high symmetry
of the �rst cluster’s (32-6) con�guration is responsible for the low values of the entropies S(2) (C2P) and S(3)

outer
(TCF) compared to the two other clusters.
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critical values. In the lower part of Fig. 5.12(e), the associated capacity c(3)
ω as the derivative of

the entropy with respect to log T is shown. The decline of S(3)
outer around Γ = 100 for N = 38

particles is re�ected as a sharp step in the corresponding capacity.
In the same �gure 5.12, the entropies from the radial density, the two-particle density,

and the three-particle density on the inner shell are shown as well and compared to the total
thermodynamic heat capacity cω . For all three clusters, the capacity c(1)

ω has a peak around Γ = 75.
Since this capacity is calculated from the entropy of the radial density, this peak is attributed
to the radial melting process. In this process, the onion-like shell structure is lost. Only for
N = 40, the peak is broadened towards higher values of Γ. This observation can be explained
by the onset of inter-shell transitions. While for Γ & 200 only the radial isomer (34-6) is found,
the radial isomer (33-7) starts to contribute to the thermodynamic ensemble with a signi�cant
fraction. The transitions between those isomers can be e�ciently sampled in the MC simulation
because of the parallel tempering enhancement.

Since the center-two-particle distribution function contains the radial density as well, the
capacity c(2)

ω shown in Fig. 5.12(c) also shows the peak around Γ = 100 which was attributed to
the radial melting process. Regarding the cluster with N = 38 particles, a second broad peak
is found around Γ = 14 000. This peak is neither found in the capacities c(3)

ω of the inner and
outer intra-shell structure nor in the capacity c(1)

ω for the radial structure. Therefore, the peak is
attributed to an inter-shell angular transition process. When the coupling parameter exceeds
the transition point, the angular position of the two shells is locked.

In order to verify this interpretation, the anisotropy of the Coulomb potential Φinner(r)
caused by the six particles on the inner shell is investigated. In �gure 5.11, the equipotential
surface of this potential is shown at a value Φ0 for one snapshot of the con�guration at a high
coupling strength. The value Φ0 was chosen as roughly the electric potential at the radius of
the outer shell. Since the harmonic con�nement potential is perfectly isotropic, it is neglected
for this consideration. The equipotential surface deviates from a perfect sphere by about 5 % in
radius. The hills in the equipotential surface represent blockades for the inter-shell rotation and
can therefore explain the �xed angular orientation of both shells at high coupling.

Besides the depth of valleys and the height of hills in the equipotential surface caused by the
inner particles, the lattice within the outer shell has strong impact on the inter-shell angular
transition. The energy barrier for rotating the shells di�erentially is high when the symmetry of
the outer shell �ts the symmetry of the inner shell. This mechanism is well understood for 2D
clusters, see previous section 5.1. Here, an outer shell with N2 = 12 particles could perfectly
interlock with an inner shell with N1 = 6 particles. For 3D clusters, the situation is much more
complex. Interlocking two spherical shells can be compared with placing one egg carton on top
of a second egg carton with di�erent size. For certain size ratios of the two cartons, they can
lock in place. Of course, the curvature of the sphere is lacking from this picture.

The comparably high critical coupling strength for the inter-shell locking in 3D results from
the additional degree of freedom for twisting the two shells. Somewhere along the twist of two
circular shells in 2D, every outer particle is necessarily in line with a particle on the inner shell.
As shown in Fig. 5.13, the outer shell of a spherical cluster in 3D can be rotated with respect to
the inner shell without passing the arrangement described above. When the outer shell is turned
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by �xing the polar angle ϕ1,2 of one particle on the outer shell as a scanning parameter,3 the
shells are twisted along a path in (ϑ, ϕ)-space avoiding the bulges in the equipotential surface
of the Coulomb potential by the inner particles. Each bulge corresponds to one inner particle.
As illustrated in the �gures, all of the outer particles move along the gaps between the inner
particles during the twist which is, in contrast, impossible in 2D clusters.

The lower symmetry of the lattice on the outer shell of the clusters with N = 39 and N = 40
particles can explain that inter-shell locking requires higher coupling strengths compared to the
magic number cluster.

Part (d) of Fig. 5.12 shows the reduced entropy S(3)
inner obtained from the triple-correlation

function of the inner shell. This shell is occupied by six particles for all three clusters in the
ground state. For six particles, there exists virtually only one stable intra-shell con�guration for
which the particles are found at the face centers of a cube. Since this con�guration is very stable,
the intra-shell disordering process accompanies the radial melting around Γ = 100. A distinctive
feature is found for the cluster with N = 40 particles. Here, the corresponding capacity c(3)

ω has
a clear peak for Γ ≈ 160. This peak is caused by the appearance of the (33-7) isomers in the
thermodynamic ensemble around this coupling parameter. The additional particle on the inner
shell has a major impact on the intra-shell con�guration and is therefore responsible for the
breakdown of the highly symmetric order within the shell. Notably, this peak is also found in
the thermodynamic heat capacity cω shown in part (a) of the �gure.

With the knowledge of the di�erent melting processes in mind, one can understand most
features of the thermodynamic heat capacities cω of the three cluster in Fig. 5.12. Because of the
radial melting, one can expect a peak around ΓRM ≈ 80. This peak is clearly visible for N = 39
since no other melting process takes place at similar coupling strength for this particle number
which could overlap the radial melting peak.

For the magic particle number N = 38, the peak is higher and its maximum is found at
coupling parameter ΓRM = 100. This observation can be explained by the intra-shell disordering
process in the outer shell which takes places around this coupling strength. Therefore the radial
melting peak in the thermodynamic heat capacity is overlapped by a peak connected with the
intra-shell disordering process. The inter-shell angular melting process around ΓIS = 14 000
does not cause a visible peak in the thermodynamic heat capacity.

For the last particle number N = 40, the radial melting peak appears as a shoulder in the
larger peak around Γ = 160 which results from the onset of inter-shell transitions. This process
is accompanied by an intra-shell disordering process in the inner shell. Since several intra-shell
isomers are found for the outer shell con�guration of this cluster even at higher coupling strength,
the inter-shell transitions have no impact on the intra-shell structure that would be visible in
the TCF of this shell. It remains to explain the cω peak around Γ = 1500. The Voronoi analysis
within the outer shell provides insight into the intra-shell order. In �gure 5.14, the fraction of
con�gurations with N2 = 33 (or less) particles on the shell is plotted above the zero line, while
the fraction of con�gurations with N2 = 34 (or more) particles on the shell is plotted below the

3For this parameter scan, the arrangement of the inner shell is locked by restricting the position of one particle
to the positive z-axis. The rotation of the inner shell around the z-axis is subtracted before the evaluation of the
particle positions.



76 5. Melting in Finite Dust Clusters

ϕ1,2 = 58°

ϕ1,2 = 66°

ϕ1,2 = 74°

ϕ1,2 = 82°

ϕ1,2 = 90°

ϕ1,2 = 98°

ϕ1,2 = 106°

ϕ1,2 = 114°

ϕ1,2 = 122°

Figure 5.13: Inter-shell twisting in the magic number cluster with N = 38 particles. One of the particles on the
inner shell was �xed on the positive z-axis and the polar angle of one particle (highlighted in red) on the outer
shell is �xed at ϕ1,2. This angle ϕ1,2 is then scanned over the interval [50° : 122°] in the small �gures. The colored
surface is the equipotential surface at Φ0 = 2.3 of the electric potential caused by the inner particles, cf. Fig. 5.11.
This surface exhibits six red bulges which are located above the inner particles. As the red particle is twisted with
respect to the inner shell, it moves along a path between the bulges. The paths of all outer particles during the
twist are shown in the big �gure. All these paths pass through the gabs between the inner particles.
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3D cluster with N = 40 particles: outer shell
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Figure 5.14: Voronoi analysis for the outer shell of the Coulomb cluster with N = 40 particles. (a) The intra-shell
Voronoi diagram allows to determine the coordination number, i.e. the number of nearest neighbors, for every
particle. A bond is then classi�ed by the coordination numbers of the two particles connected by the bond. (b) The
thermodynamic heat capacity shows a �at peak around Γ = 1000, while the reduced capatiy c(3)ω calculated from
the TCF on the shell has a peak a signi�cantly higher Γ.

zero line. The con�gurations are additionally distinguished with respect to the arrangement of
the Voronoi cells within the cell. While for Γ & 2000 only the (2-56-38) intra-shell con�guration
is found, di�erent intra-shell isomers contribute with signi�cant fractions for lower coupling.
The critical temperature, where the additional con�gurations occur, is in good agreement with
the position of the peak in the thermodynamic heat capacity cω. However, the peak in the
reduced capacity c(3)

ω as the derivative of the entropy of the TCF is found at a ten times higher
coupling strength.

5.2.3 Melting Processes in Further Coulomb Balls

The Coulomb cluster which was studied in the previous section is outstanding because of
its magic particle number. This number allows for the formation of a highly symmetric shell.
In contrast, “normal” clusters with non-magic particle numbers are the focus of this section.
Therefore, the melting process of further Coulombs balls with di�erent particle numbers is
studied by the means of the n-particle distribution functions in generalized coordinates. As in
the section before, the reduced entropies are used as melting parameters.
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Figure 5.15: Spherical 3D Coulomb cluster with N = 80 particles on two shells. Left (right) column: Γ = 1000
(Γ = 100). (a,b) C2P for a reference particle from the inner shell. The reference particle is selected by the rI-
integration range (bar).
(c,d) [(e,f) ] TCF on the inner [outer] shell. The �rst particle pair is selected as nearest neighbors by the ϑI-integration
range (bar). Reprinted from Ref. [143]. Copyright (2015) by the American Physical Society.

3DCoulomb clusterwithN = 80particles. This cluster represents a particularly instructive
example for the discussion of di�erent transition processes [143]. Two radial isomers play an
important role during the melting process of this cluster. At a very high coupling strength, the
(60-19-1) radial isomer is found exclusively. This radial isomer consist of 60 particles on the
outer shell, 19 particles on the inner shell, and one particle in the center. The (59-20-1) radial
isomer becomes important at lower coupling.

Figure 5.15 shows an overview of the center-two-particle correlation function and triple-
correlation function for this cluster at two di�erent values of the coupling parameter. In part (a)
of the �gure, the C2P is shown for a reference particle from the inner shell. Therefore the three
dimensional densities ρ̃2(rI, rII, ϑ) and ρ̃id

2 were both integrated over a range that corresponds to
this shell. Intra-shell correlations are visible as sequence of clear minima and maxima in the
direction of the angular pair distance ϑ at rII ≈ 2. This value of the second radial coordinate
means that the second particle is located on the inner shell as well.
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In addition to these intra-shell correlations, we �nd pronounced inter-shell angular correla-
tions which are seen as minima and maxima at values of rII that correspond to the outer shell.
For example, the clear peak at ϑ= 0° and rII = 3.7 indicates that the particles on the outer shell
are pushed towards higher radii when they are in line with an inner particles. When an outer
particle is located above the void between two particles on the inner shell, it is slightly closer to
the trap center. This observation is in good agreement with the equipotential picture, Fig. 5.11,
discussed for the smaller Coulomb cluster in Sec. 5.2.2 above.

For the ten times lower coupling parameter Γ = 100 in Fig. 5.15, the intra-shell correlations
are still clearly visible. However, the height of the peaks—indicated by the color—decreases
rapidly with the angular pair distance. Weak inter-shell angular correlations are found only for
small angular pair distances ϑ. 60° at this temperature.

The second row of Fig. 5.15 shows the TCF on the inner shell of the cluster. For all plots, one
pair of nearest neighbors was chosen as the reference by the integration range of the �rst angular
pair distance ϑI. In part (b), the pattern shows clear peaks which are connected by a thready
density. On the one hand, the pattern has characteristic features of a hexagonal lattice, such as
for example the peak at the bond angle ϕ= 60° when particle three is also a neighbor of the �rst
particle (ϑII ≈ 50°). On the other hand, the pattern is distinctively di�erent from the TCF in the
extended 2D system, Fig. 5.2, as a consequence of the small number of particles N1 = 19− 20
on this shell. The peak at bond angles ϕ = 120° for second nearest neighbors is for example
missing in this spherical system.

When the coupling strength is decreased in Fig. 5.15(d), the overall structure of the TCF is
the same. The peaks are, however, smeared out and their sub-structure is lost.

In Fig. 5.15(e), the TCF of the outer shell shows noticeable similarities with the extended 2D
system. Multiplies of 60° are preferred bond angles ϕ of nearest neighbors and multiplies of 30°
stick out for second neighbors. These features indicate a pseudo-hexagonal order within the
shell. In contrast to the planar 2D systems, the hexagons are deformed and a �nite number of
pentagonal Voronoi cells, i.e. particles with �ve nearest neighbors, exist due to the curvature of
the sphere. Therefore, the peaks are smeared out in the ϕ-direction. As a “long”-range feature
of this structure at strong coupling Γ = 1000, one also sees a distinct peak for distant particles.
For example, a peak at fourth neighbors (ϑII ≈ 102°) and a bond angle of ϕ= 95° signi�es the
existence of a bond-angular order beyond nearest neighbors. When compared to the TCF of a
planar 2D system, Fig. 5.2, the similarities between the patterns are striking for the solid as well
as for the liquid system. Since the phase transition is much sharper in the extended system, a
qualitative change of the TCF was found between Γ = 174 in Fig. 5.2(c) and Γ = 193 in Fig. 5.2(d),
while the shown values of Γ di�er by a factor of ten for the spherical cluster.

After Fig. 5.15 revealed the loss of intra-shell order, the transitions will now be quanti�ed.
For this purpose, the reduced entropies S(n) are calculated for the radial density, for the C2P,
and for TCF on both inner and outer shells, see Fig. 5.16(a).

The entropy S(1), which is obtained from the radial density, shows its steepest decrease at
approximately ΓRM = 120 and becomes �at for higher coupling strengths. For low coupling, the
entropy S(2), which is obtained from the C2P distribution function, has nearly twice the value
of S(1). Hence, the knowledge of the positions of one particle does not signi�cantly reduce the
uncertainty about the position of a second randomly chosen particle. The situation changes
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Figure 5.16: (a) Reduced entropies
for the cluster of Fig. 5.15 vs. Γ com-
puted for the C2P (solid line), the
radial density (dash-dotted) and for
the TCF on the inner (dashed) and
outer shell (dotted). A �xed radial
range of [0, 4.5] is used in the C2P
for all temperatures. (b) Reduced ca-
pacities c(n)ω , cf. Eq. (4.52), for the en-
tropies from (a) compared to the full
thermodynamic speci�c heat. RM—
radial melting; ID1 (ID2)—intra-shell
disordering on inner (outer) shell.
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when the coupling parameter exceeds Γ≈ 10 000 where S(2) bends down and, hence, indicates
the relevance of angular correlations.

The entropy S(3) of the TCF on the outer shell shows a small kink near the radial melting
temperature and a stronger pronounced kink near ΓID = 10 000. These two kinks are found in
for the TCF on the inner shell as well and even more pronounced. An additional kink is found
at ΓID2 = 1000 for the inner shell.

Figure 5.16 shows the reduced heat capacities c(n)
ω which are calculated by cubic spline

interpolations of reduced entropy as a function of the logarithm of the coupling parameter.
These are compared with the full thermodynamic heat capacity calculated from the energy
�uctuations in the same simulation.

The reduced heat capacity c(1)
ω shows a clear peak around ΓRM = 120. Since c(1)

ω is obtained
from the radial density, this peak can be associated with the radial melting process. At this
coupling strength, the onion-like shell structure vanishes. The thermodynamic heat capacity cω
shows its highest peak for this transition and a second, weaker peak for ΓID2 = 840. A third,
very weak peak of cω is found for high coupling around Γ = 9000. The reduced capacities c(3)

ω

of the TCF on both inner and outer shell help to explain these additional peaks in the following.
For both shells, c(3)

ω shows a peak at ΓID ≈ 10 000, where the peak for the inner shell is found
at a slightly higher coupling strength than for the outer shell. Hence, an intra-shell disordering
transition takes place simultaneously on both shells. This interpretation is strengthened by the
Voronoi analyses of the two shells, cf. Fig. 5.17.

At high coupling Γ & 20 000, the cluster is found exclusively as the (60-19-1) radial isomer
and on both inner and outer shell, only one intra-shell isomer is observed. For lower coupling
strengths, the radial isomer with 59 and 20 particles on the inner and outer shell, respectively,
becomes important as well. The Voronoi analysis, Fig. 5.17(a) reveals that two di�erent intra-
shell isomers contribute with similar fractions for the inner shell when it is occupied by 20
particles. On the other hand, only one intra-shell isomer is realized when the shell is occupied
by 19 particles for Γ & 1000. Several intra-shell isomers start to contribute with a signi�cant
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fraction for N1 = 19 at the second intra-shell disordering transition around ΓID2 = 840. An open
question is whether the splitting of the inner shell’s con�guration into several isomers is the
cause of the recurrence of radial con�gurations with N1 = 19 particles on the inner shell.

Interestingly, the reduced capacity c(3)
ω shows only one high-coupling disordering transition

for the outer shell around ΓID even though the intra-shell con�guration splits into several isomers
between Γ = 1000 and 10 000 depending on the occupation number of the shell N2.

Summarizing it can be said that the Coulomb cluster with N = 80 particles shows at least
three di�erent disordering processes: Starting with one single radial isomer and exclusive
intra-shell isomers for both shells, the transition between two radial isomers is accompanied by
�rst intra-shell disordering processes in both shell. A second intra-shell disordering transition
is found for the inner shell at lower coupling. Finally, both radial and angular4 order are lost
for ΓRM in the same region as the critical coupling strength for melting in extended systems.

3D Coulomb Cluster withN = 120 Particles. The previously considered clusters exhibited
intra-shell disordering transitions which were accompanied by an inter-shell transition. When
one particle is added to or removed from a shell, this causes a reordering of the particles within
that shell. An interesting question is whether there exist certain clusters that exhibit an intra-
shell transition without any change in the radial con�guration. Such a processes is observed
for the Coulomb cluster with N = 120 particles which will be described in the following. The
ground state con�guration for this particle number consists of three spherical shells which are
occupied by N3 = 82, N2 = 32 and N1 = 6 particles. This con�guration is referred to as the
(82-32-6) radial isomer.

The intra-shell disordering process takes place at notably higher couplings of approxi-
mately ΓID = 50 000, as shown by the Voronoi analysis in Fig. 5.18(a). At a very high coupling
strength, Γ = 105, only one intra-shell isomer is found for the outer shell in the MC simulation.
The Voronoi analysis of this shell shows a lattice with 14 pentagonal cells, and two heptagonal
Voronoi cells. The remaining 56 particles have hexagonal Voronoi cells. One of the heptago-
nal cells is paired with two pentagonal cells, while the second heptagonal cell is encircled by
three pentagonal cells. Therefore, �ve bonds of the 5-7 class—bonds that connect two particles
with coordination number �ve and seven—are found. This intra-shell isomer is referred to as
(62-171-3-4), where the four numbers refer to the number of bonds of class 5-6, 6-6, 5-7 and 6-7,
cf. Fig. 5.18.

The relative position of the two heptagons within the shell could still vary with respect
to the other pentagonal cells. These di�erences cannot be resolved by counting the bonds
of di�erent classes. However, by visually inspecting a number of independent realizations,
this arrangement was found to be dominant, save for a few mirrored realizations. At a ten
times lower coupling strength Γ = 10 000, at least four di�erent intra-shell isomers occur with
signi�cant fractions. The four most important isomers are (65-161-5-9) with a fraction of 64.5 %,
(63-170-2-5) with 17.3 %, (62-171-3-4) with 9.3 % and (67-152-8-13) with 4.1 %.

4Since the term “intra-shell” order is misleading when the radial shell structure is lost, the term “angular” order
is used here instead.
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3D cluster with N = 80 particles: inner shell
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Figure 5.17: Voronoi analysis for both shells of the Coulomb cluster with N = 80 particles. The inner shell is
subject to the �rst two parts of the �gure, while the outer shell is subject to the last to parts.
The upper graph of (a) and (c) shows the fractions of di�erent intra-shell isomers of the inner shell and of the outer
shell, respectively. A bond is further classi�ed by the coordination numbers of the two particles connected by the
bond.
The lower graph of (b) and (d) shows the thermodynamic heat capacity and reduced heat capacity from the TCF of
the inner shell and of the outer shell, respectively. After Ref. [143].
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3D cluster with N = 120 particles: outer shell
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Figure 5.18: Intra-shell disordering transition (ID) in the outer shell of a spherical Coulomb cluster with N =
120 particles around ΓID = 50 000. (a) The particle number on the outer shell is constant for Γ & 400 while
transitions between di�erent intra-shell isomers take place at higher Γ. The intra-shell Voronoi analysis allows for a
classi�cation of these isomers. (b) While the thermodynamic heat capacity cω captures only the radial melting (RM)
at Γ ≈ 165, the reduced heat capacity c(3)ω computed from the entropy of the TCF captures also the intra-shell
disordering. After Ref. [143].

Notably, the (60-180-0-0) con�guration with twelve pentagons and 70 hexagons is not realized
at very high coupling strength although this con�guration is the solution of the Thomson problem
for 82 electrons [144]. This �nding is no contradiction but discloses qualitative di�erences
between a Thomson sphere and a spherical shell of a Coulomb cluster.5 One di�erence is the
anisotropy of the Coulomb potential caused by the inner particles, cf. Sec. 5.2.2. Although the
anisotropy is small, it may have an e�ect on the particle con�guration within the shell especially
at low temperature. Moreover, the radial con�nement is �nite for Coulomb clusters in contrast
to the Thomson problem. The �nite width of the spherical cluster shells even at strong coupling
grants an additional degree of freedom. Due to this degree of freedom, con�gurations other
than the solution of the Thomson problem can become energetically favorable.

As shown in Fig. 5.18(b), the reduced entropy of the TCF is suited to resolve the intra-shell
shell disordering process around ΓID = 50 000. In order to understand the sensitivity of the TCF
to this transition, this quantity is shown for one value of the coupling parameter in the totally
ordered phase and one in the partially disordered phase as a mixture of multiple intra-shell
isomers in Fig. 5.19. The triple-correlation function was sampled from 37 500 con�gurations,
where M = 1000 MC steps were performed between every two samples. In �gure 5.19(a), a �ne
structure with several sharp peaks is found. These �ne peaks of the shown TCF present the

5As a check for the MC program, a simulation was performed for N = 82 particles with Coulomb interaction
placed on a sphere. This simulation could reproduce the correct con�guration at high coupling strength.
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Figure 5.19: TCF on the outer shell of the Coulomb cluster with N = 120 particles for two di�erent values of
the coupling strength Γ. The right column shows the angular pair distribution function within the shell for both
coupling parameters.

characteristics of the intra-shell structure. One has to keep in mind that the plot represents the
average probability distribution to �nd a third particle at a certain distance ϑII and under a bond
angle ϕ with respect to one nearest neighbor bond. The sampling procedure and the subsequent
ϑI integration imply averaging over all nearest neighbor bonds as the reference direction. For
this reason, a multitude of small peaks is found in Fig. 5.19(a). These �ne peaks become smeared
out when the temperature is increased by a factor of ten in partf̃partb of the same �gure. At this
increased temperature, several di�erent intra-shell isomers contribute to the thermodynamic
ensemble, cf. Fig. 5.18.

Since the reduced entropy S(3) is sensitive to the �ne structure of TCF, this quantity can
resolve the intra-shell disordering transition at high coupling. During this transition, the order
within the shell is not lost completely. Every con�guration shows a well-de�ned pattern of
hexagons, several pentagons, and a few heptagons in the intermediate regime. However, di�erent
isomers occur with signi�cant fractions in this regime. Finally, the reduced capacity c(3)

ω shows
a second peak around ΓRM = 165 where both radial and intra-shell order are completely lost.

5.3 Particles on a Unit Sphere
This section is concerned with the melting process for particles on a Thomson sphere [100].

In the previous section, di�erent melting processes were studied for spherically con�ned dust
clusters. Due to their onion-like shell structure, these clusters exhibit intra-shell disordering
processes at coupling parameters which are signi�cantly higher than the critical coupling
parameter for the radial melting.

While the spherical clusters shells are similar to the Thomson problem in some sense, there
exist at least two qualitative di�erences. For spherical cluster shell, the radial potential is a
superposition of the repulse Coulomb potential by the inner particles and con�ning trap potential.
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Due to the �nite force by this potential, the spherical shells can have a �nite width. Moreover,
the Coulomb (or Yukawa) potential exerted by the particles on the inner shells is not exactly
isotropic in general as seen in Fig. 5.11. The equipotential surface of this potential is a sphere
with hills and valleys. Even though the relative derivations from a perfect sphere are small, they
can have an impact on the precise intra-shells structure especially at high coupling strengths.

In contrast, the Thomson problem describes distribution of Ns Coulomb interacting particles
on the surface on a sphere. This surface has zero extension in radial direction and, moreover, no
anisotropic potential is present in this setup. Although the problem was originally considered
for bare Coulomb interaction, it can be generalized by using a di�erent pair interaction poten-
tial W (|r(j) − r(i)|). The coupling parameter Γ for these system is de�ned in Sec. 3.2.1 using
spherical caps as the equivalent of the Wigner-Seitz cell.

The intention of this section is to elucidate the impact of the �nite shell width and the inter-
action with the particles of the inner shells on the intra-shell disordering process. Section 5.2.3
already detailed the di�erences between the ground-state con�gurations of a Thomson sphere
and the outer shell of the Coulomb ball with N = 120 particles.

Figure 5.20 shows the result of the Voronoi analysis for Ns = 59 and Ns = 60 particles on
a spherical surface as well as reduced capacity c(3)

ω which is obtained from the TCF. The �rst
three intra-shell isomers for each particle number are the same that were already found for the
outer shell of a full 3D Coulomb cluster with N = 80 particles in total, cf. Fig. 5.17.

When Ns = 59 particles are placed on the spherical surface, basically one isomer with
14 pentagonal, 43 hexagonal and two heptagonal Voronoi cells [curve �lled with crosses in
Fig. 5.20(a)] is found at high coupling strength. This con�guration is the solution of the Thomson
problem for 59 particles [100, 101, 144]. However, the isomer with only one pentagonal Voronoi
cell [curve �lled with diagonal crosses in Fig. 5.20(a)] has a signi�cant contribution in the
canonic ensemble, even at the highest value of Γ = 105. The fraction of this isomer increases
with decreasing coupling, and a third isomer with no heptagonal Voronoi cell [curve �lled with
dashes in Fig. 5.20(a)] becomes important for Γ . 3× 104. For Γ ≈ 2000 the later isomer is
even found in the majority of cases. When the coupling parameter is decreased further, several
di�erent isomers start to contribute until the structure is completely lost near ΓM = 150. The
transition causes a peak in the thermodynamic heat capacity cω whose position is in reasonable
agreement with the critical coupling strength for melting in �at, extended 2D systems.

For the reduced capacity c(3)
ω obtained from the TCF, cf. Fig. 5.20(b), the peak is shifted

towards a sightly higher value of Γ = 185. As a second prominent feature, the reduced capacity
shows a more or less sharp increase from c

(3)
ω = 0.2 to 0.9 between Γ = 3000 and 12 000. The

explanation of this feature is still an open question since several isomers are import already at
higher coupling strength as shown in the upper part of the �gure.

When one particle is added, the isomer with twelve pentagonal and 48 hexagonal Voronoi
cells dominates the structure for Γ & 4000 as shown in Fig. 5.20(c). This �nding also agrees
with the solution of the Thomson problem [144]. When the coupling strength is decreased,
two additional isomers occur with signi�cant fractions. Between Γ = 1200 and 3500, the
reduced capacity shows a distinct increase from c

(3)
ω = 0.34 to 0.89 in the strong coupling

regime, cf. Fig. 5.20(d). The position of this step coincides with the critical coupling strength
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Figure 5.20: (a,c) Voronoi analysis for a Thomson setup of Ns = 59 and 60 particles on a spherical surface.
(b,d) Thermodynamic heat capacity cω and reduced heat capacity c(3)ω obtained from the TCF for both particle
numbers.
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for the transition where di�erent isomers become important. Moreover, a small peak of the
thermodynamic heat capacity cω is found at ΓID = 2450.

A further decrease of the coupling strength results in a melting process around ΓM = 150
where the order within the spherical surface is completely lost. The number of isomers found
increases drastically during this transition from about 100 di�erent isomers at Γ = 300 to
about 4000 di�erent isomers at Γ = 100. As for the previously considered particle number, the
corresponding peak in the reduced capacity from the TCF is shifted towards a slightly higher
value of Γ = 200.

The MC simulations for Coulomb particles on a spherical surface revealed that neither an
anisotropic potential nor a �nite shell width is essential for a two-step intra-shell disordering
process. The transition between the partially disordered and �uid-like states is observed at
Γ =O(100) for all particle numbers. On the other hand, the exact particle number Ns crucially
a�ects the critical coupling parameter for the transition between a completely mono-isomer
intra-shell con�guration and a partially disordered system with several isomers.

In addition, the above analysis of order within the spherical surface helps to understand
the intra-shell disordering processes in the outer shell of the Coulomb cluster with N = 80
particles discussed in Sec. 5.2.3. At high coupling strength Γ = 105, the outer shell is occupied
by N2 = 60 particles and the ground-state intra-shell isomer with twelve pentagonal Voronoi
cells is realized. The analysis of the spherical surface, Fig. 5.20(c), suggests that di�erent isomers
become important for Γ . 4000. Even tough this transition is observed in the full cluster as well,
a di�erent kind transition takes place already at higher coupling strength around Γ = 15 000.
At this point, the most probable number of particles on the shell decreases by one. Therefore,
isomers with N2 = 59 dominate the structure within the outer shell in the Γ-region between 500
and 5000.

Interestingly, a qualitative di�erence is observed between N2 = 59 particle on a cluster shell
and the same number of particles on a perfect spherical surface. The ground-state isomer of the
latter includes two heptagonal Voronoi cells. In contrast, this isomer is not observed for high
coupling strength Γ & 2000 for the cluster shell, but an isomer with twelve pentagonal cells and
no heptagonal cell is found predominantly in this regime.
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Chapter 6

Laser Excitation of 2D Dust Clusters

L
aser beams o�er a reliable manipulation method which is essential for the study
of structural transitions in dusty plasma experiments. As manipulation tools,
laser beams with moderate intensities of several watts were suggested many
years ago [92, 93] and have since then proven ideally suited for this purpose. An

important reason for the success of this method is that it allows for a manipulation of the dust
particles without any signi�cant e�ect on the plasma parameters such as electron temperature
or pressure.

Due to the momentum transfer by the radiation pressure, a focused modest intensity laser
beam is well capable of accelerating single dust particles. In that manner, stationary laser beams
were used to excite shear �ows in monolayer dust crystals [145, 146] as well as to excite rotations
in �nite 2D clusters [45]. In extended 2D dust crystals, Mach cones were excited by moving the
laser spot through a crystal with a moderate velocity [36, 97]. Here, it will be demonstrated that
moving laser spots can be used as a heat source for the dust component [4, 5, 40, 147, 148].

The systematic experiments of Wolter and Melzer [4] and Nosenko et al. [5, 147] can be
regarded as pioneering works for heating dusty plasmas with lasers. Wolter and Melzer used
a technique [4] where the spot of a laser beam is rapidly moved via scanning mirrors to one
position in a 2D dust cluster, where it remains at for about one tenth of a second, accelerating
dust grains during this time. The laser spot is then rapidly moved to the next randomly chosen
position. A similar heating scheme for spherical 3D dust balls was developed in Greifswald [56].
In this experiment, the cluster is manipulated by one laser beam in the horizontal direction
using this ‘point and shoot’ technique. A near Maxwellian velocity distribution of the particles
is realized with one single beam. However, the kinetic temperature in the beam direction is
di�erent from the one perpendicular to the beam.

Nosenko et al. exploited two opposing laser beams that were directed onto a 2D plasma
crystal using scanning mirrors [5, 147]. These scanners were driven with a sinusoidal signal at
an irrational frequency ratio for the x- and y-directions. This setups allows them to scan (i.e.,
heat) a well-de�ned area of the plasma crystal in a Lissajous �gure-like pattern. In addition,
the opposing beam setup assures that the transferred momenta cancel on average, while the
kinetic energy of each particle is raised as a result of non-compensated momentum �uctuations.
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Figure 6.1: Photographic image of
the laser manipulation experiment
in Kiel with the plasma chamber in
the center. The top view camera is
found above the experiment, and the
beam guidances for the manipulation
lasers are mounted around the cham-
ber. Photographic image kindly pro-
vided by J. Schablinski.

With their laser manipulation tool, Nosenko et al. where able to generate a Maxwellian velocity
distribution parallel and perpendicular to the optical axis. Since the direction perpendicular
to the beams is heated only indirectly, the kinetic temperature in that direction was found to
be signi�cantly lower than the temperature in the beam direction. One can conclude that the
energy is transferred to the neutral gas by the viscous damping before collisions between the
particles can redistribute su�cient energy in the perpendicular direction.

In Kiel, Schablinski et al. used the above method for �nite 2D dust clusters with approx-
imately ten to 50 particles [40, 49]. Their experiment was supplemented by a second pair of
opposing laser beams in the perpendicular direction in order to overcome the anisotropy in the
velocity distribution. Moreover, di�erent scanning patterns of the laser spots were tested, and a
signi�cant impact on the quality of the laser manipulation technique as a heating tool was found.
The Langevin molecular dynamics (LMD) simulations of this thesis are closely connected to this
experiment. Their purpose is to verify the excellent quality of the elaborated heating method as a
true heat source and to suggest further possible application of the laser manipulation technique.
In the following section, the experimental setup is described as well as the used scanning pattern.
Thereafter, the inclusion of the heating laser in the LMD simulation is concerned.

6.1 Laser Heating Method
In order to investigate the melting behavior of small 2D dust clusters, a laser manipulation

experiment with two manipulation axes was set up by the group of Piel in Kiel [40, 149]. The
setup consists of two lasers beams with a power of about 5 W, which are split up into four single
beams. The two beams from one laser source are referred to as a beam pair. Guided by the
optical setup, the two beams of one pair manipulate the cluster from opposite sides. The beam
pair of one laser accelerates the particles in ±x-direction, and the beam pair of the other laser
accelerates them in ±y-direction. Isotropic heating is achieved by adjusting and stabilizing the
power output of each laser by a feedback control. The beams hit the particles from above the
levitation plane with an angle α≈ 10°, cf. Fig. 6.4 (p. 93). Each spot position within the levitation
plane is controlled by a pair of scanning mirrors. A sketch of this setup is shown in Fig. 6.2.
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Figure 6.2: Sketch of the experi-
mental setup of the laser manipula-
tion technique described in Ref. [40].
Four laser spots (green) are moved in-
dividually within the levitation plane
(orange) by the galvanometer mir-
rors. The dust cluster (red points) is
levitated above the lower electrode
(gray) and is observed with the top
view camera.

method A-I A-II B
laser beams 2 2 4
frequency ratio pseudo-irrational rational random frequencies
f‖ 14.5623 Hz 300 Hz/375 Hz 50 Hz to 300 Hz
f⊥ 9.0 Hz 12 Hz/15 Hz 15 Hz to 60 Hz

Table 6.1: Parameters de�ning the pattern which is scanned by the lasers. Since both beams are oriented in
±x-direction for the two methods A, f‖ = fx in that case.

Each of the four galvanometer scanners is driven by two triangular signals, one controls the
spot position in the beam direction and the second controls the spot position in the perpendicular
direction. Using a triangular driver signal is essential to achieve a homogeneous average intensity
distribution over the entire rectangle that is scanned. A heating scheme is characterized by the
frequencies of the driver signals.

Three heating methods were investigated in the experiment by Schablinski et al. For the
�rst two methods, only one beam pair is used and the scanners are driven with �xed frequencies.
Method A-I is inspired by the experiment of Nosenko et al. [5], where a pseudo-irrational
frequency ratio is used. For method A-II, the scanner frequencies are increased by about one
order of magnitude, and the rational frequency ratio 1:25 is chosen for both lasers. Therefore,
both lasers scan exactly the same closed pattern several times per second. Finally, both laser
pairs are used in the elaborated method B and the scanner frequencies are dynamically changed.
Whenever a laser spot reaches the border of the scanned area, a new random frequency chosen
within a given range. The parameters of the three methods are summarized in Tab. 6.1, and
Fig. 6.3 sketches the patterns that are scanned by the di�erent laser spots.
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Figure 6.3: Trajectories of the laser spots (red/green: ±x-direction) for the three investigated heating methods. (a)
Method A-I uses a pseudo-irrational frequency ratio. (b) Method A-II uses a rational frequency ratio. (c) Using
method B, a new scanning frequency is randomly chosen each time a laser spot reaches the border. Here, the two
additional spots of the laser oriented in the ±y-direction are omitted, for the sake of clarity [6].

Although the rational frequency method A-II was found to be inadequate as a heating tool,
it listed here for completeness. During the work of this thesis, LMD simulations were also
performed for that method. In the related publications [40, 49], it is shown that the heating
e�ect depends crucially on the exact relative position of the patterns scanned by the two laser
spots. As discussed in my diploma thesis [150], the entire pattern is repeated several times
within t0 = ω−1

0 as the typical time scale for the dust dynamics. Therefore the dust grains see
a force �eld which is virtually constant in time. This average force �eld is controlled by the
spot o�set as the relative position of the scanned patterns, and it vanishes for zero spot o�set.
Since controlling the spot o�set with the required accuracy is challenging in the experiment, it
is di�cult to reproduce a speci�c heating power.

6.1.1 Including Heating Lasers in the Model System
An computer experiment aimed at describing the laser heating methods is performed by

including the momentum transfer by the manipulation lasers in the LMD simulation scheme. The
Metropolis MC technique is less appropriate for this task due to the non-equilibrium character
of the experiment and due to the time dependence of the spot positions. During the acceleration,
energy is transferred from the lasers to the dust particles, and the dust particles lose energy to
the neutral gas by friction. The equilibrium temperature of the dust Teq is determined by the
balance of both energy currents. Since Teq is a priori unknown, its dependence on the laser power
and on the scanned pattern is of central interest. At this point, the neutral gas is considered as a
thermostat at �xed temperature T0 due to its large heat capacity compared to the dust particles.
Moreover, the neutral gas is in thermal contact with the plasma chamber.

The laser-matter interaction itself, which allows to accelerate the dust grains, is not subject
of this thesis. In this paragraph it is described how the momentum transfer due to the radiation
pressure is modeled in the LMD simulation. A possible heating of the bulk material of the dust
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Figure 6.4: The angular striking
of the laser spots results in an
anisotropic spot pro�le within the
levitation plane. Due to the strong
vertical con�nement, only the in-
plane component of the force Fe�
can accelerate the dust particles. For
the sake of clarity, only one laser
beam is shown.

grains as solid bodies as well as e�ects like “rocket forces” by laser-induced evaporation of
material [151] are beyond the scope of this thesis. Here the focus lies on the center-of-mass
motion of the dust particles. When a dust particle with a radius rd is placed in a beam of light
with intensity Ilaser, there is a force in beam direction with an amplitude [152, 153]

Flight press. = q · n1Ilaser πr
2
d

c
, (6.1)

where n1 is the refractive index of the surrounding medium, i.e., the plasma. The vacuum speed
of light is denoted by c and q is a dimensionless quality factor that describes the relevant optical
properties of the dust grain. This factor is unity for a perfect absorber, it is zero for a fully
transparent particle, and the factor q of a �at mirror is two. In reality, all these three processes,
absorption, transmission and re�ection of the laser light play a role. For melamine-formaldehyde
microspheres, which are used in many dusty plasma experiments, a factor q = 0.94± 0.11 was
determined experimentally [154].

The intensity at a position r in the levitation plane is modeled by an anisotropic Gaussian,

Ilaser(r) =
Plaser

2π σxσy
· exp

{
−∆x2

2σ2
x

− ∆y2

2σ2
y

}
, (6.2)

where (∆x,∆y) is the distance between r and the beam center. The total power Plaser of the
beam is given by the integral of its intensity. The anisotropy of the pro�le results from the
angular striking of the levitation plane under an angle α, see Fig. 6.4.

For 2D dust clusters, the vertical con�nement is very strong compared to the inter-particle
forces. Therefore, the vertical component of the laser force has no impact on the particles’
motion and only the in-plane component is included in the simulation as the e�ective force Fe�.
Using the intensity pro�le [Eq. (6.2)] in the expression for light pressure [Eq. (6.1)], the e�ective
force by one laser beam l acting on a particle at r = (x, y) is given by

F l(r, t) = qn1
πr2

d
c
Plaser cosα︸ ︷︷ ︸
=FL

1

2π σxσy
exp

{
−1

2
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x− xl(t)

σx

)2

+

(
y − yl(t)

σy

)2
]}

el. (6.3)
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The trajectory of the spot center is described by rl(t) = (xl(t), xl(t)), and the beam direction is
denoted by el. In principle, the direction of a beam changes when the spot is moved perpendicular
to the beam direction by turning the galvanometer mirror. Since the distance between the cluster
and the galvanometer mirrors is large compared to the extension of cluster, the small change
of the direction is neglected. Moreover the laser intensity is assumed to be constant over the
extension of the dust particle. This is justi�ed since the typical sizes of the dust grains are
dd ≈ 6 µm while the typical spot width is on the order of several hundred micrometers.

In the model system, the heating lasers are included as four additional time and space-
dependent forces of the form of Eq. (6.3). The total power of a beam at the position of the cluster,
is converted into a force amplitude FL in dimensionless units. Strictly speaking, FL has the
dimension force × area. Therefore, this parameter is given in units of F0 =mdω

2
0r

3
0 = E0r0 in

the following. As FL is proportional to the total power Plaser of the laser beam, it is referred to as
dimensionless heating power. Together with the spot size in the denominator, the pre-factor in
Eq. 6.3 is a force.

6.1.2 The E�ect of Di�erent Heating Methods on Structure and
Dynamics of a Dust Cluster

The velocity power spectra, the velocity distributions of the particles as well as the spatial
densities are compared for the three heating methods in Fig. 6.5. For heating method A-I, which
uses one pair of laser beams in ±x-direction and a pseudo-irrational frequency ratio, multiple
sharp peaks are found in the velocity power spectrum (a) for vx at the scanner frequencies and
combinations of them. Moreover, the power transfer from x- to y-direction works e�ciently only
for low frequencies f . 10 Hz. As the spectral power coincides with the one of the unheated
clusters for higher frequencies in y-direction, these frequencies are not excited by this heating
method. The anisotropy of the heating e�ect is also visible as a signi�cantly broader velocity
distribution for the actively heated x-direction compared to the passive y-direction, even though
the velocity distribution in the latter direction is also broadened, Fig. 6.5(d). The non-Maxwellian
character of the pro�le of vx is visible as an over-population of the high velocities. Despite
the velocity distribution that is broader than for the random frequency method, method A is
less e�ective in destroying the spatial order as clear peaks are still visible in the spatial density,
Fig. 6.5(g). In addition, a slight anisotropy appears to be embossed to the structure by heating
method A-I.

The rational frequency ratio method A-II with one beam pair reveals even more inferior
heating properties. Apart from the striking peaks at di�erent combinations of the scanner
frequencies in the spectrum for vx, only low frequencies f . 5 Hz are excited by this heating
scheme for both directions. This observation is explained by the picture of a virtually time-
independent force �eld due to the standing pattern scanned by the laser. Such a �eld is expected
to excite predominately those modes with low frequencies. In the velocity distribution the
deviation from a Maxwellian pro�le is less pronounced than for the previous heating scheme,

1Note that FL is proportional to the power of one single laser beam. Due to the doubled number of spots, the
total laser power is two times higher for method B compared to methods A-I and A-II.
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Figure 6.5: Results from an LMD simulation for a 2D Yukawa cluster (κ= 1) with N = 38 particles applying the
three di�erent heating methods with a dimensionless heating power FL = 20 (trap frequency ω0 = 5.5 s−1) [6].
Methods A-I and A-II use only one pair of laser beams in ±x-direction, while method B also uses a second beam
pair in y-direction.1(a-c) Velocity power spectra for the motion in both x- (red) and y-direction (blue) and for an
unheated cluster (gray). (d-f) Velocity distributions for both directions compared to a cluster without manipulation
lasers. A Maxwellian velocity distribution appears as a parabola due to the logarithmic probability scale. (g-i) Spatial
density averaged over ∆t= 1000 s.

yet still an overpopulation of fast particles is visible for vx. The average density in Fig. 6.5(h)
shows that the heating method A-II embosses a spatial structure to the cluster, since both lasers
scan a closed pattern. While the unheated cluster rotates due to the thermal excitation of the
corresponding collective mode, the rotation is stopped here. Hence, localized density peaks are
found in the both north and south regions of the cluster. In contrast, the dust cluster is clearly
molten along the central stripe. A zig-zag structure at both right and left sides is caused by the
superposition of the harmonic trap potential and the quasi-constant force �eld by the two fast
moving laser spots [49].

Finally, the excellent heating properties of the random frequency method B with four laser
spots in total result in a constant shift of the entire velocity spectrum towards higher powers
in Fig. 6.5(c). Since no frequency is preferred by this excitation scheme, the shape of the
spectrum is conserved. Besides, neither the spectral power nor the velocity distribution in
Fig. 6.5(f) indicate any di�erence between the x- and the y-direction. The velocity distribution
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is broadened compared to the unheated cluster, whereat isotropy and Maxwellian shape are
conserved. Unlike the previous methods, this heating method B does not impose an arti�cial
pattern to the dust system as indicated by an rotationally invariant density with several circular
shells in Fig. 6.5(i). Even tough shells are clearly visible as a radial modulation of density in
the radial direction, frequent particle transitions between di�erent shells are visible as a �nite
density in between the shells. To conclude, the combination of each one beam pair per direction
and dynamically changed random scanner frequencies is well suited to heat a 2D dust cluster
thermodynamically [49].

6.1.3 Analytical Model of the Laser Heating Process

The laser heating method is a well approved technique to control the dust kinetic tempera-
ture in a dusty plasma. Wolter et al. derived an analytic approximation for the equilibrium
temperature Teq in a setup with one laser spot that was rapidly moved to one position, remained
there for a dwell time of a few microseconds and was then moved to the next position [4]. In this
section the elaborated heating method B with two beams direction is considered in particular.

In the following, an analytic expression is derived which describes the dependence of the
equilibrium temperature Teq of the dust system on the speci�c parameters of the laser heating
method, namely the intensity, the spot size, the scanner frequencies and the size of the scanned
area.

Considering one pair of laser spots, the beam direction is +x for the �rst and −x for the
second beam. Therefore, only forces, momenta, etc. in x-direction are considered. These
quantities are then treated as scalars and no indices x and y have to be added. The accelerating
forces by the two laser beams, Eq. (6.3), are hence given by

F (∆x,∆y) =±FL
1

2π

1

σxσy
exp

{
−1

2

((
∆x

σx

)2

+

(
∆y

σy

)2
)}

, (6.4)

as a function of the particle’s distance from the spot center, which is denoted by ∆x and ∆y.
Each spot moves randomly through the levitation plane. Thereby, it follows a pattern with

following the properties. The spot velocity is randomly chosen within a range vx ∈ [vmin
x , vmax

x ]
and vy ∈ [vmin

y , vmax
y ] and the spot then moves uniformly until it reaches an edge of the scanned

rectangle. As the length X and the width Y of the scanned area are �xed and the scanners are
driven by a triangular signal, the conversion between spot velocities and scanner frequencies
is straightforward, vx = 4Xfx and vy = 4Y fy. The ranges of the spot velocity are given by
the ranges of the scanning frequencies, see Tab. 6.1, multiplied by the width of the scanned
rectangle.

When the right edge is reached, then the motion in x-direction is changed from forward to
backward and a new vx is chosen randomly. The procedure is analogous when reaching any
other edge. Except for points near the edges, the spot motion can be treated as uniform at any
time. Hence, the momentum transfer to a particle is calculated for a laser spot that passes with a
constant velocity vx, vy.
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Time-Dependent Force of the Passing Spot

In order to calculate the momentum transfer to a single dust particle, the �rst task is to
describe the time-dependent force on a particle when a spot passes with constant velocity vx, vy .
Since the velocity of the particles |vd| � |vlaser| is small compared to the laser spots, the
change of the dust particle’s position during the acceleration event is neglected. Even at a
very moderate coupling strength Γ = 1, the thermal velocity of the dust grains is on the order of
vd,th ≈ 13 mm s−1, while the lowest spot velocity is still vmin

laser > 1000 mm s−1 for typical plasma
parameters2. In general, the trajectory of the spot center does not hit the particle directly but
passes it within a �nite distance. Nonetheless, the particle is accelerated due to the spatial
extension of the spot. In the following, the length ∆y0 is used to parameterize the passing
distance. This length is de�ned as the distance in y-direction at the point where the particle and
the spot center are in-line with respect to their x-position,3 cf. Fig. 6.6. De�ning the origin of
the time axis as t= 0 at this point, the time dependent distances can be written as

∆x(t) = vx · t and ∆y(t) = ∆y0 + vy · t . (6.5)

Using the time-dependent distances from the above equation (6.5) in Eq. (6.4), the time-dependent
force acting on the particle reads
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where one can introduce the time scale τ as
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With this time scale τ, equation (6.6) is simpli�ed as

F (t) =±FL
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, (6.8)

2This evaluation of vd,th =
√

2kBT/md was done for a particle diameter dd = 6 µm, a dust charge Qd = 10 000 e
and a trap frequency ω0 = 5.5 s−1. The minimal spot velocity was calculated using the lower limits of the scanner
frequency ranges fmin

‖ = 50 Hz and fmin
⊥ = 15 Hz plus X = Y = 3.5 r0 for the size of the scanned rectangle.

3The choice of ∆y0 for parameterizing the passing distance of the laser spot is somewhat arbitrary. Choosing
the distance ∆x0 in the x-direction leads to an equivalent description.



98 6. Laser Excitation of 2D Dust Clusters

Figure 6.6: Illustration of the laser
spot’s trajectory: The spot pro�le
at di�erent times is sketched as a
fading ellipse. When the dust parti-
cle and then spot center are aligned
parallel to the y-axis, their distance
is de�ned as ∆y0.

time t

trajectory of the laser spot

dust particle

∆y0

x

y

where one can substitute t′ = t+ τ2 ∆y0vy
σ2
y

, which means re-de�ning the origin of the time axis.
The time-dependent force then reads

F (t′) =±FL
1√
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Here, the spatial factor Σ is time independent and depends on the distance between the laser
trajectory and the particle position. This factor can be simpli�ed to

Σ =
1√
2π

1

σxσy
exp

{
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2

∆y2
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y

v2
xτ

2
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}
, (6.10)

as shown in Eqs. (B.2)–(B.3) in Sec. B.1 of the appendix.
At time t′ = 0 the dust particle experiences the strongest acceleration. This is also the

geometrically closest point for an isotropic spot pro�le σx = σy and Σ is the relative force at
this point. Finally, the time-dependent force is written in a compact form as

F (t′) =±FLΣ · 1√
2π

exp

{
−1

2

t′2

τ2

}
. (6.11)

The dust particle experiences a force pulse which has a Gaussian shape, independently of the
passing distance. However, the passing distance de�nes the amplitude of this force pulse.

Momentum Transfer during one Passing Event

The momentum transferred to a dust grain during a single passing event can be approximated
by integrating the time-dependent force F (t′) from −∞ to +∞, as only times around t′ = 0
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give a signi�cant contribution to the integral. The extension to in�nite times is reasonable for
all particle positions far away from the edges of the scanned rectangle. Far away means in this
context that the distance from the edge is large compared to the spot width. The approximation
that the spot moves linearly for all times is valid since the force at the particle’s position is
practically zero due to the exponential function when the motion of the spot changes its direction
at the edges of the scanned rectangle.

The transferred momentum is then simply given by the expression

∆p=

∫ ∞
−∞

dt′ F (t′) =±FLΣ · 1√
2π

∫ ∞
−∞

dt′ exp

{
−1

2

t′2

τ2

}
(6.12)

=±FLΣ · τ , (6.13)

which depends on the spatial factor Σ besides the characteristic time τ.
Since the passing distance ∆y0 varies, Σ has to be averaged over all possible values. During

its motion in x-direction from one edge of the scanned rectangle to the opposite edge, the
laser trajectory passes the particle at a point y ∈ [−Y : Y ]. The interval of the possible passing
point [−Y : Y ] is the spatial extend of the scanned rectangle in y-direction. The particle is
considered to be located a xd, yd within this rectangle. ∆y0 can then take values from the
interval [−Y − yd : Y − yd], where yd is the y coordinate of the dust particle. As the particle is
considered to be far inside the scanned area, the integral over ∆y0 is again extended to in�nity
since large values of ∆y0 give no contribution due to rapid decay of the exponential function.
The average of the spatial factor from Eq. (6.10) is then derived as
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. (6.14)

In the same manner, one calculates the average of the square of spatial factor Σ for di�erent
passing parameters ∆y0. These averages are later employed during the calculation of the average
energy transfer to the particle during one passing event,
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. (6.15)

Time Averages

In the following, the average momentum transfer and the average energy transfer per time
are of central interest in order to calculate the dust kinetic temperature. Assuming that the
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average momentum and the average energy transfer during one passing event are given, these
numbers have to be multiplied by average number of passing events per time. Each time the
laser crosses the levitation plane in x-direction, it passes the particle position once. Then, the
“passing rate” χ is given by the inverse crossing time in x-direction as

χ=

(
2X

vx

)−1

=
vx
2X

. (6.16)

Using Eqs. (6.13), (6.14) and (6.16), the average momentum transfer per time is calculated as〈
∆p

∆t

〉
=±FL · χ · 〈Σ〉y · τ

=±FL ·
vx
2X
· 1

2Y
· 1

vx
· 1

τ
· τ

=±FL ·
1

4XY
, (6.17)

which is found to depend on the force amplitude FL and the size of the scanned area 4XY , only.
The magnitude of the momentum transfer is the same for both lasers, but the sign alternates.

Hence, the average momentum transfer from the laser in +x-direction cancels the one of the
laser in −x-direction as one would expect.

Average Energy Transfer

In the previous paragraph, the momentum transfer of each laser was found to depend on
the force amplitude and the size of the scanned area only. Furthermore, it could be shown that
the gross momentum transfer of two opposing lasers with the same amplitude cancels. In this
section, the average energy transfer to a dust particle per time is analyzed. Considering one
crossing event, the particle’s energy before (E) and after (E ′) the laser-particle interaction is
given by

E =
m

2
v2

d (6.18)

E ′ =
m

2

(
vd +

∆p

m

)2

, (6.19)

where vd is the initial velocity of the dust particle before the interaction with the laser. At this
point, the deceleration due to friction during the acceleration event is ignored. As discussed
below, see Tab. 6.2, this is well justi�ed for the typical laser heating parameter. The energy
transfer can be written as

∆E = E ′ − E = vd∆p+
(∆p)2

2m
, (6.20)
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where the momentum transfer ∆p is given by Eq. (6.13). Using the expression from Eq. (6.13)
to express (∆p)2, the following expression is obtained for the energy transfer during a single
passing event,

∆E = vd∆p+
1

2m
F 2

L Σ2 · τ 2 , (6.21)

which depends on the passing distance ∆y0 via Σ. In order to calculate the average energy
transfer per time, the average over all possible passing distances is multiplied by the passing
rate χ. Since the average momentum transfer vanishes as shown in section 6.1.3, the �rst term
in the above equation cancels under the average. Using the average squared spatial factor from
Eg. (6.15), the result for the average energy per time is〈
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〉
=
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F 2
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· 1
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· τ , (6.22)

where the current spot velocity enters via τ.
Until now, a constant spot velocity vx, vy was assumed. In contrast, the spot velocity is

randomly varied in the experiment. Therefore, the e�ective time scale τeff is introduced by
averaging τ over all possible spot velocities. The expression for this time scale is given in Sec. B.2
in the appendix.

Equilibrium Temperature

Now that the average energy transfer by the laser per time, Eq. (6.22), is known, the equi-
librium temperature of the dust system is calculated in the Langevin model. The equilibrium
temperature Teq results from the balance between power input by the lasers Plaser, power input
by the stochastic force Pstochastic and power loss due to friction Pfriction,

Plaser + Pstochastic + Pfriction = 0 . (6.23)

The average power loss due to friction of particles with mass m distributed according to a (1D)
Maxwellian velocity distribution with temperature Teq,

P(v) =

√
m

2πkBTeq

e
− mv2

2kBTeq , (6.24)

is calculated using the relation v̇ =−γv, where γ is the friction coe�cient. The power loss,

Pfriction =

〈
d

dt

m

2
v2

〉
=−mγ

〈
v2
〉

=−mγkBTeq

m

=−γkBTeq , (6.25)

is proportional to the temperature. In order to obtain the power input by the stochastic force,
an equilibrium system without laser heating, Plaser = 0, in considered. The temperature of this
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system is given by the temperature of Langevin thermostat, T0. In equilibrium, the power loss
due to friction has to be compensated by the power gain due to the stochastic force. Therefore,
the stochastic power input is given by,

Pstochastic =−Pfriction = γkBT0 , (6.26)

and is independent of the presence of manipulation lasers. Using the energy balance equa-
tion (6.23) and the power input by the lasers from Eq. (6.22) with τeff from Eq. (B.4) in the
appendix (p. 142), one obtains
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π
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· τeff + γkBT0 − γkBTeq
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1
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√
π
· F 2

L ·
1
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· 1

σxσy
· τeff , (6.27)

as the equilibrium temperature in the heated system. The power input,

Plaser = 2 ·
〈

∆E

∆t

〉
(6.28)

was multiplied by the factor two since there are two laser spots for each x- and y-direction
heating the particles.

Comparison with Simulation Results

In this section, the equilibrium temperatures estimated by Eq. (6.27) are compared with
those of a Maxwellian �t to the simulation data. The simulations where performed as LMD
simulations with N = 25 particles over t= 1000 s with a laser power FL = 10 in dimensionless
units. In the appendix, the results for di�erent spot sizes and di�erent friction coe�cients γ are
listed in tables B.1, B.2 and B.3.

The agreement of the analytic approximation formula and the simulation results is good for
small laser spots (σx . 0.4, σy . 0.08) as shown in Fig. 6.7. For large spots (σx = 0.7), the error
in the temperature can make up to 30 %. The formula in general overestimates the temperature
(underestimates the coupling strength), and, hence, overestimates the heating e�ect of the lasers.
The only exception is a slight underestimation of the temperature by 1.5 % for one simulation
with small spot size and low friction. However, the error of 1.5 % is within the error of the
determination of the temperature in the simulation. Furthermore, the velocity pro�le shows
signi�cant deviation from a Maxwellian distribution for the smallest spot size. Here, the fraction
of fast particles in the simulation is larger than predicted by an ideal Maxwellian distribution.

Excluding the smallest two spots, the deviation of the analytic formula is found to become
smaller for larger friction coe�cients γ. Since is the characteristic decay time τv of the velocity
autocorrelation function is proportional to the inverse friction coe�cient γ−1, the analytic
formula appears to become improper for longer temporal correlations of the particle velocity.
The analytical model does not take into account the autocorrelation particle velocity. The particle
velocity at the beginning of each acceleration event was assumed to be distributed according to
a Maxwellian distribution with temperature Teq. This means that the particles are assumed to
have equilibrated before the next interaction with a laser spot.
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Figure 6.7: Temperature increase
due to the heating lasers as a func-
tion of the spot width (symbols) and
in the analytic model, Eq. (6.27) (solid
green line). The spot width σx in
the beam direction is always �ve
times larger than σy in the perpen-
dicular direction. The deviation from
the analytical model, shown by the
shaded area, is related to the di�er-
ence T formula

eq − T0, here.

Functional Connection between the Equilibrium Temperature Teq and the
Laser Heating Parameters

In this section, the functional form of the analytic approximation for the equilibrium tem-
perature Teq in a laser heating experiment with four randomly moving laser spots is discussed.
By introducing dimensionless units, cf. Sec. 3.1.4, the equilibrium temperature kBTeq in units
of E0, Eq. 6.27, was found to be �xed by the following parameters.

• The temperature of the background gas kBT0 causes a constant o�set of the equilibrium
temperature, which is the sum of the background temperature and the temperature
increase ∆Tlaser caused by the laser heating. In the following, the discussion of the heating
e�ect refers to this temperature increase.

• The temperature increase ∆Tlaser is inversely proportional to the damping parameter λ=
mdγ as the product of the particle mass and the friction coe�cient γ. This behavior can be
explained by the fact that the parameter λ quanti�es the strength of the coupling between
the dust cluster and the neutral gas at temperature T0. The equilibrium temperature of the
dust particles results from the energy input by the acceleration due to the manipulation
lasers and the energy loss due to damping as two competing processes. Since md serves as
the unit of mass in the dimensionless system units, both the damping parameter λ in units
of mdt

−1
0 and the friction coe�cient γ in units of t−1

0 are described by the same number.

• The heating power Plaser, which is proportional to the total power of a laser beam, en-
ters quadratically in the temperature increase. This functional relation was also found
by Wolter et al. for their “point and shoot” heating method with one laser beam [4].
The quadratic dependence of the temperature increase can be understood, as ∆Tlaser is
proportional to the mean square of the momentum transfer by the laser beams.
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Figure 6.8: Temperature increase
due to the heating lasers as a function
of the length X = Y of the square
which is scanned by the laser spots
from an LMD simulation (symbols)
and in the analytic model, Eq. (6.27)
(solid green line). The deviation from
the analytical model, shown by the
shaded area, is related to the di�er-
ence T formula

eq − T0, here.
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• The scanner frequencies enter the temperature increase inversely via the time scale τeff .
When changing the limits of the scanning frequency ranges [vmin

x , vmax
x ] and [vmin

y , vmax
y ]

for the spot motion individually, the impact on τeff is, however, more complicated, cf.
Eq. B.4 in Sec. B.2 of the appendix. Yet, scaling both frequency ranges by a constant factor
reduces the e�ective time scale by this factor as one expects. While the inverse relation of
scanning frequencies and e�ective time scale τeff is trivial, the proportionality of ∆Tlaser
and τeff should be discussed. On the one hand, one would expect a quadratic increase
of ∆Tlaser with τeff , as the momentum transfer scales linearly with the duration of the
acceleration provided that the force remains unchanged. On the other hand, the mean
time between two acceleration events scales also with τeff , which explains the weaker
linear dependence of ∆Tlaser on the time scale.

• When a square with edge length X = Y is scanned by the lasers, the temperature increase
is expected to scale as ∆Tlaser ∝X−3. First, the size of rectangle in the denominator scales
as X2 and, second, the e�ective time scale is inversely proportional to the edge length X .
As shown by the comparison with LMD simulation results in Fig. 6.8, the analytic model,
Eq. 6.27, overestimates the temperature signi�cantly for small scanned squares.

• For a given striking angle α of the lasers, the spot width ratio σx : σy is constant. Increasing
the spot width then has two opposing e�ects since the spot cross-sectional area in the
denominator grows quadratically with σx, but the e�ective time scale τeff is proportional
to σx. The overall e�ect is that the temperature increase is proportional to the spot width
∆Tlaser ∝ σx, for a constant spot anisotropy.
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Discussion of the Deviation

The comparison with LMD simulations revealed that the analytic formula for the equilibrium
temperature Teq, Eq. (6.27), works best for small spot sizes. The deviations for very small spots
and high friction can be explained by the non-equilibrium character of this system. Here, the
energy input by the lasers is high and the power loss due to friction is also high. This results in
a non-Maxwellian velocity pro�le making the assumptions about energy loss and gain invalid.
The deviations for larger spot sizes and moderate heating powers, however, occur although the
Maxwellian velocity pro�le is conserved. Even the high-velocity tail is well represented and
does not show signi�cant deviations from the Maxwellian distribution even in a logarithmic
plot. Hence, there has to be another explanation for the temperature di�erence between the
analytic prediction and the simulation result.

One possible reason for the overestimation of the resulting equilibrium temperature Teq is
the overlap of di�erent laser spots. Therefore, the validity of the simple summation of the power
input from both lasers is checked. The picture in which the analytic model was derived neglects
the possibility that both laser spots overlap and the net force cancels or is at least reduced.
Since the average overlap grows with the spot size, one can expect this e�ect to become more
important for larger spots. In the appendix, Sec. B.4, the average overlap of the two spots of
a beam pair is calculated as the folding integral of the intensities averaged over all possible
position for both spots. The result is related to the integral of the squared force of both beams
individually in order to obtain the correction factor

εO =
〈f− ⊗ f+〉

2|f 2
±|

=−π
2

(
X − σx√

π

)
·
(
Y − σy√

π

)
· σxσy
X2Y 2

. (6.29)

This factor is of the order of εO ≈−1 % even for large spots (σx = 0.7, σy = 0.14 and a scanned
area X = Y = 3.5). The overlap of both laser spot cannot explain the di�erence of 30 % in
the equilibrium temperature between simulation and analytic formula. This is also veri�ed
by switching o� the −x-directed laser in the simulation and increasing the +x-directed laser
by a factor

√
2. The deviation between simulation and formula remains, and the resulting

temperature agrees with the case with both laser spots.
Until now, the friction during the acceleration event was not taken into account. In section

6.1.3, the momentum transfer to the particle by the laser was calculated �rst, and the energy
transfer was then obtained as the squared momentum transfer divided by twice the mass of
a dust particle, 2md. Afterwards, the friction was taken into account for the energy balance
equation (6.23) in section 6.1.3. Strictly speaking, this procedure is valid for an instantaneous
acceleration, only. In section B.5 of the appendix, the equation of motion is solved for a damped
dust particle accelerated by a Gaussian force pulse. The solution for a particle which is at rest
before the acceleration event is found as

v(t) =
FL

2m
· e γ

2τ2

2 · e−γt ·
[
1− erf

{−t+ γτ2

√
2τ

}]
. (6.30)

The analytic integration of v2(t) is however not possible for �nite acceleration times. Due to the
scaling relation v(t, τ, γ) = v(γt, γτ), the total energy transfer depends on the product γτ and



106 6. Laser Excitation of 2D Dust Clusters

γ
τ

0 0.001 0.002 0.005 0.01 0.02 0.05 0.1 0.2 0.5

0.1 1.0 1.000 1.000 0.999 0.999 0.998 0.994 0.989 0.978 0.946
0.2 1.0 1.000 0.999 0.999 0.998 0.996 0.989 0.978 0.956 0.896
0.5 1.0 0.999 0.999 0.997 0.994 0.989 0.972 0.946 0.896 0.770
1.0 1.0 0.999 0.997 0.994 0.989 0.978 0.946 0.896 0.809 0.616

Table 6.2: Total energy transfer for di�erent combinations of acceleration time τ and friction coe�cient γ in units
of E(τ = 0) = md

2 v
2
0 as the energy transfer for instantaneous acceleration.

not on these two parameters individually. Table 6.2 shows some values of the energy transfer
for di�erent acceleration times compared to an instantaneous acceleration. Even for large laser
spots (σx = 0.7, σy = 0.14), the acceleration time is τeff ≈ 0.001 and cannot explain the deviation
of about 30 % between simulation and formula (6.27). One should keep in mind that the particle
is considered to be at rest at the beginning of the acceleration process. In the simulation and in
the experiment, the initial particle velocity follow a Maxwellian distribution in contrast.

Another important point is that the entire derivation of Eq. (6.27) assumed a single free
particle. Obviously, that assumption does not conform to solid dust clusters where the coupling
between the particles plays an essential role. The comparison of simulation data and analytic
formula reveals that at constant friction coe�cient γ, both the deviation of the formula and
the coupling parameter Γ increase when moving from small to large spots. This observation
substantiates that the particle interactions are responsible for the overestimation of the heating
power. Without solving the equation of motion for a caged particle, the sign of the correction
on the power input to the dust system can be rated by the following consideration: The power
transfer from the laser beam to the dust particle is given by the integral over the product of
accelerating force and displacement of the dust particle. While the force is the same for both
free and caged particle, the displacement is smaller for the caged particle which results in a
reduced energy transfer.

Although the derived expression for the equilibrium temperature Teq in a laser heating
experiment, Eq. (6.27), shows weaknesses for large laser spots, it can provide a reliable estimate
for the temperature without extensive calculations. Except for situations with both low friction
and very large laser spots, it allows to characterize Teq with an accuracy of 20 % which is
remarkable due to the keen assumptions during the derivation.

6.2 Inhomogeneous Excitation and Heat Transport
The laser manipulation method is not only suited to serve as a homogeneous heat source

for the entire cluster, but it can, in addition, be used to realize a spatially inhomogeneous heat
source. Since the position of a laser spot within the levitation plane can be controlled with high
accuracy by the galvanometer mirrors, the manipulation of the dust grains can be restricted to a
certain area.
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Figure 6.9: Time-dependent velocity (top) and its square (bottom) for di�erent combinations of acceleration time
τ and friction coe�cient γ. All curves are calculated for particle mass m= 1 and force amplitude FL = 1 in units
of r0 and t0 = ω−10 . The instantaneous acceleration case is shown by the black dashed line.

In the following, a setup for future experiments is suggested, where only the central region
of a 2D cluster is heated. This inhomogeneous excitation scenario is considered for a relatively
large cluster with a particle number on the order of hundreds, so that the spatial extension is
su�cient for recording a radial temperature pro�le that covers several shells.

At this point, I would like to thank Giedrius Kudelis who visited Kiel in summer 2012 for
twelve weeks. During his internship under the DAAD (German Academic Exchange Service)
RISE program, we extended my LMD code for inhomogeneous heating, generated �rst simulation
results and derived the analytic form for the temperature pro�le of a circular 2D dust cluster in
the �uid model.

Figure 6.10(a) shows the velocity distributions at di�erent radii for a 2D Yukawa cluster
with N = 200 particles which is heated in the central region. The laser spots were randomly
moved within a central square with edge length 2a = 1.0. This square holds three to four
particles, 〈Ncen〉 = 3.55, and the variance of this number was determined as σ(Ncen) = 0.76
for the simulation shown in the �gure. Due to the �nite width of the laser spots, particles
outside but near the square, in which the spot centers move, can be accelerated as well. This
e�ect is taken into account by considering an additional stripe at each border of the square.
The width of the stripe is considered equal to the larger width of the anisotropic laser spot
in beam direction σ‖ = 0.5. For the simulation results shown, this extended area then holds
seven to nine particles. Hence, only a few percent of the dust grains are accelerated directly
by the manipulation lasers. The major fraction of the particles is heated indirectly as energy
is transferred between di�erent particles via collisions. In the following the heat transport
mechanism in the dust system will be investigated.
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Figure 6.10: LMD simulation for a 2D Yukawa (κ= 1) cluster with N = 200 particles which is heated in the center
by four lasers with a power FL = 40, a background temperature T0 = 0.005 and a friction coe�cient γ = 0.5 in
dimensionless units. The heated region is indicated by the shaded, orange area. (a) The velocity distributions for vx
and vy were recorded at di�erent radii. (b) The radial temperature pro�le (red curve) is obtained from the random
motion of the particles. Five temperatures are highlighted at the radii that correspond to the velocity distributions
shown in (a). The �lled curve shows the radial density [155].

The velocity distributions in Fig. 6.10(a) were calculated by dividing the cluster into circlets of
width ∆r = 0.3 and sampling the velocities of all particles within one circlet. While Maxwellian
shape and isotropy are well conserved over the entire radius, the width of the distribution
decreases monotonically with distance from the center. This observation indicates that the
temperature decreases with the radius as a consequence of the selective heating at the center.

In order to quantify the temperature decrease, the radial temperature pro�le is recorded with
a �ner resolution ∆r= 0.1 in Fig. 6.10(b). Although the temperature in the strict thermodynamic
sense is de�ned only for a system that is in equilibrium with a heat bath, the kinetic theory
approach to temperature allows one to determine T from the particle velocities. The equipartition
theorem states that for a classical particle every degree of freedom stores an energy portion
of 1

2
kBT on average. Considering the random motion of the dust particles in 2D with two degrees

of freedom, the kinetic temperature is obtained from

kBT =
m

2

(
〈v2〉 − 〈v〉2

)
, (6.31)

where the mean velocity 〈v〉 cancels for a system without �ows. The radial velocity pro�le T (r)
is sampled from the LMD simulation by selecting only particles within a certain ring in Eq. (6.31).
On the one hand, a small radial width of the ring ∆r is preferable to obtain a su�cient radial
resolution. On the other hand, the width has to be large enough to obtain a su�cient number of
data points per ring. For these requirements, ∆r ≈ 0.1− 0.3 turned out to be a proper choice.
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Figure 6.11: Time evolution of the
local temperature in the LMD sim-
ulation at three di�erent radii. The
lasers were “turned on” at t= 0. For
t > 0, the data are �t by saturation
curves with di�erent time scales τ
for the three regions. The relaxation
takes longer for the outer, indirectly
heated particles. The temperatures
were averaged over 40 independent
simulations.
Parameters: N = 200, κ = 1, Γ0 =
T−10 = 200, γ = 0.5, and FL = 50.
Prior to heating the cluster is in the
crystal state. From Ref. [155].

After a slight increase of T (r) within the heated center, the temperature decreases mono-
tonically with the radius. Since energy is transferred to dust in the central region and is then
transported to the outside of the cluster, the decrease in the curve is readily understood.

In contrast, the positive slope in the very inside requires a discussion. Compared to the
outer region, the statistics is weaker for the inner rings due to their small area that results in a
low number of particles within the ring on average. However, the increase is still signi�cant as
indicated by the error bars.

A possible reason for the lower temperature in the center is an increased energy input at
the frame of the heated square. At the borders of this square, the motion of an incoming laser
spot is reversed. When a particle is located in the vicinity of the border, the laser spot passes
this particle on its way to the border and shortly after again, moving in the opposite direction.
This dust grain is then accelerated by the same laser spot and, therefore, in the same direction
two times within a short time. Due to the fast motion of the laser spot compared to the time
scales γ−1 for the friction caused by the neutral gas and t0 = ω−1

0 for the dust motion, the grain
cannot transfer its momentum to the neutral gas background and other dust grains before the
spot passes for the second time. The fact that the spot motion parallel to the border is not
reversed softens the e�ect, but still an enhanced acceleration takes place at the edges. In the
central region, however, an accelerated particle is thereafter equiprobable accelerated again by
the same laser beam or decelerated by the opposite laser beam.

While the radial density is �at in the central region, shells are visible in the colder outer
region. In contrast, the radial density of the same cluster without manipulation lasers, which
is not shown in the �gure, consists of distinct peaks over the entire range of r. The spatially
inhomogeneous energy input o�ers the ability to melt the central region, while the outer parts
of the cluster remain solid.

Recording the radial temperature T (r) requires that this pro�le has already reached a steady
state. This is ensured by equilibration of the cluster over teq = 20 t0 with enabled laser, before
data is recorded. The time-resolved temperatures for di�erent radii in Fig. 6.11 reveal that the
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saturation takes place one time scales τ . 5 t0. Moreover, the saturation is found to pass o� faster
for the central region with τcenter < 2 t0. Particles in the central region are directly accelerated
by the laser spots, while outer regions are indirectly heated when the energy is transported via
collisions. This heating mechanism explains the slower relaxation at the cluster boundary.

The inhomogeneous excitation setup represents a non-equilibration situation as a macro-
scopic heat current is involved. On the one hand, the heating lasers serve as a local source of heat
for the dust system at the center of the cluster. On the other hand, the neutral gas background,
modeled as the Langevin thermostat, serves as a global drain of heat.4 This results in an outward
energy current je and in a global loss of heat. The amplitude of the heat current has to decrease
with the radius for two reasons: First, the integrated energy current Je through a ring around
the heated center can only decrease as a function of r but never increase when energy is lost to
the background gas. Second, since the circumference of the circle grows with the radius, the
outward energy current je decreases as r−1, even at a constant integrated energy current Je. In
a way, this situation can be compared to spilling a bucket of water on desert ground. While the
water �ows outward, part of it is lost to the ground.

In the dust cluster, the energy current is connected to the radial temperature gradient via the
thermal conductivity k. Both the friction coe�cient γ and the temperature di�erence between
dust particles and the neutral gas, determine the energy losses from the dust to the latter. The
interplay of thermal conductivity and loss rate determines the resulting temperature pro�le and
is considered in a simple analytic model in the following section.

6.2.1 Analytical Model for the Temperature Pro�le
This section aims at describing the radial dependence of the stationary temperature pro-

�le T (r) in an analytical model. The goal is to describe the dust temperature only outside
the central heated region. Motivated by the smooth temperature curve found in Fig. 6.10, an
incompressible �uid model is considered for the transport process. The time-dependent heat
transport equation [7] is supplemented by the thermal coupling to the background gas with
temperature T0 as an additional energy source or drain,

cPnkB

(
∂T

∂t
+ v ·∇T

)
= div (k∇T ) + Svis − 2γnkB (T − T0) , (6.32)

where n is the average areal particle number density, cP is the speci�c heat capacity at constant
pressure per particle, and v is the collective �ow velocity [147]. The left-hand side of Eq. (6.32)
represents the (convective) time derivative of the temperature. On the right-hand side, the �rst
term describes the thermal conduction, where the proportionality factor between the energy
current and the temperature gradient is called heat or thermal conductivity k. The viscous stress
tensor is a function of the spatial derivative of the velocity vector �eld of the form

σ′ik = η

(
∂vi
∂xk

+
∂vk
∂xi
− 2

2
δik
∂vl
∂xl

)
+ ζδik

∂vl
∂xl

, (6.33)

4Of course, single particles can also gain energy from the thermostat, but the overall e�ect is a cooling since the
particles are externally heated by the lasers to a temperature above T0.



6.2 Inhomogeneous Excitation and Heat Transport 111

for an isotropic �uid in 2D. The indices i, k and l take values 1, 2 in two dimensions, and the
Einstein summation convention is used. Since the divergence of the velocity �eld must vanish
for an incompressible �uid,∇ · v = 0, the viscous heating due to shear �ows is described by

Svis = σ′ik
∂vi
∂xk

=
η

2

(
∂vi
∂xk

+
∂vk
∂xi

)2

, (6.34)

where η is called the (�rst) coe�cient of viscosity [7]. In Eq. (6.34), the expressions in the brackets
is twice the strain rate tensor, and the squaring implies summation over the indices i and k.

Finally, the last term on the right-hand side of Eq. (6.32) describes the losses to the neutral
gas via friction, which are modeled by the damping term and the stochastic force in the Langevin
model. If the model was to describe the central region, where the dust is heated by the lasers, an
additional source term would have to be added.

As discussed above, the temperature pro�le becomes constant after a few dust plasma periods
t0 = ω−1

0 and the partial time derivative ∂T
∂t

vanishes. The stationary heat transport equation
then reads

cPnv ·∇kBT = div (k∇T )− 2γnkB (T − T0) + Svis . (6.35)

While the background temperature T0 and the friction coe�cient γ are input parameters, the
heat conductivity k is unknown and must be determined from the simulation.

Since no collective �ow is observed in the simulation data, both the convective heat transport
on the left side of Eq. (6.35) and heat input by viscous conversion of energy from a shear �ow Svis
are neglected in the following. The validity of these assumptions is checked later by comparing
the temperature pro�les in the simulations with the analytic solution. Under these assumptions,
the heat transport equation (6.35) simpli�es to

div (k∇T ) = 2γnkB (T − T0) . (6.36)

Due to the cylindrical symmetry of the dust cluster, the temperature pro�le is expected to depend
only on the radial coordinate r and the above equation reduces to

1

r

d

dr

(
rk
dT

dr

)
= 2γnkB (T − T0) , (6.37)

in polar coordinates. Provided the thermal conductivity k is independent of the radius r and
neglecting the spatial dependence of the areal number density, the general solution of Eq. (6.37)
is readily found as zero order modi�ed Bessel functions of the �rst kind I0 and the second
kind K0,

T − T0 = AK0

(√
br
)

+BI0

(√
br
)

with b=
2γnkB

k
. (6.38)

Since the dust cluster has a �nite radial extension R, heat cannot be transferred further outside.
A heat �ow equal to zero at this radius is ensured in the solution, when the temperature gradient
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Figure 6.12: Simulation data
(points) and �ts by modi�ed Bessel
functions (lines), Eq. (6.38), for
di�erent laser heating powers.
The central region (orange shade)
was always excluded for �tting.
The background temperatures
corresponds to Γ0 = 200 in all cases.
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vanishes. Di�erentiation of Eq. (6.38) with respect to the radius r sets up a condition for the
second coe�cient, which is then found to be B = AK1(

√
bR)/I1(

√
bR).

The solution for the stationary radial temperature pro�le Eq. (6.38) has two free parameters,
A and b, which are connected to transport properties of the dust cluster and the power input in
the center. While the amplitudeA is connected to the total power input, the parameter b describes
the slope of the temperature decay and is therefore closely linked to the heat conductivity of the
cluster.

Figure 6.12 shows the decaying temperature over the radius in a Yukawa (κ= 1.0) cluster
with N = 200 particles for di�erent heating powers. When �tting the data points by Eq. (6.38),
the central region with radius Rcen = 1.0 is excluded since the power input by the lasers takes
place in this area. The simulation data and the analytic temperature pro�le are in good agreement
for all given values of the heating power FL.

The resulting �t parameters are listed in Tab. 6.3. The parameter A scales roughly quadrat-
ically with the heating power. As the total power input is expected to increase quadratically
with the intensity of the laser beams, i.e., the heating power FL, see Eq. 6.22, this observation
supports the statement that A describes the total heat input. Table 6.3 does not allow one to
identify a clear trend of the decay parameter b. Within the statistical errors, this parameter

Table 6.3: Fit parameters A and b corresponding to Fig. 6.12 for an
inhomogeneously heated 2D cluster of N = 200 particles. The param-
eter A is the amplitude of the temperature pro�le and is connected to
the total power input by the lasers. The second parameter b describes
the decay of the pro�le and is, therefore, connected to the ratio of the
thermal conductivity k of the dust cluster and the friction with the neu-
tral gas background γ. For �tting the temperature outside Rcen = 1.0,
the curve_fit function from scipy was used.

FL A b

5 0.001 63(45) 0.722(230)
10 0.0172(35) 2.22(39)
15 0.0240(17) 1.410(99)
20 0.0402(24) 1.430(87)
25 0.0669(67) 1.58(15)
30 0.0884(63) 1.46(10)
35 0.1270(98) 1.46(11)
40 0.1590(92) 1.390(81)
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Figure 6.13: Decay parameter b
for di�erent background tempera-
tures of the Langevin thermostat
Γ0 (a) and for di�erent heating pow-
ers FL (b). Each symbol represents
the average from �tting the tempera-
ture outside Rcen = 0.5 ·

√
2 in 20 in-

dependent simulations by Eq. (6.38)
using the leasqr function from GNU
Octave. From Ref. [155].

appears to be constant, at least for larger values of the heating power. The values for the two
lowest heating powers have a very high uncertainty which is due to the small overall decrease
of the temperature outside the heated region.

While the agreement of the �t with the data is good at small radii, a closer inspection
of the curves in Fig. 6.12 reveals that the analytic curves systematically underestimate the
temperature in the outer region with r & 3. At least two possible reasons can be considered for
this observation:

• While the mean areal number density n was assumed as constant in the �uid model,
Eq. (6.38), it is found to decrease with the radius in the simulations. The radial decrease of
the density can, in turn, a�ect the thermal conductivity k via an increased inter-particle
distance. Moreover, the number of particles within a ring of constant area does no longer
grow linearly with the distance from the trap center.

• The thermal conductivity k is considered as constant over the temperature range of the
outer cluster, where the heat transport takes place. Especially at large heating powers,
FL = 40, this assumption may be violated due to the large temperature range covering
one order of magnitude.

6.2.2 In�uence of the Background Temperature T0

and the Heating Power FL

This section is concerned with the dependence of the parameter b, which describes the decay
of the temperature pro�le on both the background temperature T0 and the laser heating powerFL.
The background Coulomb coupling parameter is given by the inverse of the temperature kBT0 in
units of E0 for the used system of units, cf. Sec. 3.1.4. Therefore, both terms coupling parameter
and temperature are used in the following discussion. At constant neutral gas friction coe�cient γ
and mean density n, the parameter b is inversely proportional to the thermal conductivity k, cf.
Eq. (6.38).
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Figure 6.14: Decay parameter b
obtained by a �t that excludes a
larger central region with Rcenter = 1
(color). The results from the original
�t with Rcenter = 0.5 ·

√
2, Fig. 6.13,

are shown for comparison (gray).
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Figure 6.13 shows the results for b for a 2D Yukawa cluster (parameters: N = 200, κ = 1,
γ = 0.5) which were published in the joint paper with Kudelis [155]. The left part of the �gure
indicates that b is constant over the investigated range of the background temperature T0 within
the accuracy of the simulation. As a consequence, the thermal conductivity is also constant
over T0, as the mean density does not change during that parameter scan. In Fig. 6.13(a), the
horizontal dashed lines denote the mean values of b̄= 1.57(1) for a heating power of FL = 50 in
dimensionless units and b̄= 1.66(1) for FL = 100, respectively.

In Fig. 6.13(b), the laser heating power FL is varied while the temperature of the Langevin
thermostat is kept constant at Γ0 = 200. Here, the power dependence is well reproduced by a
linear increase, b= b0 +m · FL, with b0 = 1.42(1) and m= 2.68(18)× 10−3. This means that
the thermal conductivity decreases as a function of the laser heating power.

When �tting the temperature, a circular region in the center, where the heating takes place,
was excluded. The diameter of this region is the diagonal of the square in which the spot centers
of the laser beams move, 2Rcenter =

√
2. Because of the radial bin width ∆r = 0.3, this means

that the inner two temperature values do not enter the �t. As discussed above, particles outside
but near this square can be accelerated as well, due to the �nite width of the laser spots. Since
the analytic solution for T (r), Eq. (6.38), is valid only outside the heated region, this choice
of Rcenter during the �t may be to small.

For this reason, the results from the paper [155] are compared to supplementary results
for b with a larger region being excluded from the �t. Here, the function curve_fit from the
scienti�c python library scipy was used instead of GNU Octave. The only reasons for this
choice are the higher convenience and the �exibility of the python programming language. Both
routines yield the same results provided that the same region is excluded from the �t.

The new results for the parameter b are shown in Fig. 6.14 and are compared to the original
results where the excluded center was supposedly chosen to small during the �t. Although the
quantitative results are biased by the choice of Rcenter(�t), the two qualitative conclusions are
still valid. The thermal conductivity is independent of the background temperature T0 in the
investigated parameter range, but it decreases with the laser heating power FL. For moderate
heating powers FL . 40 in dimensionless units, the obtained values for b appear to deviate from
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the linear increase towards higher values. However, the uncertainties are large in this case
due to the small overall slope of the radial temperature pro�le. In �gure 6.14, the results are
complemented by a scan of the background coupling strength Γ0 at a lower constant heating
power FL = 20. The obtained values of b exhibit high �uctuations at this relatively low heating
power.

Choosing a too small value of Rcenter(�t) for the �t biases the resulting parameter b towards
higher values, i.e., a lower thermal conductivity is obtained. The dashed lines in the plot indicate
mean values of b̄= 1.46(1) for FL = 20, b̄= 1.424(4) for FL = 50, and b̄= 1.58(1) for FL = 100.
This �nding is discussed in the following, since the unaccounted source of heat in the �tted
range should result in an overestimation of the thermal conductivity. A possible reason for the
contrary e�ect is that the relative weight of the outer temperature measurements is reduced by
the additional measurements in the hot central region. As discussed at the end of section 6.2.1,
the analytical solution underestimates the temperature at the outer cluster, and extending the �t
range towards smaller inner radii increases this bias. While the absolute deviation between the
sampled temperature pro�le and the analytic pro�le is small, the di�erence T (r)− T0 at the
outer cluster too small by a factor of two at parameters T0 = 400−1 and FL = 50 when �tting
with the small excluded center. Since the energy losses to the neutral gas are proportional to
this temperature di�erence, the thermal conductivity of the outer cluster is underrated by the
�tted solution. A higher weight of the (temperature) data points at the outer cluster results in a
value for b that is approximately 30 % lower. This clearly shows the limits of the assumption of
a constant b= 2γnkB

k
in the analytic model.

The major impact of the high temperature data points near the heated center on the identi�ed
parameter b can explain the independence of the latter of the background temperature T0, found
in Figs. 6.13 and 6.14. For the shown parameter range, the actual value of T0 mainly in�uences
the temperature of the outer cluster, while the temperature of the inner cluster predominately
follows from the heating power FL.

When the heating power is increased, the absolute temperature increase in the central
region is much higher than the absolute temperature increase in the outer regions. Since
the �t minimizes the absolute deviation between the analytical temperature pro�le and the
sampled temperatures, this increases the relative weight of the inner data points in the obtained
parameter b. As discussed above, the increased weight of the inner region results in a smaller
decay parameter b.

6.2.3 Discussion of the Results
The parameter b, as introduced in Eq.(6.38), has the dimension of an inverse length squared.

Hence,L= 1/
√
b can be interpreted as characteristic length for the heat transport. For arguments

x > 2, the modi�ed Bessel functionK1(x) is well approximated by an exponential decay, and the
temperature di�erence T (r)−T0 is found to drop by a factor≈ 2.5 over a distance L in the radial
direction. The mean value b̄= 1.424 (FL = 50), Fig. 6.14, corresponds to L= 0.84 · r0 = 1.37 mm.
The conversion from dimensionless units into SI units was done for melamine dust particles
with a diameter dd = 6 µm carrying a charge of Qd = 10 000 e, a trap frequency ω0 = 5.5 s−1 and
a friction frequency γ = ω0/2 as representative plasma parameters [46].
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The stationary temperature pro�le is governed by two competing processes: (i) heat transport
within the dust system (proportional to the thermal conductivity k), and (ii) energy loss to the
neutral gas (proportional to the neutral gas friction coe�cient γ). Rearranging Eq. (6.38), the
decay length can be written as

L=
1√
b

=
1√
nkB

√
k

2γ
. (6.39)

While a high thermal conductivity in the cluster leads to a �at temperature pro�le with a large
length scale L, a high neutral gas friction leads to a temperature pro�le with a fast decay
characterized by a small length scale L.

The two competing processes where assumed as independent. In Ref. [155], it is shown
that this picture holds well except for low friction frequencies γ . 0.4ω0. For low friction
frequency, the thermal conductivity k increases with reduced γ. This increase is attributed
to the increased mobility of the dust grains, which was veri�ed by the investigation of their
mean square displacement. In the case of high mobility, long-range particle motion can become
important in addition to the energy transfer via vibrations.

A quantity that is often calculated in experiments [147, 156, 157] is the thermal di�usivity,
denoted by χ. This quantity relates the thermal conductivity and the areal heat capacity as χ=
k/ncP , where cP is the speci�c heat capacity (heat capacity per particle) at constant pressure.
The latter can be estimated by the Dulong-Petit limit. To this end, the excitations of a strongly
correlated 2D dust cluster are approximated by 2N normal modes, one of which–the rigid
rotation of the entire cluster–does not contribute, ωrot = 0. With cP ≈ (2N − 1)/N ≈ 2 as heat
capacity per particle, the thermal di�usivity for b̄= 1.424 (FL = 50) is [155]

χ=
k

ncP
=

2γnkB

bncP
=
γkB

b
≈ 5.2 mm2 s−1 , (6.40)

for typical plasma conditions as described above. This result is in reasonable agreement with
experimental �ndings for 2D complex plasmas between χ≈ 9 mm2 s−1 and χtr ≈ 30 mm2 s−1

(transverse),χl = 50 mm2 s−1 (longitudinal) [147, 156]. A lower thermal di�usivityχ≈ 1 mm2 s−1

was found for a liquid 3D complex plasmas [157]. The uncertainty of these values is predomi-
nately caused by di�erent friction values.

An increased weight of the outer temperature data points, which is achieved by using the
temperature �uctuations recorded in the simulations as inverse weights during the �ts, increases
the obtained thermal conductivity k by about 30 %. Hence, taking into account the temperature
�uctuations a�ects the result for the thermal di�usivity in the correct direction.

Determining the thermal conductivity k by �tting an analytic model to the temperature
pro�le involves a conceptual challenge. Since k is obtained from the slope of the temperature, a
high power input is bene�cial as it results in a strong decay. This allows one to determine the
slope with a small relative error, while this error becomes large for a shallow radial temperature
pro�le. On the other hand, a shallow temperature pro�le is advantageous in order to resolve
any temperature dependence of the thermal conductivity k. As the model in Eq. (6.38) assumes
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that k is constant over the �tted temperature range, this range sets an upper limit for resolvable
temperature dependences.

The standard method to determine the linear-response transport coe�cient of an in�nite
system in an equilibrium simulation is the Green-Kubo formula [158–160]. The basic idea of
this approach is to calculate the thermal conductivity or other transport coe�cients via the
integrated autocorrelation function of the total energy current, or the current that corresponds to
the transport coe�cient, respectively. However the standard Green-Kubo formula is problematic
in �nite systems as it involves the limit of in�nite system length Lsys →∞ and is, for this
reason, not suited for harmonically con�ned dust clusters. Kundu et al. presented a formula
for the heat conduction in open systems [161], in which the energy current is obtained by
coupling the left and the right side of the system to heat baths with di�erent temperatures. This
approach is promising for future stimulations with circular or spherical dust clusters where
single particles can be selectively coupled to di�erent heat baths. On the contrary, the neutral
gas background acts as a heat bath for all particles in experiments. For this reason, it should
be easier to determine the thermal conductivity k via the slope of the temperature pro�le in a
dusty plasma experiment.

6.2.4 Heat Transport in a Magnetized Cluster
The in�uence of a magnetic �eldB on the transport properties of the dust cluster is subject

of this section. This magnetic �eld is considered perpendicular to the cluster plane. While a
static magnetic �eld does not have any impact on the static properties of a classical system
due to the Bohr-van Leeuwen theorem, it can modify the dynamic properties. For example,
magnetized dust particles cannot follow an electric �eld directly but they are constrained onto
Larmor orbits. This constraint may hinder the transfer of momentum and energy from one dust
particle to a second particle and could therefore result in a reduced thermal conductivity. In
experiments, the dust particles can be strongly magnetized by rotation of the cluster together
with the neutral gas, as shown by Kählert et al. [39]. In the rotated frame, the Coriolis force
has the same form as the Lorentz force and represents a pseudo-magnetic �eld.

An e�cient numerical handling of the magnetic �eld requires a modi�cation of the Langevin
molecular dynamics (LMD) algorithm. The straightforward implementation includes the Lorentz
forcesF i =Qdvi×B as additional accelerations for all particles i. However, this implementation
becomes ine�cient for large magnetics �elds as a small time step ∆t is necessary to resolve the
circular motion of each dust particle. Spreiter and Walter proposed a classical MD algorithm
that allows one to include arbitrarily strong static homogeneous external magnetic �elds [162].
In their scheme, the magnetic �eld is built into the propagation equations in a way such that
the Larmor oscillations are correctly reproduced, independently of the chosen time step. This
allows one to choose the time step according to the physical properties of the investigated dust
cluster, regardless of the magnetic �eld strength. In order to combine this scheme with the
quasi-symplectic integration of the Langevin equation of motion [122], the Langevin operator
for the propagation of the velocity is split into two parts with half time step [163, 164].

In the following, the strength of the magnetic �eldB is characterized by the cyclotron fre-
quency of the dust grains ωc = Qd|B|

md
in units of the trap frequency ω0. This way of quantifyingB
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Figure 6.15: (a) Radial temperature pro�le of a 2D cluster for di�erent magnetization characterized by the cyclotron
frequency in units of the trap frequency B = ωc/ω0. The magnetic �eld is considered perpendicular to the cluster,
B =B · ez . The inner part of the cluster (vertical line at Rcenter = 1.5) is coupled to a hotter thermostat than the
outer part. The curves are obtained as an average over 20 independent simulation runs and the standard deviation
σ (3× σ) is shown in yellow (gray). (b) The radial density shows virtually no dependence on the strength of the
magnetization.

is equivalent to de�ning B0 =mdω0/Qd as unit of magnetic �eld strength. As discussed in the
�rst part of this chapter, the random frequency laser heating method B is appropriate to realize
a source of heat, which can be tailored for inhomogeneous heating of the cluster’s center. In
section 6.2, the heating lasers were included as time-dependent forces that accelerate the dust
grains in the central region. In contrast, this heating mechanism is not included explicitly in
the simulations addressed in this section. Instead, the inhomogeneous heating is modeled by
a Langevin thermostat with an increased temperature in the central region. The background
temperature of the thermostat is given by

T0(r) =

{
Tcenter : r ≤Rcenter
Tout : r > Rcenter

. (6.41)

Figure 6.15(a) shows the variation the radial temperature pro�le with the strength of the
magnetic �eld B perpendicular to the cluster plane. The temperature decreases monotonically
with the radius over the entire cluster, and the steepest decrease is found at the intersection of the
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Figure 6.16: Thermal conductiv-
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termine k using the average particle
density of the outer cluster n̄.

heated and cooled regions.5 Note that the comparably low neutral gas friction coe�cient γ = 0.1
allows for the transport of heat over large distances with a low temperature gradient. Therefore,
all radial temperature pro�les have a small slope when compared to Fig. 6.10.

In comparison with the unmagnetized cluster, the kinetic temperature [Eq. (6.31)] in the
central region with a warm background temperature T0 = Tcenter = 0.2 increases with the
magnetic �eld strength. This trend is reversed in the outer regions with r & 3 and a cold
background temperature T0 = Tout = 0.005. Only the curve for B = 4 stands out from the other
curves. Figure 6.15(a) indicates that the thermal conductivity k within the 2D dust cluster is
reduced by a perpendicular magnetic �eld. If the cluster was a perfect heat conductor with k=∞,
the temperature pro�le would be constant, with T between Tcenter and Tout. The actual value
of T would depend on the size of the heated center Rcenter. If the cluster was yet a perfect heat
isolator with k = 0, the dust temperature would be Tcenter in the center and would abruptly drop
to Tout at the radius of the heated center, Rcenter.

The lower part (b) of the �gure shows the radial density ρ(r) for the di�erent values of B.
Within the statistical error, the radial densities coincide for B = 0, 1 and 2, but a slight deviation
is found for the largest �eld strength B = 4. Interestingly, the latter curve for the strongest
magnetic �eld has lower maxima and higher minima in the outer region compared to weaker
magnetic �elds, even though this system has the lowest kinetic temperature in this region. This
observation suggest that the magnetic �eld has also an impact on the interchange between
kinetic and potential energy [165].

In order to quantify the e�ect of the magnetic �eld on the heat transport, the thermal
conductivity k as a function ofB is determined from the LMD simulation results. For this purpose,
the radial temperature pro�le outside the heated core is �tted by the analytical temperature
pro�le, Eq. (6.38). In addition to the results shown in Fig. 6.15, LMD simulations were performed

5In this model, a monotonic decrease of the temperature with the radius is found, both in the heated center and
in the outer region. In contrast, the temperature increased towards the edges of the heated square when the lasers
where explicitly included in the simulation in Fig. 6.11. This observation indicates that the increase is an artifact of
the laser excitation mechanism.
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for the intermediate magnetic �eld strengths. Each data point in Fig. 6.16 was obtained as the
average over 21 independent simulation runs for the same B. The thermal conductivity k is
evaluated for one Coulomb cluster (κ= 0) and for two Yukawa clusters (κ= 1 and κ= 2).

The absolute value of k is strongly dependent on the screening parameter κ. When κ is
increased, the cluster becomes smaller and the thermal conductivity increases. When a magnetic
�eld is applied, the thermal conductivity k decreases. This tendency is found regardless of
the screening and means that the magnetization hinders the radial heat transport. Compared
with the unmagnetized case, a magnetic �eld strength B = 4 causes a decrease of k by 40–70 %
depending on the screening parameter, where the strongest relative decrease is found for the
Coulomb cluster.

Related Journal Publications and Book Chapters

• J. Schablinski, D. Block, A. Piel, A. Melzer, H. Thomsen, H. Kählert and M. Bonitz Laser
heating of �nite two-dimensional dust clusters: A. Experiments, Phys. Plasmas 19, 013705
(2012)

• H. Thomsen, H. Kählert, M. Bonitz, J. Schablinski, D. Block, A. Piel and A. Melzer Laser
heating of �nite two-dimensional dust clusters: B. Simulations, Phys. Plasmas 19, 023701
(2012)

• G. Kudelis, H. Thomsen and M. Bonitz Heat transport in con�ned strongly coupled two-
dimensional dust clusters, Phys. Plasmas 20, 073701 (2013)

• A. Schella, A. Melzer, P. Ludwig, H. Thomsen and M. Bonitz Introduction to Streaming
Complex Plasmas A: Attraction of Like-Charged Particles in Complex Plasmas: Scienti�c
Challenges and Technological Opportunities edited by M. Bonitz, J. Lopez, K. Becker and
H. Thomsen (Springer, New York, 2014)

• H. Thomsen, P. Ludwig, M. Bonitz, J. Schablinski, D. Block, A. Schella and A. Melzer
Controlling strongly correlated dust clusters with lasers, J. Phys. D: Appl. Phys. 47, 383001
(2014)



121

Chapter 7

Conclusion

T
his work has been grouped into two main topics. Its �rst part was concerned with
the structural transitions during the melting process of �nite dust clusters. In
this context the focus was on spherical dust balls in 3D. The second part of this
work was concerned with the laser excitation of circular 2D clusters.

Melting Process of Finite Dust Clusters
The thermodynamic properties of harmonically con�ned dust clusters were investigated by

the means of �nite temperature Monte Carlo (MC) simulations. This method was chosen because
of its ability to sample the accessible phase space e�ciently over a broad range of coupling
strength Γ. In order to ensure an ergodic sampling of the entire phase space across energy
barriers at very high couplings, the parallel tempering enhancement was used. The parallel
tempering method assists the transitions between di�erent isomers. However, the resultant
sequence of con�gurations grants only very limited statements about the dynamics of the dust
particles, in particular because of the con�guration swaps.

In spherical 3D clusters, the radial structure, the intra-shell structure and the inter-shell
angular order are subject to the melting process. For this reason, the development of melting
parameters was required in order to distinguish between the di�erent disordering processes. As
an additional requirement, these parameters should not depend on dynamic information but only
on the N -particle phase space distribution which is accessible in equilibrium MC simulations.
The center-two-particle (C2P) and the triple-correlation function (TCF) were introduced as the
pair-density and the three-particle density in generalized coordinates, respectively, and were
found to excellently meet these requirements. Due to the choice of the generalized coordinates,
the C2P and the TCF take into account the spherical symmetry of the Hamiltonian of the
dust system. In order to obtain a reliable melting criterion based on these quantities, the
reduced entropy S(n) was introduced as a measure for the disorder in the n-particle distribution.
Moreover, this reduced entropy is closely linked to the thermodynamic Boltzmann entropy S.

The C2P was �rst tested in small 2D clusters, where it could resolve the intra-shell angular
melting process. Since the cluster shells can interlock for certain magic particle numbers, the
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cluster is then very stable against this disordering process.
Spherical Coulomb balls in 3D exhibited an even broader spectrum of transitions. The

inter-shell angular melting process was found to occur at relatively high coupling strength even
for magic number clusters. On the other hand, the intra-shell order turned out to be very stable.
Even though, transitions between di�erent intra-shell isomers can occur at high coupling, a well
ordered pattern of the intra-shell particle positions persists. The critical coupling strength for
this kind of transition strongly depends on the precise particle number. While these intra-shell
transitions are often accompanied by particle transitions between two shells, they can occur
without any change of the radial con�guration. This �nding was con�rmed by the consideration
of a system of charges on a Thomson sphere. The order within the shell is completely lost at
coupling strengths around the radial melting point.

In this work, the C2P and the TCF have been applied as two novel melting parameters in
the context of dusty plasmas in order to resolve structural transitions in a system of classical
particles. However, these quantities should be applicable also for quantum systems where the
n-particle density has to be replaced by the n-particle density operator. This density operator
can be evaluated in most quantum simulation methods.

As an independent access towards the order within a spherical shell, the intra-shell Voronoi
diagrams were evaluated. These diagrams allowed for the distinction of the di�erent intra-shell
isomers by the con�guration of hexagonal and pentagonal cells.

Laser Excitation of 2D Dust Clusters
In the �rst part of the laser excitation section, the properties of the elaborated heating

method with four randomly moving laser spots were proved in Langevin molecular dynamics
simulations. By the means of this method, a 2D dust cluster is heated spatial homogeneously, no
arti�cial pattern is impressed to the structure, and the energy is equally distributed over the
entire velocity spectrum. In a simple analytical model for the laser heating process, the resultant
dust temperature could be estimated from the balance of the energy gain from the momentum
transfer via radiation pressure on the one hand and the energy loss due to the neutral gas friction
on the other hand.

Furthermore, an inhomogeneous scenario has been proposed for future experiments. In
this scenario, a cluster is laser heated selectively in the central region. Langevin molecular
dynamics (LMD) simulations were carried out for this scenario and the resultant temperature
pro�les were reproduced in a �uid model for the heat transport. By �tting the analytical
temperature pro�le to the simulation data, the thermal conductivity k was extracted from the
numerical experiment. The thermal conductivity was found to be independent of the coupling
strength Γ for the investigated parameters. In contrast, a magnetic �eld B perpendicular to the
cluster plane was capable to weaken the radial heat transport.

The applied method for the determination of the thermal conductivity k has the advantage
to be suitable for experiments since the spatial area, in which the heating laser spots move, can
be adjusted with high precision. Moreover, the radial temperature pro�le is experimentally
accessible through the recorded particle velocities and a pseudo-magnetic �eld for the dust
grains can be realized by rotating the cluster together with the neutral gas.
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Appendix A

Distribution Functions in Generalized
Coordinates and Reduced Entropy

A.1 JacobiDeterminants for Spherical Coordinate Systems
When sampling the n-particle density in generalized coordinates Q, it is su�cient to know

how these coordinates are obtained from the positions (r1, . . . , rn) of n particles in Cartesian
coordinates. However, the calculation of the center-two-particle and the triple-correlation
function involves the geometric factors V2 and V3, respectively. The geometric factors are
obtained by integrating the Jacobi determinant over the irrelevant coordinates B. For this
purpose, the Jacobi determinants are calculated for the coordinate systems used in the C2P, the
TCF in �at extended systems and the TCF in spherical systems in the following.

A.1.1 Center-Two-Particle Coordinates (rI, rII, ϑ)

The appropriate coordinate system for describing the two particle density contains rI as
the radial coordinate of �rst particle, rII as the radial coordinate of the second particle and the
angle ϑ between both particles with respect to the origin as coordinates. This coordinate system
allows one to describe the pair density by the center-two-particle (C2P) distribution function,
cf. Sec. 4.3.2.

In order to calculate the C2P correlation function g2(rI, rII, ϑ) or the reduced entropy S(2) in
a spherical systems, the functional determinant of the transformation Φ3D

C2P : (Q,B) 7→ (r1, r2)
has to be known. The transformation Φ3D

C2P can be described by usual spherical coordinates as

r1 = rI ·

 sin(ϑ1) cos(ϕ1)
sin(ϑ1) sin(ϕ1)

cos(ϑ1)

 r2 = R(ϑ1, ϕ1) rII ·

 sin(ϑ) cos(ϕ2)
sin(ϑ) sin(ϕ2)

cos(ϑ)

 , (A.1)

where R(ϑ1, ϕ1) is the rotational matrix that transforms the z-axis to the direction of r1. The
relevant coordinates are Q= (rI, rII, ϑ) while the two particle density must not depend on the
irrelevant coordinates B = (ϑ1, ϕ1, ϕ2) due to the rotational invariance of the Hamiltonian.
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Neither the detailed form of R nor the direction of the y-axis after the rotation are of central
interest. The only important fact is that, after the rotation, ϑ describes the angle between r1

and r2. The Jacobi matrix has the form

JΦ3D
C2P(rI, ϑ1, ϕ1, rII, ϑ, ϕ2) =



∂x1

∂rI
∂x1

∂ϑ1

∂x1

∂ϕ1

∂x1

∂rII
∂x1

∂ϑ
∂x1

∂ϕ2

∂y1

∂rI

. . . ...
∂z1
∂rI

. . . ...
∂x2

∂rI

. . . ...
∂y2

∂rI

. . . ...
∂z2
∂rI

. . . . . . . . . . . . ∂z2
∂ϕ2


. (A.2)

The upper left part is identi�ed as the Jacobi matrix of usual spherical coordinates A =
J1Φ(rI, ϑ1, ϕ2). J1 is the Jacobi matrix of the transformation (rI, ϑ1, ϕ1) 7→ r1 from spheri-
cal to Cartesian coordinates and J2 is analogous for the second triple of spherical coordinates
(rII, ϑ, ϕ2) excluding the rotation R.

Since r1 does not depend on rII, ϑ or ϕ2, the upper right part of the Jacobi matrix vanishes.
In the following, the lower left part is referred to as C. Finally, the lower right part can be
simpli�ed as

D = J2R(ϑ1, ϕ1) Φ(rII, ϑ, ϕ2) = R(ϑ1, ϕ1) J2Φ(rII, ϑ, ϕ2) , (A.3)

since the rotational matrix R does not depend on the coordinate of the second triple rII, ϑ and ϕ2.
Applying these simpli�cations, the full Jacobi matrix is now written as the block matrix

JΦ3D
C2P(rI, ϑ1, ϕ1, rII, ϑ, ϕ2) =

(
J1Φ(rI, ϑ1, ϕ1) 0

C R(ϑ1, ϕ1) J2Φ(rII, ϑ, ϕ2) ,

)
(A.4)

of which the determinant is calculated as the next step. Since the upper o�-diagonal block is
zero, the lower o�-diagonal block C has no contribution in the determinant. Furthermore, the
determinant of any rotational matrix is unity, so that the �nal result is

|JΦ3D
C2P(rI, ϑ1, ϕ1, rII, ϑ, ϕ2)|= |J1Φ(rI, ϑ1, ϕ1)| · |R(ϑ1, ϕ1)| · |J2Φ(rII, ϑ, ϕ2)|

= r2
I sinϑ1 · r2

II sinϑ . (A.5)

In the last step, the well-known result |JΦ(r, ϑ, ϕ)|= r2 sinϑ was used for the Jacobi determi-
nant of spherical coordinates.

This result is readily transfered to 2D systems, where the two positions are described by

r1 = rI ·
(

cos(ϕ1)
sin(ϕ1)

)
r2 = rII ·

(
cos(ϕ1 + ϑ)
sin(ϕ1 + ϑ)

)
, (A.6)

with the relevant coordinates being again Q = (rI, rII, ϑ), and with the irrelevant coordinate
being B = (ϕ1). The Jacobi determinant is then found as |JΦ2D

C2P(rI, ϕ1, rII, ϑ)|= rI · rII for the
C2P function in �nite 2D systems.
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A.1.2 Triple-Correlation Function Coordinates
in Extended Systems (dI, dII, ϑ)

Similarly to the above section, the Jacobi determinant is now calculated for the triple-
correlation function (TCF) in planar 2D systems. The coordinate system, which was introduced
for the TCF in Sec. 4.3.3, contains dI as the Euclidean pair distance of the �rst and the second
particle, dII as the Euclidean pair distance of the �rst and the third particle and ϕ as the “bond
angle” between the two pair-distances. The coordinate transformation Φ2D

TCF with

r1 =

(
x1

x2

)
r2 = r1 + dI ·

(
cos(ϕ2)
sin(ϕ2)

)
r3 = r1 + dII ·

(
cos(ϕ2 + ϑ)
sin(ϕ2 + ϑ)

)
, (A.7)

describes how the three particle positions in Cartesian coordinates are obtained from the
generalized coordinates (Q,B). The relevant coordinates are Q = (dI, dII, ϑ) while the three-
particle density must not depend on the irrelevant coordinates B = (x1, y1, ϕ2) due to the
assumed invariances of the Hamiltonian under rotation and translation.

The Jacobi matrix for the coordinate transformation reads

JΦ2D
TCF(x1, x2, dI, ϕ2, dII, ϑ) =



∂x1

∂x1

∂x1

∂y1

∂x1

∂dI
∂x1

∂ϕ2

∂x1

∂dII
∂x1

∂ϑ

∂y1

∂x1

. . . ...
∂x2

∂x1

. . . ...
∂y2

∂x1

. . . ...
∂x3

∂x1

. . . ...
∂y3

∂x1
. . . . . . . . . . . . ∂y3

∂ϑ


, (A.8)

which can be decomposed into nine 2× 2 blocks. Again, the blocks above the diagonal vanish,
since the �rst position r1 is independent of the last two pairs of generalized coordinates, and
since the second positions is independent of the last coordinate pair. Moreover, the blocks in the
left column are all unit matrices, because r1 represents a translation of all three positions. The
simpli�ed block matrix reads,

JΦ2D
TCF(x1, x2, dI, ϕ2, dII, ϑ) =

1 0 0
1 J2Φ(dI, ϕ2) 0
1 A J3Φ(dII, ϕ2 + ϑ)

 , (A.9)

where J2 and J3 are the Jacobi matrices of the transformations from polar coordinates (dI, ϕ2)
and (dII, ϕ2 + ϑ) to Cartesian coordinates of the second two positions excluding the translation
by r1.

Due to the zeros in the upper half, the full Jacobi determinant is given by the product of the
diagonal determinants,∣∣JΦ2D

TCF(x1, x2, dI, ϕ2, dII, ϑ)
∣∣= |1| · |J2Φ(dI, ϕ2)| · |J3Φ(dII, ϕ2 + ϑ)|

= dI · dII , (A.10)
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where the well-known result |JΦ(r, ϕ)| = r was used for the Jacobi determinant of polar
coordinates.

This result is readily transfered to 3D systems by introducing rotational matrices and using
the Jacobi determinant of spherical polar coordinates as in Sec. A.1.1. The derivation is straight
forward and gives

JΦ3D
TCF(x1, y1, z1, dI, ϑ2, ϕ2, dII, ϑ, ϕ3) = d2

I sinϑ2 · d2
II sinϑ . (A.11)

as the Jacobi determinant for the coordinate system of the TCF in extended 3D systems.

A.1.3 Coordinates of the Triple-Correlation Function
in Spherical Systems (ϑI, ϑII, ϕ)

In Sec. 4.3.4 the triple-correlation function and the associated reduced entropy S(3) were
introduced for a spherical cluster shell. To this end, the spatial three-particle distribution
within the shell is described in a coordinate system that contains ϑI as the angular pair distance
of the �rst and the second particle, ϑII as the angular pair distance of the �rst and the third
particle and ϕ as the “bond angle” on the sphere. The corresponding coordinate transformation
Φ

sphere
TCF : (Q,B) 7→ (r1, r2, r3) is de�ned by

r1 = rI ·

 sin(ϑ0) cos(ϕ0)
sin(ϑ0) sin(ϕ0)

cos(ϑ0)

 r2 = R1(ϑ0, ϕ0) rII ·

 sin(ϑI) cos(ϕ1)
sin(ϑI) sin(ϕ1)

cos(ϑI)


r3 = R2(ϑ0, ϕ0, ϑI, ϕ1) rIII ·

 sin(ϑII) cos(ϕ)
sin(ϑII) sin(ϕ)

cos(ϑII)

 . (A.12)

Usual spherical coordinates are used to describe the positions of the three particles. The coordi-
nates r2 and r3 are then rotated by the rotational matrices R1(ϑ0, ϕ0) and R2(ϑ0, ϕ0, ϑI, ϕ1).
The �rst matrix rotates the z-axis for r2 into the direction of r1. The polar angle ϑI of the second
position then is the pair angle between the �rst two positions. The second matrix rotates the
z-axis for r3 into the direction of r1, and the x-axis is oriented along the projection of the pair
distance r12 = r2 − r1 into the plane perpendicular to r1 after the rotation. The polar angle ϑII

of the third position then is the pair angle between the �rst and the third position and azimuth
angle is the bond angle. Due to the assumed invariance of the Hamiltonian under rotation,
the relevant coordinates for describing the three particle density are Q = (rI, rII, rIII, ϑI, ϑII, ϕ),
whereas the coordinates B = (ϑ0, ϕ0, ϕ1) are irrelevant. Focusing on the intra-shell con�gu-
ration, the three radial coordinates are �xed by the radius of the shell Rs. Again, the explicit
form of the rotational matrices is not of interest since only their determinants are important.
However the determinant of any rotational matrix equals unity.
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The Jacobi matrix of the coordinate transformation from generalized coordinates (Q,B) to
three Cartesian positions has the form

JΦ
sphere
TCF (rI, ϑ0, ϕ0, rII, ϑI, ϕ1, rIII, ϑII, ϕ) =



∂x1

∂rI
∂x1

∂ϑ0

∂x1

∂ϕ0

∂x1

∂rII
∂x1

∂ϑI
∂x1

∂ϕ1

∂x1

∂rIII
∂x1

∂ϑII
∂x1

∂ϕ

∂y1

∂rI

. . . ...
∂z1
∂rI

. . . ...
∂x2

∂rI

. . . ...
∂y2

∂rI

. . . ...
∂z2
∂rI

. . . ...
∂x3

∂rI

. . . ...
∂y3

∂rI

. . . ...
∂z3
∂rI

. . . . . . . . . . . . . . . . . . . . . ∂z3
∂ϕ



.

(A.13)

In an analogous way as in the sections above for the center-two-particle and the triple-correlation
function in �at systems, this matrix is decomposed into nine di�erent 3 × 3 blocks. Since r1

(r2) depends only on the �rst three (six) coordinates, the three blocks above the diagonal are all
equal zero. The simpli�ed Jacobi matrix reads

JΦ
sphere
TCF = (A.14)J1Φ(rI, ϑ0, ϕ0) 0 0

C R1(ϑ0, ϕ0) J2Φ(rII, ϑI, ϕ1) 0
D E R2(ϑ0, ϕ0, ϑI, ϕ1)J3Φ(rIII, ϑII, ϕ)

 ,

where J1, J2 and J3 are the Jacobi matrices of the transformations from spherical coordinates
to Cartesian coordinates of the three positions excluding the rotations by R1 and R2.

The Jacobi determinant can now be expressed as the sum of nine products of the determinants
of 3× 3 matrices. Eight of these summands vanish due to the zeros in the upper half and only
the product of the diagonal determinants remains,∣∣∣JΦ

sphere
TCF

∣∣∣= |J1Φ(rI, ϑ0, ϕ0)| · |R1(ϑ0, ϕ0)| · |J2Φ(rII, ϑI, ϕ1)|
· |R2(ϑ0, ϕ0, ϑI, ϕ1)| · |J3Φ(rIII, ϑII, ϕ)| (A.15)

= r2
I sinϑ0 · r2

II sinϑI · r2
III sinϑII . (A.16)

As above, the well-known results |JΦ(r, ϑ, ϕ)| = r2 sinϑ and |R| = 1 were used for the Ja-
cobi determinant of spherical coordinates and for the determinants of the rotational matrices,
respectively.



128 A. Distribution Functions in Generalized Coordinates and Reduced Entropy

Note that the �rst position r1 could also be expressed in Cartesian coordinates. In that case,
it is readily veri�ed that the �rst determinant of the product in Eq. (A.15) vanishes and the Jacobi
determinant is given by

∣∣∣JΦ
sphere∗
TCF (x1, y1, z1, rII, ϑI, ϕ1, rIII, ϑII, ϕ)

∣∣∣= r2
II sinϑI · r2

III sinϑII . (A.17)

As the spatial factor V3(ϑI, ϑII, ϕ) involves the r1 integration of
∣∣∣JΦ

sphere
TCF

∣∣∣ over a sphere with
radius Rs, both Eq. (A.16) and Eq. (A.17) yield the same result. It is though appropriate to
describe the �rst position by spherical coordinates because of the symmetry of a spherical shell.

A.2 Representations of the Entropy
in the Canonical Ensemble

There are two de�nitions of the entropy S. On the one hand, there is the thermodynamic
de�nition as the temperature derivative of the free energy. On the other hand, in statistical
mechanics, the entropy is de�ned via the probabilities of the microstates. The latter de�nition
agrees with Shannon’s understanding of the entropy [166] in units of kB and this de�nition
is used in order to introduce a reduced entropy S(n) for the n-particle distribution. In order to
justify this approach, the equivalence of the two de�nitions is shown in this section.

In the canonical ensemble, the partition function of N identical particles in 3D at tempera-
ture T given by

Z =
1

(2π~)3NN !

∫
d3NP

∫
d3NR e

−H(P ,R)
kBT , (A.18)

where H is the Hamiltonian of the system. The Hamiltonian is a function of the momenta
P = (p1, . . . ,pN) and the positions R = (r1, . . . , rN) of all particles. The entropy S can be
written as temperature derivative of the partition function as,

S =−
(
∂F

∂T

)
V,N

= kB

[
∂

∂T
(T logZ)

]
V,N

(A.19)

= kBT
1

kBT 2

1

Z

1

(2π~)3NN !

∫
d3NP

∫
d3NR H(P ,R)e

−H(P ,R)
kBT + kB log(Z)

=
1

T

1

Z

1

(2π~)3NN !

∫
d3NP

∫
d3NR H(P ,R)e

−H(P ,R)
kBT + kB log(Z) . (A.20)
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This expression is compared with the information entropy in units of kB of the probability
distribution Pi of the microstates i,

S =−kB
∑
i

Pi log(Pi) (A.21)

=−kB
1

N !

∫
d3NP

∫
d3NR PN(P ,R) log {PN(P ,R)}

=−kB
1

(2π~)3NN !

∫
d3NP

∫
d3NR

1

Z
e
−H(P ,R)

kBT log

{
1

Z
e
−H(P ,R)

kBT

}
(A.22)

= kB
1

(2π~)3NN !

∫
d3NP

∫
d3NR

1

Z
e
−H(P ,R)

kBT
H(P ,R)

kBT

+ log(Z)
1

Z
kB

1

(2π~)3NN !

∫
d3NP

∫
d3NR e

−H(P ,R)
kBT︸ ︷︷ ︸

=Z

=
1

T

1

Z

1

(2π~)3NN !

∫
d3NP

∫
d3NR H(P ,R)e

−H(P ,R)
kBT + kB log(Z) , (A.23)

and it s found that both the thermodynamic expression, Eq. (A.19), and the statistical de�nition,
Eq. (A.21), of the entropy are equivalent. In the two steps between Eqs. (A.21) and (A.22), the
discrete probability Pi of a N -particle microstate was expressed as

Pi = P(P i,Ri) =
1

Z
e
−H(Pi,Ri)

kBT , (A.24)

which was then converted to a continuous probability distribution PN(P ,R) via the division
by the phase-space volume (2π~)3N of the N -particle microstate,

PN(P ,R) =
1

(2π~)3N

1

Z
e
−H(P ,R)

kBT . (A.25)

The discrete probability Pi of a microstate i can then be interpreted as the integral of the con-
tinuous probability distribution PN(P ,R) over the 6N dimensional phase-space box centered
around (P i,Ri) which has the volume (2π~)3N . The multiple counting of identical microstates
as permutations of the particle coordinates is compensated by the Gibbs factor 1/N !.

A.3 Splitting the Entropy into
Momentum and Spatial Contributions

Throughout the derivation of reduced entropies S(n) from the full N -particle distribution,
there is always considered the spatial contribution only. This approach is justi�ed if the mo-
mentum part of the Hamiltonian is given by the sum of the squared momenta of all individual
particles. For this case, the phase-space probability distribution can be factorized into a spatial
and a momentum contribution where the latter one has a closed analytic form.
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Using the factorization of PN(P ,R), Eq. (4.18), the expression for the entropy S is as well
split as follows,

S =− kB

N !

∫
d3NP

∫
d3NR PN(P ,R) log

{
(2π~)3N PN(P ,R)

}
=− kB

N !

∫
d3NP

∫
d3NR fN(P ) · ρN(R) log

{
(2π~)3N fN(P ) · ρN(R)

}
=− kB

N !

1

(2πmkBT )3N/2

1

ZR

∫
d3NP

∫
d3NR e−βHP (P ) · e−βHR(R)

× log

{
(2π~)3N

(2πmkBT )3N/2

1

ZR
e−βHP (P ) · e−βHR(R)

}
. (A.26)

Splitting the logarithm and using the thermal de Broglie wavelength λDB =
(

2π ~2

mkBT

)1/2

, the
entropy S can be expressed by

S = kB log

{
ZR
λ3N

DB

}
− kB

N !ZR

(
λDB

2π~

)3N ∫
d3NP

∫
d3NR e−βHP (P ) · e−βHR(R) log

{
e−βHP (P )

}
− kB

N !ZR

(
λDB

2π~

)3N ∫
d3NP

∫
d3NR e−βHP (P ) · e−βHR(R) log

{
e−βHR(R)

}
= kB log

{
ZR
λ3N

DB

}
− kB

N !ZR

(
λDB

2π~

)3N (∫
d3NR e−βHR(R)

)
︸ ︷︷ ︸

=N !ZR

∫
d3NP (−βHP (P )) · e−βHP (P )

− kB

N !ZR

(
λDB

2π~

)3N (∫
d3NP e−βHP (P )

)
︸ ︷︷ ︸

=
(

2π~
λDB

)3N

∫
d3NR (−βHR(R)) · e−βHR(R)

= kB log

{
ZR
λ3N

DB

}
− kB

(
λDB

2π~

)3N ∫
d3NP (−βHP (P )) · e−βHP (P )

− kB

N !ZR

∫
d3NR (−βHR(R)) · e−βHR(R) . (A.27)
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The second summand is solved analytically in an auxiliary calculation as

I2 = kB

(
λDB

2π~

)3N ∫
d3NP (−βHP (P )) · e−βHP (P )

= kB

(
λDB

2π~

)3N ∫
d3p1 . . .

∫
d3pN

−β
2m

N∑
i=1

3∑
α=1

p2
i,α ·

N∏
j=1

3∏
β=1

e−β
p2j,β
2m

= kB

(
λDB

2π~

)3N −β
2m

N∑
i=1

3∑
α=1

∫ ∞
−∞

dpi,α p
2
i,α · e−β

p2i,α
2m ·

∫
d3N−1P ∗

N∏
j=1

3∏∗

β=1

e−β
p2j,β
2m . (A.28)

The Latin indices i and j count the particles, while the Greek indices α and β correspond to the
spatial direction. The ∗-symbols at the momentum vector P ∗ and the product symbol

∏∗ mean
that they contain all momenta except for the α-th component of the i-th particle. The multi-
dimensional momentum integral in Eq. (A.28) is factorized into a product of one-dimensional
integrals which are solved analytically in the following,

I2 = kB

(
λDB

2π~

)3N −β
2m
· 3N

∫ ∞
−∞

dp p2 · e−β p
2

2m ·
[∫ ∞
−∞

dp e−β
p2

2m

]3N−1

= kB

(
λDB

2π~

)3N −β
2m
· 3N ·

√
2π ·

√
mkBT

3 ·
√

2πmkBT
3N−1

=−kB

(
λDB

2π~

)3N
3N

2

1
√

2πmkBT
2 ·
√

2πmkBT
3N+2

=−kB

(
λDB

2π~

)3N
3N

2

(
2π~
λDB

)3N

=−3

2
NkB . (A.29)

Throughout the simpli�cation of I2, the Gaussian integrals∫ ∞
−∞

e−
1
2
x2

σ2 dx=
√

2πσ and
∫ ∞
−∞

x2 · e− 1
2
x2

σ2 dx=
√

2πσ3 , (A.30)

were used, where the width of the Gaussian is σ =
√

m/β =
√
mkBT . The expression from

Eq. (A.29) is now entered for the second summand in Eq. (A.27) and the �nal result for the
entropy is

S = kB log

{
ZR
λ3N

DB

}
+ kB

3N

2
− kB

N !ZR

∫
d3NR (−βHR(R)) · e−βHR(R)

= kB ·
3N

2
− 3NkB log λDB −

kB

N !ZR

∫
d3NR log

{
1

ZR
e−βHR(R)

}
· e−βHR(R) (A.31)

= 3NkB

(
1

2
− log λDB

)
− kB

N !ZR

∫
d3NR log

{
1

ZR
e−βHR(R)

}
· e−βHR(R) . (A.32)
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Here, two dimension a�icted arguments occur under the logarithms for the momentum part
(second summand) and for the spatial part (third summand). This problem can be solved by
introducing an arbitrary length scale ∆l in both logarithms in Eq. (A.31).

S = kB ·
3N

2
− 3NkB log

(
λDB

∆l

)
− kB

N !ZR

∫
d3NR log

{
∆l3N

ZR
e−βHR(R)

}
· e−βHR(R)

+ 3NkB log ∆l − kB

N !ZR

∫
d3NR e−βHR(R)︸ ︷︷ ︸

=N !ZR

· log ∆l3N

= kB ·
3N

2
− 3NkB log

(
λDB

∆l

)
− kB

N !ZR

∫
d3NR log

{
∆l3N

ZR
e−βHR(R)

}
· e−βHR(R)

+ 3NkB log ∆l − 3NkB log ∆l

= kB ·
3N

2
− 3NkB log

(
λDB

∆l

)
− kB

N !ZR

∫
d3NR log

{
∆l3N

ZR
e−βHR(R)

}
· e−βHR(R)

= kB ·
3N

2
−3NkB log

(
λDB

∆l

)
︸ ︷︷ ︸

:=SP

− kB

N !

∫
d3NR log

{
∆l3N · ρN(R)

}
· ρN(R)︸ ︷︷ ︸

:=SR

, (A.33)

where each of the two logarithms has a dimensionless argument. Splitting of the entropy into
a momentum part SP and a spatial part SR is unambiguous except for the o�set due to the
ambiguous de�nition of the length scale ∆l. However, the length scale ∆l does not a�ect the
physically relevant total entropy. Since the o�set is constant, both temperature dependencies
of SP and SR are not a�ected by the choice of ∆l. In fact, the temperature dependencies of SP
and SR are usually of higher interest than the absolute values of the entropies.

Note that the derivation is analogous for 2D systems. The result is the same except for the
replacement 3N 7→ 2N in Eq. (A.33).

A.4 Calculation of the Reduced Entropy
from Sampled Histograms

The spatial n-particle probability density ρ̃n(Q) in the relevant generalized coordinates
Q= {q1, . . . , qα}with the dimension α is sampled in computer simulations or from experimental
data. When sampling a histogram with bin widths ∆q1, . . . ,∆qα, the result is an α-dimensional
array of counts h[iq1 , . . . , iqα ]. From the normalization of spatial the N -particle distribution
function

1 =
1

N !

∫
d3NR ρ(R) (A.34)



A.4 Calculation of the Reduced Entropy from Sampled Histograms 133

and the de�nition in Eq. (4.22), the normalization of the n-particle spatial probability distribution
follows as

1 =
(N − n)!

N !

∫
d3r1 . . .

∫
d3rn ρn(r1, . . . , rn)

=
(N − n)!

N !

∫
dq1 . . .

∫
dqα ρ̃n(q1, . . . , qα)︸ ︷︷ ︸

=ρ̃n(Q)

. (A.35)

Examples: Considering the one-particle density and the pair-density as two examples, these are
normalized by,

∫
d3r1 ρ1(r1) =N , (A.36)∫

d3r1

∫
d3r2 ρ2(r1, r2) =N · (N − 1) , (A.37)

as the number of particles and to the number of particle pairs, respectively.
The normalization, Eq. (A.35), has to be ful�lled also for the normalized histogram counts

h̃[iq1 , . . . , iqα ], where the integral over q1, . . . qα is split up into the α-dimensional sum over
small integrals. The small integral over the volume, that corresponds to a histogram box, can
be identi�ed as the histogram counts h̃. Hence, the normalization of these histogram counts is
given by

1 =
(N − n)!

N !

∫
dq1 . . .

∫
dqα ρ̃n(q1, . . . , qα) (A.38)

⇔ 1 =
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1

(∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα ρ̃n(q1, . . . , qα)

)
︸ ︷︷ ︸

=h̃[iq1 ,...,iqα ]

⇔ 1 =
(N − n)

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1

h̃[iq1 , . . . , iqα ] . (A.39)

The normalization factor N !
(N−n)!

is the number of n-particle pairs. In order to calculate the
information entropy S(n) from the sampled histogram, the integral in Eq. (4.50) is decomposed
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the analogous way as in Eq. (A.38),

S(n) =−kB
(N − n)!

N !

∫
dαQ ρ̃n(Q) log

{
∆l3n

ρ̃n(Q)

Vn(Q)

}

=−kB
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1(∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα ρ̃n(Q) log

{
∆l3n

ρ̃n(Q)

Vn(Q)

})

≈−kB
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1

(∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα

ρ̃n(Q) log

{
∆l3n

ρ̃n[iq1 , . . . , iqα ]

Vn[iq1 , . . . , iqα ]

})
. (A.40)

In the last step, there were introduced the average n-particle density of a histogram box

ρ̃n[iq1 , . . . , iqα ] =
1

∆q1 · . . . ·∆qα

∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα ρ̃n(Q)︸ ︷︷ ︸
=h̃[iq1 ,...,iqα ]

(A.41)

and the average geometric factor of a histogram box

Vn[iq1 , . . . , iqα ] =
1

∆q1 · . . . ·∆qα

∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα Vn(Q)

=
1

∆q1 · . . . ·∆qα

·
∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα

∫
db1 . . .

∫
dbβ |JΦ(Q,B)|︸ ︷︷ ︸

=ũ[iq1 ,...,iqα ]

,

(A.42)

as an approximation. In Eq. (A.40), the ratio of the averages ρ̃n[iq1 , . . . , iqα ]/Vn[iq1 , . . . , iqα ] is
replaced by h̃[iq1 , . . . , iqα ]/ũ[iq1 , . . . , iqα ] since the common factor ∆q1 · . . . ·∆qα cancels. The
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reduced entropy S(n), Eq. (A.40), can therefore be rewritten as

S(n) ≈−kB
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1(∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα ρ̃n(Q) log

{
∆l3n

h̃[iq1 , . . . , iqα ]

ũ[iq1 , . . . , iqα ]

})

=−kB
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1

log

{
∆l3n

h̃[iq1 , . . . , iqα ]

ũ[iq1 , . . . , iqα ]

}

·
(∫ (iq1+1)∆q1

iq1∆q1

dq1 . . .

∫ (iqα+1)∆qα

iqα∆qα

dqα ρ̃n(Q)

)
︸ ︷︷ ︸

=h̃[iq1 ,...,iqα ]

=−kB
(N − n)!

N !

Nbin
q1∑

iq1=1

. . .

Nbin
qα∑

iqα=1

h̃[iq1 , . . . , iqα ] · log

{
∆l3n

h̃[iq1 , . . . , iqα ]

ũ[iq1 , . . . , iqα ]

}
. (A.43)

In Eq. (A.40), the ratio ρ̃n(Q)/Vn(Q) was approximated by the ratio of the individual averages
of ρ̃n(Q) and Vn(Q) for each histogram box. Since the ratio ρ̃n/Vn represents the spatial n-
particle density with the dimension “one over volume to the power of n”, the approximation
requires the resolution of the Q to be su�cient to resolve the variations of that density. For
such a su�cient resolution, the n-particle density can be treated as constant over each single
histogram bin. The result becomes exact in the limit of in�nitesimal bin sizes. However, the total
number of bins is limited due to computational and memory capacities. Moreover, decreasing
the bin sizes increases the number of con�gurations which have to be sampled in order to obtain
su�cient statistics. The quality of the approximation that the spatial density is constant over a
histogram bin is again dependent on the choice of the generalized coordinates Q.

A.4.1 Example: Entropy of a Discrete Multi-Dimensional
Probability Distribution

This section points out a few important properties of the entropy S of a multi-dimensional
probability distribution. The goal is to make up a concrete understanding of the entropy S and
its statements about the underlying probability distribution P . Certain very simple discrete
probability distributions serve as examples for this purpose. A well-written introduction to the
concept of information entropy is given by Shannon in his work published in 1948 [166].

In the three examples (a), (b), and (c) considered here, both random variables x and y
can take values from {1, 2, 3}. The probabilities P(x, y) are given by the matrices which are
shown in Tab. A.1. The single-variable probability distributions follow from the full probability
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(a) product

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/4 1/8 1/8

1/8 1/16 1/16

1/8 1/16 1/16

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

(b) non-product

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/2 0 0

0 1/4 0

0 0 1/4

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

(c) non-product

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/4 1/8 1/8

1/8 1/8 0

1/8 0 1/8

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

Table A.1: Three examples for a two-dimensional discrete probability distribution. The white matrix shows the
joint probability for both random variables x and y. In the upper gray row, the probability of the variable x is
obtained by the summation over all values of y. The probability of the variable y is obtained by summation over all
values of x in the gray left column, analogously. All three examples are symmetric in the two variables.

distribution P(x, y) by summation,

P(x) =
∑
y

P(x, y) , and P(y) =
∑
x

P(x, y) . (A.44)

In each of the three examples, can now calculate the information entropy Sxy for the joint
probability P(x, y) and the information entropies Sx and Sy for the single-variable probability
distributions P(x) and P(y), respectively. For practical reasons, the binary logarithm lbx =
log2 x is applied which results in rational values for powers of 2 as its argument.

Example (a)-(c)

Sx = Sy =−1

2
· lb 1

2
+ 2 · 1

4
· lb 1

4
=

1

2
· 1 +

1

2
· 2 = 1.5 (A.45)

Example (a):

Sxya =−1

4
· lb 1

4
− 4 · 1

8
· lb 1

8
− 4 · 1

16
· lb 1

16
=

1

4
· 2 +

1

2
· 3 +

1

4
· 4

= 3 (A.46)

Example (b):

Sxyb =−1

2
· lb 1

2
+ 2 · 1

4
· lb 1

4
=

1

2
· 1 +

1

2
· 2

= 1.5 (A.47)
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Example (c):

Sxyc =−1

4
· lb 1

4
− 6 · 1

8
· lb 1

8
=

1

4
· 2 +

3

4
· 3

= 2.75 (A.48)

Since the single random variables x and y have the same probability distributions P(x) and P(y)
in all three examples (a)-(c), the single-variable entropies are Sx = Sy = 1.5 in all these examples.
In example (a), both random variables x and y are statistically independent, i.e. their joint
probability is given by the product of the single probabilities. Hence, measuring the variable x
provides no information about variable y. In other words, the uncertainty about the latter
remains the same regardless of the �rst measurement. For this reason, the joint entropy is Sxya =
Sx + Sy = 3.

In example (b), however, the knowledge of the variable x includes the certain knowledge of
variable y, since only pairs with x= y are possible in this example. When x is known, there is
no further uncertainty about y and the measurement of the latter variable provides no addition
information. Hence, the joint entropy is equal the single-variable entropy Sxyb = Sx = Sy = 1.5.

In the last example (c), both variables are not statistically independent but, in contrast to
example (b), some uncertainty about the variable y remains when x is known. This uncertainty
is however smaller than it was without the knowledge about x. As a consequence, the joint
entropy Sxyc = 2.75 is below Sxya = 3 in the fully uncorrelated example but above Sxyb = 1.5 in
the fully correlated example.

Interestingly, the calculation of Sx is su�cient for both the fully uncorrelated probability
distribution as in example (a) and in the fully correlated probability distribution as in example (b).
In the former case the joint entropy is obtained as Sxy = 2 · Sx and in the latter case is directly
given by Sxy = Sx. Only a partially correlated joint probability distribution as sketched in
example (b) does not allow for a determination of the joint entry Sxy from the single-variable
entropy Sx.

The correlation of both random variables is connected to the conditional probability Px(y)
or vice versa Py(x). The condition probability Px(y) describes the probability distribution of
the random variable y when the value of the random variable x is known,

Px(y) =
P(x, y)∑
y P(x, y)

=
P(x, y)

P(x)
⇔ P(x, y) = P(x) · Px(y) . (A.49)

and the conditional entropy Syx is given by

Syx =−
∑
x

P(x)
∑
y

Px(y)lbPx(y) =−
∑
x,y

P(x, y)lbPx(y) . (A.50)
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(a) product
P

x
(y

)

P
x

(y
)

P
x

(y
)

Py(x)

Py(x)

Py(x)

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/4 1/2

1/2

1/8 1/2

1/4

1/8 1/2

1/4

1/8 1/4

1/2

1/16 1/4

1/4

1/16 1/4

1/4

1/8 1/4

1/2

1/16 1/4

1/4

1/16 1/4

1/4

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

(b) non-product

P
x

(y
)

P
x

(y
)

P
x

(y
)

Py(x)

Py(x)

Py(x)

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/2 1

1

0 0

0

0 0

0

0 0

0

1/4 1

1

0 0

0

0 0

0

0 0

0

1/4 1

1

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

(c) non-product

P
x

(y
)

P
x

(y
)

P
x

(y
)

Py(x)

Py(x)

Py(x)

P(x
, y

)

P(x)

P
(y

)

1/2 1/4 1/4
x = 1 x = 2 x = 3

1/4 1/2

1/2

1/8 1/2

1/4

1/8 1/2

1/4

1/8 1/4

1/2

1/8 1/2

1/4

0 0

0

1/8 1/4

1/2

0 0

0

1/8 1/2

1/2

1/2

1/4

1/4

y
=

1
y

=
2

y
=

3

Table A.2: The three examples for a two-dimensional discrete probability distribution from Tab. A.1 including the
conditional probabilities Px(y) and Py(x).

The conditional entropySyx is connected to the full entropySxy and the single-variable entropySx
as follows,

Sxy =−
∑
x,y

P(x, y)lbP(x, y) =−
∑
x,y

P(x, y)lb {P(x) · Px(y)}

=−
∑
x

P(x)lbP(x)−
∑
x,y

P(x, y)lbPx(y)

= Sx + Syx . (A.51)

The entropy Sxy of the joint distribution P(x, y) is hence expressed as sum of the entropy Sx
of the �rst random variable and the conditional entropy Syx of the second random variable
with knowledge of the �rst. Analogously, one can calculate the entropy of the second random
variable Sy and add the entropy of the �rst random variable with knowledge of the second
random variable Sxy .

The conditional probabilities for the three examples above are added in Tab. A.2. For
example (a) where both random variables are independent,P(x, y) =P(x)·P(y), the conditional
probability is identical with the single probability, Py(x) = P(x) independently of the value
of y. Moreover, the second conditional entropy is Px(y) = P(y) independently of the value of x.
Hence, the conditional entropy Syx for the second random variable y with knowledge of x is the
same as the entropy Sy without that knowledge. The knowledge about one random variable
does not reduce the uncertainty about the other random variable, here, due to their statistical
independence.

For the second example (b) where both random variables are totally correlated, the conditional
probabilities contain no uncertainty about the second random variable when one of the random
variables is already known. Hence, the conditional entropies Syx and Sxy are exactly zero in this
case. The knowledge about one random variable leaves no uncertainty about the other random
variable at all, here, due to their total correlation.



A.4 Calculation of the Reduced Entropy from Sampled Histograms 139

Finally, for the third example (c), both random variables are partially correlated. The knowl-
edge about the �rst random variable reduces the uncertainty about the second random variable,
but it does not remove the uncertainty about it completely. The conditional probabilities Px(y)
and Py(x) in Tab. A.2 di�er from the overall probabilities of a single random variable P(y)
and P(x). Hence, the conditional entropies Syx and Sxy are smaller than the unconditional
single-variable entropies Sy and Sx but it is yet �nite.

These simple examples illustrated the relations between the entropy Sxy of a joint proba-
bility distribution P(x, y), the entropies Sx and Sy of the single-variable probability distribu-
tions P(x) and P(y), and the conditional entropies Syx and Sxy of the conditional probability
distributions Px(y) and Py(x) where one random variable is known. The examples revealed the
impact of statistical independence and correlations between di�erent random variables on the
entropy.

The concept of a conditional entropy can be extended to probability distributions with more
than two random variables and with continuous probability distributions of these variables.
The introduction of the reduced entropies S(2) and S(3) for the spatial distribution functions of
particle pairs and triples, respectively, can be understood as such a generalization.
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Appendix B

Analytical Model of the Laser Heating
Process: Calculations and Tables

During the derivation of the analytic model for the heating power in the laser manipulation setup,
several steps require solving integrals and the simpli�cation of expression. These calculations
are given in this section. Furthermore the predictions of the model are compared to the results
of Langevin molecular dynamics (LMD) simulations in Sec. B.3.

B.1 Simpli�cation of the Spatial Factor Σ
In Eq. (6.9), the spatial factor Σ was introduced in order to describe the dependence of

the passing distance of the spot from the particle position to the transfered momentum. Re-
substituting the time scale

τ =
1√

v2
x

σ2
x

+
v2
y

σ2
y

(B.1)

from Eq. (6.7), this factor can be simpli�ed to

Σ =
1√
2π

1

σxσy
exp

{
−1

2

[
∆y2

0

σ2
y

− τ2
∆y2

0v
2
y

σ4
y

]}
(B.2)

=
1√
2π

1

σxσy
exp

{
−1

2

∆y2
0

σ2
y

v2
xτ

2

σ2
x

}
. (B.3)

In this compact form without any sum within the exponential function, the spatial factor Σ can
easily be integrated over ∆y0, for example. The dependences of this parameter on the passing
parameter ∆y0, on the spot velocity vx and also on the time scale τ is described by a Gaussian
shape.
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B.2 E�ective Time Scale τeff for the Acceleration by a
Moving Laser Spot

Since the spot velocity changes dynamically for the elaborated laser heating method B,
an e�ective time scale τeff is introduced by averaging τ over all possible spot velocities vx ∈
[vmin
x , vmax

x ] and vy ∈ [vmin
y , vmax

y ]. The integral in the expression for the e�ective time scale,

τeff =
1

vmax
x − vmin

x︸ ︷︷ ︸
:=∆vx

1

vmax
y − vmin

y︸ ︷︷ ︸
:=∆vy

∫ vmax
y

vmin
y

dvy

∫ vmax
x

vmin
x

dvx τ

=
1

∆vx∆vy

∫ vmax
y

vmin
y

dvy

∫ vmax
x

vmin
x

dvx
1√

v2
x

σ2
x

+
v2
y

σ2
y

=
1

∆vx∆vy
·

σxvmax
y ln

σyv
max
x +

√
σ2
yv

max
x

2 + σ2
xv

max
y

2

σyvmin
x +

√
σ2
yv

min
x

2 + σ2
xv

max
y

2


+ σyv

max
x ln

σxv
max
y +

√
σ2
yv

max
x

2 + σ2
xv

max
y

2

σxvmin
y +

√
σ2
yv

max
x

2 + σ2
xv

min
y

2


+ σxv

min
y ln

 σyv
min
x +

√
σ2
yv

min
x

2 + σ2
xv

min
y

2

σyvmax
x +

√
σ2
yv

max
x

2 + σ2
xv

min
y

2


+ σyv

min
x ln

 σxv
min
y +

√
σ2
yv

min
x

2 + σ2
xv

min
y

2

σxvmax
y +

√
σ2
yv

min
x

2 + σ2
xv

max
y

2


 , (B.4)

was solved using Mathematica. The velocity of the spot is given by the product of the size of
the scanned rectangle and the frequency of the triangular driver signal of the scanner mirrors,

vx = 4Xfx and vy = 4Y fy . (B.5)

Therefore, the e�ective time scale τeff decreases linearly with the edge length 2X of the scanned
rectangle provided that the aspect ratio X : Y is conserved.

B.3 Comparison of the Model for the
Laser Heating Process and Simulation Results

The kinetic temperature estimated by the analytic formula, Eq. (6.27) in section 6.1.3, is
compared with the LMD simulations. In these LMD simulations were performed for N =
25 particles, a screening parameter κ = 1 and di�erent friction coe�cients γ. The kinetic
temperature was determined by a Maxwellian �t to the velocity distribution.
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B.4 Correction Factor for the Finite Overlap of the
Laser Spots

In order to calculate the average overlap, the laser force from Eq. (6.4) is recapped, but with
explicit distances, ∆x= xd − x+ for the laser in +x-direction etc.

f+(x+, y+, xd, yd) = +FL
1

2π

1

σxσy
exp

{
−1

2

((
xd − x+

σx

)2

+

(
yd − y+

σy

)2
)}

, (B.6)

f−(x−, y−, xd, yd) =−FL
1

2π

1

σxσy
exp

{
−1

2

((
xd − x−
σx

)2

+

(
yd − y−
σy

)2
)}

. (B.7)

The overlap is calculated as the convolution of the two forces over all particle coordinates xd, yd

as

Of (x+, y+, x−, y−) = f+ ⊗ f−(x+, y+, x−, y−)

=

∫ X

−X
dxd

∫ Y

−Y
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, (B.8)
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and is a function of the positions of both laser spots. The average overlap is obtained by averaging
the coordinates of both laser spots over the whole levitation plane,

〈f+ ⊗ f−〉=
1

(2X)2(2Y )2
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dx−

∫ Y
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16X2Y 2
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≈−F 2
L ·

X − σx√
π

2X2
·
Y − σy√

π

2Y 2
. (B.10)

In order to estimate the in�uence of this overlap, the total squared force of a single laser spot,

|f 2
±|=

∫ X

−X
dx±

∫ Y

−Y
dy± |f±(x±, y±, xd, yd)|2

≈
∫ ∞
−∞

dx±

∫ ∞
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F 2

L
2πσxσy

, (B.11)

is calculated as well, and the overlap from Eq. (B.10) is related to this value. The resulting
correction factor is

εO =
〈f− ⊗ f+〉

2|f 2
±|

=−π
2

(
X − σx√

π

)
·
(
Y − σy√

π

)
· σxσy
X2Y 2

. (B.12)

B.5 Acceleration with Friction
Throughout the derivation of the analytic approximation of the heating power, Eq. (6.27),

an instantaneous acceleration event without friction was considered. This acceleration event
was followed by the subsequent deceleration by the neutral gas friction. In order to validate
this approach, the equation of motion for the particle acceleration by a Gaussian force pulse is
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solved at this point including the friction term, i.e.,

m · d
dt
v(t) =−mγ · v(t) +

FL√
2πτ

exp

{
−1

2

t2

τ2

}
. (B.13)

The general solution of the equation is

v(t) = c1 · e−γt −
FL

2m
· exp

{
−γt+

γ2τ2

2

}
· erf

{−t+ γτ2

√
2τ

}
, (B.14)

where c1 is an integration constant. This constant is determined by the condition that the particle
is at rest at the beginning. This condition leads to

0 = lim
t→−∞

v(t)

⇔ 0 = lim
t→−∞

c1 · e−γt −
FL

2m
· e γ

2τ2

2 · e−γt

⇔ c1 =
FL

2m
· e γ

2τ2

2 , (B.15)

and hence, the velocity of the particle is

v(t) =
FL

2m
· e γ

2τ2

2 · e−γt ·
[
1− erf

{−t+ γτ2

√
2τ

}]
. (B.16)

This solution converges to the well-known case of instantaneous acceleration with subsequent
damping for τ→ 0,

vinst(t) =
FL

m
· e−γt ·Θ(t) , (B.17)

with the Heaviside Unit Step function Θ(t). The total energy lost by friction can easily be
calculated for the instantaneous case

∆E =

∫ ∞
−∞

dt mγ · v2
inst(t) =

γF 2
L

m
·
[
− 1

2γ
· e−γt

]∞
0

=
F 2

L
2m

=
m

2
· v2

0 , (B.18)

where v0 = FL/m is the particle’s velocity right after the instantaneous acceleration event.
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Appendix C

Used Abbreviations and Symbols

Several abbreviations and symbols are used in this thesis. While many of them are commonly used
in the plasma community, some are less known. Therefore, an overview of used abbreviations is
provided in Tab. C.1 and the used symbols are listed in Tab. C.2.

abbreviation meaning
C2P center-two-particle
bcc base centered cubic (lattice)
fcc face centered cubic (lattice)
ISP inverse stereographic projection
MC Monte Carlo (simulations)
MD molecular dynamics (simulations)
LMD Langevin molecular dynamics (simulations)
PDF pair distribution function
RNG random number generator
SP stereographic projection
rf radio frequency
TCF triple-correlation function

Table C.1: List of abbreviations which are used in this thesis.
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symbol meaning
md mass of one dust particle
Qd charge of one dust particle
rd radius of one dust particle
dd = 2rd diameter of one dust particle
ω0 trap frequency of the harmonic con�nement
ΦY Yukawa or Debye-Hückel interaction potential
κ= λ−1

D screening parameter as inverse Debye length
λD combined Debye screening length of both electrons and ions
λDB thermal de Broglie wavelength
Γ Coulomb coupling parameter: ratio of typical interaction energy and

thermal energy
γ friction frequency of the dust grains describing the friction by the neutral

gas
λ=mdγ damping parameter due to the friction by the neutral gas
FL heating power of a manipulation laser
dnn distance of nearest neighbors
ne electron density
ni ion density
σ‖, σ⊥ spot width in beam direction / in perpendicular direction
Te electron temperature
Ti ion temperature
ϑ angular pair distance with respect to the trap center in spherical clusters
ϕ bond angle

Table C.2: Symbols which are used in this thesis.
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