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Abstract

In fluid flow systems, methane-rich fluids are transported from a subsurface reservoir through the
overlying sediment strata to be expelled at the seafloor. Methane that passes through the water col-
umn and reaches the atmosphere will accelerate climate warming, as methane is a much stronger
greenhouse gas than CO2. As fluid flow systems such as hydrothermal vents and gas hydrate reser-
voirs may have released large amounts of methane into the water column and subsequently into
the atmosphere, they are assumed to represent important contributors to major climate warming
events, e.g. to the Paleocene-Eocene Thermal Maximum. However, the extent of this contribu-
tion is not fully understood, and hence, more detailed studies of fluid flow systems are required.
In this thesis, four fluid flow systems are studied in terms of their development, venting activity,
and relation to past and current climate warming periods. The studies were accomplished by us-
ing a variety of geophysical methods, including 2D and 3D seismic, sidescan sonar, and sediment
echosounder methods, as well as heat flow measurements, geochemical analyses, and numerical
modelling.

The first two of the studied fluid flow systems are located in the North Atlantic on the western
Svalbard margin. This region is characterised by an extensive gas hydrate province inferred from
bottom-simulating reflectors in seismic data. The distribution of the bottom-simulating reflector
shows that gas hydrates are most abundant in a 3500 km² large area north of the Knipovich Ridge,
an active spreading ridge that is part of the Mid Atlantic ridge system. This suggests that the
thermal effects of the Knipovich Ridge promote thermogenic methane production in the vicinity,
which is supported by heat flow increasing from the continental slope towards the ridge axis.
Petroleum system modelling conducted at two sites north of the ridge shows that the conditions
for thermogenic methane production have been met in the area, which may have resulted in the
production of up to 0.2 Mt of bulk petroleum in two potential phases since the early Eocene.
However, only the first phase in the early Eocene appears to be directly influenced by the thermal
effects of the Knipovich Ridge. The second phase, which occurred in the Miocene, is mainly
controlled by a rapid increase in sediment overburden.

The second study area on the Svalbard margin is located on the upper continental slope, where the
base of the gas hydrate stability zone crops out at the seabed in water depths of <400 m. The zone
of intersection is characterised by numerous gas flares, which have been interpreted to indicate
the release of methane from gas hydrate dissociation in response to warming bottom waters. The
article of Berndt et al. (2014b), to which I contributed as a co-author, supports the hypothesis of
hydrate dissociation causing the observed fluid venting, but argues that the dissociation is due to
seasonal variations of bottom-water temperatures, rather than caused by global ocean warming. A
2-year time series of bottom-water temperatures shows that temperatures reach peak values (up to
4.9°C) in autumn and winter and minimum values (0.6°C) in spring. Numerical modelling of the
gas hydrate stability zone shows that these temperature fluctuations result in lateral shifts of the
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gas hydrate stability zone, which promote periodic dissociation and formation of hydrates near the
zone of intersection. Carbonate samples from the seep sites indicate that seepage off Svalbard has
been going on for several 1000 years.

Another study site is the Giant Gjallar Vent in the Norwegian Sea. The Giant Gjallar Vent is one
of the largest vent systems in the North Atlantic and originated as a hydrothermal vent system
at the Paleocene-Eocene transition. Previous studies based on 3D seismic data differed in their
interpretations of the vent’s present activity, describing the system as buried or as recently reac-
tivated. New high-resolution 2D seismic and sediment echosounder data are used to re-interpret
the Quarternary activity of the Giant Gjallar Vent. The new data show that the up to 12 m high
surface elevation of the vent is caused by up-doming of the Quarternary sediments, which repre-
sent a seal to upward fluid migration. The doming therefore occurs in response to the build-up of
overpressure beneath the seal. At one location, the seal has been breached and a potential leakage
pathway extends from the seal up to the seafloor. Although indications for active venting were not
observed, it seems that the Giant Gjallar Vent is preparing for a new phase of venting activity.

The fourth studied fluid flow system consists of 25 cold seep sites on New Zealand’s Hikurangi
Margin. The seeps exhibit various seabed morphologies that produce different intensity patterns in
sidescan backscatter images. Classification of these patterns reveals that they fall into four distinct
types that reflect variations in carbonate morphologies, including massive, up to 20-m-high struc-
tures (type 1), low-relief crusts (type 2), scattered blocks (type 3), and carbonate-free sites (type
4). The types correlate well with the occurrence of typical benthic seep fauna: communities living
on sediment surfaces dominated at type 4 sites, seep fauna settling on hard substrate were found
predominantly at type 2 and 3 sites, and non-seep epifauna were observed on type 1 carbonates
of extinct cold seeps. Backscatter signatures in sidescan sonar images of cold seeps may therefore
serve as a convenient proxy for variations in faunal habitats.

The studies show that all four fluid flow systems are unlikely to contribute significantly to the
present climate warming period. Only two systems – the seeps on the upper slope off Svalbard and
on the Hikurangi Margin – are actively releasing methane into the water column, but this release
is not catastrophic. Rather, it is controlled by short-term variations in the fluid flow system,
induced by changes in pressure and bottom-water temperature. However, gas hydrate systems and
hydrothermal vent complexes must have contributed to climate warming in the past, e.g. during
the Paleocene-Eocene Thermal Maximum. Quantification of the extent of these contributions
should be the objective of future work.
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Zusammenfassung

In Fluidflusssystemen werden methanangereicherte Fluide aus einem unterirdischen Reservoir durch
die aufliegenden Sedimentschichten zum Meeresboden transportiert und dort ausgestoßen. Steigt
das ausgestoßene Methan durch die Wassersäule bis an die Wasseroberfläche, tritt es in die At-
mosphäre ein und kann somit zur Klimaerwärmung beitragen, denn Methan ist ein deutlich stär-
keres Treibhausgas als CO2. Fluidflusssysteme, z.B. hydrothermale Schlote und Gashydratreser-
voire, könnten in der Vergangenheit große Mengen Methan freigesetzt haben, welche zunächst
in die Wassersäule und anschließend in die Atmosphäre gelangten. Es wird daher angenommen,
dass Fluidflusssysteme einen wichtigen Beitrag zu großen Klimaerwärmungsereignissen wie dem
Paläozän/Eozän-Temperaturmaximum leisteten. Das Ausmaß dieses Beitrages ist bislang jedoch
nicht geklärt, weshalb detailliertere Studien zu Fluidflusssystemen erforderlich sind. In der vor-
liegenden Arbeit werden vier Fluidflusssysteme bezüglich ihrer Entwicklung und ihrer Gasaus-
trittsaktivität untersucht. Außerdem ist von Interesse, ob ein Zusammenhang mit der aktuellen
Klimaerwärmungsphase sowie vergangenen Klimaereignissen besteht. Für die Untersuchungen
wurden verschiedene geophysikalische Methoden wie 2D- und 3D-Seismik, Sidescan-Sonar- und
Sedimentecholotmethoden eingesetzt, sowie Wärmeflussmessungen, geochemische Analyseverfah-
ren und numerische Modellierung.

Die ersten beiden untersuchten Fluidflusssysteme befinden sich im Nordatlantik am Kontinental-
rand von Spitzbergen. Diese Region zeichnet sich durch eine ausgedehnte Gashydratprovinz aus,
die anhand sogenannter „bottom-simulating reflectors“ (bodensimulierende Reflektoren) in seis-
mischen Daten nachgewiesen wurde. Die Verteilung der bodensimulierenden Reflektoren zeigt,
dass sich die Gashydrate vor allem auf ein 3500 km² großes Gebiet nördlich des Knipovich-Rückens
konzentrieren. Da der Knipovich-Rücken Teil des Mittelatlantischen Rückensystems ist, deutet
dies darauf hin, dass vom Rücken ausgehende thermale Effekte zu thermogener Methanproduk-
tion in der Nähe des Rückens führen könnten. Unterstützt wird diese Hypothese vom Wärmefluss,
welcher vom Kontinentalrand bis zum Knipovich-Rücken deutlich zunimmt. Die an zwei Stellen
nördlich des Rückens durchgeführte Petroleumsystemmodellierung zeigt, dass die für thermogene
Methanproduktion nötigen Bedingungen erfüllt gewesen sein könnten. Dies könnte die Produk-
tion von bis zu 0.2 Mt Petroleum (Öl und Gas) seit dem frühen Eozän ermöglicht haben, wobei
die Produktion während zwei Phasen stattfand. Nur die erste dieser beiden Phasen, welche im
frühen Eozän stattfand, scheint dabei direkt durch die thermalen Effekte des Knipovich-Rückens
beeinflusst worden zu sein. Die zweite Phase, die sich im Miozän ereignete, wird hauptsächlich
durch eine starke Zunahme der Sedimentauflast kontrolliert.

Das zweite Untersuchungsgebiet in der Region Spitzbergen befindet sich am oberen Hang des Kon-
tinentalrandes, wo die Untergrenze der Gashydratstabilitätszone in einer Wassertiefe von <400
m den Meeresboden schneidet. Im Bereich des Zusammentreffens sind zahlreiche Gasfahnen zu
beobachten, welche als Anzeichen für die Methanfreisetzung aus destabilisierenden Gashydraten
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interpretiert werden. Es wird vermutet, dass die Gashydratauflösung durch sich erwärmendes Bo-
denwasser verursacht wird. Der Artikel von Berndt et al. (2014), zu dem ich als Co-Autorin beige-
tragen habe, unterstützt die Hypothese der Gashydratdestabilisierung als Grund für die beobachte-
ten Fluidaustritte. Jedoch scheint die Destabilisierung eher durch saisonale Schwankungen der Bo-
denwassertemperatur bedingt zu sein, und nicht durch globale Ozeanerwärmung. Eine 2-Jahres-
Zeitreihe der Bodenwassertemperaturen zeigt, dass die Temperaturen im Herbst bzw. Winter am
höchsten sind (bis zu 4.9°C), während sie im Frühling ein Minimum erreichen (0.6°C). Die nu-
merische Modellierung der Gashydratstabilitätszone verdeutlicht, dass die Temperaturschwankun-
gen zu lateralen Verschiebungen der Gashydratstabilitätszone führen, welche periodische Destabili-
sierung und Neubildung von Gashydrat zur Folge haben. Karbonatproben aus dem Bereich der
Gasaustritte deuten an, dass Methanfreisetzung vor Spitzbergen schon seit mehreren 1000 Jahren
geschieht.

Ein weiteres Untersuchungsgebiet ist der Giant Gjallar Vent in der Norwegischen See. Der Giant
Gjallar Vent ist eines der größten Gasaustrittssysteme im Nordatlantik und entstand ursprünglich
als Hydrothermalsystem während des Übergangs vom Paläozän zum Eozän. Frühere Studien
sind unterschiedlicher Auffassung, was die derzeitige Aktivität des Gasaustrittssystems betrifft.
Anhand von 3D-seismischen Daten wurde der Giant Gjallar Vent entweder als inaktiv und ver-
schüttet oder als kürzlich reaktiviert interpretiert. Neue, hochauflösende 2D-Seismik- und Sedi-
mentecholotdaten erlauben nun eine Neuinterpretation der quartären Aktivität des Giant Gjallar
Vents. Die Daten zeigen, dass die bis zu 12 m hohe Oberflächenerhebung über dem Aufstiegskanal
durch Aufwölbung der quartären Sedimente verursacht wird, welche für aufsteigende Fluide weit-
gehend undurchlässig sind. Die Aufwölbung ist bedingt durch die Akkumulation von Fluiden
unterhalb der undurchlässigen Schicht und dem damit verbundenen Aufbau von Überdruck. An
einer Stelle konnten die aufliegenden Sedimente jedoch durchbrochen werden und eine potentielle
Leckagezone reicht bis zum Meeresboden. Zwar wurden keine Anzeichen für aktiven Fluidaustritt
beobachtet, doch es scheint, als steuere der Giant Gjallar Vent auf eine neue Fluidaustrittsphase zu.

Das vierte untersuchte Fluidflusssystem besteht aus 25 Gasaustrittsstellen (sogenannten Cold Seeps)
entlang des neuseeländischen Hikurangi-Kontinentalrandes. Die Austrittsstellen sind durch eine
Reihe von Meeresbodenmorphologien gekennzeichnet, welche verschiedene Rückstreuungsmuster
in Sidescan-Sonar-Daten produzieren. Die Klassifizierung dieser Muster zeigt, dass sich genau vier
Mustertypen feststellen lassen. Die Mustertypen beschreiben Variationen der Karbonatmorpholo-
gien und reichen von massiven, bis zu 20 m hohen Strukturen (Typ 1) über niedrige Krusten (Typ
2) und verstreute Blöcke (Typ 3) bis hin zu karbonatfreien Austrittsstellen (Typ 4). Die Muster-
typen korrelieren gut mit der Verteilung typischer benthischer Meeresbodenfauna. So finden
sich auf Sedimentoberflächen lebende Organismen an Typ-4-Stellen, während harte Oberflächen
bevorzugende Fauna vor allem an Typ-2- und Typ-3-Stellen nachgewiesen wurde. Epifauna, welche
nicht auf einen beständigen Methanfluss angewiesen ist, wurde auf Typ-1-Karbonaten inaktiver
Austrittsstellen beobachtet. Rückstreuungsmuster in Sidescan-Sonar-Daten von Gasaustrittsstellen
können somit wertvolle Hinweise auf Variationen in Meeresbodenhabitaten liefern.

Wie die vier Studien zeigen, ist es unwahrscheinlich, dass die untersuchten Fluidflusssysteme maß-
geblich zur aktuellen Klimaerwärmung beitragen. Lediglich an zwei Systemen – die Gasaustritts-
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stellen am oberen Kontinentalrand von Spitzbergen und am Hikurangi-Kontinentalrand – wird
derzeit eine Freisetzung von Methan in die Wassersäule beobachtet. Diese Freisetzung ist nicht
katastrophal, sondern wird stattdessen durch relativ kurzzeitige Variationen innerhalb des Fluid-
flusssystems hervorgerufen. Dazu gehören beispielsweise Veränderungen im Druck und in der
Bodenwassertemperatur. Trotzdem müssen Gashydratsysteme und hydrothermale Schlote in der
Vergangenheit zu Klimaerwärmungsereignissen wie dem Paläozän/Eozän-Temperaturmaximum
beigetragen haben. Die Quantifizierung dieser Beiträge bleibt das Ziel zukünftiger Forschung.
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Chapter 1

Introduction

The work presented in this thesis was carried out in the framework of the Kiel Cluster of Excellence
“Future Ocean”. The Cluster is a research network with members from the Christian-Albrechts-
University in Kiel (CAU), the Helmholtz Centre for Ocean Research (GEOMAR), the Leibniz
Institute for the World Economy (IfW), and the Muthesius Academy of Fine Arts and Design
(MKHS). It is dedicated to the multidisciplinary study of the past and present ocean system and
the application of these results to predict the future evolution of the world’s oceans.

The oceans strongly influence global climate and are vitally important for human welfare. How-
ever, humans may also endanger the marine environment, and vice versa. For example, human
actions such as pollution and anthropogenic CO2 emissions increasingly affect the oceans, whereas
major natural hazards originating from the oceans, e.g. submarine landslides and tsunamis, present
a risk to human life. It is therefore important to improve our understanding of the basic ocean sys-
tem in order to better predict its reaction to changes and establish sustainable ocean management.

Future Ocean addresses these challenges in 11 research topics. This thesis is part of research topic
R09, which investigates ocean controls on climate and environment at transitions to warming
periods. More specific, R09 studies past events of climate warming to identify the main ocean
feedback processes on climate, which will help to understand future global warming.

One aspect is to find out what role geological carbon emissions from fluid flow systems played
in driving environmental change during warming periods such as the Paleocene-Eocene Thermal
Maximum (PETM). Although fluid flow systems, where methane is transported from a subsur-
face reservoir to the seabed, have been extensively studied world-wide (e.g. Han and Suess, 1989;
Cartwright, 1994a; Pecher et al., 2004; Gay et al., 2007; Brothers et al., 2013), their contribution
to the global carbon cycle is not well understood and often overlooked (Kvenvolden et al., 2001).
However, fluid flow systems may have released large amounts of methane into the water column
and subsequently into the atmosphere (e.g. Dickens et al., 1995; Svensen et al., 2004). Methane
that reaches the atmosphere can accelerate global warming, as it is a much stronger greenhouse
gas than CO2 (Harvey and Huang, 1995). To understand how the oceans are dealing with large-
scale methane input from fluid flow systems, and to constrain the geological forcing mechanisms
of climate warming events such as the PETM, it is necessary to study these systems in more detail.

1
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1.1 Fluid flow systems

Fluid flow systems are found in a variety of tectonic environments – active margins, passive mar-
gins, transform faults, and intraplate settings – and in all kinds of oceanographic settings, ranging
from coastal areas to the deep ocean (e.g. Lewis and Marshall, 1996; Whiticar, 2002; Dupré et
al, 2010; Gay et al., 2012; Talukder, 2012, and references therein; Leduc et al., 2013). There are
many different types of fluid flow systems, such as hydrothermal vents (e.g. Jamtveit et al., 2004;
Planke et al., 2005), polygonal fault systems (e.g. Cartwright, 1994b; Berndt et al., 2003), and
gas chimneys (e.g. Pecher et al., 2004; Løseth et al., 2009) (Fig. 1.1). Which type of fluid flow
system is formed in an area depends not only on the tectonic setting and fluid composition, but
especially on the processes driving fluid production and migration. Berndt (2005) distinguishes
between compaction-controlled, volcanism-controlled, petroleum, and freshwater systems.

Despite the great variety of fluid flow systems, they usually have a common structure ( Judd and
Hovland, 2007; Talukder, 2012). This structure consists of a fluid reservoir and a conduit for
transporting fluids towards the seabed. In the case of active or past prolonged fluid venting, the
systems are also often characterised by a surface expression ( Judd and Hovland, 2007; Talukder,
2012).

gas hydrate systems

tectonic

faulting

polygonal fault systems

hydrocarbon reservoir leakage

volcanic sill intrusions

rapid sedimentation

freshwater

aquifers

pockmarks and
cold seep ecosystems

pockmarks

mud volcanoes

low permeability

low permeability

low permeability

BSR

Figure 1.1: Illustration of different types of fluid flow systems that occur on passive continental margins. Most
structures can also be found on active margins. Small filled circles represent gas bubbles. BSR – bottom-simulating
reflector. (Berndt, 2005)

1.1.1 Fluid reservoirs

Fluids are stored in subsurface reservoirs. Reservoirs are generally zones of high porosity and
permeability surrounded by sediments of lower permeability, or bounded by sealing faults ( Judd
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and Hovland, 2007). Fluids are thus prevented from escaping. However, reservoir seals may be-
come unstable and once leakage occurs, fluid flow systems may develop. Examples for reservoirs
include deep (<1 km) hydrocarbon reservoirs (e.g. Gay et al., 2007), gas hydrate systems (e.g.
Kvenvolden, 1988), and shallow freshwater acquifers (e.g. Bokuniewicz, 1992) (Fig. 1.1).

1.1.1.1 Origin of gas

Most types of fluid flow systems are associated with methane, which is the most common gas in
marine sediments ( Judd and Hovland, 2007). Sedimentary methane can be of either biogenic or
abiogenic origin, with the term ‘biogenic’ referring to microbial (or bacterial) and thermogenic
methane production (Whiticar, 1999).

Microbial methane

At least 20% of natural gas accumulations world-wide are associated with methane of microbial
origin (Rice and Claypool, 1981; Wiese and Kvenvolden, 1993). Microbial methane is produced by
methanogenic archaea during either CO2 reduction in sulphate-free marine sediments (Equation
1.1), or acetate fermentation in freshwater sediments (Equation 1.2) (Whiticar et al., 1986; Schoell,
1988).

CO2 + 4H2 → CH4 + 2H2O (1.1)

CH3COOH→ CH4 + CO2 (1.2)

Microbial methanogenesis in marine sediments requires anoxic conditions and temperatures of
4-55°C (optimum ∼35°C), although one species of methanogens can also exist at temperatures
of up 97°C (Rice and Claypool, 1981; Wiese and Kvenvolden, 1993). Another requirement is
the presence of organic matter (>0.5% total organic carbon (TOC)) (Rice and Claypool, 1981).
Large amounts of organic matter often accumulate in areas with high sediment input. However,
sedimentation rates should not be too fast as burial also increases sediment temperature, which will
cause methanogenesis to cease once the temperature window is exceeded. Clayton (1992) considers
sedimentation rates of 200 to 1000 m Myr−1 as optimal. Under favourable conditions, ∼10% of
the TOC can be transformed into microbial methane (Clayton, 1992).

Thermogenic methane

Organic matter that is not transformed remains in the sediment and eventually becomes kerogen,
i.e., insoluble organic remains (Wiese and Kvenvolden, 1993). Sedimentary rocks that contain a
high amount of kerogen (>2% TOC) are referred to as source rocks, from which hydrocarbons can
be produced thermogenically ( Judd and Hovland, 2007). Thermogenic hydrocarbon production
involves thermal cracking of kerogen. Depending on the type of kerogen, which is controlled by
the H/C and O/C ratios, as well as the origin of the organic matter, different types of hydrocarbons
are produced (Table 1.1) (Tissot and Welte, 1984).
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Table 1.1: Overview of the different types of kerogen and associated hydrocarbons.

Kerogen produced hydrocarbons
type H/C ratio O/C ratio organic matter origin

I high low lacustrine (freshwater) crude oil (C15+ )
II intermediate intermediate anoxic marine environments crude oil (C15+ )

condensate (C6 − C15 )
wet gas (C2 − C5 )

III low high terrestrial dry gas (C1, i.e., methane)

In addition to the type of kerogen, the type of hydrocarbons produced also depends on the sedi-
ment temperature and the level of maturity (Wiese and Kvenvolden, 1993). Three levels of matu-
rity are distinguished: (1) immature, where condictions for thermogenic hydrocarbon production
are not yet fulfilled; (2) mature, i.e., production can take place; and (3) post-mature or overmature,
where production is no longer possible. The temperature window for thermogenic hydrocarbon
production is 60-260°C. Depending on the geothermal gradient, production may occur down to
depths >10 km ( Judd and Hovland, 2007).

Abiogenic methane

Abiogenic methane, i.e., methane derived from inorganic processes, has been produced under lab-
oratory conditions (Foustoukos and Seyfried, 2004), but conclusive evidence for its occurrence in
natural settings is rare (e.g. Fiebig et al., 2009). Abiogenic methane production is proposed to occur
at hydrothermal systems located either in sediment-free mid ocean ridge settings (Welhan, 1988)
or onshore (Fiebig et al., 2009). In addition, abiogenic methane may form during serpentinization
of the oceanic basement, e.g. at slow-spreading ridges (Minshull et al., 1998).

Distinguishing between origins of methane

Stable isotope analysis is the most reliable tool to distinguish between different origins of methane
(e.g. Rice and Claypool, 1981; Cicerone and Oremland, 1988). The method uses the ratio of the
two stable carbon isotopes, 13C and 12C, which differ strongly for the carbon of methane molecules
of different origins. The isotope ratios are expressed in the δ13C notation (Equation 1.3) for which
the Pee Dee Belemnite (PDB) standard is most commonly used.

δ13C =
13C/12Csample−13C/12Cstandard

13C/12Cstandard
× 100 (1.3)

The δ13C of methane is typically combined with the stable hydrogen isotope ratio δD as shown
in Fig. 1.2. δD is based on the D/H ratio, or 2H/1H, relative to the SMOW (standard mean
ocean water) standard (Whiticar, 1999). Microbial methane is characterised by δ13C values ranging
between -110h to -50h and δD of -400h to -150h (Fig. 1.2). Thermogenic methane is more
enriched in 13C, resulting in δ13C values of about -50h to -20h (Whiticar, 1999). Even heavier
δ13C values (>-20h) are associated with abiogenic methane (Fig. 1.2).
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Figure 1.2: Diagram of δ13C and δD, showing the classification of the different methane origins (bacterial, thermo-
genic, abiogenic). PDB – Pee Dee Belemnite, SMOW – standard mean ocean water. (Whiticar, 1999)

1.1.1.2 Gas hydrates

Gas hydrates are a subgroup of clathrates, i.e., solid compounds consisting of a guest molecule
surrounded by a cage-like framework of molecules of a different kind (e.g. Pellenberg and Max,
2000). The guest molecule in hydrates is a gas molecule, typically methane, and the cage structure
is made up of water molecules (Fig. 1.3) (Kvenvolden, 1993). Three types of hydrate structures
(structures I, II, and H) are found in natural environments (Sloan, 1998). The structure determines
how much methane gas can be contained in a certain amount of methane hydrate. For a fully
saturated structure I hydrate - the most common structure in nature (Kvenvolden, 1995) - 1 m3

of methane hydrate may contain up to 164 m3 of methane gas and 0.8 m3 of water (Kvenvolden,
1993).

The stability of gas hydrates is strongly controlled by temperature and pressure conditions (Fig.
1.4). Gas hydrates are stable only at high pressures and low temperatures, which restricts their
occurrence to areas characterised by water depths >300 m and bottom-water temperatures of less
than 2°C (Kvenvolden, 1995). Gas hydrates are thus only found in onshore polar regions and deep
marine environments such as continental slopes (Kvenvolden, 1993, 1995, 2000). In addition, gas
hydrates can only form in areas with large supplies of water and gas molecules (Hovland and Judd,
1988).
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In oceanic settings, gas hydrates are usually found at water depths exceeding 300-500 m (e.g. Hynd-
man et al., 1992; Bouriak et al., 2000; Dillon and Max, 2000; Vanneste et al., 2005b; Haacke et
al., 2007; Sarkar et al., 2012). Depending on the depth range of the gas hydrate stability zone
(GHSZ), gas hydrates may be stable within the sediment as well as at and above the seabed. In
general, the thickness of the GHSZ ranges between ∼100 m and ∼1 km (e.g. Chand et al., 2008)
and is controlled by the geothermal gradient, the water temperature, the water depth (and hence
pressure), the presence of inhibitors such as NaCl, and the gas composition (Sloan, 1998). The
highest concentrations of hydrate are typically observed near the base of the gas hydrate stability
zone (BGHSZ) (Dillon and Max, 2000).

Figure 1.3: Schematic of structure I gas hydrate. Water molecules form a cage structure that traps one gas molecule
within it, e.g. methane. (Maslin et al., 2010)

More than 99% of the hydrate-bound gas molecules are typically methane (C1) with a δ13C be-
tween -57 to -73h, indicating microbial origin (Kvenvolden, 1995, 2000). However, hydrates may
also contain higher hydrocarbons such as ethane (C2) and propane (C3). If more than 1% of higher
hydrocarbons are present, this is a strong indication for the involvement of thermogenic gas. In
fact, methane hydrates may hold a significant proportion of thermogenic methane, e.g. in the Gulf
of Mexico (Brooks et al., 1986) and the Caspian Sea (Ginsburg et al., 1992).

Below the BGHSZ, free gas may exist, e.g. as a result of a temperature-induced vertical shift of the
BGHSZ that caused hydrates at the bottom to be no longer stable (e.g. Dillon and Max, 2000).
Although hydrate-cemented sediments represent a barrier to upward gas migration, fluid pressures
can become high enough to enable bypass of the GHSZ and subsequent migration towards the
seabed (e.g. Gorman et al., 2002; Holbrook et al., 2002; Flemings et al., 2003; Tréhu et al., 2004).
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Gas hydrates are thus important components in fluid flow systems as they represent reservoirs
from which fluids may be transported upwards to be expelled at the seafloor.

Figure 1.4: Hydrate phase diagram illustrating the boundary between methane hydrate (green) and free gas (blue).
The addition of different molecules shifts the stability curve as indicated by the arrows. For the depth scale, lithostatic
and hydrostatic pressure gradients of 10.1 kPa m−1 are assumed. Adapted from Kvenvolden (1993).

1.1.2 Fluid conduits

Due to the low density of free gas, the reservoir fluids are buoyant and tend to migrate towards
the seabed. Upward migration can also be promoted by overpressure, i.e., fluid pressure exceed-
ing hydrostatic pressure (Clayton and Hay, 1994). However, capillary effects at pore throats may
reduce the mobility of water-free gas mixtures (Clayton and Hay, 1994; Henry et al., 1999), and
migration may be further impeded if the overlying sediment is resistant to fracturing (Clayton
and Hay, 1994). Hyndman and Davis (1992) summarise three geological settings in which upward
fluid migration commonly occurs: (1) accretionary wedges, where waterlogged sediments are com-
pacted due to tectonic movements, (2) subduction zones, where accretionary wedges are absent
but underthrusting of sediments occurs, and (3) passive-margin areas of rapid sediment loading.

Fluid migration is differentiated into primary migration, i.e., from the source rock to the reser-
voir, and subsequent secondary migration ( Judd and Hovland, 2007). Fluid transport towards the
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seabed requires conduits linking the reservoir with the sediment surface. Such conduits are usu-
ally weakness zones that are either structurally or stratigraphically controlled (Krabbenhoeft et al.,
2013).

Fluid flow patterns are often related to the presence of faults, as upward migration of fluids is fa-
cilitated by pre-existing fault networks, at least in the upper few 100 m (Clayton and Hay, 1994).
Where faults serve as migration conduits, fluid expulsion at the seafloor is often restricted to lo-
calised zones (e.g. Barry et al., 1996; Stakes et al., 1999). Fluid flow to the seabed may continue as
long as the fault network is kept open, e.g. by high pore fluid pressures. However, the closing of
fault pathways will prevent further fluid migration and trap the fluids in the reservoir.

If a reservoir is effectively sealed and fluid accumulation continues, overpressure will build up due
to the buoyancy of hydrocarbons (Osborne and Swarbrick, 1997). Once a critical threshold is
reached, the reservoir seal will be fractured, allowing fluids to migrate into overlying sediments.
Fracturing of the seal occurs by either capillary failure when the capillary resistance to migration is
exceeded, or fracture failure, where the overpressure is sufficient to induce fracturing (Clayton and
Hay, 1994). New pathways are then opened, but previously closed fractures can also be re-used.
As the overpressure bleeds off, fractures will close again, which may result in periodic opening and
closing of the seal in response to changing pore fluid pressures (Sibson et al., 1988; Cartwright,
1994a; Roberts and Nunn, 1995).

While vertical to near-vertical faults are the most common fluid migration pathways, lateral fluid
advection is also observed (e.g. Stakes et al., 1999). In addition, fluid migration may be facilitated
by permeable stratigraphic horizons and lenses, e.g. of sandy material. In this case, fluid pres-
sures have to be sufficiently high to force a migration pathway (Clayton and Hay, 1994; Liu and
Flemings, 2007).

1.1.3 Surface activity

Once migrating fluids reach the sediment surface, they are expelled into the water column. De-
pending on the type of fluids, different terminology is used to describe the site of expulsion: “vents”
are associated with hydrothermal fluids, i.e., hot fluids, “seeps” refer to the venting of cold fluids,
e.g. oil and gas, and “springs” occur where groundwater is expelled at the seafloor ( Judd and Hov-
land, 2007). Prolonged fluid expulsion may affect the surrounding seabed, leading to a variety of
seafloor features such as pockmarks, carbonate mounds, and mud volcanoes (e.g. Hovland and
Judd, 1988).

1.1.3.1 Fluid venting

Activity of fluid venting may vary greatly, ranging from no activity at all to explosive fluid release.
Also, fluid venting is often not continuous but is rather characterised by periods of activity in-
terrupted by times of quiescence. For example, durations of active emissions may vary between
minutes to hours (e.g. Greinert et al., 2006; Krabbenhoeft et al., 2010). Leifer et al. (2004) compare
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such episodic fluid release to an electrical circuit consisting of capacitors which need to recharge
first before a new period of activity can begin.

Short-term variations of fluid venting activity have been associated with tidal influence (Greinert
et al., 2006; Krabbenhoeft et al., 2010). During low tides, the pressure from the water column (the
hydraulic head) is reduced, which facilitates upward fluid migration and thus leads to increased
venting activity. Alternatively, pressure changes associated with ocean swells, storm surges, and
biologic pumping could induce short-term fluid flow variations (Teichert et al., 2003).

On a larger time scale, periods of increased fluid release appear to be correlated with periods of
sealevel low-stand during glacial cycles (e.g. Teichert et al., 2003; Kiel, 2009). The lower sealevel
during glacial times causes the BGHSZ to shift to shallower levels, leading to increased gas hydrate
decomposition and hence an increase in the amount of mobile fluids. Elevated fluid flux during
glacial stages may also be due to increased sediment loading of continental slopes, which increases
lithostatic pressure on source rocks and reservoirs, and hence subsurface overpressure (Kiel, 2009).
In addition, longterm variations of fluid venting activity can be related to tectonic processes such as
earthquakes (Teichert et al., 2003). Over time, fluid venting may cease if fluid conduits are closed
or the fluid reservoir becomes exhausted (Aharon et al., 1997).

The fate of methane bubbles released from seabed sources has been widely debated (e.g. Kven-
volden et al., 2001; Leifer and Patro, 2002; MacDonald et al., 2002; Leifer et al., 2006; McGinnis et
al., 2006). Methane bubbles emitted from seep sites ascend through the water column with rising
speeds of around 10-30 cm s−1 (MacDonald et al., 2002; Leifer and Judd, 2002; Greinert et al.,
2006). The rising bubbles typically form a plume, which can be detected by hydracoustic systems
(see 1.1.4). Such plumes may reach heights of up to 1300 m (Greinert et al., 2006) and, depending
on the water depth, can thus effectively transport methane to the sea surface from where it will
escape into the atmosphere.

The majority of methane, however, will be dissolved within the water column before it reaches the
surface (e.g. McGinnis et al., 2006; Judd and Hovland, 2007; Schmale et al., 2010). Whether the
methane bubbles survive the ascent through the water column depends on several factors, including
water depth, bubble size, concentrations of dissolved gases, and temperature (Leifer and Patro,
2002). In addition, methane bubbles released from beneath the GHSZ are often protected by a
hydrate coating that prevents early dissolution, thus increasing the likelihood of methane reaching
the surface (Kvenvolden et al., 2001; Greinert et al., 2006; McGinnis et al., 2006). However,
methane from seep sites is assumed to reach the surface only in shallow water areas (<100 m water
depth) (McGinnis et al., 2006; Schmale et al., 2010), unless rapid upwelling flows are involved,
which increase the rising speed of bubbles and could enable methane release from deeper (>250
m) waters (Leifer et al., 2006).

1.1.3.2 Cold seep systems

Cold seeps are associated with the expulsion of relatively cold fluids at the seabed. They occur
in both active and passive margin settings and have been studied intensely under various geologi-
cal, biological, physical, and chemical aspects (e.g. Talukder, 2012, and references therein). Their
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occurrence indicates complex geological processes causing production, upward migration and sub-
sequent seafloor venting of methane-rich fluids (Moore and Vrolijk, 1992; Judd and Hovland, 2007;
Talukder, 2012).

Cold seeps represent unique seafloor ecosystems that mainly originate from microbial activity.
Microbes settle in the shallow subsurface near the fluid pathways and, using sulphate as the oxidant,
oxidise the supplied methane at the sulphate-methane transition zone (SMTZ), a process known as
anaerobic oxidation of methane (AOM; Barnes and Goldberg, 1976) (Equation 1.4):

CH4 + SO−2
4 → HCO−

3 + HS− + H2O (1.4)

AOM-performing microbial communities were first discovered by Boetius et al. (2000) at Hydrate
Ridge on the Cascadia Margin. During AOM, hydrogen carbonate (HCO−

3 ) is produced, which
decreases the pH and allows the precipitation of calcium carbonate (CaCO3) from seawater.

Prolonged carbonate precipitation may lead to the formation of so-called chemoherms (Aharon
1994), i.e., seafloor carbonate structures of various morphologies. Authigenic carbonates also vary
in dimensions, ranging from cm-scale carbonate cementations within the sediment (e.g. Ritger
et al., 1987) over tubular structures (e.g. Stakes et al., 1999; Díaz-del-Río et al., 2003), massive
blocks (e.g. Van Dover et al., 2003) and mounds (e.g. Klaucke et al., 2012) on the seafloor to steep
pinnacles that have grown several tens of metres into the water column (Teichert et al., 2003).
Carbonate precipitates further differ in their chemical compositions, which reflect variations in
the nature of the expelled fluids, the intensity of fluid flow, and local environment conditions
during formation (e.g. Stakes et al., 1999; Liebetrau et al., 2010). Authigenic carbonates thus
represent valuable archives in terms of past seep activity and the development of fluid systems.

Cold seep sites are important seafloor habitats as they are commonly inhabited by abundant ben-
thic fauna that live on carbon-based chemosymbiosis (e.g. Barry et al., 1996; Sahling et al., 2002).
These include bacterial mats, vesicomyid clams, and ampharetic polychaetes at carbonate-free seep-
age locations, as well as mussels, siboglinid tubeworms, and sponges, which settle on the carbonate
substrate of active seep sites (e.g. Barry et al., 1996; Lewis and Marshall, 1996; Sahling et al.,
2002; Bowden et al., 2013). In addition, non-seep epifauna, e.g. cold-water corals, may grow on
carbonate blocks after seepage ceased (Liebetrau et al., 2010; Bowden et al., 2013), e.g. through
clogging of fluid pathways (Hovland, 2002). Consequently, the nature and abundance of biological
communities at cold seep locations may give information on the activity of the fluid system.

1.1.4 Acoustic imaging of fluid flow systems

In acoustic records, fluid flow systems are generally identified from anomalies caused by the pres-
ence of free gas, either within the sediment or in the water column (e.g. Anderson and Bryant,
1990). Gas bubbles change the physical properties of sediments and water. In particular, they affect
the impedance, i.e., the product of the acoustic velocity and the density of the medium (Sheriff and
Geldart, 1995). The presence of gas bubbles thus results in a strong impedance contrast between
gas-bearing and gas-free zones, which causes anomalies such as bright spots and hydroacoustic flares
that are described below.
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Acoustic energy that encounters a gas-bearing layer is scattered at the gas bubbles, and a higher
proportion of the energy is reflected, inhibiting further penetration into the gas zone. Reflection
is accompanied by phase reversal of the acoustic signal due to the negative reflection coefficient
of gas (reverse polarity) (Sheriff and Geldart, 1995). Energy that is not reflected is attenuated,
resulting in reduced penetration of the acoustic signal. The lower density associated with gas also
causes a reduction in the P-wave velocity, whereas the S-wave velocity becomes zero as S-waves
cannot travel through gas and liquids (Sheriff and Geldart, 1995).

The effect of gas on the acoustic signal strongly depends on the acoustic frequency and the size of
the gas bubbles, which determines their resonance frequency. The strongest reaction is observed
when the acoustic frequency is similar to the resonance frequency of the gas bubbles (Anderson
and Bryant, 1990). High-frequency systems are generally more sensitive to gas. Consequently,
acoustic anomalies caused by the same gas-bearing zone may vary significantly if acoustic systems
of different frequencies are used.

The following list describes typical anomalies indicating the presence of gas bubbles:

• Hydroacoustic flares (Fig. 1.5A) are flare-shaped anomalies in the water column imaged
by echosounder systems (e.g. Anderson and Bryant, 1990). They are caused by gas bubbles
emanating from the seafloor at seep sites and indicate the scattering of acoustic energy in
response to the impedance contrast between seawater and gas. Hydroacoustic flares can
reach heights of several 100 m, with the highest (up to 1300 m) observed in the Black Sea
(Greinert et al., 2006).

• Acoustic turbidity is the most common gas-related subsurface anomaly in acoustic records.
The term refers to chaotic low-amplitude reflections that occur in sediment echosounder data
and high-resolution seismic data ( Judd and Hovland, 1992; Yuan et al., 1992; Whiticar, 2002).
Acoustic turbidity is caused by scattering and absorption of acoustic energy by gas bubbles
and commonly obscures stratigraphic reflections. The effect is often observed underneath
bright spots or enhanced reflections.

• Bright spots and enhanced reflections are high-amplitude reflections caused by the strong
impedance contrast between a gas-free zone and a relatively thin gas-bearing zone within
the sediment (e.g. Løseth et al., 2009). While enhanced reflections occur in shallow (<100
m) sediments and are therefore imaged by sediment echosounder systems, bright spots are
observed below 100 m in seismic data (Hovland and Judd, 1988). Bright spots are often
characterised by reverse polarity ( Judd and Hovland, 1992).

• Chimneys and pipes are vertical anomalies that indicate upward migration of free gas or
gas-bearing fluids. Their generally low amplitude in both seismic and sediment echsounder
data is caused by strong attenuation of the acoustic signal, but can also be due to the destruc-
tion of the original sediment layering during migration processes (Hovland and Judd, 1988;
Schroot et al., 2005). Chimneys can have diameters of several 100 m (Fig. 1.5B) and are asso-
ciated with relatively slow, upward gas migration via hydro-fracturing (Løseth et al., 2009).
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Pipes often have smaller diameters (<300 m) and may also be characterised by stacked high-
amplitude reflections (Fig. 1.5C) (Andresen et al., 2012). Unlike chimneys, pipes can form
explosively, e.g. in response to a blow-out (Løseth et al., 2001, 2009). In the literature, the
terms “chimney” and “pipe” are often used interchangeably to describe the same structures,
as so far there is no clear distinction between the two types (Andresen et al., 2012).

• Down-bending reflections (pull-down) are observed in seismic and sediment echosounder
data at the lateral transition between relatively gas-free and gas-bearing zones within the
sediment (Hovland and Judd, 1988). The down-bending effect towards the gas-bearing zone
is caused by the lower velocity in gas-charged sediments, which results in an increased travel
time of the returned signal ( Judd and Hovland, 1992). This effect may also cause an apparent
sagging of reflectors beneath a gas-bearing zone (e.g. Løseth et al., 2009).

• Up-bending reflections (pull-up) have been observed at the margins of chimney structures
in seismic data (e.g. Hustoft et al., 2007, 2010; Westbrook et al., 2008b; Plaza-Faverola et
al., 2011). They likely represent acoustic artefacts caused by higher-velocity material within
the chimney. Gas hydrates within a chimney may cause P-wave velocities that are up to 300
m s−1 higher than in the surrounding sediments (Plaza-Faverola et al., 2010). Alternatively,
higher velocities and associated up-bending reflections can be caused by carbonate cementing
the chimney walls (e.g. Hustoft et al., 2007; Westbrook et al., 2008b).

Another type of acoustic anomaly is the bottom-simulating reflector (BSR) in seismic data. The
BSR is characterised by a high-amplitude reflection that generally mimicks the seafloor and is of
reverse polarity (Fig. 1.5D) (Shipley et al., 1979). The BSR is caused by the strong impedance
contrast between stable gas hydrates above and free gas below (Shipley et al., 1979). Thus, the
BSR does not only indicate the presence of gas hydrate but also marks the lower limit of the
GHSZ. However, gas hydrates may also be present without a BSR being observed in seismic data
(Holbrook et al., 1996; Haacke et al., 2007).

In addition to gas, seafloor carbonates also influence the returned acoustic energy. High-backscatter
anomalies in sidescan sonar and multibeam backscatter data can indicate the presence of seep car-
bonates on the seabed (Fig. 1.5E) ( Johnson et al, 2003; Holland et al., 2006). The high backscatter
results from (1) the difference in impedance contrast between carbonates and the surrounding
seabed, (2) small-scale roughness of the carbonate surface, and (3) the morphology of the precip-
itates ( Johnson et al., 2003; Holland et al., 2006). However, if the seafloor around the carbonate
structures is also highly reflective, e.g. due to rock outcrops or pronounced relief, the acoustic
response of seep carbonates may be difficult to distinguish from the background backscatter.
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Figure 1.5: Overview of different acoustic anomalies related to fluid flow. (A) Hydroacoustic flares in single-beam
echosounder records from offshore New Zealand. Adapted from Greinert et al. (2010). (B) Seismic profile across the
Tommeliten Alpha gas chimney in the North Sea. Adapted from Løseth et al. (2009). (C) Pipe structure offshore
Namibia, imaged in seismic data. Adapted from Moss and Cartwright (2010). (D) Bottom-simulating reflector (BSR)
imaged in seismic data from the western Svalbard margin. Adapted from Vanneste et al. (2005b). (E) High backscatter
anomalies in sidescan sonar data indicating cold seep carbonates on the Chilean margin. Adapted from Klaucke et al.
(2012).
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1.2 Motivation

Climate warming events have occurred several times throughout Earth’s history. Major events
took place at the late Permian–Triassic boundary (∼253 Ma) (Wignall, 2001; Retallack and Jahren,
2008), in the early Jurassic (Toarcian; ∼183 Ma) (Hesselbo et al., 2000; Svensen et al., 2007), and
at the Paleocene-Eocene transition (PETM; ∼55 Ma) (Dickens et al., 1995; Dickens, 1999). All
three events were characterised by an abrupt increase in atmospheric methane concentration and
a disturbance of the global carbon cycle, which has been attributed to the sudden release of large
amounts of methane gas into the atmosphere (e.g. Dickens et al., 1995; Hesselbo et al., 2000;
Svensen et al., 2004).

The best studied climate warming event is the PETM, which was characterised by an increase in
bottom-water temperatures of at least 4°C (Dickens et al., 1995; Dickens, 1999). At the same time,
carbon isotope data show an anomaly of -2 to -3h in the δ13C of the ocean-atmosphere system
(Dickens et al., 1995). This anomaly indicates a rapid injection of isotopically light carbon (12C)
into the oceans and atmosphere (Dickens, 1999; Röhl et al., 2007). Although the PETM lasted
about 170 ka (Röhl et al., 2007), two thirds of the carbon were probably injected over a time span
of only a few thousand years, indicating catastrophic carbon release (Norris and Röhl, 1999). Such
rapid carbon injection requires an extensive reservoir capable of releasing large amounts of carbon
over a short time span (Dickens, 1999). Several studies (e.g. Dickens et al., 1995; Norris and Röhl,
1999; Maclennan and Jones, 2006) agree that gas hydrate systems could constitute such a reservoir.

Methane release from gas hydrates, i.e., hydrate dissociation, occurs in response to changes in tem-
perature and/or pressure that result in hydrates being no longer stable (Fig. 1.6) (e.g. Kvenvolden,
1988; Dillon and Max, 2000). Hydrate dissociation is observed today in several areas, e.g. on the
Cascadia margin (Suess et al., 1999), the Norwegian margin (Mienert and Posewang, 1999; Jung and
Vogt, 2004), the Svalbard margin (Westbrook et al., 2009; Berndt et al., 2014b), the U.S. Atlantic
(Phrampus and Hornbach, 2012; Phrampus et al., 2014) and Pacific margins (Hill et al., 2004), and
even in lacustrine settings such as Lake Baikal (van Rensbergen et al., 2003). The consequences
of large-scale hydrate dissociation include ocean acidification, enhanced dewatering of marine sed-
iments, sediment mobilisation, turnover of benthic material, and methane plumes extending into
the water column and potentially reaching the atmosphere (Suess et al., 1999; Vogt and Jung, 2002;
van Rensbergen et al., 2003; Biastoch et al., 2011; Reagan et al., 2011). Methane that reaches the
atmosphere may contribute to a positive climate feedback as it can accelerate the warming process
(e.g. Harvey and Huang, 1995).

An increase in bottom-water temperature would mostly affect shallow gas hydrate deposits, whereas
deep-ocean hydrates would remain stable (Reagan and Moridis, 2007, 2008). Reagan and Moridis
(2008) estimate that a 1°C temperature increase could already result in the release of substantial
amounts of methane gas from shallow gas hydrates. A 3°C increase may even cause destabilisa-
tion of ∼85% of the global methane hydrate deposits (Buffett and Archer, 2004). For the PETM,
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the 4°C increase in bottom-water temperature and subsequent hydrate dissociation are thought to
have resulted in the release of about 1000-2000 Gt of carbon enriched in 12C (Dickens et al., 1995;
Dickens 1999). According to Dickens et al. (1995) and Dickens (1999), such quantities would be
sufficient to explain the δ13C anomaly.
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Figure 1.6: Hydrate dissociation caused by changing bottom-water temperatures. An increase in bottom-water tem-
perature causes the GHSZ to move downslope, resulting in the dissociation of hydrates to methane gas and water. The
released gas is free to move to the seabed where it escapes into the water column and possibly the atmosphere. Redrawn
after Westbrook et al. (2009).

In addition, hydrate dissociation may also be caused by tectonic uplift as this results in depressuri-
sation. Depressurisation can cause hydrates to become unstable even if bottom-water temperatures
remain constant (Sloan, 1998). Maclennan and Jones (2006) propose that regional uplift occurred
at the onset of the PETM and may thus have contributed to carbon release from destabilising
methane hydrates.

In order to assess which areas are most vulnerable to large-scale hydrate dissociation and methane
release under warming conditions, knowledge of the amount and distribution of hydrates in ma-
rine sediments is required. One approach is numerical modelling, which takes into account the
deposition and degradation of organic matter, burial history, and bottom-water temperatures. The
resulting estimates of the global amount of carbon stored in methane hydrates vary between 3-455
Gt (Piñero et al., 2013), >455 Gt (Wallmann et al., 2012), 4-995 Gt (Burwicz et al., 2011), 500-2500
Gt (Milkov, 2004), 1146 Gt (Kretschmer et al., submitted), and 1600-2000 Gt (Archer et al., 2009).
Buffett and Archer (2004) estimated a total of 5000 Gt of which 3000 Gt are stored in hydrates and
2000 Gt in free methane bubbles.
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Numerical modelling provides a good overview of the areas where hydrates would be stable, which
are generally restricted to continental slope and shelf regions (Maslin et al., 2010, and references
therein). An alternative method to assess hydrate distribution is the mapping of the BSR, which
requires seismic data and can therefore only be applied in regional studies. This approach is more
precise than numerical modelling but may result in a minimum hydrate distribution, as gas hy-
drates do not always cause a BSR in seismic data (Holbrook et al., 1996; Haacke et al., 2007).
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Figure 1.7: Predicted distribution of gas hydrates based on global models (Kretschmer et al., submitted). Colours
denote the amount of carbon stored in hydrates in mass per area. The predicted hydrate distribution is overlain with
the distribution of actually observed hydrates based on the seismic BSR and drill cores (red areas).

Comparison of the two approaches shows that their results may differ significantly, e.g. in the
North Atlantic (Fig. 1.7). While numerical modelling suggests that most of the eastern North
Atlantic margin is within the zone of gas hydrate stability (Kretschmer et al., submitted), seismic
BSRs indicate the presence of hydrates in only two comparatively small areas: on the western
Svalbard margin (e.g. Vanneste et al., 2005a, 2005b; Bünz et al., 2008, 2012) and at the headwall
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of the Storegga Slide (e.g. Mienert et al., 1998; Bünz et al., 2003, 2004, 2005). Even if taken into
account that the absence of a BSR does not necessarily rule out the presence of hydrates (Holbrook
et al., 1996; Haacke et al., 2007), the mismatch between areas of predicted and BSR-derived hydrate
occurrence is obvious. This suggests that model-based estimations of the amount of carbon stored
in hydrates may be overestimations that do not reflect actual observations.

If the real amount of hydrate-bound carbon is considerably smaller than that estimated from mod-
els, the amount of carbon released during warming-induced hydrate dissociation would also be
smaller than estimated, and may thus not be sufficient to explain the carbon anomaly associated
with the PETM. This is supported by Higgins and Schrag (2006), who believe that hydrate disso-
ciation alone is insufficient to explain the substantial carbon addition to the atmosphere. Conse-
quently, to assess the causes of methane release during climate warming events, it is also necessary
to take into account other possible contributors.

Several other potential contributors to catastrophic methane release have been discussed, includ-
ing thawing of permafrost soils (e.g. Schuur et al., 2009), burning peatlands (Higgins and Schrag,
2006) and a bolide impact (Cramer and Kent, 2005). The most likely contributor, however, are hy-
drothermal vent systems that result from magmatic intrusions into organic-rich sediments (Svensen
et al., 2004). Contact metamorphism around the intrusions produces large amounts of thermo-
genic methane, promoting the development of fluid pipes and explosive fluid venting (Fig. 1.8)
( Jamtveit et al., 2004; Svensen et al., 2004; Planke et al., 2005; Aarnes et al., 2010). Although
the venting activity following the intrusion emplacement is relatively short-lived (10-1000 years;
Svensen et al., 2004; Aarnes et al., 2010), the pipe structures may be re-used at later times (Svensen
et al., 2003; Planke et al., 2005).

Both types of fluid flow systems that represent potential main contributors to climate warming
events – gas hydrate systems and hydrothermal vent complexes – can be studied in the North At-
lantic, which is also most sensitive to climate warming effects (Spielhagen et al., 2011). On the
Svalbard margin, a large gas hydrate system extends from the continental slope to the Mid Atlantic
Ridge system (Vanneste et al., 2005a, 2005b; Bünz et al., 2008, 2012; Hustoft et al., 2009). The pres-
ence of extensive gas hydrates could be related to methane production influenced by the proximity
of active spreading ridges such as the Knipovich Ridge, as the associated high heat flow could pro-
mote thermogenic methane production (Vanneste et al., 2005a; Smith et al., 2014). On the upper
slope, the BGHSZ crops out at the seafloor in water depths of less than 400 m (Westbrook et al.,
2009). This zone is therefore most vulnerable with respect to an increase in bottom-water temper-
ature. Over the past 30 years, bottom-water temperatures off Svalbard have increased by 0.3-2.0°C
(Schauer et al., 2008; Ferré et al., 2012), and the observation of more than 250 gas flares at the
intersection of the BGHSZ and the seafloor has been attributed to hydrate dissociation caused by
a downslope retreat of the BGHSZ in response to higher bottom-water temperatures (Westbrook
et al., 2009).

Further south, on the Norwegian margin, an 80,000 km² large sill complex was emplaced at the
Paleocene-Eocene transition during the opening of the North Atlantic. The sill intrusion was
associated with explosive methane venting and the formation of at least 2000-3000 hydrothermal
vent complexes in the Vøring and Møre basins (Svensen et al., 2004; Planke et al., 2005). A total
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of 734 vent complexes have so far been identified on seismic data (Svensen et al., 2004; Planke et
al., 2005). One of these is the Giant Gjallar Vent (Gay et al., 2012), which is one of the largest
fluid escape structures found in the North Atlantic. Although two large pipe structures indicate
fluid migration activity long after the initial hydrothermal system formed, opinions on the present
activity status differ, suggesting either reactivation (Gay et al., 2012) or extinction (Hansen et al.,
2005).

Figure 1.8: Schematic illustrating the formation of a hydrothermal vent complex. (A) During sill intrusion, boiling
pore fluids and gas formed due to metamorphic reactions cause a build-up of fluid pressure and explosive formation of
a cone-shaped hydrothermal complex. The initial fluid expulsion is short-lived (10-1000 years) and associated with the
generation of hydrothermal breccias. (B) Later, smaller pipes may develop within the cone structure, cross-cutting the
breccias and enabling renewed fluid venting. ( Jamtveit et al., 2004; Planke et al., 2005)

1.3 Study objectives

The overall aim of this thesis is to better understand fluid flow systems in terms of past and ongoing
activity, and their impact on oceans and the atmosphere. In particular, it is of interest if such
systems may have contributed significantly to climate warming events such as the PETM.

In this thesis, four fluid flow systems are studied through a variety of geophysical methods, ranging
from reflection seismic and hydroacoustic (Parasound, sidescan sonar, multibeam echosounder)
methods to numerical modelling. The fluid flow systems are in different stages of development with
respect to the classic fluid flow system structure described in 1.1. They also differ in their tectonic
settings, which include both active and passive margins. Study areas are the western Svalbard
margin, where two locations are studied – the area north of the Knipovich Ridge and the upper
continental slope –, as well as the Giant Gjallar Vent in the Norwegian Sea and the Hikurangi
Margin offshore New Zealand.



1.4. THESIS OUTLINE 19

The main questions posed for each study area are:

Svalbard margin – Knipovich Ridge

• Did the Knipovich Ridge influence petroleum generation on the Svalbard margin?

• What is/are the source(s) of fluids in this area?

Svalbard margin – seeps on upper slope

• What is the role of short-term variability of bottom-water temperatures for seepage at the
BGHSZ seafloor intersection off Svalbard?

• What is the minimum age for the onset of marine methane release from the seafloor?

Giant Gjallar Vent (GGV)

• Is the GGV still active or does the observed surface relief reflect past activity of a now inactive
system?

• Can the GGV be used as a study site for constraining the geological processes that are or
were active in the deep part of the Vøring Basin?

Hikurangi Margin

• How do surface expressions of cold seeps differ in terms of backscatter intensity in sidescan
sonar images?

• Can sidescan sonar data be used as a proxy for faunal habitats?

1.4 Thesis outline

This thesis consists of an introductory chapter (Chapter 1), followed by four case studies that de-
scribe fluid flow systems in different stages of development (Chapters 2-5), and a concluding chapter
(Chapter 6). The case studies represent stand-alone manuscripts with their own abstract, introduc-
tion, methods, results, discussion, and conclusion sections. They have either been published by or
will be submitted to international peer-reviewed journals.

Chapter 2 presents a fluid flow system early in its development, located north of the Knipovich
Ridge on the western Svalbard margin. Gas hydrates in this region are more widespread than
anywhere else in the eastern North Atlantic, indicating a substantial gas reservoir. The origin
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of the gas is discussed, as are the source rock potential on the Svalbard margin and the role of the
Knipovich Ridge with respect to thermogenic gas production. This chapter will be submitted under
the title Gas hydrate distribution and hydrocarbon maturation north of the Knipovich Ridge, western
Svalbard margin by I. Dumke, E. Burwicz, C. Berndt, D. Klaeschen, T. Feseker, W. Geissler, and
S. Sarkar to the Journal of Geophysical Research: Solid Earth. Supporting information can be found
in Appendix A.1.

Contributions to Chapter 2: C. Berndt led the survey. E. Burwicz performed the petroleum
system modelling and wrote part of the model description. D. Klaeschen processed the seismic data
and wrote the description of the data processing. T. Feseker conducted the heat flow measurements.
I contributed to the seismic data acquisition, analysed the data, provided the geological input model
for the petroleum system modelling, and wrote the manuscript. All co-authors helped improving
and revising the manuscript.

Chapter 3 focuses on a more developed fluid flow system, the Giant Gjallar Vent in the Norwegian
Sea. This vent system is one of the largest in the North Atlantic and is characterised by two promi-
nent conduits that terminate beneath the seabed. Based on new seismic data, the activity history
of the vent is re-interpreted and implications on the future development of this structure are dis-
cussed. This chapter is published by the journal Marine Geology as Dumke, I., Berndt, C., Crutchley,
G. J., Krause, S., Liebetrau, V., Gay, A., and Couillard, M. (2014). Seal bypass at the Giant Gjallar Vent
(Norwegian Sea): Indications for a new phase of fluid venting at a 56-Ma-old fluid migration system.
Marine Geology 351, 38-52.

Contributions to Chapter 3: C. Berndt led the survey. G. J. Crutchley, M. Couillard, and I
contributed to the acquisition of the seismic and Parasound data. S. Krause collected and analysed
the gravity core samples. G. J. Crutchley processed the seismic and sediment echosounder data. I
analysed the data and wrote the manuscript. All co-authors, the editor, and two external reviewers
helped improving and revising the manuscript.

Chapter 4 deals with a deviation from the classic fluid flow system: on the upper continental mar-
gin offshore Svalbard, fluid venting occurs without fluid conduits being present, as the reservoir
crops out at the seabed. Seepage is linked to dissociation of gas hydrates, which is caused by sea-
sonal fluctuations of bottom-water temperatures. The onset of periodic gas hydrate formation and
dissociation is constrained from carbonate samples and discussed with respect to ongoing decadal-
scale global warming. This chapter is published by the journal Science as Berndt, C., Feseker, T.,
Treude, T., Krastel, S., Liebetrau, V., Niemann, H., Bertics, V. J., Dumke, I., Dünnbier, K., Ferré, B.,
Graves, C., Gross, F., Hissmann, K., Hühnerbach, V., Krause, S., Lieser, K., Schauer, J., and Steinle, L.
(2014). Temporal constraints on hydrate-controlled methane seepage off Svalbard. Science 343, 284-287.
Supporting information can be found in Appendix A.2.

Contributions to Chapter 4: C. Berndt led the field survey and wrote the paper. T. Feseker con-
ducted the heat flow measurements and modelled the GHSZ. T. Treude, S. Krastel, H. Niemann,
V. J. Bertics, C. Graves, K. Hissmann, V. Hühnerbach, S. Krause, J. Schauer, L. Steinle, and I
conducted the submersible dives. V. Liebetrau, S. Krause, and I analysed the carbonate samples.
T. Treude, S. Krause, and V. J. Bertics analysed the geochemistry of the surface sediments, and H.
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Niemann, L. Steinle, and C. Graves analysed biogeochemical parameters of the water column. S.
Krastel, K. Dünnbier, K. Lieser, and F. Gross processed and interpreted the Parasound data. B.
Ferré and V. Hühnerbach carried out the bottom-water temperature measurements. All authors
contributed to writing and revising the manuscript. Two external reviewers helped improving and
revising the manuscript.

Chapter 5 looks at cold seeps on the Hikurangi Margin offshore New Zealand, which represent
a fully developed fluid flow system. Seafloor expressions imaged with sidescan sonar fall into four
distinct types of backscatter pattern. These patterns are integrated with observations of seabed
fauna and discussed with respect to cold seep development. This chapter is published in a special
issue of the journal Geo-Marine Letters as Dumke, I., Klaucke, I., Berndt, C., and Bialas, J. (2014).
Sidescan backscatter variations of cold seeps on the Hikurangi Margin (New Zealand): indications for
different stages in seep development. Geo-Marine Letters 34, 169-184.

Contributions to Chapter 5: J. Bialas led the survey and I. Klaucke proposed the study locations.
I processed and analysed the data and wrote the manuscript. All co-authors and one external
reviewer helped improving and revising the manuscript.

Chapter 6 summarizes the findings of the four case studies, discusses them in the light of the overall
motivation of this thesis, and provides an outlook on future work.
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Chapter 2

Case study 1 - Knipovich Ridge

Gas hydrate distribution and hydrocarbon maturation north of the Knipovich Ridge,

western Svalbard margin1

Ines Dumke, Ewa Burwicz, Christian Berndt, Dirk Klaeschen, Tomas Feseker, Wolfram Geissler,
Sudipta Sarkar

2.1 Abstract

A bottom-simulating reflector (BSR) occurs west of Svalbard in water depths greater than 600 m,
indicating that gas hydrate occurrence in marine sediments is more extensive in this region than
anywhere else on the continental margins of Europe. Regional mapping of the BSR shows that
hydrate is most abundant at the northern edge of the Knipovich Ridge, a slow-spreading ridge
segment of the Mid Atlantic Ridge system. Here, heat flow is high (up to 330 mW m−2) and
increases towards the ridge axis. The coinciding maxima in across-margin BSR width and heat flow
suggest that the Knipovich Ridge influenced methane generation in this area. This is supported
by recent finds of thermogenic methane at cold seeps just north of the ridge termination. To
evaluate the source rock potential on the western Svalbard margin, we have applied 1D petroleum
system modelling at three sites. The modelling shows that temperature and burial conditions in
the vicinity of the ridge were likely sufficient to cause thermogenic methane production, which
would explain the more widespread presence of gas hydrates north of the Knipovich Ridge. Most
likely, source rocks are Miocene organic-rich sediments and a potential Eocene source rock that
may exist in the area if early rifting created sufficiently deep depocenters.

1This chapter will be submitted to the Journal of Geophysical Research: Solid Earth.
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2.2 Introduction

Naturally-occurring gas hydrates store large amounts of methane as well as other gaseous hydro-
carbons and non-hydrocarbons. While microbial methane is typically considered as the dominant
component of marine gas hydrates (Kvenvolden, 1995, and references therein), other sources of hy-
drocarbon such as thermogenic methane are often ignored. However, thermogenic methane may
constitute a substantial component of hydrate-bound methane (e.g. Brooks et al., 1986; Ginsburg
et al., 1992; Kvenvolden, 1995).

An appraisal of thermogenic methane stored in marine gas hydrates and later expelled at the seabed
is crucial in several contexts. These include basin prospecting, evaluating source rock maturation,
quantifying produced hydrocarbons, assessing hydrocarbon migration into and out of shallow
hydrate reservoirs, and leakage into oceans and the atmosphere. Methane release from hydrates
into the atmosphere has the potential to increase climate warming (e.g. Harvey and Huang, 1995).
This especially affects polar regions such as the northern North Atlantic, which are most sensitive
to climate warming (Spielhagen et al., 2011) and host substantial gas hydrate reservoirs.

Most of the eastern North Atlantic margin lies within the zone of gas hydrate stability (Kretschmer
et al., submitted). However, gas hydrates have been found in only two areas – on the Svalbard
margin (Vanneste et al., 2005a, 2005b; Bünz et al., 2008, 2012; Westbrook et al., 2009; Sarkar et al.,
2012; Berndt et al., 2014b) and at the Storegga Slide headwall (Mienert et al., 1998; Bouriak et al.,
2000; Bünz et al., 2003, 2004, 2005; Ivanov, 2007) – even though free gas is also present in other
parts of the margin, e.g. in the Vøring Basin (Kvenvolden et al., 1989; Svensen et al., 2004). It is
therefore important to study these areas in order to constrain the factors controlling the presence
of gas hydrates.

On the western Svalbard margin, gas hydrates have been inferred at the continental slope where the
base of the gas hydrate stability zone (BGHSZ) crops out at the seafloor in ∼400 m water depth,
causing active seepage (Westbrook et al., 2009; Berndt et al., 2014b). Seepage is associated with
hydrate dissociation that varies in extent and intensity depending on seasonal changes in bottom
water temperatures (Berndt et al., 2014b).

Further west, gas hydrates are indicated by the presence of a bottom-simulating reflector (BSR) in
seismic data (e.g. Vanneste et al., 2005b; Sarkar et al., 2012). The BSR marks the interface between
stable gas hydrates above and free gas below (Shipley et al., 1979). A large BSR area occurs north
of the Knipovich Ridge (Vanneste et al., 2005b), extending as far north as Vestnesa Ridge (Bünz et
al., 2008, 2012; Hustoft et al., 2009). Vanneste et al. (2005a) proposed that elevated heat flow at
the Knipovich Ridge could promote the presence of gas and hydrates.

Heat flow can be estimated from the depth of the BSR (Yamano et al., 1982), which has been ap-
plied in a number of studies (e.g. Townend, 1997; Ganguly et al., 2000; Kinoshita et al., 2011) in
order to assess the thermal situation of an area. This approach requires knowledge of the hydrate
composition, bottom-water temperature, and thermal conductivity (Yamano et al., 1982). Simi-
larly, if the temperature field is known it can be used to estimate the theoretical depth of the BSR
(Hornbach et al., 2012).
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Using measured heat flow values, Vanneste et al. (2005b) found that the observed depth of the
BSR agrees well with the theoretical BSR depth calculated for a pure-methane and seawater hy-
drate composition, from which they inferred a microbial origin of the gas. This is supported by
the geochemical signatures of vent gas samples from the continental slope and outer shelf, which
revealed gas compositions of >99.7% methane and average δ13C values of -55.7h (Sahling et al.,
2014). In contrast, geochemical signatures of methane from hydrate samples collected at Vestnesa
Ridge indicate a thermogenic origin (Fisher et al., 2011; Smith et al., 2014). Smith et al. (2014)
attribute thermogenic methane production to the proximity of the Knipovich Ridge, which could
promote maturation of organic matter.

Thermogenic methane production requires the presence of a source rock. An Eocene source rock
exists in the Arctic Basin (Stein et al., 2006; Mann et al., 2009) and a Miocene source rock was
drilled at ODP Site 909 north of the Hovgård Ridge (Shipboard Scientific Party, 1995b; Knies and
Mann, 2002). For the Arctic Basin, petroleum system modelling was used to determine maturity
and petroleum generation potential of the Eocene source rock (Mann et al., 2009). For the Svalbard
margin, the Miocene sequence is proposed to have a good to excellent source rock potential (Knies
and Mann, 2002), but petroleum system modelling has not been applied.

Here, we test the hypothesis that substantial amounts of methane stored in gas hydrate reservoirs
on the western Svalbard margin result from thermogenic reactions within potential source rocks
that are driven by higher heat flow in the vicinity of the slow-spreading Knipovich Ridge. For this
purpose, we (1) map the extent of gas hydrates on the Svalbard margin based on the BSR observed
in seismic data, (2) assess the thermal situation north of the Knipovich Ridge using BSR-derived
heat flow and probe measurements, and (3) evaluate the source rock potential via petroleum system
modelling and determine if thermogenic methane can contribute to the gas hydrate reservoir.

2.3 Geological setting

2.3.1 Tectonic framework

The western Svalbard margin is tectonically a passive margin, but most of it lies within 100 km of
the Mid Atlantic Ridge system (Crane et al., 1991). Between 73°N and 82°N, the Mid Atlantic
Ridge system consists of four spreading segments – the Mohns Ridge, Knipovich Ridge, Molloy
Ridge, and Lena Trough – that are offset by two transform faults (TF): the Molloy TF between the
Knipovich and Molloy segments, and the Spitsbergen TF between the Molloy and Lena segments
(Fig. 2.1).

Before the opening of the North Atlantic, the Svalbard margin was characterised by the Spitsbergen
Shear Zone, which comprised several elongate basins offset in an en-echelon manner (Crane et al.,
2001). These basins were interpreted as pull-apart basins (Crane et al., 1982, 1991; Thiede et al.,
1990). Pull-apart rifting is often observed in major shear zones (e.g. Ebinger, 1989).

The opening of the North Atlantic started in the early Eocene (∼56 Ma) and proceeded from south
to north (Talwani and Eldholm, 1977). Seafloor spreading first occurred along the Mohns Ridge
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(Talwani and Eldholm, 1977), until the ridge encountered the ancient Spitsbergen Shear Zone.
The spreading direction then changed abruptly as the Knipovich Ridge propagated into the N-S
oriented shear zone (Crane et al., 1988).
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Figure 2.1: Bathymetric map of the western Svalbard margin, located in the northern North Atlantic (inset). Black
dots mark locations of ODP boreholes. HR – Hovgård Ridge, MD – Molloy Deep, MTF – Molloy Transform Fault,
MoR – Mohns Ridge, MR – Molloy Ridge, OCB – ocean-continent boundary after Engen et al. (2008), STF – Spitsber-
gen Transform Fault, VR – Vestnesa Ridge.
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The timing for break-up along the Knipovich Ridge is unclear. While Eldholm et al. (1984) propose
that seafloor spreading along the entire ridge was not established until middle Miocene, Crane et
al. (1988, 1991) suggest that spreading accompanied by oceanic crust formation had reached the
northern end of the ridge (around 78°N) by 40-50 Ma, only 5-10 Myr after the Mohns Ridge.
However, Engen et al. (2008) inferred from magnetic anomalies that the present-day, regular mode
of seafloor spreading did not establish until late Miocene (chron 5, 9.8 Ma).

Due to the abrupt change in direction, spreading along the Knipovich Ridge is asymmetric, with
spreading rates being 1.5 times faster west of the ridge axis than east of it (Crane et al., 1988). Also,
spreading rates decrease towards the north, from 4.3-4.9 mm yr−1 at 75°N to generally <3 mm
yr−1 at 78°N (Crane et al., 1988).

As spreading is slow compared to most other mid ocean ridge segments, the Knipovich Ridge is
classified as a slow- to ultraslow-spreading ridge (Dick et al., 2003). Slow-spreading ridges com-
monly exhibit a central rift valley. At the Knipovich Ridge, the rift valley is 8-10 km wide and
3300-3700 m deep, and characterised by steep rift flanks (Crane et al., 2001; Kvarven et al., 2014).

2.3.2 Regional stratigraphy and petroleum source rock potential

Sediment thicknesses are 1-3 km along the western Svalbard margin, with the exception of Vestnesa
Ridge, where thicknesses reach up to 5 km (Eiken and Hinz, 1993; Ritzmann et al., 2004). On the
Knipovich Ridge, sediment thicknesses are ∼1500 m on the eastern flank and 800-1000 m on the
western flank (Kvarven et al., 2014). The difference is due to sediments from the Svalbard margin
being mainly deposited against the eastern ridge flank (Crane et al., 1988), whereas the western
flank was cut off from sediment transport routes early in its development (Kvarven et al., 2014).

Sedimentation rates on the margin are very high. Until middle Miocene, the sedimentation rate
was ∼100 mm yr−1; since then, it has increased to >300 mm yr−1 (Myhre and Eldholm, 1988).
Due to several ice sheet advances across the shelf since 1 Ma (Faleide et al., 1996), the areas near
the shelf are characterised by glacial sediments (Eiken and Hinz, 1993). In contrast, contourites
dominate towards the ridges. The oldest contourites are probably late Miocene to Pliocene in age
(Eiken and Hinz, 1993), which is consistent with the establishment of an oceanic gateway between
the Fram Strait and the Arctic Basin (e.g. Engen et al., 2008).

Several ODP drill holes provide information on the lithology of the marine sediments (Fig. 2.1).
However, at most sites drilling did not penetrate deeper than Pliocene sediments. The only ex-
ception is Site 909 north of the Hovgård Ridge, which was drilled down to Oligocene sediments
(Myhre et al., 1995; Shipboard Scientific Party, 1995b). The sediment recovered at Site 909 was
mostly clay and silt. Four units (I, II, IIIA, IIIB) can be distinguished based on varying amounts of
organic material, dropstones, nannofossils and carbonate (Table 2.1) (Shipboard Scientific Party,
1995b). Unit IIIB (lower Miocene) is further divided into three subunits based on organic mat-
ter characteristics, i.e., total organic carbon (TOC), hydrogen index (HI), and vitrinite reflectance
(Table 2.1) (Knies and Mann, 2002).

Unit IIIB has been interpreted as a potential source rock for hydrocarbon generation (Knies and
Mann, 2002). During the drilling process, the presence of methane as well as heavier hydrocarbons,
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which increased abruptly in concentration, required the termination of drilling at 1061.8 metres
below seafloor (mbsf) (Shipboard Scientific Party, 1995b). Although Knies and Mann (2002) in-
terpreted subunits 2 and 3 as presently immature based on Tmax values (<435°C) and vitrinite
reflectance (0.4-0.5%), they suggested a fair to good source rock potential for unit IIIB. Source
rock quality is proposed to increase (good to very good) towards the Hovgård Ridge and Svalbard
margin, where the sequences are buried more deeply (Knies and Mann, 2002).

Another potential source rock is located further north in the Arctic Basin (Stein et al., 2006; Mann
et al., 2009). This source rock is of early to middle Eocene age and associated with the deposition
of the freshwater fern Azolla (Mann et al., 2009). On the Lomonosov Ridge, IODP boreholes
(Expedition 302 Scientists, 2006) revealed a 93-m-thick Eocene sequence of good to very good
source rock potential (Stein, 2007). Because of shallow (<200 m) burial of this sequence, in-situ
hydrocarbon generation was excluded for the Lomonosov Ridge, however, it may have occurred
in the adjacent Amundsen Basin where the overburden is higher (>1000 m) (Mann et al., 2009).

2.3.3 Gas hydrates on the western Svalbard margin

Gas hydrates on the Svalbard margin have been examined in detail over the last decade. Studies
focused on the area north of the interception of the Knipovich Ridge and the Molloy TF (Posewang
and Mienert, 1999; Carcione et al., 2005; Vanneste et al., 2005a, 2005b; Westbrook et al., 2008a),
as well as on Vestnesa Ridge (e.g. Vogt et al., 1999; Bünz et al., 2008, 2012; Hustoft et al., 2009;
Plaza-Faverola et al., 2015) and offshore Prins Karls Forland where the predicted BGHSZ crops
out at the seafloor (e.g. Westbrook et al., 2009; Berndt et al., 2014b).

The thickness of the gas hydrate stability zone (GHSZ) varies on the Svalbard margin. While the
GHSZ tapers out at ∼400 m water depth, resulting in zero thickness (Westbrook et al., 2009), it
reaches thicknesses of up to 300 m towards the Lena Trough (Geissler et al., 2014b). Thickness of
the GHSZ, and hence the BSR depth, mainly depends on the geothermal gradient and the bottom
water temperature, which decreases from >1.5°C on the upper slope to -0.9°C near the Molloy
TF (Vanneste et al., 2005b).

Hydrate concentrations have been estimated in several studies, using seismic velocity data and
theoretical models. The results generally range between 6% and 12% of the pore space (Vanneste
et al., 2005a; Westbrook et al., 2008a). Carcione et al. (2005) calculated hydrate concentrations of
up to 25%, but with an average of 7.2%. Hydrate concentrations also vary with depth, with the
highest concentrations occurring near the BSR (Carcione et al., 2005).

Geochemical analyses were performed on hydrate samples recovered in two sediment cores on
Vestnesa Ridge (Fisher et al., 2011; Smith et al., 2014), and another core from a seep site be-
tween Vestnesa Ridge and the continental slope (Fisher et al., 2011). Also, gas bubbles emitted at
the upper continental slope were sampled and analysed (Sahling et al., 2014). The results differ
between the deep-water Vestnesa samples (∼1200 m water depth) and the other, shallower (240-
890 m water depth) samples. On Vestnesa Ridge, Smith et al. (2014) measured average hydrate
compositions of 96.31% methane (C1), 3.36% ethane (C2), 0.21% propane (C3), 0.11% isobutane
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( i− C4), and 0.01% n-butane (n− C4), as well as δ13C values of -47.7h for C1, which agree with
the -45.7±2.7h of Fisher et al. (2011). In contrast, the shallower samples from the slope reveal a
composition of >99.7% methane and a δ13C of -55.7h (Sahling et al., 2014). A similar δ13C value
of -54.6±1.7h was measured at the plume field site (Fisher et al., 2011). On the shelf, isotopic
signatures indicated a mainly microbial origin, however, Knies et al. (2004) also found evidence for
migrated thermogenic gas, e.g. in the Van Mijenfjorden and Storfjorden.

The isotopic signatures suggest that the origin of the observed gas is spatially variant. While the
results of Knies et al. (2004), Fisher et al. (2011), and Sahling et al. (2014) support a microbial
origin for the shelf and water depth down to about 800 m, Smith at al. (2014) suggest at least
partially thermogenic methane production, which is inferred from the heavier δ13C values and the
presence of higher hydrocarbons (C3+). Thermogenic gas production also occurs close to the coast
of the Kongsfjord (Knies et al., 2004). Alternatively, it has been discussed that some of the gas could
be sourced from serpentinization of the oceanic basement (Rajan et al., 2012b). However, Smith
et al. (2014) argue that the involvement of serpentinization would require heavier δ13C values of
around -25h, which are not observed.

2.4 Materials and methods

2.4.1 Reflection seismic data

During RV Maria S. Merian cruise MSM21/4 in 2012, we acquired multichannel 2D seismic (MCS)
data at the northern end of the Knipovich Ridge (Berndt et al., 2014a). The data were recorded
using a 120-channel streamer and an 88-channel streamer. The data were sampled at 2 kHz and
the recording length was 5-6.5 s. A GI-Gun (2×1.7 l) was used as a source and operated at a shot
interval of 6-8 s.

Positions for each channel were calculated by backtracking along the profiles from the GI-Gun GPS
positions. The shot gathers were analysed for abnormal amplitudes below the seafloor reflection
by comparing neighbouring traces in different frequency bands within sliding time windows. To
suppress surface-generated water noise, a τ -p filter was applied in the shot gather domain. Common
mid-point (CMP) profiles were then generated through crooked-line binning with a CMP spacing
of 1.5625 m. A zero-phase band-pass filter was applied to the data, using corner frequencies of
60 Hz and 360 Hz. Based on regional velocity information from MCS data (Sarkar, 2012), an
interpolated and extrapolated 3D interval velocity model was created below the digitised seafloor
reflection of the high-resolution streamer data. This velocity model was used to apply a CMP stack
and an amplitude-preserving Kirchhoff post-stack time migration.

In addition, we used 2D seismic data acquired along the Svalbard margin and in the Fram Strait
during cruises JR211 in 2008 (see Sarkar et al. (2012) for more details) and MSM31 in 2013 (Geissler
et al., 2014a), as well as seismic data provided by AWI Bremerhaven (Geissler et al., 2011, 2014b).
All data underwent standard processing including time migration.
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2.4.2 Heat flow measurements

In-situ measurements of sediment temperature and thermal conductivity were performed during
cruise MSM21/4, using a standard violin-bow type heat flow probe by FIELAX GmbH, Bremer-
haven. The probe consists of 22 temperature sensors distributed evenly over an active length of
5.46 m. The sensors were calibrated to a precision of 0.002°C at a water depth of 1400 m.

We conducted measurements at four stations north of the Knipovich Ridge. Each time, the sedi-
ment temperature profile was measured for 7 min after penetration into the sediment. Equilibrium
temperatures were obtained by extrapolation from the recorded time series, using the method of
Villinger and Davis (1987). After the temperature measurement, thermal conductivity was deter-
mined by measuring the decay of a heat pulse emitted from a heater wire along the entire length
of the probe.

2.4.3 BSR-based heat flow calculation

2.4.3.1 Calculation method

Geothermal gradients and heat flow were calculated from the BSR observed in the seismic data of
cruises MSM21/4 and JR211, using the method after Yamano et al. (1982). This method requires
knowledge of the depth of the BSR and seafloor, the phase relation of the hydrate system, and the
thermal conductivity of the sediments.

The BSR and seafloor were picked in the seismic data using the Kingdom Suite software (IHS).
The picks were then exported to Matlabr (Mathworks Inc.) and converted to depth. We applied
a basic velocity model based on MSM21/4 CTD data and depth-migrated seismic data from cruise
JR211, with velocities of 1460 m s−1 for the water layer and 1695 m s−1 between seafloor and BSR.

To determine the pressure at BSR level, we assumed hydrostatic pressure (Townend, 1997; Ki-
noshita et al., 2011; Li et al., 2012; Martin et al., 2004). We used a seawater density of 1027 kg m−3

(Ehlers and Jokat, 2013).

To calculate temperatures at the BSR, several studies (e.g. Li et al., 2012, Martin et al., 2004, Gan-
guly et al., 2000) used the methane hydrate stability curve of Dickens and Quinby-Hunt (1994).
However, this curve is valid only for pressures of up to 10 MPa, whereas our data reached pressures
of up to 35 MPa. We therefore applied the CSMHYD program by Sloan (1998) to generate a new
curve of methane hydrate stability (Fig. A.1, supporting information in Appendix A.1), using as
components seawater (pure water + 3.5 wt% NaCl) and the hydrate composition of Smith et al.
(2014) from Vestnesa Ridge. This approach resulted in the following equation

TBSR = 7.5877ln(pBSR) + 216.76 (2.1)

where pBSR (in kPa) is the pressure at BSR level. The resulting TBSR is given in K.
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The geothermal gradient was calculated via

gradT = dT
dz = TBSR−Tsea

zBSR
(2.2)

where gradT is in K km−1, TBSR and Tsea (in K) are the temperatures at the BSR and the seafloor,
respectively, and zBSR is the depth of the BSR in mbsf. We assumed that seafloor temperatures
equal bottom-water temperatures, which vary in the study area due to the large water depth range
from <1000 m to >3000 m. We therefore used a seafloor temperature-depth function based on
CTD data of MSM21/4 and Sarkar (2012).

Heat flow was then calculated by

H = k× gradT (2.3)

where H is in mW m−2, k (in W m−1 K−1) is the thermal conductivity of the sediments and gradT
(in K km−1) is the geothermal gradient. For the thermal conductivity, a constant value of 1.3 W
m−1 K−1 was chosen, which is the average of thermal conductivities measured at ODP sites 908
and 909 (Shipboard Scientific Party, 1995a, 1995b). This calculation method was associated with
final absolute uncertainties of 11-24% for the geothermal gradient and 19-34% for the heat flow
(see supporting information in Appendix A.1).

2.4.4 1D petroleum system modelling

We used the PetroMod software by Schlumberger for the numerical modelling of potential petro-
leum generation on the Svalbard margin. The modelling was conducted at two sites chosen based
on their different heat flow characteristics and locations with respect to the Knipovich Ridge axis:
site A was located north of the present ridge axis in 1670 m water depth, while site B (1465 m water
depth) was east of the ridge and landward of the ocean-continent boundary of Engen et al. (2008)
(Fig. 2.2A). Site 909 (2518 m water depth) was used as a reference site.

The modelling method involved a full 1D reconstruction of the basin stratigraphy at the modelling
sites throughout their geological history. First, present-day geological layers were back-stripped
to give a proxy for initial layer thicknesses, ages, and densities at the time of deposition. The
decompacted sedimentary layers were then used to restore stratigraphic units separately for each
site. Standard values for physical properties of dominant lithologies (mostly clays and silts; Table
2.1), including initial seafloor porosity, compaction length scale, density, and permeability as well
as thermal properties (thermal conductivity, heat capacity, radiogenic heat), were taken from the
inbuilt PetroMod library. Finally, a multi-layer package including assigned stratigraphy, lithology,
ages of layers, and their potential petroleum productivity was derived and used as a base for four
modelling runs.

2.4.4.1 Modelling input

Due to a lack of precise paleo-bathymetry and paleo-temperature data, boundary conditions assum-
ing constant water depths and a constant seafloor/bottom-water temperature of 2°C were assigned
over the entire history of the modelled sites.



 

Table 2.1: Geological model for the 1D petroleum system modelling. Depth ranges and layer thicknesses differ for the model runs: 1) ODP site 909 as reference: 

normal stratigraphy (only Miocene source rock) and with Eocene added underneath; 2A) Miocene + Eocene source rock for site A (scaled to 5 km sediment 

thickness); 2B) Miocene + Eocene source rock for site B (scaled to 4.5 km); 3A) Miocene source rock for site A (scaled to 5 km); 3B) Miocene source rock for 

site B (scaled to 4.5 km). 
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Heat flow

An important input for the petroleum system modelling was the thermal history at the modelling
sites. As the precise onset of seafloor spreading at the Knipovich Ridge and the timing of break-up
differ (e.g. Eldholm et al., 1984; Crane et al., 1991; Engen et al., 2008), we assumed that heat flow
changed at sites A and B as spreading along the ridge progressed. Over time, the spreading axis
moved westward, away from site B and towards site A (Fig. 2.2A). Site A thus experienced heating,
while site B was characterised by cooling.
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Figure 2.2: Heat flow evolution at the two modelling sites, following Eocene break-up along the Knipovich Ridge
(KR). (A) As rifting progressed, the spreading axis moved away from site B and towards site A, causing heat flow to
increase at site A and decrease at site B. MTF – Molloy Transform Fault. (B) Heat flow curves for site A, site B. and
ODP Site 909. (C) Schematic of a crustal transect from Hovgård Ridge (HR) to Kongsfjorden, illustrating total sediment
thicknesses at sites A and B. Note that sites A, B and ODP 909 are not located on this transect but have been projected
onto it. Transect location is shown in Fig. 2.1. MTF – Molloy Transform Fault. After Ritzmann et al. (2004).

As we only knew the present-day heat flow inferred from the BSR, we made assumptions regarding
the heat flow evolution since the initiation of rifting. For site A, we assumed a linear increase in
heat flow from 60 mW m−2, which agrees with the regional background heat flow of 50-75 mW
m−2 (Vogt and Sundvor, 1996), to the 130 mW m−2 derived from the BSR (Fig. 2.2B). The cooling
curve of site B is exponential, with a decrease from 330 mW m−2, corresponding to the maximum
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heat flow observed today in the center of the rift, to the present heat flow of 80 mW m−2 (Fig.
2.2B). For Site 909, we derived a heat flow curve from the plate cooling curve of Sundvor et al.
(2000) (Fig. 2.2B).

Geological model

There are no deep drill sites in the area north of the Knipovich Ridge and hence stratigraphic
information is not available, which complicated the design of a geological input model. The closest
ODP site is Site 909 (Fig. 2.1), and we therefore assumed the same lithology at our modelling
sites (Table 2.1), including the Miocene sequence that was interpreted as a potential but immature
source rock (unit IIIB in Knies and Mann (2002)). The petroleum generation potential of the
source rock depends on its initial TOC content and HI, which we obtained from the literature as
detailed in Table 2.1.

In addition to a Miocene source rock, we also tested the petroleum generation potential for a
potential Eocene source rock with the same characteristics as the Eocene sediments in the Arctic
Basin (Mann et al., 2009). The Eocene layers, corresponding to layers 1-3 of IODP sites M0002-
M0004 in the Arctic Basin (Expedition 302 Scientists, 2006), were therefore added underneath the
stratigraphic record from Site 909. As the lithology and Eocene-Miocene age of unit IIIB of Site 909
agreed well with unit 1/6 of Sites M0002-M0004, they were treated as one layer in the geological
model. The geological model for sites A and B thus consisted of nine layers including the water
layer (layer 9), Miocene source rock (layers 3-5), and Eocene source rock (layers 1-2) (Table 2.1).

Cenozoic sediment thicknesses down to the basement were inferred from a wide-angle seismic
transect of Ritzmann et al. (2004) from Kongsfjorden to the Hovgård Ridge. Total sediment
thicknesses amount to 5 km at site A and 4.5 km at site B (Fig. 2.2C), which is supported by
Geissler et al. (2011). The layer thicknesses inferred from the ODP and IODP sites were scaled to
these thicknesses as detailed in 2.4.4.2.

Kinetics

Kinetics of hydrocarbon generation are not known for the Svalbard margin or for the North
Atlantic-Artic region in general. We therefore used standard global kinetics from Pepper and Corvi
(1995) – type B, siliclastic lithofacies in marine environments – for both source rocks. These gen-
eral kinetics were previously tested in modelling of hydrocarbon generation from specific kerogen
organofacies with separate oil and gas fractions. The type B kinetics imply an oil to gas ratio of
83% to 17% (Pepper and Corvi, 1995).

2.4.4.2 Modelling approach

We tested several 1D modelling approaches of the hydrocarbon generation process without consid-
ering migration of oil and/or gas fractions. Determination of the regional impact of gas migration
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towards the GHSZ and subsequent potential hydrate formation or fluid venting is therefore beyond
the scope of this study.

Petroleum generation was modelled with a constant time step of 1 Ma and a vertical resolution of
10 m during four separate runs, which mainly differed in the layer thicknesses applied (Table 2.1).
Run 1 (Site 909) was used as a reference and involved modelling for a Miocene source rock with and
without an Eocene source rock. Run 2 included a Miocene and an Eocene source rock at sites A
and B, with the stratigraphy scaled to total sediment thicknesses of 5 km and 4.5 km, respectively.
Run 3 involved only the Miocene source rock (layers 3-9 in Table 2.1), again with total sediment
thicknesses of 5 km and 4.5 km for sites A and B, respectively. Runs 2 and 3 were conducted three
times for mean, minimum and maximum TOC and HI values as shown in Table 2.1.

Run 4 served to model the effects of an increasing overburden on petroleum generation from
the Miocene source rock. Starting with the original layer thicknesses of ODP site 909 (100%),
layer thicknesses were increased at 50% intervals to 350% of the original thicknesses (Table A.1,
supporting information in Appendix A.1), and petroleum generation was modelled for each case.
Run 4 involved mean TOC and HI values at both site A and site B, which differed in their water
depths and thus in the thickness of layer 9.

2.5 Results

2.5.1 BSR distribution

Based on the available seismic lines, we identified three main centers of BSR occurrence on the
Svalbard margin (Fig. 2.3). All three are located in the vicinity of spreading segments, i.e., the
Knipovich Ridge, the Molloy Ridge, and the Lena Trough.

The southernmost and largest area of BSR occurrence lies close to the northern end of the Knipovich
Ridge. It covers an area of ∼3500 km2 and extends in a northwestern direction along the Molloy
TF, with a width of up to 40 km. The BSR is mostly found in the area northeast of the Molloy TF,
but also occurs in a few locations on the western flank of the Knipovich Ridge. As the southern
BSR area also has the best data coverage, we will focus on this area for the rest of the paper and
refer to it as our study area.

The other two BSR areas are located east of the Lena Trough (2400 km2) (Geissler et al., 2014b)
and north of the Molloy Ridge. The Molloy Ridge BSR area covers ∼1400 km2 and extends to the
northwest, parallel to the Spitsbergen TF. There is another, smaller (∼300 km2) BSR area inferred
from JR211 profiles located northeast of Vestnesa Ridge at the eastern end of the Spitsbergen TF.

In between the centers of BSR occurrence, we observed two types of BSR gaps: (1) apparent gaps,
where seismic data are not available and hence it is not known whether a BSR does exist, and (2)
true gaps for which seismic data exist but lack a BSR. True gaps were, for example, found west of
Vestnesa Ridge and the Molloy TF (Vanneste et al., 2005b). For most parts of the Lena Trough
and southern BSR areas, a BSR was also absent east of the ocean-continent boundary of Engen
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et al. (2008). In addition, a BSR was not observed along some of the seismic lines of Geissler et
al. (2014b), e.g. on the southernmost lines and south of the Lena Trough BSR area, where a BSR
was absent except for a ∼13 km long profile section. However, these data are of lower resolution,
which made BSR identification difficult, and hence the presence of hydrate cannot be excluded
completely along these profiles.
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Figure 2.3: Map of the BSR distribution along the Svalbard margin, based on 2D seismic data collected on different
surveys. The BSR indicates the presence of gas hydrates. Stippled lines mark the ocean-continent boundary after Engen
et al. (2008) (black) and the present-day plate boundary (white). Black dots mark ODP site locations. Question marks
indicate profile sections where the seismic data are not conclusive about the existence of a BSR. Figure location is shown
in Fig. 2.1. LT – Lena Trough, MD – Molloy Deep, MTF – Molloy Transform Fault, MR – Molloy Ridge, STF –
Spitsbergen Transform Fault.

In general, gas hydrate can also be present without a BSR (Haacke et al., 2007), because a BSR
depends on the lithology besides the existence of free gas. Alternatively, a BSR could be hidden
in case of parallel sediment layering, which may apply to some of the profiles of Geissler et al.
(2014b). Consequently, the gas hydrate extent inferred from the presence of a BSR in seismic data
is considered a minimum extent.
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2.5.2 BSR character

The BSR is well imaged in the MSM21/4 and JR211 seismic datasets (see also Sarkar et al. (2012)
for a description of the JR211 data). It is characterised by a reflection of negative polarity that
generally follows the seafloor (Fig. 2.4A and 2.5A) at a depth of 90-290 mbsf (on average 200
mbsf). Enhanced amplitudes are observed immediately beneath the BSR (Fig. 2.5A). On most
profiles, the BSR is either continuous over distances of 8-18 km (Fig. 2.4A), or shorter and often
interrupted (Fig. 2.5A).

Some profiles show a distinct change from a normal seismic reflection character above the BSR to
higher amplitudes and larger seismic wavelengths below the BSR (Fig. 2.4A). This boundary is
also very obvious in the instantaneous frequency attribute of the seismic data (Fig. 2.4B), which
indicate a drop from >110 Hz above the BSR to <90 Hz below, and thus a strong attenuation of
higher seismic frequencies at the BSR. This anomaly occurs in a >360 km2 large area about 20 km
north of the Knipovich Ridge (Fig. 2.6A) and is observed in both the MSM21/4 and JR211 data.
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2.5.3 Vertical seismic anomalies

Two types of vertical seismic anomalies exist in the study area: faults and pipe structures (see also
Sarkar et al. (2012)). The faults are mostly near-vertical normal faults, many of which do not reach
the seafloor. Where a BSR is present at a fault, the BSR remains undisturbed (Fig. 2.4A and 2.5A).
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Figure 2.5: (A) Shorter, well-imaged BSR on the northeast of the Molloy Transform Fault. The BSR is not interrupted
by the near-vertical normal fault. (B) Two pipes characterised by up-bending reflectors, bright spots and an interrupted
BSR. Black diamond shape marks the shallower sample site of Fisher et al. (2011). Locations are shown in Fig. 2.6A.

Five pipes were identified in the study area: three are characterised by up-bending and two by
down-bending reflections. Up-bending pipes are narrow (100-150 m) and do not reach the seafloor,
with two of them terminating at bright spots. The two down-bending pipes are ∼230 m and ∼340
m wide and show a chaotic internal reflection pattern (Fig. 2.4A). They reach the seafloor where
they terminate in ∼5-10 m deep depressions. All pipe structures occur where a BSR is present and
at each pipe the BSR is interrupted and sometimes vertically offset on the other side of the pipe
(Fig. 2.4A).

In addition, there are two vertical anomalies characterised by reduced seismic amplitudes. One
of these, a ∼400-m-wide structure located outside the BSR area, has been described as a chimney
structure (Sarkar et al., 2012). The other anomaly is >1.5 km wide and comprises two vertical
zones of slightly lower amplitudes that terminate at bright spots about 50 m beneath a∼15-m-deep
seafloor depression (Fig. 2.5B). It is further characterised by strong up-bending of reflections. Its
location corresponds to the “plume field” sample site of Fisher et al. (2011).

2.5.4 Heat flow

2.5.4.1 BSR-derived heat flow

The BSR-derived heat flow ranges between ∼80 mW m−2 and 330 mW m−2, with an average of
116 mW m−2 (Fig. 2.6A). The geothermal gradient varies between ∼60 °C km−1 and 260 °C
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km−1 (average 90 °C km−1). In general, heat flow increases from the continental slope towards
the Knipovich Ridge and the Molloy TF (Fig. 2.6A). This trend is also supported by the average
heat flow values, which are higher for the MSM21/4 data (120 mW m−2) than for the JR211 data
(109 mW m−2), which were collected closer to the continental slope. The highest heat flow occurs
at the centre of the rift zone, at the transition of the Knipovich Ridge and the Molloy TF (Fig.
2.6A).
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2.5.4.2 Heat flow probe measurements

Heat flow inferred from the four probe measurements ranges between ∼110 mW m−2 and ∼250
mW m−2 (Table 2.2). However, the heat flow values of the two western stations (622 and 623; Fig.
2.6B) are not entirely reliable as only about half of the thermal conductivity sensors recorded val-
ues, probably because the probe did not fully penetrate into the sediment. Consequently, thermal
conductivity values and hence heat flow values may be too high at these stations.

A direct comparison of measured and BSR-derived heat flow values was not possible as a BSR was
not observed at any of the heat flow stations. Still, the ∼108 mW m−2 and ∼110 mW m−2 at the
two eastern stations (624 and 625; Fig. 2.6B) agree well with the calculated heat flow of nearby
BSR sections (Fig. 2.6A).
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Table 2.2: Heat flow probe measurements of the geothermal gradient and thermal conductivity k on cruise MSM21/4,
and the resulting heat flow. Location of stations is shown in Fig. 2.6B.

station latitude longitude no. of T grad T no. of k k mean resulting
[°N] [°E] sensors [°C sensors [W m−1 heat flow

(of 22 total) km−1 ] (of 22 total) K−1 ] [mW m−2 ]

622 78.5100 7.1180 22 142.8 12 1.74 246.9
623 78.5192 7.2705 22 73.5 10 1.71 124.9
624 78.5250 7.3650 22 72.7 21 1.45 107.9
625 78.5545 7.8425 22 88.7 21 1.33 110.6

2.5.5 Modelling results

In general, the modelling results show that bulk petroleum production (i.e., oil and gas) occurs at
all three sites (site A, site B, and Site 909) for each source rock scenario. However, the generated
mass of petroleum at Site 909 is two magnitudes lower than at sites A and B.

For the true stratigraphy of Site 909, which included the Miocene source rock, production did
not occur until middle Miocene (10 Ma). Until present, it reached a generated mass of ∼0.3 kt,
assuming mean TOC and HI values (Run 1; Fig. 2.7A). When the Eocene source rock was added
underneath, production started earlier (∼40 Ma) but remained almost zero until ∼14 Ma, when it
began to increase to ∼1.2 kt (again for mean TOC and HI) until present (Fig. 2.7A).

For Run 2 (Miocene and Eocene source rock), no significant production occurred at site A until
middle Miocene (Fig. 2.7C). A strong increase in production took place between 15 Ma and 10
Ma, reaching a generated mass of 0.07 Mt (for mean TOC and HI; 0.19 Mt for max.) until present.
The associated burial curve (Fig. 2.7B) shows a rapid increase of overburden (∼2000 m) in the
interval of 15-10 Ma, corresponding to the timing of the production increase. Unlike site A, site
B was characterised by two production phases in Run 2: the first phase occured in the Eocene
prior to ∼40 Ma, while the second phase began in middle Miocene at ∼14 Ma (Fig. 2.7D). The
second phase was characterised by a strong increase in production until 10 Ma, followed by reduced
production until present (∼0.07 Mt for mean TOC and HI, ∼0.19 Mt for max.).

In contrast to Run 2, the results of Run 3 (Miocene source rock only) were relatively similar for
sites A and B (Fig. 2.8A and 2.8B). At both sites, petroleum production started at 13.5 Ma and
increased rapidly until 10 Ma, although the increase was stronger at site A than at site B. At site A,
the bulk production until present was ∼0.11 Mt for mean TOC and HI (∼0.19 Mt for max.); at
site B, it was slightly lower (∼0.10 Mt for mean, ∼0.18 Mt for max. TOC and HI).

When layer thicknesses were gradually increased from the thicknesses determined at Site 909 to
those used for Run 3, the generated mass of petroleum also increased (Run 4; Fig. 2.8C and 2.8D).
At site A, the bulk petroleum production for mean TOC and HI increased from <0.01 Mt for
100% layer thicknesses of Site 909 to >0.10 Mt for the layer thicknesses of Run 3 (Fig. 2.8C). At
site B, production also increased to >0.10 Ma for the thicknesses of Run 3, however, petroleum
generation did not occur for 100% layer thicknesses of Site 909 (Fig. 2.8D).



42 CHAPTER 2. CASE STUDY 1 - KNIPOVICH RIDGE

Paleogene Neogene
Eocene Oligocene Miocene Pl.

a)

bulk petroleum (Miocene+Eocene)

bulk petroleum (Miocene)
gas (Miocene+Eocene)
gas (Miocene)

Run 1: ODP 909

50 45 40 35 30 25 20 15 10 5 0
time [Ma]

1.0

g
e

n
e

ra
te

d
 m

a
s
s
 [
k
t]

0.5

0

c)

bulk petroleum (mean TOC & HI)

bulk petroleum (min./max. TOC & HI)
gas (mean TOC & HI)
gas (min./max. TOC & HI)

Run 2: site A

Neogene
Miocene Pl.OligoceneEocene

Paleogene

50 45 40 35 30 25 20 15 10 5 0
time [Ma]

g
e

n
e

ra
te

d
 m

a
s
s
 [
M

t]

0.05

0

0.10

0.15

0.20

d) Run 2: site B

Neogene
Miocene Pl.OligoceneEocene

Paleogene

45 40 35 30 25 20 15 10 5 0
time [Ma]

g
e

n
e

ra
te

d
 m

a
s
s
 [
M

t]

0.05

0

0.10

0.15

0.20

50

Neogene
Miocene Pl.OligoceneEocene

Paleogene

b)

Burial curve

Eocene source rock

Miocene source rock

km

246
6

5

4

3

2

50 45 40 35 30 25 20 15 10 5 0

to
ta

l 
d

e
p

th
 [
k
m

]

time [Ma]

Figure 2.7: Results of the 1D petroleum system modelling. Note that the generated mass of petroleum is given in kt
in (A) and in Mt for (C) and (D). (A) Run 1 for Miocene (red) and Miocene and Eocene (black) source rocks at ODP
Site 909. (B) Burial curve for site A (Run 2A). (C) Petroleum generation for Miocene and Eocene source rocks at site A
(Run 2A). (D) Petroleum generation for Miocene and Eocene source rocks at site B (Run 2B). Note that there are two
generation phases, one in the Eocene and one in the middle Miocene. Legend is shown in (C). Pl. – Pleistocene, TOC –
total organic carbon, HI – hydrogen index.
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Figure 2.8: Results of the 1D petroleum system modelling. Legend is shown in Fig. 2.7C. (A) Petroleum generation
for a Miocene source rock at site A (Run 3A). (B) Petroleum generation for a Miocene source rock at site B (Run 3B).
(C) Petroleum generation for varying total sediment thicknesses in percentages of sediment thicknesses at Site 909 (site
A). (D) Petroleum generation for varying total sediment thicknesses in percentages of sediment thicknesses at Site 909
(site B). Pl. – Pleistocene, TOC – total organic carbon, HI – hydrogen index.
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With increasing overburden, petroleum production started earlier. At site A, the onset of pro-
duction changed from ∼3.5 Ma for the 100% case to ∼13.5 Ma for the layer thicknesses of Run 3
(Fig. 2.8C). Similarly, at site B the onset changed from ∼3.0 Ma (150%) to ∼13.5 Ma for Run 3
thicknesses (Fig. 2.8D).

The slope of the production curves, and hence the production rate, also changed with increasing
overburden. For a thicker overburden (>300%), production started with relatively high rates and
slowed down around 11-10 Ma and at the beginning of the Pliocene (Fig. 2.8C and 2.8D). For a
thinner overburden (<300%), production rates were initially low but increased at ∼10 Ma. In the
Pliocene, production rates then either decreased (e.g. for 200% and 250% at site A) or increased
(e.g. for 150% at site A).

At site A, the production curves leveled off in the Pliocene for the 350% and Run 3 curves, i.e.,
production ceased in Pliocene times (Fig. 2.8C). Saturation was neither observed in the other
curves nor at site B. Instead, production is presently ongoing at different rates. The highest present-
day rates occur for the 150% case at site A and 250% at site B.

2.6 Discussion

2.6.1 Fluid migration

Compared to Vestnesa Ridge (e.g. Bünz et al., 2008, 2012), there are not many indications for
vertical fluid migration in the seismic data of our study area. In the study area, potential pathways
for vertical fluid migration are faults and pipe structures (Hustoft et al., 2009; Sarkar et al., 2012).

We interpret the undisturbed BSR at the faults to indicate that the faults are probably not actively
transporting fluids. This is in agreement with the absence of seismic amplitude anomalies in seismic
data adjacent to the faults, and with Sarkar et al. (2012), who could not find evidence for fault-
controlled gas migration in the shallow parts of the Svalbard margin. We note, however, that fluid
dissipation could take place along the faults but that it is not fast enough to affect the thermal field
and the BSR.

In contrast, the interruption of the BSR at the pipe structures indicates a disruption of the thermal
field. The chaotic reflection character within the down-bending pipes, as well as bright spots at
other pipes, suggests the presence of free gas and therefore the possibility of vertical fluid migration.
At the two pipes that reach the seafloor, active fluid venting could possibly be going on, but
sediment cores taken in the vicinity did not show signs of active seepage. The pipe structures
that do not reach the seafloor may either be still-developing structures or extinct and buried.

Although it seems more likely that fluid migration occurs at pipe structures than at faults, the small
number of potential fluid flow features suggests that vertical fluid migration is presently very lim-
ited in the study area. Vanneste et al. (2005b) propose that the outer Svalbard margin is undergoing
extension and that the long and continuous BSR and its bottom-simulating behaviour indicate that
this extension has not yet affected the fluid flow system. However, the role of fluid migration
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could increase in the future, which would cause a more irregular and less seabed-following BSR
(Vanneste et al., 2005b). Both the absence of fluid migration markers and the undisturbed BSR
indicate that the strata above the BSR are not strongly affected by gas production at depth, and that
gas ascending to the base of the gas hydrate stability zone turns into hydrate instead of penetrating
the hydrate stability zone.

2.6.2 Source rock potential in the study area

Due to the lack of information on some of the modelling input parameters, several assumptions
had to be made that affected the final outcome of the petroleum system modelling. While the
geological model is relatively well constrained, uncertainties are high for the heat flow evolution
at the modelling sites and for the kinetics of hydrocarbon generation. We therefore refrain from
discussing the exact amounts of petroleum that are potentially generated, but only consider the
general trends.

Given the assumptions discussed in 2.4.4.2, hydrocarbons, including oil and gas, form from the
Miocene source rock north of the Knipovich Ridge. Even if sediment thicknesses at the modelling
sites are not as assumed for Run 3 (Fig. 2.8A and 2.8B), the results of Run 4 (Fig. 2.8C and 2.8D)
show that reduced sediment thicknesses still allow petroleum production at both site A and B.
Petroleum production also occurs at Site 909 (Run 1; Fig. 2.7A), although the generated mass is
small in comparison. However, if production occurs at Site 909 where the Cenozoic sediments are
thinnest, then it is reasonable to assume that production is also possible further landward where
sediment thicknesses are greater (Ritzmann et al., 2004).

Our results support the idea of Smith et al. (2014), who suggested that thermogenic gas on Vestnesa
Ridge could be related to petroleum production from Miocene source rocks. However, due to
the large input-associated uncertainties of the generated mass of petroleum, we cannot tell if the
generated amount is sufficient to explain the wide distribution of gas inferred from the BSR extent.

In the case that both a Miocene and an Eocene source rock are present in the study area, it is
not possible to derive from the production curves whether both source rocks contributed to the
generated amount of petroleum observed. However, the results of site A (Fig. 2.7C) show that if
petroleum is produced from Eocene sediments, the Eocene source rock is not mature enough until
Miocene times. This is different for site B (Fig. 2.7B), where an Eocene as well as a Miocene pro-
duction phase are observed – with the Eocene phase obviously being related to the Eocene source
rock. Thus, during the Eocene the source rock was sufficiently mature for petroleum production
at site B but not at site A, even though the two sites are only ∼30 km apart.

Similar observations were made in the Arctic Basin where the same Eocene source rock is mature
in the Amundsen Basin but not at the adjacent Lomonosov Ridge (Mann et al., 2009). Mann et
al. (2009) attributed the difference to the higher overburden and deeper burial in the Amundsen
Basin. In our study area, however, a higher overburden cannot explain the observed differences
during the Eocene as there was no overburden above the Eocene source rock. We therefore need
to consider other parameters.
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Apart from the sedimentary overburden, parameters that influence modelled source rock maturity
and petroleum generation are organic matter characteristics, kinetics of hydrocarbon generation,
and heat flow. Organic matter characteristics were assumed to be the same at site A and B, as were
the kinetics of hydrocarbon generation. Heat flow, however, differed: during the Eocene, heat
flow was high (200-300 mW m−2) at site B and low (60-70 mW m−2) at site A, due to the close
proximity of site B to the Eocene spreading centre. We believe that the Eocene heat flow was high
enough to cause petroleum generation at site B but not at site A.

The difference in heat flow also explains why there were two phases of petroleum generation at site
B and only one at site A. The Eocene phase was mainly controlled by temperature, i.e., heat flow,
which was too low at site A to induce production. In the Miocene phase, heat flow was similar
at both sites (Fig. 2.2B). This phase appears instead to be controlled by sediment deposition as
indicated by the burial curve (Fig. 2.7B), which shows rapid burial during 15-10 Ma, coeval with
the second phase of petroleum generation.

As the heat flow in the study area is strongly controlled by the Knipovich Ridge, which is inferred
from heat flow increasing towards the ridge axis (Fig. 2.6A), the Eocene phase of petroleum gen-
eration appears to be influenced by the Knipovich Ridge. In contrast, the Miocene phase seems
largely independent from the ridge and is controlled primarily by sedimentation processes.

2.6.3 Conditions for the existence of Eocene rocks north of the Knipovich Ridge

It is not known if the same source rock as in the Arctic Basin also exists in our study area. The
only stratigraphic information for the Svalbard margin comes from ODP sites, which have not
been drilled down to the depths of potential Eocene sequences (Myhre et al., 1995). It is therefore
important to consider the conditions under which an Eocene source rock similar to that of the
Arctic Basin could have been deposited on the Svalbard margin.

The Eocene source rock found in the Arctic Basin is associated with the deposition of the fern
Azolla during early to middle Eocene (Brinkhuis et al., 2006; Mann et al., 2009). Conditions for
the deposition of Azolla, which is a freshwater plant, include well-stratified waters and “Black-Sea-
type” anoxia (Brinkhuis et al., 2006) that are generally restricted to relatively closed basins. The
Arctic Ocean remained a closed basin until the Miocene ( Jakobsson et al., 2007), thus allowing
no exchange of organic matter. However, the deposition of Azolla was not limited to the Arctic
Basin. Brinkhuis et al. (2006) show that Azolla deposits were found as far south as the North Sea,
including in Svalbard, although they do not give an exact location.

If Azolla-derived organic matter was deposited on the Svalbard margin, it must have occurred in a
closed basin setting. Multiple basins may have existed during the Eocene, in the form of pull-apart
basins that were part of the ancient Spitsbergen Shear Zone (Crane et al., 1982, 2001). These pull-
apart basins later developed into mid-ocean ridge segments offset by transform faults, such as the
Molloy Ridge and Transform Fault (Crane et al., 1982; Thiede et al., 1990). It is therefore possible
that there was also a pull-apart basin, e.g. similar to today’s Molloy Deep, north of the Knipovich
Ridge.
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In such pull-apart basins, favourable conditions for the deposition of Azolla could have been met
and maintained into the early stages of rifting, thus enabling the development of a source rock
comparable to that found in the Arctic Basin. Brinkhuis et al. (2006) note that during the middle
Eocene, surface waters of the Atlantic Ocean were sufficiently fresh for Azolla to grow and spread.
Nevertheless, it remains speculative that Azolla-derived organic matter was deposited in our study
area during the Eocene and resulted in the formation of a sufficiently thick source rock sequence.
Without deeper drilling, one cannot prove the existence of an Eocene source rock on the western
Svalbard margin.

2.6.4 Discussion of the results in the light of thermogenic gas finds on Vestnesa
Ridge

Our results are consistent with the observation of thermogenic gas at Vestnesa Ridge. First, we ob-
serve a widespread BSR in an area of increased heat flow, i.e., at the intersection of the Knipovich
Ridge and the Molloy TF. Second, the petroleum system modelling shows that in-situ thermogenic
petroleum production, including gas, is possible from both existing Miocene sediments and a po-
tential Eocene source rock. Consequently, some petroleum generation must have occurred on the
Svalbard margin, which is in agreement with the thermogenic gas finds of Fisher et al. (2011) and
Smith et al. (2014).

Alternatively, serpentinization could be a source for extensive gas hydrate occurrence. Serpen-
tinization requires seawater to enter the upper mantle, which typically occurs at slow-spreading
ridges (Minshull et al., 1998). Serpentinization processes and associated methane generation have
been proposed for the central (Kandilarov et al., 2008; Rajan et al., 2012b) and southern Knipovich
Ridge (Connelly et al., 2007). However, methane samples with isotopic signatures that could con-
firm an abiogenic origin do not exist for any of these areas.

For Vestnesa Ridge, Smith et al. (2014) exclude the possibility of serpentinization-derived methane
based on the geochemical signatures of the recovered gas hydrate samples. If serpentinization
played a role in this area, δ13C values of methane should be heavier than the measured -47.7h, i.e.,
around -25h, but such values were not observed (Smith et al., 2014).

Serpentinization at the northern Knipovich Ridge may have been possible in the early rifting stages
when the overburden was thin and the mantle could have been exposed to seawater in places. Since
then, however, the oceanic crust has been covered by more than 1 km of sediment, and the seismic
data (also Sarkar et al., 2012) do not show any evidence for deep-reaching faults that could act as
pathways for seawater to the upper mantle. Even if serpentinization did occur in early Eocene,
it probably cannot have affected an area large enough to account for the amount of gas observed
today.

We cannot completely exclude the possibility of serpentinization-derived methane north of the
Knipovich Ridge, but we think it unlikely, as this implies that, in addition to bacterial production
at the slope (Sahling et al., 2014), there are two more methane sources on the Svalbard margin:
thermogenic production and serpentinization. Neither the geophysical nor the geochemical data
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are conclusive about the existence of three separate sources. We therefore share the interpretation
of Smith et al. (2014) that the gas north of the Knipovich Ridge is mostly of thermogenic origin.

2.7 Conclusions

The western Svalbard margin is characterised by extensive occurrence of gas hydrates with a maxi-
mum abundance in the vicinity of the Knipovich Ridge, the Molloy Ridge, and the Lena Trough.
The largest area of gas hydrate accumulation inferred from the BSR is north of the Knipovich
Ridge. Within this area, heat flow increases from 80 mW m−2 near the continental slope to >300
mW m−2 at the rifting axis.

While bacterial methane is produced at the continental slope and methane associated with serpen-
tinization processes may exist along the central and southern Knipovich Ridge, our results support
the interpretation of a thermogenic origin for the gas observed north of the ridge. Petroleum sys-
tem modelling has shown that the bulk petroleum mass produced since the Eocene is at least 5 kt
and could be as high as ∼0.2 Mt. Thermogenic methane is thus an important contributor to the
gas hydrate reservoir on the Svalbard margin.

Although the Knipovich Ridge strongly controls the heat flow distribution on this part of the
Svalbard margin, its influence on the amount and timing of thermogenic petroleum production
appears minor. The petroleum system modelling shows that thermogenic methane generation
happened mainly in the Miocene and is attributed to rapid burial of early Miocene source rocks.
However, if Eocene source rocks are present in the study area, petroleum production may also
have taken place during the Eocene due to high heat flow in the early stages of rifting. In this case,
production would have been strongly influenced by the thermal effects of the Knipovich Ridge.
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Chapter 3

Case study 2 - Giant Gjallar Vent

Seal bypass at the Giant Gjallar Vent (Norwegian Sea): indications for a new phase

of fluid venting at a 56-Ma-old fluid migration system1

Ines Dumke, Christian Berndt, Gareth J. Crutchley, Stefan Krause, Volker Liebetrau, Aurélien
Gay, Mélanie Couillard

3.1 Abstract

The Giant Gjallar Vent (GGV), located in the Vøring Basin off mid-Norway, is one of the largest
(∼5×3 km) vent systems in the North Atlantic. The vent represents a reactivated former hy-
drothermal system that formed at about 56 Ma. It is fed by two pipes of 440 m and 480 m diameter
that extend from the Lower Eocene section up to the Base Pleistocene Unconformity (BPU). Pre-
vious studies based on 3D seismic data differ in their interpretations of the present activity of the
GGV, describing the system as buried and as reactivated in the Upper Pliocene. We present a new
interpretation of the GGV’s reactivation, using high-resolution 2D seismic and Parasound data.
Despite the absence of geochemical and hydroacoustic indications for fluid escape into the water
column, the GGV appears to be active because of various seismic anomalies which we interpret to
indicate the presence of free gas in the subsurface. The anomalies are confined to the Kai Forma-
tion beneath the BPU and the overlying Naust Formation, which are interpreted to act as a seal to
upward fluid migration. The seal is breached by focused fluid migration at one location where an
up to 100 m wide chimney-like anomaly extends from the BPU up to the seafloor. We propose that
further overpressure build-up in response to sediment loading and continued gas ascent beneath the
BPU will eventually lead to large-scale seal bypass, starting a new phase of venting at the GGV.

1This chapter has been published as: Dumke, I., Berndt, C., Crutchley, G.J., Krause, S., Liebetrau, V., Gay, A.,
and Couillard, M. (2014). Seal bypass at the Giant Gjallar Vent (Norwegian Sea): Indications for a new phase of fluid
venting at a 56-Ma-old fluid migration system. Marine Geology 351, 38-52.
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3.2 Introduction

Seal bypass systems are large-scale geological features that promote fluid migration across relatively
impermeable sealing sequences (Cartwright et al., 2007). Before seal bypass occurs, upward fluid
migration is inhibited by the seal and fluids accumulate beneath it. Overpressure build-up in the
sealed sequence is favoured by rapid burial, which leads to disequilibrium compaction, e.g. in clays
and mud rocks (Osborne and Swarbrick, 1997). In addition, overpressure may be generated due to
the buoyancy of hydrocarbons (Osborne and Swarbrick, 1997). Once fluid pressure beneath the
seal exceeds the fracture gradient, the seal begins to fracture, allowing fluids to migrate into over-
lying sediments, until fractures close again as overpressure bleeds off (Sibson et al., 1988; Roberts
and Nunn, 1995).

Seal bypass systems are commonly found in petroliferous basins and comprise faults, intrusions,
and pipes (Cartwright et al., 2007). Faults are divided into trap-defining and supratrap faults
(Cartwright et al., 2007), and intrusions include intrusions of sand ( Jolly and Lonergan, 2002;
Andresen et al., 2009), mud (Brown and Westbrook, 1988; Hjelstuen et al., 1997; Hovland et al.,
1998;), salt (Poliakov et al., 1996), and igneous material (Planke et al., 2005; Svensen et al., 2012).
Pipes include hydrothermal pipes (Izawa and Cunningham, 1989; Jamtveit et al., 2004), blowout
pipes (Løseth et al., 2001, 2011), and dissolution pipes (Walsh and Morawiecka-Zacharz, 2001). All
three classes of seal bypass systems – faults, intrusions, and pipes – may be found within the same
basin (Cartwright et al., 2007).

Hydrothermal pipes, for example, are closely linked to igneous intrusions. When sills intrude
into organic-rich sediments, large volumes of methane are produced by contact metamorphism
around the intrusions, promoting explosive and relatively short-lived (10-1000 years) fluid venting
(Svensen et al., 2004; Planke et al., 2005; Aarnes et al., 2010). In the Vøring and Møre basins off
mid-Norway, an 80,000 km² large sill complex and subsequent explosive methane venting created
734 known hydrothermal vent complexes, although it is estimated that there are at least 2000-3000
complexes in the Vøring and Møre basins (Svensen et al., 2004; Planke et al., 2005). Some have
been reactivated and channelled upward-migrating fluids at later times (Svensen et al., 2003; Planke
et al., 2005).

One of these hydrothermal vent complexes is the GGV, located at the northern Gjallar Ridge in
the Vøring Basin (Fig. 3.1; Gay et al., 2012). With a seafloor area of ∼5×3 km and relief of up
to 12 m, the GGV is one of the largest single vent sites in the North Atlantic. The vent system
extends from the Lower Eocene successions up to the BPU. This distinguishes the GGV from most
break-up-related hydrothermal systems of the Norwegian margin, which were active only until the
Early Eocene (Svensen et al., 2004).

The GGV thus has the potential to serve as a study site for constraining the geological processes
that were active in the deep part of the Vøring Basin, such as diagenesis, clay structure transitions,
hydrocarbon maturation, and hydrothermal activity due to break-up magmatism. Moreover, pore-
water samples from Naust Formation sediments may provide information on long-term carbon
venting from the deeper Vøring Basin, which may be due to both hydrothermal maturation of or-
ganic carbon associated with break-up magmatism (Svensen et al., 2003, 2004), and later processes.
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Despite previous studies, the present fluid-flow activity of the GGV remains unclear. Hansen et
al. (2005) interpreted the GGV as a now buried, single-event mud volcano initiated in the Upper
Pliocene through reactivation of an underlying mud diapir, whereas Gay et al. (2012) proposed
that fluid migration resumed in the Upper Pliocene after a period of quiescence, suggesting that the
GGV is still at an early stage of development. Both studies were based on 3D seismic data acquired
by Saga Petroleum, which were the only available seismic data at that time across the GGV.

In this paper, we present a re-interpretation of the Quarternary functioning of the GGV based on
new high-resolution 2D seismic and sediment echosounder data, as well as the first high-resolution
bathymetry data. Our aims are to test whether the GGV is presently active, and to discuss whether
the observed surface relief reflects past activity of a now inactive system, or relatively recent reac-
tivation. In addition, we constrain the evolution of the GGV over the last 2.6 Myr. Based on our
findings, we then re-evaluate the suggestion of Gay et al. (2012) that the GGV can be used as a
study site for constraining the geological processes that are or were active in the deep part of the
Vøring Basin.

3.3 Regional setting and previous results

3.3.1 Geological background

From east to west, the Norwegian Sea may be divided into three geological provinces: the Trøn-
delag Platform, the Vøring Basin, and the Vøring Marginal High which is bounded in the east
by the Vøring Escarpment (Fig. 3.1A; Blystadt et al., 1995). The Vøring Basin comprises several
sub-basins (Fenris Graben, Vigrid and Någrind synclines, Rås and Træna basins) separated by the
NE-SW trending basement highs Gjallar Ridge, Nyk High, and Utgard High (Blystad et al., 1995).

Evolution of the Vøring Basin started during the Upper Jurassic – Lower Cretaceous rift episode
characterised by E-W extension during the Upper Jurassic and northward propagating NW-SE
rifting in the Lower Cretaceous (Doré et al., 1999). Rifting and subsequent subsidence created
several deep basins off Norway and in the SW Barents Sea, including the Vøring Basin and the
Møre Basin further to the south (Doré et al., 1999; Faleide et al., 2008).

The next rifting phase began in the Upper Cretaceous (Campanian-Maastrichtian) around 81 Ma
(Ren et al., 2003) and was characterised by rotation of tilted fault blocks, crustal thinning, and
uplift of structural highs (Hjelstuen et al., 1999a; Corfield et al., 2004). This phase culminated
in lithospheric break-up accompanied by extensive transient volcanism near the Paleocene-Eocene
transition (Skogseid et al., 1987; Eldholm et al., 1989) at about 56 Ma (Gradstein et al., 2012).
A sill complex extending for at least 80,000 km² intruded into thick, organic-bearing Cretaceous
sequences of the Vøring and Møre basins, producing large amounts of methane (Svensen et al.,
2004; Planke et al., 2005). Subsequent explosive methane venting created at least 734 hydrothermal
vent complexes (Svensen et al., 2004; Planke et al., 2005).

Post break-up margin evolution includes compressional deformation and subsidence during the
mid-Cenozoic, and the onset of the Northern Hemisphere glaciation associated with highly in-
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Figure 3.1: (A) Regional setting of the Giant Gjallar Vent (GGV). Tectonic structures are from Blystad et al. (1995)
and Hjelstuen et al. (1999a), volcanic seismic facies from Berndt et al. (2001). (B) Bathymetry of the study area, showing
locations of the 3D dataset and the M87-2 survey area.

creased erosion and sedimentation rates (e.g. Doré et al., 1999; Ottesen et al., 2009). The sedimen-
tary sequence of the Vøring Basin since the Lower Eocene is characterised by three stratigraphic
formations: the Brygge Formation, which belongs to the Hordaland Group, and the Kai and Naust
formations, which represent the Nordland Group (Fig. 3.2).

The Brygge Formation (Lower Eocene to Lower Miocene) comprises mainly claystone interbedded
with sandstone, silt, and limestone (Dalland et al., 1988), although biogenic ooze dominates in the
deeper Vøring Basin (Eidvin et al., 2007). The uppermost Brygge Formation is characterised by
polygonal faults (Berndt et al., 2003).

The Kai Formation was supposedly deposited from Lower Miocene to Upper Pliocene (Dalland et
al., 1988), while Løseth and Henriksen (2005) assume it to be of late Middle to Upper Miocene age
in the central Vøring Basin. Deposition of the Kai Formation focused on the depressions between
synclines, with the largest sediment thickness occurring in the outer Vøring Basin close to the
Vøring Escarpment (Chand et al., 2011). The composition of the Kai Formation varies laterally.
Near the shelf, it consists mostly of claystone (Eidvin et al., 1998; Hjelstuen et al., 2004a), while the
outer margin is dominated by siliceous biogenic ooze (Caston, 1976; Hempel et al., 1989; Hjelstuen
et al., 1999a) that is rich in smectite (Forsberg and Locat, 2005). Caston (1976) determined a mean
porosity of 82% and a mean bulk wet density of 1.324 g cm−3 from DSDP wells 339, 340 and
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341, located at about 70 km NE of the GGV. A high-amplitude seismic reflection observed in both
the Vøring and Møre basins marks the fossilised transition from Opal A to Opal C/T (Fig. 3.2)
(Davies and Cartwright, 2002; Berndt et al., 2004).

Figure 3.2: 3D seismic crossline illustrating the stratigraphic setting of the GGV, main lithological units, and uncon-
formities. Chronostratigraphic information and ages are from Hansen et al. (2005) and Gradstein et al. (2012). BPU –
Base Pleistocene Unconformity, Na. – Naust, Plei – Pleistocene, Pl. – Pliocene. Location is shown in Fig. 3.3.

The uppermost part of the Kai Formation is missing in the Vøring Basin. Jansen and Sjøholm
(1991) report a depositional hiatus from 3.1 Ma to 2.5 Ma between the Naust Formation and the
preserved part of the Kai Formation from ODP well 642B in the Vøring Basin. The hiatus may
be due to a period of transgression at the end of a Middle to Upper Miocene compressional phase,
which resulted in strongly reduced deposition rates (Eidvin et al., 2000; Løseth and Henriksen,
2005). In addition, a period of regression between 4.2 Ma and 2.8 Ma (Vail and Hardenbol, 1979)
may have caused erosion of the upper Kai Formation along most of the Norwegian margin (Eidvin
et al., 2000).
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The Kai Formation is further characterised by intense polygonal faulting. Polygonal faults devel-
oped due to continuous volumetric contraction, probably during deposition of the Kai Formation
and before burial by the overlying Naust Formation (Berndt et al., 2003; Gay and Berndt, 2007).
Sediment unloading associated with the erosional event then stopped the propagation of poly-
gonal faults (Gay and Berndt, 2007). However, some polygonal faults extend through the Naust
Formation and reach the seafloor. These faults have been reactivated by dip-linkage during rapid
deposition of the Naust Formation (Laurent et al., 2012).

The Naust Formation was deposited during Upper Pliocene and Pleistocene according to Caston
(1976), Eidvin et al. (1998) and Hjelstuen et al. (2004a), which puts it into the Pleistocene in
the Geologic Time Scale of 2012 (Gradstein et al., 2012). Naust Formation sediments built up
well-stratified sequences termed Naust N, A, U, S, and T, with N being the oldest sequence (Rise
et al., 2006). The sequences represent massive prograding wedges resulting from glacigenic debris
flows (Henriksen and Vorren, 1996; Ottesen et al., 2009). Deposition of these units reflects the
advances of several major ice sheets across the continental shelf. Ice-rafted debris pebbles found in
drill cores indicate an intensified glaciation starting at about 2.57 Ma (Henrich, 1989; Jansen and
Sjøholm, 1991). Average sedimentation rates in the Vøring Basin sharply increased from 0.18 m
kyr−1 during Naust N to 0.50 m kyr−1 during Naust T (Dowdeswell et al., 2010), with a peak
of 36 m kyr−1 at about 16 ka (Hjelstuen et al., 2004b). Differential loading by Naust Formation
sediments led to mobilisation of the underlying Miocene ooze, forming the Vema and Vigrid diapir
fields (Hjelstuen et al., 1997; Hovland et al., 1998).

In the study area, the Naust Formation consists of a clay-rich diamicton with small proportions
of silt and sand (Eidvin et al., 1998; Hjelstuen et al., 2004a; Ottesen et al., 2009), based on several
wells in the Vøring Basin. At DSDP wells 339, 340 and 341, ∼70 km NE of the GGV, Caston
(1976) determined a mean porosity of 51% and a mean bulk wet density of 1.846 g cm−3.

A regional unconformity between the Kai and Naust formations marks the onset of glacially domi-
nated deposition (Faleide et al., 1996). In the study area, the unconformity appears as a strong peak
reflection in seismic records (Fig. 3.2). This reflector has been previously called Base Late Pliocene
Unconformity (Hjelstuen et al., 1997, 1999a), Base Pliocene reflector (Reemst et al., 1996), Base
Upper Pliocene (Eidvin et al. 1998; Corfield et al., 2004), and Top Kai (Hansen et al., 2005; Gay et
al., 2012). Throughout this paper, we use the term Base Pleistocene Unconformity (BPU), which
is in agreement with the Geologic Time Scale of 2012 (Gradstein et al., 2012).

The BPU reflects major changes in sediment composition, with relatively low-porosity, high-
density Naust Formation sediments above and higher-porosity, lower-density Kai Formation ooze
below. The lithological changes produce a velocity inversion across the BPU, which was observed
at 12 wells on the Trøndelag Platform, Nordland Ridge and the eastern Vøring Basin (Reemst et
al., 1996). With a seismic velocity of 3.09 km s−1 at the base of the Naust Formation and 2.14 km
s−1 at the top of the Kai Formation, the velocity inversion is on average 0.55 km s−1, leading to a
low-velocity zone beneath the BPU (Reemst et al., 1996). This velocity inversion may be due to
high fluid pressures beneath the less permeable Naust Formation sediments (Reemst et al., 1996).
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3.3.2 The Giant Gjallar Vent

The GGV is one of the largest focused fluid flow systems on the Norwegian Margin and is situated
at the northern Gjallar Ridge in water depths of 1348 m to 1360 m (Fig. 3.1). Located above a sill
complex, the GGV formed as the result of explosive methane venting after the intrusive event at c.
56 Ma (Planke et al., 2005; Gay et al., 2012). The vent is characterised by two pipe-like structures
extending upwards from the Eocene sequence, each forming a V-shaped structure that terminates
at the BPU (Gay et al., 2012). Both pipes are marked by stacked high-amplitude reflections and
chaotic reflectivity above the Top Brygge horizon (Hansen et al., 2005). Hummocky reflections
characterise the BPU and overlying strata at the GGV (Gay et al., 2012). At the seabed, the GGV
consists of three NE-SW trending ridges with heights of up to 12 m above the surrounding seafloor,
extending for ∼5 km in a NE-SW direction and ∼3 km in a NW-SE direction (Gay et al., 2012).

The evolution of the GGV after the hydrothermal stage is under debate. According to Hansen
et al. (2005), the vent complex represents one of three types of mound structures (Type A, B,
and C) associated with fluid flow that exist in the Vøring Basin. Types C and A originated from
mud mobilisation at the Paleocene-Eocene transition and during Middle Oligocene, respectively.
Type B structures, which include the GGV, developed as mud diapirs during Middle to Upper
Oligocene, although some extend up to Top Brygge level. A later phase of reactivation led to mud
expulsion at the Upper Pliocene seabed. Today, type B structures are inactive and represent buried
mud volcanoes (Hansen et al., 2005).

An alternative evolution of the GGV was proposed by Gay et al. (2012). Based on the lack of
deformed horizons in the interval between the Intra-Oligocene horizon and the BPU, the authors
suggested that fluid/mud migration activity ceased in mid-Oligocene. Deformation at BPU level is
interpreted to indicate reactivation of the vent complex at the transition between Kai Formation
and Naust Formation. The GGV may therefore be at an early stage of development. Gay et al.
(2012) proposed a future collapse of the vent complex and subsequent pockmark formation.

3.4 Materials and methods

3.4.1 Seismic data

The 3D seismic data SG9604 were acquired by Saga Petroleum in 1996. The data cover a 40×50
km area at the northern Gjallar Ridge between 4°8’E - 5°23’E and 66°43’N - 67°18’N (Fig. 3.1B).
The data have a dominant frequency of ∼40-50 Hz and an inline and crossline spacing of 56 m.
Vertical and horizontal resolutions are approximately 10 m and 30-50 m, respectively (Hansen et
al. 2005). The data underwent standard industry processing including time migration.

During RV METEOR cruise M87-2 in 2012, we acquired high-resolution 2D seismic data along
seven profiles of 11-28 km length, using a 150 m long 96-channel streamer. In addition, two profiles
were acquired using an 8-channel streamer of 12.5 m length. Locations of profiles discussed in this
paper are shown in Fig. 3.3.
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Figure 3.3: Bathymetry map showing locations of profiles, sediment cores, pipes and seal bypass feature. Map location
is shown in Fig. 3.2.

All 2D seismic data were sampled at 2 kHz and recorded for 4 s. A 210 in3 GI gun was used as a
source and operated at a 5 s shot interval. The average shot spacing was 8 m for a ship speed of 3
kn. Processing was done using Seismic Unix (Stockwell, 1997) and included CMP (common mid-
point) sorting and frequency filtering. A filter with low-cut corner frequencies of 25 and 55 Hz
was applied to the 96-channel data to attenuate low-frequency noise. A slightly higher low-cut filter
(36 and 60 Hz corner frequencies) was applied for the same purpose to the lower-fold 8-channel
data. Further processing included stacking and Stolt migration with a constant velocity of 1500 m
s−1.

The Kingdom Suite software (SMT) was used to pick and correlate reflections in the different
datasets. Picked reflections include the seafloor, BPU, Opal A/CT transition, Top Brygge, Intra-
Oligocene, Top Lower Eocene, and three reflections within the Naust Formation (Naust 1, 2 and
3) that were arbitrarily named and do not necessarily represent the intra-Naust formation tops (N,
A, U, S, T; Rise et al., 2006). We also used Kingdom Suite to calculate instantaneous frequencies
of the 3D data in order to investigate if free gas, manifested by increased attenuation of higher
frequencies, is present in the subsurface. In addition, the BPU horizon was flattened to analyse
sediment thicknesses of the overlying Naust Formation.

3.4.2 Hydroacoustic data

In addition to seismic data, sediment echosounder profiles were collected with the ATLAS Para-
sound system operating at 4 kHz. Parasound data were acquired across the vent structure but also
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up to 70 km further northeast, including during the seismic surveys. The data were analysed for
faults within 5 km distance intervals from the vent, with the starting point (0 km) set at the centre
of the northern pipe. In order to exclude bias from profile coverage, the number of faults found in
each distance interval was normalised to profile kilometres acquired within that distance interval.
Fault locations were compared to the locations of upper terminations of Miocene polygonal faults
in 3D seismic data to investigate if shallow faults may be connected to deeper polygonal faults.

On all seismic and Parasound profiles, multibeam echosounder data were recorded with the Kongs-
berg EM122 system (12 kHz, 288 beams) (Fig. 3.1B). Using the open source software package MB
System, the multibeam data were manually edited and processed to obtain bathymetry grids with
cell sizes of 30 m and 50 m. In addition, the EM122’s tool for water column imaging was operated
during the survey.

3.5 Results

3.5.1 Seafloor and water column

Multibeam bathymetry of the GGV is of higher resolution than the seafloor pick of the 3D seismic
data and confirms that the surface expression of the vent consists of three NE-SW trending ridges
(Fig. 3.4A). Maximum relief is about 12 m above the surrounding seafloor, with the highest point
located above the northern pipe in 1348 m water depth. Water column imaging did not reveal any
anomalies during the survey.
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Figure 3.4: Maps of (A) bathymetry and (B) topography of the Base Pleistocene Unconformity (BPU) horizon as
picked in the 3D seismic data, showing locations of pipes and seal bypass feature. mbsl – metres below sealevel. Map
location is shown in Fig. 3.2.
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3.5.2 Subsurface

3.5.2.1 Seismic stratigraphy outside the vent zone

Outside the vent zone, the Naust Formation is characterised by continuous, undisturbed reflec-
tions that are well imaged in Parasound data and appear as a conformable drape of the BPU (Fig.
3.5). The BPU reflection has a negative polarity and appears hummocky at the GGV (Fig. 3.6).
Hummocky reflections occur over an elliptical (5.8×4.2 km) area oriented in a NW-SE direction,
which is slightly larger than the area of seabed elevation (5×3 km). The relief of the BPU hum-
mocky area is up to 0.05 s TWT (∼38 m for a seismic velocity of 1500 m s−1) higher than the
surrounding area and is characterized by polygonal faulting (Fig. 3.4B).
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Figure 3.5: Parasound profile across the northern pipe showing conformable, undisturbed sedimentary reflections of
the Naust Formation. The normal fault is located above the centre of the pipe. Location is shown in Fig. 3.3.

The thickness of the Naust Formation is reduced by up to 0.02 s TWT above the vent (Fig. 3.7),
equivalent to a reduction of 15 m for a seismic velocity of 1500 m s−1. The extent of the reduced
thickness corresponds well to the extent of chaotic reflections beneath the BPU. Reflections within
the area of reduced thickness become increasingly hummocky from the flattened BPU horizon
towards the seafloor. This is particularly evident from the flank steepness, which increases towards
shallower sediment depths (Fig. 3.7).

In contrast to the shallower Naust Formation, the lower half of the BPU – Naust 1 interval appears
only slightly hummocky (Fig. 3.7). To get a rough age estimate for the upper boundary of this
interval, reflector R, we used the travel time difference (∆TWT) between R and the BPU (0.021 s
TWT), a seismic velocity of 3.09 km s−1 (Reemst et al., 1996), and an average sedimentation rate
of 0.18 m kyr−1 for the Naust N sequence (1.5-2.6 Ma) on the Vøring margin (Dowdeswell et al.,
2010). These values give an approximate timing of 180,000 years after the BPU for reflector R.

Between the BPU and the Opal A/CT reflection, internal reflections of the Kai Formation are
of low amplitudes. Reflections between the Opal A/CT reflection and Top Lower Eocene are
characterised by higher amplitudes (Figs. 3.2 and 3.6).
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3.5.2.2 Seismic amplitude and frequency anomalies

The subsurface of the GGV features several acoustic anomalies, including chaotic or discontinuous
reflections, high-amplitude reflections, reverse polarity, increased frequency attenuation, reflection
down-bending, and acoustic blanking.

Chaotic, discontinuous reflections occur in the uppermost Kai Formation immediately beneath
the BPU (Fig. 3.8). They are apparent in the 2D seismic data but not in the lower-resolution 3D
seismic data and are restricted to the area of BPU up-doming.

Discontinuous high-amplitude reflections exist within the chaotic reflections beneath the BPU in
2D and 3D seismic data (Figs. 3.6 and 3.8). High-amplitude reflections also exist in 3D data within
the two pipes down to Top Brygge level (Fig. 3.6), as previously noted by Hansen et al. (2005) and
Gay et al. (2012). Some of these reflections exhibit reversed polarity (Fig. 3.6).

Based on different amplitude characteristics, the two pipes of the GGV were divided into two
units: a high-amplitude unit between the BPU and Top Brygge (unit 1), and an opaque unit in the
underlying Brygge Formation where high-amplitude reflections are absent (unit 2) (Fig. 3.6).
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Instantaneous frequencies from 3D seismic data show strong attenuation of higher frequencies be-
neath the BPU at the vent and within the pipes (Fig. 3.9). Slightly increased frequency attenuation
was also observed in the lower Naust Formation above both pipe centres.

At the northern pipe, a down-bending reflection was observed in 3D seismic data at the centre
of the pipe, directly beneath the BPU (Fig. 3.6). At greater depths, the Top Brygge horizon
bends steeply upwards towards the centre of each pipe. Such up-bending is also observed at smaller
pipe-like features in the southern half of the 3D survey area.
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About 900 m NE of the northern pipe, a shallow vertical anomaly was observed, which has dif-
ferent characteristics in 2D and 3D seismic data and Parasound records. On the 3D seismic line,
the anomaly appears as a subtle feature extending from the BPU into the Naust Formation. It is
marked by upbending and downbending of reflections, as well as a higher-amplitude reflection be-
neath the BPU (Fig. 3.10A, B). At the BPU and immediately beneath it, instantaneous frequencies
show increased attenuation of higher frequencies (Fig. 3.10C).

On the higher-resolution 2D seismic profile, the anomaly is more distinct and characterised by
reduced seismic amplitudes, stopping at Naust 3 level (Fig. 3.10D). However, the Parasound data
clearly show that it reaches up to the seafloor, terminating in a shallow depression about 130 m
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wide and 1 m deep (Fig. 3.10E). The anomaly is up to 100 m wide and marked by high amplitudes
above Naust 3 level and acoustic blanking below. Above this horizon, reflections on either side of
the feature bend down towards its centre, whereas reflection up-bending occurs beneath Naust 3.
However, this is difficult to discern as these depths are at the limit of Parasound penetration.
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3.5.2.3 Faults related to shallow deformation

Faults were found across the entire survey area. However, data coverage at distances greater than
35 km from the GGV is limited to the area NNE of the GGV and consequently, all mapped faults
beyond this distance are located NNE of the vent. Within 35 km from the pipes, more extensive
coverage reduces directional bias.

We observed three groups of faults in the dataset: (1) shallow faults with throws of up to 3 m in
the upper 50-80 m, identified in Parasound data, (2) faults with throws of up to 10 m in the lower
Naust Formation, observed in 2D seismic data, and (3) polygonal faults imaged by the 3D data.
The latter have been described by Laurent et al. (2012), who determined maximum fault throws
of 20 ms TWT.

Of the 143 shallow faults found in Parasound data, most are normal faults; only 18 showed up-dip
displacement of reflectors indicating reverse faulting. About one third (48) of the shallow faults are
located directly above polygonal faults (Table 3.1, Fig. 3.11), and one third (49) are independent,
i.e., not associated with deeper polygonal faults. The remaining 46 faults are located outside the
area of the 3D survey, and hence a comparison was not possible.
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Table 3.1: Occurrences of shallow faults identified in Parasound data within 5 km distance intervals from the northern
pipe. pf – polygonal fault, ind. – independent.

all faults seafloor-piercing faults
interval no. of no. of pf- no. of no. of faults no. of no. of pf- no. of no. of faults
[km] faults related ind. outside faults related ind. outside

(total) faults faults 3D survey (total) faults faults 3D survey

0-5 26 11 15 - 2 1 1 -
5-10 53 30 19 4 10 9 1 -
10-15 36 7 12 17 3 1 - 2
15-20 6 - 1 5 - - - -
20-25 5 - 2 3 - - - -
25-30 1 - - 1 1 - - 1
30-35 1 - - 1 1 - - 1
35-40 1 - - 1 1 - - 1
40-45 1 - - 1 - - - -
45-50 1 - - 1 - - - -
50-55 1 - - 1 - - - -
55-60 4 - - 4 2 - - 2
60-65 3 - - 3 1 - - 1
65-70 4 - - 4 2 - - 2
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Although shallow faults occur up to 70 km away from the GGV, most are within 25 km of the
pipes (Table 3.2, Fig. 3.12A). Both independent faults and faults related to polygonal faults were
observed mostly within 15 km from the central GGV, with the highest number of faults occurring
within 5-10 km distance. Two faults are located directly above the northern pipe (Fig. 3.5).

Table 3.2: Occurrences of shallow faults identified in Parasound data, normalised to acquired profile kilometres within
the 5 km distance intervals. pf – polygonal fault.

all faults seafloor-piercing
faults

interval profile pf-related independent faults outside 3D faults per km
[km] length [km] faults per km faults per km survey per km

0-5 157.85 0.070 0.095 - 0.013
5-10 184.34 0.163 0.103 0.022 0.054
10-15 145.71 0.048 0.082 0.117 0.021
15-20 55.87 - 0.018 0.089 -
20-25 37.29 - 0.054 0.080 -
25-30 29.67 - - 0.034 0.034
30-35 31.53 - - 0.032 0.032
35-40 19.84 - - 0.050 0.050
40-45 19.95 - - 0.050 -
45-50 20.60 - - 0.049 -
50-55 19.21 - - 0.052 -
55-60 20.99 - - 0.191 0.095
60-65 19.82 - - 0.151 0.050
65-70 20.02 - - 0.200 0.100

While most shallow faults appear to terminate within the Naust Formation, 22 faults reach the
seafloor. Half of these faults are located above polygonal faults (Table 3.1). The seafloor-piercing
faults are found at three centres: (1) within 15 km of the pipes, (2) at distances of 25-40 km, and
(3) between 55 km and 70 km (Table 3.2, Fig. 3.12B).

In the 2D seismic data, normal and reverse faults were observed at the edges of the zone of chaotic,
high-amplitude reflections (Figs. 3.8 and 3.10). These faults penetrate the BPU and the lower Naust
Formation. Some faults extend up to the Naust 3 horizon but none reaches the seafloor.

3.6 Discussion

3.6.1 Present-day activity of the GGV

The new data provide much higher resolution of the shallow sediment succession, i.e., the Naust
Formation and upper Kai Formation, than previously available for the area. Although we did not
observe acoustic indications for fluid release, such as acoustic flares in echosounder data, there are
several indications for present activity of the GGV both in terms of fluid migration and structural
deformation.
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3.6.1.1 Fluid migration

The presence of free gas beneath the BPU is indicated by chaotic and high-amplitude reflections,
and by increased attenuation of higher frequencies. From the slightly increased frequency atten-
uation within the pipes, as well as high-amplitude reflections and localised segments of reversed
polarity (Fig. 3.6), we infer that gas or gas-rich fluids are present within the pipes. Fluids migrate
upwards from greater depths, possibly from beneath the Top Brygge horizon.

Free gas-related anomalies are absent above the BPU and fluids appear to be trapped underneath,
suggesting that the BPU acts as a seal to upward fluid migration. Sealing of the underlying Kai
Formation is likely due to the lower permeability and higher density of the glacigenic Naust For-
mation sediments compared to the Kai Formation sediments (Caston, 1976), and the rapid covering
of the Kai Formation sediments during the Pleistocene (Hjelstuen et al., 2004a).

However, the BPU seal is not intact over the entire study area. It appears to have been breached
∼900 m northeast of the northern pipe where a vertical, chimney-like anomaly extends from the
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BPU to the seafloor (Fig. 3.10). We interpret the acoustic blanking and stacked high-amplitude
reflections in the 2D seismic and Parasound data as indications for the presence of gas. 3D seis-
mic data support this interpretation through increased attenuation of higher frequencies at and
immediately beneath the BPU (Fig. 3.10C).

We interpret the shallow depression in which the vertical anomaly terminates as a pockmark. Its
dimensions are similar to pockmarks in the North Sea, e.g. in the South Fladen area where average
widths and depths of 156 m and 1.4 m, respectively, were measured (Hovland and Judd, 1988).
As pockmarks are formed by seepage, active fluid expulsion may have taken place at this location.
Although we did not observe anomalies in the water column during surveying, this does not rule
out the case for recent seepage as it is well known from other areas that seepage may be periodic
on time scales as short as minutes (Leifer et al., 2004; Krabbenhoeft et al., 2010). Thus, the time of
passing this feature could have been an intermittent period of quiescence.

Geochemical analyses of sediment samples from this site would help to clarify whether seepage
occurs at this chimney. Unfortunately, such samples do not exist. Two gravity cores taken above
the northern pipe (cores 660 and 661 in Fig. 3.3) show methane concentrations below 11 nmol l−1,
and no indication for strong fluid advection in the profiles of total alkalinity, sulphate, Cl− and
Br−. However, free gas may be present deeper in the Naust Formation, as we infer from slightly
increased attenuation of higher seismic frequencies above the BPU at the centre of the northern
pipe (Fig. 3.9). This may be a first indication for seal bypass at the northern pipe.

3.6.1.2 Structural deformation

The distribution of shallow faults with respect to Miocene polygonal faults indicates that shallow
propagation of polygonal faults is taking place in the survey area. Shallow faults located above a
polygonal fault identified in 3D seismic data indicate reactivation of a buried polygonal fault which
then propagated into the Naust Formation. Fault reactivation has already been inferred from 3D
data (Laurent et al., 2012), and the new high-resolution data support this hypothesis.

Reactivation of polygonal faults of the Kai Formation is probably a regional process, rather than
a local phenomenon. Gay and Berndt (2007) observed shallow propagation of polygonal faults
at the Storegga scarp, about 280 km south of the GGV, and proposed that faulting within the
lower Naust Formation was induced by the overlying debris flow deposit, i.e., by an instantaneous
process. We suggest that a similar process inducing fault reactivation could be represented by rapid
loading by glacigenic debris flows of the Naust Formation. As the glacial deposits are unsorted and
of low permeability, they probably act similarly to submarine debris flow deposits, even though
the loading process was not as instantaneous as the emplacement of the debris flow at Storegga.

While regional reactivation of polygonal faulting is certainly responsible for many of the observed
shallow faults, other factors may also be involved. Based on the relatively high density of shallow
faults related to polygonal faults within 10 km of the GGV, we suggest that the vent influences and
possibly promotes fault reactivation and shallow propagation. The GGV also appears to induce
the formation of new faults, as inferred from the high number of faults not related to polygonal
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faults and located within a 15 km radius from the northern pipe. A relation between vent activity
and faulting, or deformation, is further indicated by faults identified in 2D seismic data just at the
edges of the zone of strong BPU deformation and underlying chaotic reflections.

Recent structural deformation is implied by seafloor-piercing faults, whose distribution shows that
structural deformation is not restricted to the vent vicinity but also occurs in two areas further
to the northeast. While we attribute fault activity within 10 km from the pipes mainly to vent-
induced deformation, it seems unlikely that faults located more than 10 km away are related to the
vent system. They must therefore have been caused by other factors.

One possibility is that vent-independent faults represent centres of recent reactivation of polygonal
faults. As there are no 3D seismic data available for these areas, we can neither confirm nor exclude
this possibility. However, the distinct distance intervals of the two fault areas indicates that they
are caused by local effects rather than regional reactivation of the polygonal fault system. There is
no seismic evidence that tectonic stress in the basement is causing this near-surface deformation.

3.6.2 GGV relief – relict from the past?

3.6.2.1 Is the GGV a buried mud volcano?

Unconsolidated sediments can be mobilised in the subsurface if the boundary conditions are suit-
able (cf. Maltman and Bolton, 2003). Subsurface sediment mobilisation may form intrusive struc-
tures, e.g. diapirs, and extrusive structures, e.g. mud volcanoes (Huuse et al., 2010). Mud volcanoes
typically have diameters of 1-4.5 km and heights of 10-200 m, e.g. in the Barents Sea (Hjelstuen et
al., 1999b), the Black Sea (Ivanov et al., 1996), the Western Alborán Sea (Somoza et al., 2012), and
on the Mediterranean Ridge (Ivanov et al., 1996). With a diameter of ∼5 km and heights of up to
38 m at the paleo-surface (BPU), the GGV is well within this range of mud volcano dimensions.
To investigate whether the GGV is a buried mud volcano, we discuss the common characteristics
of mud volcanoes, listed by Deville et al. (2003) as (1) dome-shaped outlets, (2) focused conduits,
and (3) mud chambers or reservoirs, and evaluate whether these apply to the GGV.

Volcanic dome

From the new high-resolution data, it is evident that there is no dome-shaped outlet at the GGV.
However, in a model of a mound structure associated with the GGV, Hansen et al. (2005) showed
a mud volcano dome sitting upon a relatively undeformed BPU. If that were the case and the
feature were now buried, we would have expected a dome-shaped anomaly on the paleo-seafloor,
similar, for example, to buried sand volcanoes in the Norwegian-Danish Basin (Andresen et al.,
2009). While such a dome could be inferred from the 3D data, which were the only data available
to Hansen et al. (2005), our 2D seismic data clearly show that there is no dome on the BPU but
that the BPU itself is up-doming and deformed (Fig. 3.8).

In addition to a dome on the BPU, the GGV also lacks stacked domes in the deeper subsurface.
Separate domes stacked in a “Christmas tree” pattern reflect multiple eruption phases of mud



68 CHAPTER 3. CASE STUDY 2 - GIANT GJALLAR VENT

volcanoes (Stewart and Davies, 2006). These are often observed at mud volcanoes in areas with
high sedimentation rates (e.g. Davies and Stewart, 2005; Deville et al., 2006, 2010). According to
Hansen et al. (2005) and Huuse et al. (2010), the GGV represents a single-event mud volcano.
While this would explain the absence of stacked domes, it seems unlikely that a mud volcano
erupted only once about 2.6 Myr ago in an area characterised by high sedimentation rates during
the Pleistocene.

Also absent are characteristic onlap patterns. Mud volcanoes that developed during times of high
sedimentation rates are often characterised by conformable seismic reflections onlapping the flanks,
representing phases during which sedimentation exceeded dome growth (e.g. Stewart and Davies,
2006). Stratigraphic onlaps would therefore be expected if there were a volcanic dome on the BPU,
but they are not observed in our data.

Feeder channel

Feeder channels of mud volcanoes can be easily identified in seismic data as they are marked by
opaque vertical zones that usually lack any reflections (Dimitrov, 2002). Although vertical am-
plitude anomalies are clearly identifiable at the GGV, they are not uniformly opaque but can be
divided into a lower opaque unit beneath Top Brygge level and an upper unit marked by high-
amplitude reflections. A mud diapir feeding a potential mud volcano must therefore have stopped
at Top Brygge level (Hansen et al., 2005).

Above Top Brygge level, a different mode of migration must operate. Hansen et al. (2005) pro-
posed that above Top Brygge level, the GGV is fed via a network of sub-vertical fractures rather
than by a diapir. Vertical discontinuities are indicated by offset reflections in 3D seismic data just
above the Top Brygge horizon (Fig. 3.6). We interpret these discontinuities as hydro-fractures,
which can trigger mud diapirism and volcanism (Dimitrov, 2002; Deville et al., 2010) but are also
associated with the initiation and upward propagation of gas chimneys (Hustoft et al., 2010; Net-
zeband et al., 2010). As the high amplitudes and chaotic character of the pipes above Top Brygge
level indicate the presence of gas, and as gas is also present beneath the BPU, we suggest that above
Top Brygge level, fluid migration in the GGV is driven by gas rather than mud.

Another feature common to both mud volcano systems and gas chimneys is down-bending of
reflections, which occurs beneath the up-doming BPU (Fig. 3.6). Similar down-bending was ob-
served at Håkon Mosby Mud Volcano in the Barents Sea (Hjelstuen et al., 1999b; Perez-Garcia et
al., 2009) and Strakhov Mud Volcano in the Black Sea (Ivanov et al., 1996).

Reflection down-bending can be interpreted in several ways: as (1) a pull-down effect caused by
decreasing seismic velocity in gas-rich fluids (Hovland and Judd, 1988; Løseth et al., 2009) or
in gas-saturated mud (Dimitrov, 2002), (2) a collapse structure, e.g. collapse of a mud volcano
dome (Ivanov et al., 1996; Perez-Garcia et al., 2009) or of a pipe structure (Moss and Cartwright,
2010), and (3) a volcanic bicone geometry consisting of an upward-pointing cone and a downward-
pointing cone (Davies and Stewart, 2005; Stewart and Davies, 2006).

Since the high-resolution 2D seismic data do not show down-bending, we can rule out a structural
feature such as a collapse structure, and there is also no conclusive evidence for a bicone geometry.
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Instead, we favour the interpretation that the down-bending is caused by lower velocities within a
gas chimney. The different effects observed in the seismic data – down-bending in 3D seismic data,
chaotic reflections in 2D seismic data – are attributed to the different frequencies of the systems
used.

Mud reservoir

If the vent is driven by mud mobilisation, there must be a mud reservoir of some kind. Hansen
et al. (2005) suggest that mud is sourced from within the Brygge Formation. While mud from
the Brygge Formation may have fed a mud diapir until Top Brygge times, a shallower source may
have operated afterwards. Other studies proposed mud mobilisation within the Kai Formation,
caused by lithological changes across the BPU and overpressure build-up beneath it (Caston, 1976;
Hjelstuen et al., 1997; Hovland et al., 1998). Such mud mobilisation within the Kai Formation
probably resulted in the formation of the Vema and Vigrid diapirs (Hjelstuen et al., 1997; Hovland
et al., 1998). Due to the relative proximity of the GGV to these diapirs, it is possible that the
process of mud mobilisation in the Kai Formation also occurred at the GGV. However, the GGV
differs from the diapirs in that it shows several indications for free gas, suggesting gas migration
rather than mud mobilisation.

If the vent is primarily gas-driven, it can still lead to mud mobilisation. Fluids migrating through
overpressured sequences may entrain unconsolidated sediment (Davies et al., 2007; Huuse et al.,
2010), for example at the edges of feeder pipes (Deville et al., 2010). Sediment entrainment in
response to fluid migration is likely to occur in areas characterised by polygonal faulting (Løseth
et al., 2003). We assume that if mud mobilisation by sediment entrainment occurs in the Kai
Formation, it is restricted to the upper 80 ms TWT. Reflections within this zone are up-bending,
which could indicate subsurface sediment mobilisation. In contrast, flat and undisturbed reflections
in the lower Kai Formation do not seem to support subsurface sediment mobilisation.

3.6.2.2 Recent reactivation of the GGV

After initial vigorous methane venting and a later mud-diapir phase, which probably lasted until
Top Brygge times, the GGV may have experienced a period of quiescence until deposition of
the Naust Formation onto the Kai Formation occurred. Gay et al. (2012) suggested that fluid
migration was reactivated at the Kai-Naust transition, based on the observation that deformed
reflections exist only near the BPU and above but not within the deeper Kai Formation.

Another indication for reactivation during the Naust Formation is the absence of stratigraphic
onlap at the deformed BPU. If deformation of the BPU had begun before deposition of the Naust
Formation, reflections of the lower Naust Formation should be characterised by onlap onto the
BPU. As onlap is absent in 2D and 3D seismic data, and the BPU is draped by conformable sedi-
ments, we interpret this to indicate that the deformation of the BPU occurred after the onset of
the deposition of the Naust Formation.



70 CHAPTER 3. CASE STUDY 2 - GIANT GJALLAR VENT

Deformation and up-doming of the BPU and neighbouring reflections may be due to overpressure
build-up beneath the BPU. Overpressure build-up can be internally driven by local processes in the
sediments, or by an external fluid source (Løseth et al., 2003). Internal processes are often associ-
ated with pore space reduction during compaction (e.g. Osborne and Swarbrick, 1997), whereas
external drivers of overpressure are derived from focused fluid migration towards a particular part
of the subsurface (e.g. Crutchley et al., 2013).

At the GGV, internal overpressure beneath the BPU is likely caused by the strong lithological con-
trast between lower-permeability Naust Formation sediments and higher-permeability Kai Forma-
tion sediments, and by high sedimentation rates during deposition of the Naust Formation. Rapid
burial by impermeable sediments favours disequilibrium compaction, leading to overpressure gen-
eration (Osborne and Swarbrick, 1997; Deville et al., 2010). Regional or internal overpressure is
further indicated by polygonal faults in the upper Brygge, Kai and lower Naust formations (Chand
et al., 2011).

However, fluid migration caused solely by regional overpressure disagrees with the localised de-
formation and focused pipes of the GGV. Recent fluid migration must therefore be at least partly
related to a second, i.e., external, overpressure component. Externally driven overpressure is asso-
ciated with fluid migration pipes, which always produce small amounts of overpressure (Osborne
and Swarbrick, 1997). Gas ascending in an incompressible fluid also generates significant overpres-
sure (Osborne and Swarbrick, 1997).

Recent to ongoing fluid migration must therefore also be related to the underlying pre-Top-Brygge
mud diapir and former hydrothermal system of the GGV. We propose that slow fluid migration
from the last main fluid-flow activity phase of the vent, which lasted from approximately Middle
Oligocene to Lower Miocene (Top Brygge), is still ongoing, albeit at a much lower rate than during
the main phase. Fluids are seeping into the Kai Formation and migrate upwards, forming two pipe
structures terminating at the BPU.

At the pipes, local overpressure arising from buoyant, trapped fluids adds to the regional over-
pressure caused by the permeability contrast and loading. Consequently, overpressure beneath the
BPU must be considerably greater at the GGV compared to the surrounding area. We suggest that
greater overpressure at the GGV is a feasible explanation for up-doming and deformation of the
BPU.

Overpressure build-up beneath the BPU is also inferred from the chimney location where the
seal has been breached. Such seal failure typically occurs when a pressure threshold is reached
beneath the seal and the fracture gradient, i.e., the rock’s least principle stress, is exceeded (Huuse
et al., 2010). Subsequently, hydro-fractures can form, which serve as migration pathways into the
overlying sediments. Since fluid chimneys like the one observed at the BPU have been inferred
to initiate by faulting (e.g. Netzeband et al., 2010), we propose that seal failure at the GGV also
occurred by this process. The chimney feature must then have formed after deposition of the BPU,
i.e., within the last 2.6 Myr.
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3.6.2.3 Interpretation of the GGV

We conclude that the GGV is not a buried single-event mud volcano, as the absence of a dome-
shaped outlet at the paleo-seafloor is inconsistent with the appearance of classic mud volcanoes.
Moreover, the GGV is neither inactive, nor is it driven entirely by mud mobilisation. Instead, the
upper part above Top Brygge level appears to be gas-driven. We therefore interpret the GGV as
an active gas chimney above a former mud diapir. A change from a mud-dominated phase to gas-
dominated activity at the same location is possible, as suggested for Håkon Mosby Mud Volcano
(Perez-Garcia et al., 2009).

Gas-rich fluids at the GGV probably originate from different depth intervals: (1) from beneath
the Top Brygge horizon, as a continuation of past activity phases, and (2) from within the Kai
Formation due to dewatering in response to increased loading by Naust Formation sediments.
Overpressure, caused by the combined effect of external and internal drivers associated with these
two types of fluid migration, is probably sufficient to induce the observed deformation of the BPU
and overlying strata. The interpretation that the BPU deformation arises from overpressured,
trapped fluids pushing upwards beneath the seal is consistent with our observations.

It is difficult to constrain the onset of deformation of the BPU and the Naust Formation at the
GGV from the seismic data. A rough estimate is 180,000 years after the BPU, although an even
earlier onset cannot be ruled out. Up-doming and deformation have probably been continuous, as
indicated by the progressive increase in flank steepness towards the seafloor (Fig. 3.7). The increas-
ing surface relief probably influenced local bottom currents, promoting seabed erosion, which may
explain the reduction in sediment thickness in the area of the highest degree of deformation. Al-
ternatively, sediment could have been removed through fluid expulsion, as observed at pockmarks
(Hovland and Judd, 1988).

The GGV still appears to be in an early phase of development since its possible reactivation at the
Kai-Naust transition. This is suggested by the predominantly intact BPU seal and largely absent
fluid migration features in the Naust Formation. According to Gay et al. (2012), up-doming of
the BPU reflects an early stage of pipe formation. The GGV may eventually collapse to form
pockmarks characterised by active seepage.

3.6.3 Evolution since the BPU

Prior to the Pleistocene, a period of transgression (Løseth and Henriksen, 2005) and possibly re-
gression, causing erosion of the upper Kai Formation over much of the Norwegian shelf (Eidvin et
al., 2000), produced a depositional hiatus on the Norwegian margin ( Jansen and Sjøholm, 1991).
Polygonal faults, which developed in the Miocene Kai Formation in response to volumetric con-
traction, possibly ceased to be active after the erosional event, at least in the Storegga area about 280
km south of the GGV (Gay and Berndt, 2007). With the beginning of the Pleistocene and deposi-
tion of the Naust Formation sediments, the depositional hiatus in the uppermost Kai Formation
led to the development of an unconformity, the BPU. Based on our assumption that low-intensity
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fluid migration continued after the last main activity phase of the GGV, we devised the following
model for the vent’s evolution since the BPU, i.e., for the last 2.6 Myr.

Figure 3.13: Model of vent evolution since deposition of the Naust Formation. (A) Early Naust period: Base
Pleistocene Unconformity (BPU) and overlying Naust Formation sediments act as seal. (B) Middle to Late Naust
period: fluids accumulating beneath the BPU induce overpressure and deformation. (C) Present: increased overpressure
and deformation, seal bypass in at least one location. (D) Future: extensive seal bypass enables new phase of active fluid
venting.

3.6.3.1 Early Naust period

During the Pleistocene, the weak Kai Formation was progressively loaded by dense glacigenic
Naust Formation sediments that were deposited onto the BPU. Due to the lower porosity and
higher density of the glacigenic sediments compared to the Kai Formation ooze (Caston, 1976),
the BPU acted as a seal, trapping upward-migrating fluids (Fig. 3.13A).

Consequently, overpressure began to build up beneath the BPU, favoured by increased, rapid burial
of the sealed Kai Formation, which led to disequilibrium compaction and dewatering (Osborne and
Swarbrick, 1997; Chand et al., 2011). Fluids that mobilised as the result of dewatering reactions
then migrated upwards towards the BPU.

Overpressure was greatest at the GGV where local overpressure derived from buoyant, trapped
fluids added to the regional, loading-induced overpressure. This combined overpressure beneath
the BPU was probably sufficient to cause progressive up-doming and deformation of the sealing
sequence.
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3.6.3.2 Middle to Late Naust period

Overpressure continued to build up beneath the BPU while deformation of the BPU and the Naust
Formation progressively increased (Fig. 3.13B). Burial of the Kai Formation caused reactivation
of Miocene polygonal faults, while new faults formed due to overpressure-induced deformation at
the GGV.

3.6.3.3 Present

At present, increasing overpressure beneath the BPU seal has caused seal bypass in at least one
location where a 100 m wide chimney feature extends into the Naust Formation and up to the
seafloor (Fig. 3.13C). While this is the only seal bypass feature yet observed, other locations may
exist but may not have been detected due to limited coverage of 2D seismic profiles and the low
resolution of the 3D dataset (Fig. 3.10). It is possible that seafloor venting is already taking place,
although indications for seepage were not observed during the survey.

3.6.3.4 Future

If overpressure continues to increase as fluids accumulate beneath the BPU, it is likely that seal
bypass will occur at other locations (Fig 3.13D). Eventually, we expect the BPU seal to fail over
a larger area, i.e., several square kilometres, enabling fluids and possibly mobilised mud to freely
migrate into the Naust Formation and towards the seafloor. Once fluids reach the seafloor and are
expelled into the water column, a new phase of fluid venting begins at the GGV.

Fluid venting may lead to pockmark formation and possibly later collapse of the upper pipe struc-
ture (Gay et al., 2012). If fluid supply to the system were to remain active long enough, typical seep
facies such as chemoautotrophic fauna (Barry et al., 1996) and carbonate chemoherms (Aharon,
1994) could develop at the seabed and in the shallow subsurface, indicating long-lasting fluid seep-
age.

3.6.4 A window into the deep basin?

The new high-resolution data provide more insight into the GGV system than was previously
possible. We therefore re-evaluated the suggestion that the GGV can act as a window into the
geological processes active in the deep Vøring Basin.

While Gay et al. (2012) inferred from the 3D dataset that the GGV may be used as a window into
the deep basin, we cannot support this hypothesis based on our new high-resolution data. The
processes characterising the GGV today – fluid accumulation, overpressure build-up, up-doming,
and faulting – are mainly shallow processes originating in the Naust Formation and upper Kai
Formation. With the exception of possible low-intensity fluid migration remaining from the last
main activity phase, these processes appear to be unrelated to the deeper vent system that was
dominated by sill-associated explosive fluid escape at the Paleocene-Eocene transition and later
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mud diapirism between the Intra-Oligocene and Top Brygge horizons. We therefore conclude that
the GGV does not serve as a window into the deep Vøring Basin. Instead, the vent reflects a long-
lived, polyphase history marked by focused fluid flow, reactivation with different modes of fluid
migration and fluid composition, seal establishment, and seal failure.

To further clarify whether deep processes contribute to present-day activity at the GGV, geochem-
ical data such as methane signatures would be required from seepage sites. Methane of biogenic
origin would indicate that only shallow processes are active at the GGV, whereas a thermogenic
signature implies deep processes and hence a possible window into the deeper basin. At present,
the most promising location for taking methane samples to address this question is the chimney
site. More detailed seafloor investigations should be carried out in order to corroborate if fluids
from the deep parts of the Vøring Basin reach the seafloor at present.

3.7 Conclusions

New high-resolution 2D seismic and Parasound data complement existing 3D seismic data and pro-
vide new insights into the evolution of the GGV. Our seismic data show that the GGV is presently
active in terms of fluid migration and structural deformation. Fluids originating from beneath
the Top Brygge horizon and from dewatering within the Kai Formation accumulate beneath the
BPU, which separates the Kai and Naust formations and acts as a seal to upward fluid migration.
Overpressure associated with the trapping of fluids is highest above the two pipes and is probably
sufficient to cause up-doming and deformation of the BPU, as well as faulting up to 10 km away
from the vent.

Various seismic anomalies led us to suggest that fluid migration is gas-driven above the Top Brygge
horizon. Together with the absence of a potential dome-shaped outlet on the BPU, these results
indicate that the GGV is not a buried mud volcano as suggested by Hansen et al. (2005). Rather,
the GGV reflects a polyphase history characterised by phases of mud-dominated and gas-dominated
activity. The current gas-driven phase was probably initiated by the deposition of Naust Formation
sediments onto the BPU, which caused sealing of the Kai Formation.

We suggest that this seal is beginning to fail, allowing fluids to migrate into the Naust Formation
and towards the seafloor. Although this is currently observed at only one location, we propose
that progressive seal failure will occur in the future and start a new phase of active fluid venting at
the seabed. The GGV thus represents a promising location to study the evolution of a fluid migra-
tion system at an early stage of its development since reactivation. Understanding hydrothermal
systems such as the GGV is important to gain insight into the effects these systems had, and still
have, on the ocean and atmospheric composition.

Our study further highlights the importance of additional high-resolution seismic data for the
interpretation of conventional 3D seismic data, which is often not able to resolve shallow (upper
100 m) features due to its lower resolution.
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Chapter 4

Case study 3 - Svalbard margin seeps

Temporal constraints on hydrate-controlled methane seepage off Svalbard1

Christian Berndt, Tomas Feseker, Tina Treude, Sebastian Krastel, Volker Liebetrau, Helge Nie-
mann, Victoria J. Bertics, Ines Dumke, Karolin Dünnbier, Bénédicte Ferré, Carolyn Graves, Felix
Gross, Karen Hissmann, Veit Hühnerbach, Stefan Krause, Kathrin Lieser, Jürgen Schauer, Lea
Steinle

4.1 Abstract

Methane hydrate is an icelike substance that is stable at high pressure and low temperature in
continental margin sediments. Since the discovery of a large number of gas flares at the landward
termination of the gas hydrate stability zone off Svalbard, there has been concern that warming bot-
tom waters have started to dissociate large amounts of gas hydrate and that the resulting methane
release may possibly accelerate global warming. Here, we corroborate that hydrates play a role in
the observed seepage of gas, but we present evidence that seepage off Svalbard has been ongoing
for at least 3000 years and that seasonal fluctuations of 1° to 2°C in the bottom-water temperature
cause periodic gas hydrate formation and dissociation, which focus seepage at the observed sites.

1This chapter has been published as: Berndt, C., Feseker, T., Treude, T., Krastel, S., Liebetrau, V., Niemann, H.,
Bertics, V.J., Dumke, I., Dünnbier, K., Ferré, B., Graves, C., Gross, F., Hissmann, K., Hühnerbach, V., Krause, S.,
Lieser, K., Schauer, J., and Steinle, L. (2014). Temporal constraints on hydrate-controlled methane seepage off Svalbard.
Science 343, 284-287.
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4.2 Temporal constraints on methane seepage off Svalbard

Large quantities of methane, a powerful greenhouse gas, are present in the continental margin west
off Svalbard, where they are stored as marine gas hydrate (Carcione et al., 2005; Westbrook et al.,
2008a; Chabert et al., 2011). Because hydrate stability is temperature-dependent, Arctic warming
is a potentially major threat to both the environment and the global economy. If even a fraction
of the methane contained in Arctic hydrates were released to the atmosphere, the effect on climate
could be dramatic (Post et al., 2009; Whiteman et al., 2013).

Water-column temperature measurements and mooring data suggest a 1°C bottom-water tempera-
ture warming for the past 30 years (Westbrook et al., 2009; Ferré et al., 2012). Numerical modelling
of hydrate stability predicts that such warming would result in the dissociation of hydrates in the
shallowest sediments (Reagan et al., 2009; Westbrook et al., 2009; Ferré et al., 2012; Thatcher et al.,
2013). Therefore, the discovery of numerous gas flares, – that is, trains of gas bubbles in the water
column precisely at the water depth where gas hydrate is expected to dissociate – was interpreted as
the onset of submarine Arctic gas hydrate dissociation in response to global warming, which may
potentially lead to large-scale escape of methane into the water column and ultimately into the
atmosphere (Westbrook et al., 2009). In order to assess the consequences of methane venting on
ocean and atmosphere composition, it is necessary to establish how the rates of methane emissions
from hydrate systems change through time (Dickens, 2011).

The margin of Svalbard (Fig. 4.1) can be considered a model system to study a temperature-related
gas hydrate destabilisation scenario, because water temperature in the Fram Strait oceanographic
gateway will be more affected by changes in global atmospheric temperature than elsewhere in
the Arctic; therefore, any corresponding changes to a hydrate system should be easier to observe
here than elsewhere (Spielhagen et al., 2011). The continental margin of Svalbard is characterised
by abundant contourite deposits (Eiken and Hinz, 1993) that consist of fine-grained sediments
with high water content, which cover most of the margin between water depths of 800 and 3000
m. It is likely that these contourites are underlain by Miocene sediments with 3% (by weight) of
total organic carbon as found at Ocean Drilling Project site 909 (Knies and Mann, 2002) and that
the emanating gas was produced by these sediments. Proximally, that is, shallower than 700- to
800-m water depth, Pleistocene and Pliocene highly heterogeneous, terrigeneous glacial deposits
overlie the contourites (Vorren et al., 1989; Solheim et al., 1996). In the glacial deposits, there
is only limited evidence for free gas and no clear geophysical evidence for gas hydrate, such as a
bottom-simulating reflector. Yet, seismic evidence for gas hydrate occurrence is conclusive for the
contourite deposits farther west (Sarkar et al., 2012), where gas hydrate has also been sampled at a
vent site in ∼900-m water depth (Fisher et al., 2011).

Several oceanographic expeditions were able to corroborate the location of the gas flares discovered
in 2008. During the MSM21/4 survey in August 2012, we collected a series of Parasound 18-kHz
parametric echosounder profiles with 40-m spacing around the site of the MASOX (Monitoring
Arctic Seafloor-Ocean Exchange) observatory (Fig. 4.1). A ∼40-m footprint of the Parasound
system at 390-m water depth allowed us to obtain a complete coverage of the flare locations within
the area of this survey, which means these data were no longer biased by selection of ship tracks as
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Figure 4.1: The Svalbard gas hydrate province is located on the western margin of the Svalbard archipelago (inset). At
water depths shallower than 398 m, numerous gas flares have been observed in the water column (color-coded dots for
different surveys) by using EK60 echosounders and high-resolution sidescan sonar. The gas flares are located between
the contour lines at which gas hydrate is stable in the subsurface at 3°C (brown) and 2°C (blue) average bottom-water
temperature. The black lines show the location of Parasound profiles with 40-m separation, that is, complete coverage,
for flare mapping. The black arrows point to the location of submarine dives discussed in the text. The red line shows
the location of the modelling transect (bold section shown in Fig. 4.3). The large cluster of seeps at the northern limit
of the gas flare line at a water depth of 240 to 260 m can be explained by the presence of an elsewhere-absent glacial
debris flow deposit that is deviating gas laterally within the prograding debris flow deposits and cannot have anything
to do with gas hydrate dynamics (Rajan et al., 2012a; Sarkar et al., 2012). CTD – conductivity, temperature, and depth.

previous surveys. Our results show that the gas flares align between 380- and 400-m water depths,
which corresponds to the upper limit of the gas hydrate stability zone (GHSZ) considering present-
day bottom-water temperature of around 3°C (Sarkar et al., 2012). Geological structures that may
focus gas from deeper parts of the plumbing system are absent (Sarkar et al., 2012). Thus, we
interpret this match of gas flare origination depth and the calculated landward termination of the
gas hydrate stability zone in the sediments as strong circumstantial evidence for a link between gas
hydrate dynamics and gas seepage. At the gas flares, significant amounts of methane are liberated
into the water column, leading to bottom-water CH4 concentrations of up to 825 nM and a net
flux of methane to the atmosphere (see supplementary material in Appendix A.2).

One objective of this study was to deduce a minimum age for the onset of marine methane release
from the sea floor. For detailed sampling of the gas seeps, we carried out 10 dives with the manned
submersible JAGO. Our observations substantiate the presence of more than 5-m-wide and typi-
cally more than 20- to 40-cm-thick outcropping carbonate crusts at the Polarstern (246 m) and the
HyBIS (385 m) (Fig. 4.2) sites; small carbonate nodules at the MASOX site (395 m) were found
in gravity cores. We analysed carbonates from the HyBIS and the MASOX site. The mineralogi-
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cal composition of the carbonates was heterogeneous and admixed with high amounts of detrital
silicates. They were characterised by low δ13C isotope values between -27.1 and -41.4 per mil (h)
Vienna pee dee belemnite (V-PDB) (see supplementary material in Appendix A.2). Consequently,
these carbonates can be regarded as an archive of microbially-induced, methane-related authigenic
precipitation processes (Luff et al., 2004). The most reliable single-age data were obtained from
aragonite-dominated surface samples. U-Th isotope measurements and resulting minimum seepage
age for the MASOX site imply that significant methane-related precipitation was already occurring
at 3000 years before the present (yr B.P.) (see supplementary material in Appendix A.2). For com-
parison, the derived ages for the HyBIS site are overlapping or older, for example, sample SV-2
(8200 ± 500 yr B.P.) or sample SV-3 (4600 ± 500 yr B.P.). The youngest isochron-based age of
∼500 yr B.P. was deduced from carbonates that were found in sediments at the MASOX site at
40- to 50-cm depth below the sea floor. Because of changes in the path of methane-bearing fluids,
inclusion of impurities, and alteration of sample material, it was not possible to decipher potential
on/off stages or chemical variation of the seeping fluids beyond the results presented in this paper.
Hence, it is possible that seepage strength and transport of methane from the sediment to the water
column and atmosphere varied over time.

Figure 4.2: Photograph of the massive authigenic carbonate crusts observed at the HyBIS site in 385-m water depth.
For scale, the total length of the larger white sessile ascidia (white stalklike animal on the crest of the uplifted carbonate
plate) is approximately 15 cm. Carbonate crusts such as these take at least several hundred years to develop through
anaerobic oxidation of methane.

We propose that carbonate formation in this area continues until today, because surface sediments
(0- to 10-cm depth below sea floor) at gas vents at both the HyBIS and the MASOX sites were char-
acterised by high rates of anaerobic oxidation of methane (AOM; maximum of 11.3 µmol CH4

cm−3day−1), which is the driver for carbonate precipitation at methane seeps (Luff et al., 2004).
AOM correlated with high concentrations of methane (maximum of 14,800 nM), sulfide (maxi-
mum of 11,000 nM) and total alkalinity (maximum of 29 meq l−1) in the sediment. Chemosyn-
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thetic communities (sulfur bacteria mats and frenulate tubeworms) were present at both sites (see
supplementary material in Appendix A.2).

Observations of old carbonate crusts imply that seepage must have been ongoing at all three sites
for more than 500 years. Detailed paleoceanographic reconstructions for the Svalbard area (Spiel-
hagen et al., 2011) show a pronounced warming since the end of the 19th century. However, even
this 100-year time span seems too short to explain the observed thicknesses. The ages of the re-
covered carbonate crusts, which are all significantly older than 100 years, support this conclusion.
Thus, it is unlikely that an anthropogenic decadal-scale bottom-water temperature rise is the pri-
mary reason for the origin of the observed gas flares, although it may contribute to keeping gas
pathways open longer and further.

During the cruise, we recovered the MASOX observatory, which had been deployed twice for a
total of 22 months within a cluster of flares between 390- and 400-m water depth. The observatory
contained a bottom-water temperature sensor sampling every 15 min during both deployments.
The recorded time series reveals fluctuations of bottom-water temperature between 0.6° and 4.9°C
with lowest temperatures between April and June and highest temperatures between November
and March (Fig. 4.3). In both years, the temperature difference between spring and fall/winter
was around 1.5°C, but during the second year the average bottom-water temperature was generally
about 0.5° higher than that recorded during the first deployment. The time series implies that
there is a strong seasonal change of sea floor temperature.

In order to obtain better constraints on the heat exchange between the sediment and the bottom
water, we conducted in situ sediment temperature and thermal conductivity measurements us-
ing a 6-m-long heat flow probe along transects down the slope. Between 500- and 360-m water
depths, our measurements revealed a landward increase in thermal conductivity from 1.5 to 2.6 W
m−1K−1, with a maximum around the position of the MASOX observatory. High sediment ther-
mal conductivity, large temporal variability in bottom-water temperature, and possibly formation
and dissociation of gas hydrates resulted in very irregular sediment temperature profiles, which
made it difficult to determine the heat flow along the transect line from our data. Based on our
measurements at 500-m water depth, we estimate the regional heat flow to be around 0.05 W m−2.
Given the comprehensive evidence for seepage this value is likely modulated by convective heat
transport.

On the basis of the recorded bottom-water temperature time series and the acquired thermal con-
ductivity data, we developed a two-dimensional model of the evolution of the GHSZ along the
transect line. As illustrated in Fig. 4.3, the seasonal changes in bottom-water temperature are ac-
companied by large lateral shifts of the GHSZ at least within the top 5 m of surface sediments.
During the cycle of a year in which bottom-water temperature varies as observed in 2011 and 2012,
the volume of the GHSZ varied between a maximum value in summer and a minimum value in
winter. During the time period covered by our measurements, the GHSZ was at its maximum in
June 2011, when it extended to 360-m water depth. Increasing bottom-water temperatures from
June until December were accompanied by a retreat of the GHSZ at the seafloor to more than
410-m water depth. In the subsurface, the GHSZ retreated further until it reached its minimum in
March 2012.
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Figure 4.3: Temperature and the GHSZ. Top: Daily means of bottom-water temperature recorded by the MASOX
observatory. The times when the extent of the GHSZ was at its maximum and minimum are marked by solid red
and dashed blue lines, respectively. Bottom: The seasonal dynamics of the GHSZ. Driven by changes in bottom-water
temperature, the GHSZ advances and retreats in the course of the year. The solid red lines and the dashed blue lines
indicate the maximum and minimum extent of the GHSZ, respectively. The area in which gas hydrates are stable in
the long-term is shaded in yellow. The difference between the maximum and minimum extent of the hydrate stabil-
ity zone is shaded in orange and corresponds to the seasonal GHSZ, in which gas hydrate dissociation and formation
alternate periodically. The triangles filled in magenta represent the projected locations of all flares detected within
1000 m of the transect line. The green diamond shows the position of the MASOX observatory. An animated illus-
tration of the modelling results is provided in the online supplements at http://www.sciencemag.org/content/suppl/-
2014/01/02/science.1246298.DC1.htm.

The modelling shows that persistent supply of dissolved methane from below the GHSZ in this
section of the slope would lead to the formation of hydrate from winter until summer. The
newly formed hydrate would dissociate again during the second half of the year and thus augment
methane emissions from the seabed both by opening pathways to gas ascending from underneath
and by releasing gas from the hydrate phase. The total volume of sediment that was affected by
seasonal shifts of the GHSZ amounted to between 3000 and 5000 m3 per meter of the margin.
Assuming a gas hydrate concentration of 5% of the pore space and a porosity of 50%, the seasonal
GHSZ has the potential to periodically store and release between 9 and 15 tons of CH4 per meter of
the margin. However, these amounts represent the upper limits of the seasonal buffering capacity,
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as the latent heat of hydrate kinetics was not included in the simulation. Depending on the con-
centration and distribution of gas hydrates in the sediment, alternating formation and dissociation
would dampen the oscillation of the GHSZ and thus reduce its volume.

Although the modelling shows that seasonal bottom-water temperature variations are capable of
modulating the observed gas emissions, we found no direct evidence in the heat flow data that
would suggest that the slope sediments experienced decadal-scale warming. The combined data
demonstrate that hydrate is playing a fundamental role in modulating gas seeps between 380- and
400-m water depth at the upper limit of the GHSZ, whereas ascending gas would be trapped or de-
viated up along the base of the GHSZ further seaward. Long-term variations in seepage may exist,
but presently available data are insufficient to document annual, decadal, or centennial changes in
seepage. Our data suggest that shallow hydrate accumulations are sensitive to bottom-water tem-
perature changes and therefore that significant anthropogenic warming will affect the shallow parts
of the hydrate system. This sensitivity demonstrates the need for quantifying the total amount of
gas hydrate in the shallowest part of the GHSZ if climate feedback mechanisms are to be assessed
beyond simple global models (Archer and Buffett, 2005; Biastoch et al., 2011). Our observations
show that methane seepage west off Svalbard has been ongoing for much longer than anthropogenic
warming. Therefore, observations of large contemporary emissions reported in other studies can-
not be considered proof of accelerating hydrate destabilisation, although neither do they prove that
catastrophic destabilisation is not accelerating.
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Chapter 5

Case study 4 - Hikurangi Margin

Sidescan backscatter variations of cold seeps on the Hikurangi Margin (New Zealand):

indications for different stages in seep development1

Ines Dumke, Ingo Klaucke, Christian Berndt, Jörg Bialas

5.1 Abstract

Cold seeps on the Hikurangi Margin off New Zealand exhibit various seabed morphologies produc-
ing different intensity patterns in sidescan backscatter images. Acoustic backscatter characteristics
of 25 investigated seep sites fall into four distinct types characterised by variations in backscatter
intensity, distribution and inferred structural heights. The types reflect different carbonate mor-
phologies including up to 20 m high structures (type 1), low-relief crusts (type 2), scattered blocks
(type 3) and carbonate-free sites (type 4). Each seep corresponds to a single type; intermediates
were not observed. This correlates well with published data on seep fauna at each site, with the
four types representing three different faunal habitats of successive stages of seep development.
Backscatter signatures in sidescan sonar images of cold seeps may therefore serve as a convenient
proxy for variations in faunal habitats.

1This chapter has been published as: Dumke, I., Klaucke, I., Berndt, C., and Bialas, J. (2014). Sidescan backscatter
variations of cold seeps on the Hikurangi Margin (New Zealand): indications for different stages in seep development.
Geo-Marine Letters 34, 169-184.
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5.2 Introduction

Cold seep sites have been studied extensively over the past three decades and under various geo-
logical, biological, chemical and physical aspects. Cold seeps are associated with seafloor venting
of relatively cold fluids, as opposed to hot vents with fluid temperatures of more than 350°C (e.g.
MacDonald et al., 1980; Spiess et al., 1980). The fluids expelled at cold seeps are typically methane-
rich and consequently make an important but still poorly quantified contribution to the global
carbon cycle ( Judd, 2003). The expelled methane might even reach the atmosphere and thus have
an impact on climate change, but this is still controversially discussed. Judd et al. (2002) esti-
mated that 6.6–19.5 Tg yr−1 of oceanic methane enter the atmosphere, which agrees well with
11.0–18.0 Tg yr−1 calculated by Cicerone and Oremland (1988) and interpreted to correspond to
about 2–3% of the total annual methane release to the atmosphere. In contrast, McGinnis et al.
(2006) and Schmale et al. (2010) argue that most expelled methane is dissolved close to the seafloor
and that only methane from water depths <100 m may reach the atmosphere.

Cold seeps occur on both active and passive margins. Their presence indicates complex sedimen-
tological and tectonic processes, including sediment dewatering, porosity reduction, mineral dehy-
dration, production of hydrocarbons, reservoir development, and formation of faults and fractures
(Moore and Vrolijk, 1992; Judd and Hovland, 2007). These processes eventually lead to upward
migration of hydrocarbon-enriched fluids and establishment of seep sites at the surface.

At the seabed, cold seeps represent unique ecosystems as they are commonly inhabited by abun-
dant benthic fauna living on carbon-based chemosymbiosis (e.g. Barry et al., 1996; Sahling et al.,
2002; Bowden et al., 2013). Depending on the species, different substrates are colonised: bacte-
rial mats, ampharetid polychaetes and vesicomyid clams settle on the sediment surface at locations
characterised by seepage and anaerobic oxidation of methane; siboglinid tubeworms, mussels and
sponges colonise authigenic carbonate precipitates at active seep sites; non-seep epifauna such as
corals settle on carbonate substrate after seepage has ceased (Bowden et al., 2013).

Anaerobic oxidation of methane (AOM; Boetius et al., 2000) occurs at all cold seep sites and results
in the precipitation of carbonate at the seafloor or in the near-surface sediments. Carbonate crusts
generally grow downwards into the sediment (Kutterolf et al., 2008; Bayon et al., 2009) but, in
high-flux areas, carbonate growth may be within the water column (Teichert et al., 2005). Clogging
and subsequent cessation of seepage in the centre (Hovland, 2002; Gay et al., 2006) cause seeps to
move to the edges of the crust, resulting in lateral growth of crusts (Dupré et al., 2010). Intense
or prolonged carbonate precipitation leads to the build-up of chemoherm structures (Aharon,
1994) of various morphologies and dimensions, ranging from tubular chimneys (Ritger et al., 1987;
Stakes et al., 1999; Díaz-del-Río et al., 2003; Mazzini et al., 2008) over tabular slabs (Stakes et al.,
1999; Mazzini et al., 2008), massive blocks (Van Dover et al., 2003), flat pavements (Stakes et al.,
1999) and mounds (Buerk et al., 2010; Klaucke et al., 2012) to steep pinnacles up to 90 m in height
(Teichert et al., 2005).

Seabed cold seeps may be recognized by distinctive morphological and/or backscatter signatures on
sidescan sonar images. In particular, a strong difference in impedance contrast, small-scale rough-
ness and morphology between carbonate precipitates and the seafloor produces elevated backscatter
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in sidescan sonar images from which seep carbonates can be identified easily ( Johnson et al., 2003;
Holland et al., 2006). This is especially true for marine environments with muddy, hemipelagic
seafloor sediments that are of low backscatter. Surface expressions of cold seeps have been observed
to differ within seep regions in terms of backscatter intensity patterns and seep morphology in, for
example, the Black Sea (Naudts et al., 2008), offshore Nicaragua (Buerk et al., 2010), and on the
Hikurangi Margin (Klaucke et al., 2010). So far, the factors responsible for the formation of differ-
ent seep morphologies, as well as the processes controlling the evolution of seep surface structures,
remain largely unclear. Buerk et al. (2010) attribute variations in backscatter patterns to a complex
interplay between fluid flow, erosion and sedimentation processes, and Naudts et al. (2008) relate
backscatter intensity to the degree of authigenic carbonate formation. Klaucke et al. (2010) suggest
a similar relation along the Hikurangi Margin, with high backscatter indicating the presence and
low backscatter indicating the absence of authigenic carbonates.

This study is based on a re-analysis of sidescan data from 2007 and additional sidescan data ob-
tained in 2011 in three areas along the Hikurangi Margin (Fig. 5.1). The aim of this study is to
present a refined differentiation of backscatter intensity patterns, and to compare seeps of different
backscatter patterns in terms of seep fauna in order to determine to what extent sidescan sonar
data can be used as a proxy for faunal habitats. Carbonate precipitation and changes in fluid flow
are then discussed in order to provide an explanation for the presence of different seep types on the
Hikurangi Margin.
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Figure 5.1: Overview map of the Hikurangi Margin and location of the study areas Omakere Ridge, Uruti Ridge
and Opouawe Bank. Bathymetry was acquired during RV SONNE cruises SO191 and SO214. Inset: Location offshore
New Zealand’s North Island.
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5.3 Geological setting and previous work

5.3.1 Geological setting

The Hikurangi Margin forms the southern part of the Tonga-Kermadec-Hikurangi subduction sys-
tem in the southwest Pacific (Fig. 5.1). Located east of New Zealand’s North Island, it marks the
subduction of the igneous Hikurangi Plateau beneath the Australian Plate (Wood and Davy, 1994).
Convergence direction and subduction rate vary strongly along the Hikurangi Margin, with sub-
duction becoming increasingly oblique towards the south (Collot et al., 1996; Wallace et al., 2004).
Whereas the northern part of the margin is dominated by tectonic erosion induced by subduct-
ing seamounts, the central and southern segments are characterised by the Hikurangi accretionary
wedge (Lewis et al., 1998). The conveyor-belt-like input of thick, water-logged sediments and the
fast rate of convergence result in rapid burial (Barnes et al., 2010). A sedimentation rate of 0.65 m
kyr−1 was calculated by Barnes and Mercier de Lépinay (1997) for the trench-fill sediments during
the last 0.4 Myr.

Fluid flow to the seabed plays an important role along the Hikurangi Margin and is evidenced by
gas hydrates and numerous cold seeps (cf. Greinert et al., 2010a, and references therein; Table 5.1
and 5.2). Cold seep sites have been mapped in five main areas: Builder’s Pencil, Omakere Ridge,
Rock Garden, Uruti Ridge, and Opouawe Bank, all representing margin-parallel, anticlinal ridges
on the mid-slope, landward of the accretionary prism (Barnes et al., 2010). This study focuses
on the areas Opouawe Bank, Omakere Ridge, and Uruti Ridge (Fig. 5.1). Opouawe Bank and
Omakere Ridge are draped by thick hemipelagic sediments; Uruti Ridge, which is dissected by the
E–W striking Palliser-Kaiwhata Fault (Barnes et al., 1998), is less sediment-covered.

5.3.2 Previous work on the Hikurangi Margin

Work on the Hikurangi margin prior to 2010 is summarised by Greinert et al. (2010a, 2010b, and
references therein). Seismic data show that most seep sites in the study area are associated with
fluid chimneys in the subsurface (Crutchley et al., 2010a; Netzeband et al., 2010; Krabbenhoeft et
al., 2013). The chimneys were characterised by vertical zones of suppressed amplitudes of 100–500
m in diameter, as well as shallow high-amplitude reflections and seismic pull-ups (Crutchley et al.,
2010a, 2010b; Netzeband et al., 2010; Krabbenhoeft et al., 2013). They represent fluid pathways
from beneath the base of the gas hydrate stability zone to the seafloor.

Echosounder, Parasound and sidescan sonar data revealed hydroacoustic flares at most seeps on
Opouawe Bank and Uruti Ridge, and at LM-9 on Omakere Ridge (Lewis and Marshall, 1996;
Greinert et al., 2010a; Jones et al., 2010). The flares indicate active fluid venting at the seafloor. In
addition, elevated methane concentrations determined from water samples (Faure et al., 2010) and
seabed methane sensors (Krabbenhoeft et al., 2010) indicate active seepage even at sites where flares
were not observed (e.g. Kea, Kaka, Moa and Bear’s Paw on Omakere Ridge). The highest methane
concentrations in the study area (up to 920 nM) were measured at Tui seep on Opouawe Bank,
while Bear’s Paw (up to 380 nM) was the site with the highest methane concentrations on Omakere
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Ridge (Faure et al., 2010). Venting activity strongly varies in terms of methane concentration and
expulsion rates. Fluid expulsion is correlated with tides (Krabbenhoeft et al., 2010) but also varies
over smaller timescales of minutes to hours (Faure et al., 2010; Klaucke et al., 2010).

Table 5.1: Location, dimensions of elevated backscatter (BS) areas, and U-Th ages from carbonates of the seeps
associated with backscatter patterns of types 1 and 2. Coordinates and water depths are from Greinert et al. (2010a,
2010b), except for the seeps marked by an asterisk (*) that were discovered in 2011. OR – Omakere Ridge, UR – Uruti
Ridge, OB – Opouawe Bank.

Seep Area Latitude S Longitude E Water depth BS area U-Th ages
[m] [km2] [ka BP]

Type 1
Moa OR 40°03.235´ 177°48.802´ 1118 0.214 4.39±0.13

1.16±0.05
Toroa* OR 40°05.670´ 177°45.730´ 1230 0.016 (main patch) –

250–3500 m2 (patches)
Tomtit UR 41°17.446´ 176°33.187´ 729 0.064 –
Hihi UR 41°17.687´ 176°33.548´ 744 0.274 –

LM-10 UR 41°17.470´ 176°33.017´ 729 0.154 4.12±0.04
4.31±0.04
12.40±0.16

Type 2
LM-9 OR 40°01.089´ 177°51.616´ 1150 0.060 –
Kea OR 40°02.240´ 177°47.714´ 1168 0.049 –
Kaka OR 40°02.140´ 177°47.937´ 1168 0.083 –

Kakapo OR 40°02.141´ 177°48.400´ 1167 0.025 –
Bear’s Paw OR 40°03.187´ 177°49.252´ 1100 0.041 2.36±0.07

2.09±0.85
Matuku* OR 40°05.870´ 177°48.050´ 1270 0.011 –
Tuatara OB 41°43.239´ 175°26.558´ 827 0.054 –

Tui OB 41°43.288´ 175°27.091´ 815 0.084 –
Tieke OB 41°43.639´ 175°26.983´ 851 0.039 –
Tete OB 41°44.531´ 175°27.214´ 972 0.045 –

Papango OB 41°45.704´ 175°27.267´ 1065 0.004 –
North Tower OB 41°46.911´ 175°24.083´ 1052 0.056 2.92±0.19

2.67±0.03
2.53±0.02
2.39±0.04
3.96±0.05
4.26±0.04
3.36±0.48
4.27±0.05
4.29±0.04
4.95±0.65

South Tower OB 41°47.300´ 175°24.521´ 1056 0.048 –
Piwakawaka OB 41°47.664´ 175°22.348´ 1095 0.033 –
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Table 5.2: Location, dimensions of elevated backscatter (BS) areas, and U-Th ages from carbonates of the seeps
associated with backscatter patterns of types 3 and 4. Coordinates and water depths are from Greinert et al. (2010a,
2010b), except for the seeps marked by an asterisk (*) that were discovered in 2011. OR – Omakere Ridge, UR – Uruti
Ridge, OB – Opouawe Bank.

Seep Area Latitude S Longitude E Water depth BS area U-Th ages
[m] [km2] [ka BP]

Type 3
Pukeko OB 41°47.153´ 175°23.465´ 1060 0.060 (total) –

80–940 m2 (patches)
Riroriro OB 41°47.360´ 175°22.754´ 1084 0.088 (total) –

60–3280 m2 (patches)
Hoiho* OB 41°47.370´ 175°22.360´ 1050 0.003 (total) –

400–1500 m2 (patches)
Type 4

Takahe OB 41°46.368´ 175°25.651´ 1058 0.066 –
Takapu OB 41°46.750´ 175°26.245´ 1086 0.051 –
Tawaki* OB 41°48.420´ 175°18.280´ 1250 0.029 –

In sidescan sonar images of the seafloor, the seeps were characterised by patches (up to 1 km2)
of moderate to high backscatter ( Jones et al., 2010; Klaucke et al., 2010), except for two seeps
on Opouawe Bank, Takahe and Takapu. These sites were marked by backscatter intensities that
were only slightly higher than the background backscatter associated with featureless, hemipelagic
seafloor (Klaucke et al., 2010). Klaucke et al. (2010) interpreted the lower-backscatter sites as
carbonate-free, with the slightly elevated backscatter arising from free gas or hydrate in the near
subsurface. Up to 1 cm thick hydrate layers found at depths of 2.2 to 2.7 m in sediment cores at
Takahe (Schwalenberg et al., 2010; Bialas, 2011) appear to support this interpretation. In contrast,
the moderate- to high-backscatter sites were interpreted to indicate carbonate crusts with relief of
a few metres ( Jones et al., 2010; Klaucke et al., 2010).

The presence of seafloor carbonates at the moderate- to high-backscatter sites was confirmed by
video observations (Greinert et al., 2010a; Jones et al., 2010; Bowden et al., 2013). Video transects
were conducted at all seeps on Omakere Ridge, and at most seeps on Opouawe Bank and Uruti
Ridge. Video data do not exist for Pukeko, Riroriro, Papango, Takapu, Tieke, Tete (all Opouawe
Bank) and Tomtit (Uruti Ridge), as well as for seeps newly discovered during SO214.

Visual observations also showed abundant benthic fauna at all investigated seep sites. The main
benthic communities found on the Hikurangi Margin are vesicomyid clams (Calyptogena sp.), si-
boglinid tubeworms (Lamellibrachia sp.), mussels (Bathymodiolinae sp.), sponges (Pseudosuberites
sp. and Stelletta sp.), as well as white bacterial mats and ampharetid polychaete worms (Lewis and
Marshall, 1996; Baco et al., 2010; Greinert et al., 2010a; Jones et al., 2010; Sommer et al., 2010;
Bowden et al., 2013). Based on the benthic communities found at the visually inspected seep sites,
Bowden et al. (2013) proposed three extreme states of faunal distribution: (1) the Takahe extreme,
which is characterised by the absence of carbonates and mega-epifauna but presence of bacterial
mats, ampharetid patches and Calyptogena sp. shells; (2) the Southwest Moa extreme, which has
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carbonates and the highest density of seep-associated fauna; and (3) the Moa extreme, which is
characterised by massive carbonates, cold-water corals and the absence of seep-related fauna.

Significant differences between the eastern and south-western part of the Moa site (Omakere Ridge)
have also been noted by Jones et al. (2010) based on sidescan imagery and video observations. East-
ern Moa has been interpreted as an inactive site transformed into a cold-water reef ( Jones et al.,
2010; Bowden et al., 2013), due to its massive carbonates, absence of seep fauna, and presence of
scleractinian and antipatherian corals (Bowden et al., 2013) with ages of up to 4,400 years (Liebe-
trau et al., 2010). Jones et al. (2010) proposed that active seepage at this site occurred over a long
time in the past but has now ceased, allowing heterotrophic fauna to settle on the carbonate sur-
faces. Scleractinian corals have also been found at the Uruti Ridge seeps (Baco et al., 2010; Bowden
et al., 2013), which are characterised by massive carbonates at the summits of knoll-like mounds
(Baco et al., 2010; Liebetrau et al., 2010).

In contrast, Southwest Moa is characterised by low-relief carbonates and abundant, live chemosyn-
thetic fauna, including Lamellibrachia sp. tubeworms, Bathymodiolin sp. mussels, Calyptogena
sp. clams and Stelletta sp. sponges ( Jones et al., 2010; Bowden et al., 2013). Similar fauna and
habitats are reported from North Tower, South Tower, Piwakawaka and Tui (all Opouawe Bank;
Baco et al., 2010; Greinert et al., 2010a; Bowden et al., 2013). At the Omakere Ridge sites Kea,
Kaka, Kakapo and Bear’s Paw, the high abundance of living, seep-related fauna (tubeworms, clams,
mussels, ampharetid patches) indicates past and ongoing active seepage even though hydroacoustic
flares were not observed at these sites ( Jones et al., 2010).

Bowden et al. (2013) suggested that the presence of specific biological communities at the seep
sites is controlled by how long methane seepage has been ongoing. A long history of fluid flow
and seepage was further indicated by U-Th ages of carbonate samples recovered by a video-guided
grab at Moa and Bear’s Paw (Omakere Ridge), North Tower (Opouawe Bank), and LM-10 (Uruti
Ridge) (Liebetrau et al., 2010). The oldest samples were those from LM-10 with U-Th ages of up
to 12,400 years. Samples from Bear’s Paw were significantly younger (2,000–2,400 years), while the
nine samples from North Tower revealed an age succession between 3,000 and 5,000 years (Table
5.1). At Moa, only reef substrate with a maximum U-Th age of about 4,400 years could be sampled
(Liebetrau et al., 2010).

5.3.3 Previous work on sidescan sonar imaging of seeps

Backscatter intensity on sidescan sonar records is controlled primarily by (1) seafloor morphology
and small-scale roughness, (2) the impedance contrast between seawater and seafloor, (3) acquisi-
tion geometry (grazing angle) and (4) sonar frequency (e.g. Johnson and Helferty, 1990; Mitchell,
1993; Augustin et al., 1996; Blondel, 2009), but also by artefacts such as along-track stripe noise
(e.g. Wilken et al., 2012). The depth of the signal penetration depends on the sonar frequency
( Johnson and Helferty, 1990). According to Mitchell (1993), who estimated maximum penetra-
tion depths at 30° incidence, the theoretical penetration depth of a 75-kHz system like the DTS-1
system used in this study should be about 1–2 m. However, experience with the DTS-1 has shown
that penetration is usually less than 1 m (Klaucke et al., 2008).
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Sidescan sonars are commonly used in the study of cold seeps and other fluid expulsion features
such as mud volcanoes. The sidescan method is most suitable for the detection of seeps with
massive carbonates as these produce high backscatter (e.g. Johnson et al., 2003; Holland et al.,
2006). In contrast, carbonate-free sites are harder to image but may be detected if gas bubbles in
near-surface sediments cause volume reverberation and elevated backscatter (Klaucke et al., 2010).
Gas-rich fluids emitted from seeps cause scattering of the acoustic energy if the sonar passes over
or close to them, resulting in flare-shaped anomalies in the water column of the raw sidescan data
from which seeps may also be identified (e.g. Klaucke et al., 2006).

5.4 Materials and methods

Sidescan sonar and subbottom profiler data were acquired during two cruises aboard RV SONNE
in 2007 (SO191; Bialas et al., 2007) and 2011 (SO214; Bialas, 2011; Figs. 5.2 and 5.3), using the
DTS-1 system operated by GEOMAR. The system consists of a modified EdgeTech sidescan sonar
with a frequency of 75 kHz and an integrated chirp (2–10 kHz) subbottom profiler. Sidescan data
were acquired with a constant range of 750 m and an across-track resolution of 5.6 cm. Along-track
resolution is lower and depends on survey speed. The average speed of 2.5–3.0 knots resulted in a
resolution of about 1.3 m.
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Figure 5.2: Bathymetry map of Opouawe Bank with locations of studied cold seeps (stars) and areas of sidescan
surveys. Bathymetry was acquired during SO191. Map location is shown in Fig. 5.1.

Towfish altitude was kept between 70 and 130 m above the seafloor (average 100 m), except for a
profile across the Kea, Kaka and Kakapo seeps (Omakere Ridge). Along this profile, the altitude
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was only 10–30 m, so that the constant range of 750 m resulted in lower grazing angles and, hence,
stronger backscatter emphasising small-scale relief (Augustin et al., 1996).

Navigation was provided by a USBL system with precision of approximately 15 m (1% of the cable
length) in 2007. Due to technical problems with the system in 2011, towfish navigation for this
survey was obtained from the ship’s position via a layback method that accounts for cable length
and survey speed. This method has an accuracy of up to 15 m for towfish distance behind the ship.
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Figure 5.3: Bathymetry maps of (A) Omakere Ridge and (B) Uruti Ridge, with locations of studied cold seeps (stars)
and areas of sidescan surveys. Bathymetry was acquired during SO191. Map locations are shown in Fig. 5.1.

The sidescan data were processed to a pixel size of 1.0 m using the Caraibes software package
developed by IFREMER, and the PRISM software package (Le Bas et al., 1995). First inspection
of the processed sidescan profiles showed some obvious along-track shifts between adjacent profiles
that had been run in opposite directions. To correct for these shifts, the profiles were inspected
for features crossing profile boundaries. Profiles were then re-aligned so that the feature parts on
either side of the profile boundary matched. As boundary-crossing features were found along all
profile boundaries, it is proposed that the layback method also has absolute navigation errors of
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only 15–25 m in areas with multiple profiles. For single profiles, the error can be considerably
larger. Also, the layback method does not account for lateral deviation due to currents, which can
amount to a few hundred metres.

The resulting sidescan backscatter maps mostly show the distribution of seep carbonates that cause
high backscatter due to a high impedance contrast, small-scale surface roughness or morphology.
Acoustic shadows observed at some seep sites were used to estimate structural heights based on the
following equation (Blondel, 2009):

h = ∆R× H
R (5.1)

where h is the structural height, ∆R the length of the shadow zone, H the altitude of the sonar
above the seabed, and R the maximum slant range to the far end of the shadow zone. H was
recorded during the survey, whereas R and ∆R were picked manually in the raw sidescan data.
Picking accuracy was ±1.5 m. Depending on the combination of sonar altitude, distance to the
shadow, and shadow length, the resulting error for calculated structural heights ranged between
±0.2 and ±1.4 m (Table 3).

The subbottom profiler was operated with a 20 ms chirp pulse of 2–10 kHz, resulting in maximum
penetration in the order of 40 m below the seabed. Data processing was conducted using in-house
scripts based on Seismic UNIX (Stockwell, 1997) and GMT (Wessel and Smith, 1998).

Bathymetry data were obtained using ship-borne multibeam echosounders resulting in grid spac-
ings between 30 and 150 m (see also Greinert et al., 2010a). The relatively low resolution of the
bathymetry maps did not allow reliable height estimations of the seep surface structures.

5.5 Results

A total of 25 seep sites were studied along the Hikurangi Margin (Table 5.1 and 5.2). Of these,
21 sites had already been confirmed as cold seeps by video observations and sampling (see above):
three on Uruti Ridge, six on Omakere Ridge and 12 on Opouawe Bank. In addition, four sites
(Toroa and Matuku on Omakere Ridge, and Hoiho and Tawaki on Opouawe Bank) were iden-
tified for the first time in sidescan images from 2011. Toroa, Matuku, and Tawaki were located
in areas not mapped before 2011 by either sidescan sonar or multibeam; Hoiho, located between
Piwakawaka and Riroriro, had been mapped in 2007 but had not been identified due to its small
size and unfavourable sidescan profile geometry.

5.5.1 Seep seabed characteristics

The seeps are marked by increased backscatter intensity over areas of 0.003 to 0.274 km2 (Table
5.1 and 5.2). Their surface expressions exhibit four distinct patterns (Fig. 5.4) characterised by
their backscatter intensity, distribution and inferred structural heights. For most of the seep sites,
video observations confirmed that elevated sidescan backscatter arises from authigenic carbonates.
The observed backscatter patterns appear to reflect differences in amount, distribution and height
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of carbonate precipitates. Based on the determined heights (Fig. 5.5, Table 5.3) and the surface
expression for a sonar altitude of approximately 100 m, each seep was associated with a single type
of pattern. Intermediates were not observed.
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Figure 5.4: Sidescan sonar images of the four distinct types of backscatter patterns. (A) Type 1: high backscatter and
structural relief of up to 20 m (example: Moa, Omakere Ridge). (B) Type 2: moderate to high backscatter and low relief
(example: North Tower, Opouawe Bank). (C) Type 3: moderate, patchy backscatter and low relief (example: Riroriro,
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Type 1 sites

Type 1 sites (Fig. 5.4A) are marked by continuous areas of high backscatter that range between
0.016 km2 (Toroa) and 0.274 km2 (Moa) in size (Table 5.1). Prominent acoustic shadows face away
from the sonar track. The combination of sonar altitude, shadow length and lateral distance to the
shadow results in maximum structural heights of more than 10 m above the surrounding seafloor,
reaching 20.5±0.4 m at eastern Moa, 17.1±1.3 m at LM-10, 14.8±0.4 m at Tomtit, 12.2±0.7 m at
Toroa, and 12.2±0.4 m at Hihi (Fig. 5.5, Table 5.3). At Toroa, four smaller (up to 0.003 km2)
moderate- to high-backscatter patches lacking acoustic shadows occur about 400–600 m east and
southeast of the 12 m high structure.

Type 2 sites

Type 2 sites (Fig. 5.4B) also generally appear as continuous 0.004 km2 (Papango) to 0.084 km2

(Tui) large areas of moderate to high backscatter (Table 5.1). Acoustic shadows were observed
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only at lower towfish heights of 10 to 40 m at the sites Kea, Kaka and Kakapo (Fig. 5.6), due
to the greater sensitivity to small-scale relief at these altitudes (Augustin et al., 1996). Calculated
maximum heights were 3.5±0.4 m at Kea, 2.6±0.2 m at Kaka, and 2.0±0.8 m at Kakapo (Fig. 5.5,
Table 5.3).

Table 5.3: Parameters for calculation of structural heights based on sonar altitude H , distance to shadow R and
shadow length ∆R . R and ∆R are associated with a picking accuracy of 1.5 m. pt – pointers.

Seep Altitude Slant range Shadow length Height
H [m] R [pt] ∆R [pt] h±error [m]

Type 1
Moa 103.68 537.75 55.50 10.7±0.6

104.28 690.00 135.75 20.5±0.4
105.57 663.75 100.50 16.0±0.5
110.26 666.00 77.25 12.8±0.5

Toroa 110.15 472.50 52.50 12.2±0.7
109.44 433.50 21.75 5.5±0.8
112.87 405.75 23.25 6.5±0.8
110.98 483.00 32.25 7.4±0.7
110.93 477.75 48.00 11.1±0.7

Hihi 87.13 538.50 46.50 7.5±0.5
89.51 519.00 36.75 6.3±0.5
88.01 571.50 79.50 12.2±0.4

Tomtit 88.43 456.75 24.00 4.6±0.6
91.86 531.00 80.25 13.9±0.5
94.47 597.75 93.75 14.8±0.4
107.38 621.75 51.75 8.9±0.5

LM-10 133.50 276.00 24.75 12.0±1.4
137.73 291.75 33.00 15.6±1.4
142.35 305.25 36.75 17.1±1.3

Type 2
Kea 14.14 96.75 24.00 3.5±0.4

13.52 95.25 24.00 3.4±0.4
9.74 65.25 9.75 1.5±0.4

Kaka 17.19 213.00 32.25 2.6±0.2
19.15 220.00 13.00 1.1±0.3
17.51 235.50 12.75 0.9±0.2

Kakapo 37.13 141.75 7.50 2.0±0.8
Type 3

Riroriro 100.43 303.75 5.25 1.7±1.0
Hoiho 96.00 415.50 12.00 2.8±0.7
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Type 3 sites

Type 3 sites (Fig. 5.4C) consist of a cluster of moderate- to high-backscatter patches that appear
randomly distributed over areas of 0.003 km2 (Hoiho) to 0.088 km2 (Riroriro) in size (Table 5.1).
Diameters of individual patches range between 10 and 80 m. Some patches have small acoustic
shadows. They either face away from the sonar, indicating positive relief, or they face the track,
suggesting depressions. Structural heights were determined at Hoiho and Riroriro, amounting to
2.8±0.7 and 1.7±1.0 m respectively (Fig. 5.5, Table 5.2).

Type 4 sites

Type 4 sites (Fig. 5.4D) differ from types 1 to 3 in that their backscatter intensities are significantly
lower, i.e., only slightly elevated compared to ordinary seabed backscatter. They cover continuous
areas of 0.029 km2 (Tawaki) to 0.066 km2 (Takahe; Table 5.1). Relief-indicating acoustic shadows
are absent.

5.5.2 Distribution of backscatter patterns

The four backscatter patterns are not evenly distributed throughout Omakere Ridge, Uruti Ridge,
and Opouawe Bank (Fig. 5.7). In fact, none of the types is present in all three areas. Type 2 sites
are the most numerous on both Omakere Ridge and Opouawe Bank (Fig. 5.7A,B), but they do
not occur on Uruti Ridge where all three seep sites were associated with type 1 (Fig. 5.7C). Type 1
sites are also present on Omakere Ridge but not on Opouawe Bank, whereas seeps of types 3 and 4
are restricted to Opouawe Bank only. Clustering of seeps belonging to the same type is frequently
observed – e.g. Kea, Kaka and Kakapo (type 2), and Takahe and Takapu (type 4).

5.5.3 Occurrence of water-column flares

Flares were observed in the water column of the raw sidescan sonar data for all four types of
backscatter patterns, though not at every seep site. Toroa was the only type 1 site at which a flare
was detected by sidescan sonar. It occurred at one of the smaller high-backscatter patches, about
400 m east of the 12 m high structure. At the type 2 sites Tui, North Tower and South Tower, flares
were observed in raw sidescan data in 2007 (all three sites), and in 2011 (only North Tower and
South Tower were mapped). Flares were also detected at Piwakawaka (type 2) in 2011. At Kakapo
(type 2), a flare was seen in 2011 but it was not observed when the same location was passed again
a few hours later. Two flares were observed in the 2007 sidescan data at type 3 site Pukeko, as well
as at type 4 site Takahe in both 2007 and 2011.

5.5.4 Shallow subbottom characteristics

Acoustic turbidity in the shallow subsurface is present at nearly all seep sites where the towfish
passed across or within about 100 m of the surface expressions (Fig. 5.8). Lengths of turbidity sec-
tions range between a few tens of metres to several hundred metres, often exceeding the dimensions
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of elevated backscatter patches in the sidescan data. Penetration of the chirp signal was 30–40 m on
Opouawe Bank and Omakere Ridge. Although acoustic turbidity was sometimes observed within
5 m of the seabed – e.g. at Toroa, Kakapo and Takahe – it generally occurred at greater depths
beneath a distinct sedimentary reflector (Fig. 5.8). This reflector was observed across most of the
subbottom profiles on both Opouawe Bank and Omakere Ridge, occurring in sediment depths of
14–20 and 4–10 m, respectively. Near Pukeko and Riroriro on Opouawe Bank, truncated reflectors
were observed. On Uruti Ridge, subbottom penetration was only a few metres and anomalies were
not apparent.
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5.6 Discussion

5.6.1 Nature of the seeps

The studied sites exhibit four types of backscatter patterns that are interpreted to reflect different
carbonate morphologies, including up to 20 m high structures (type 1), low-relief crusts (type 2),
scattered blocks (type 3), and carbonate-free sites (type 4).
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5.6.1.1 Type 1

Type 1 sites represent extensive areas of massive carbonates with structural heights exceeding 10 m.
High-relief carbonates indicate a long duration of fluid flow (Luff et al., 2004), which is supported
by the U-Th ages of about 12.4 and 4.3 kyr BP determined for two carbonate samples from up
to 17 m high LM-10 on Uruti Ridge (Liebetrau et al., 2010). Carbonate structures are highest at
eastern Moa on Omakere Ridge (∼20.5 m). This site has been interpreted as inactive due to the
absence of seep-related fauna and flares, and presence of sessile heterotrophic fauna (scleractinian
and antipatharian corals; Jones et al., 2010; Bowden et al., 2013). Sampled reef substrate revealed a
U-Th age of about 4.4 kyr BP (Liebetrau et al., 2010), suggesting that seepage ceased at least 4,400
years ago.
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Colonies and fragments of scleractinian and antipatharian corals were also found at LM-10 and
Hihi on Uruti Ridge (Baco et al., 2010; Bowden et al., 2013), indicating that these sites have also
become inactive. However, flares were observed at both sites (Lewis and Marshall, 1996; Baco
et al., 2010; Greinert et al., 2010a), and live Lamellibrachia sp. tubeworms as well as scattered
Calyptogena sp. shells were found close to the flare locations (Baco et al., 2010; Bowden et al.,
2013). Consequently, methane seepage is still ongoing at LM-10 and Hihi, although parts of these
sites must now be inactive in order to explain the presence of corals.
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The activity status of the other two type 1 sites, Toroa (Omakere Ridge) and Tomtit (Uruti Ridge),
remains unclear as there are no video observations. Due to the close proximity to LM-10 and Hihi,
Tomtit may have a similar history as these sites, with at least part of the seep having become
inactive. At Toroa, active seepage is indicated by the presence of acoustic turbidity in subbottom
profiler data and a flare in sidescan data. However, both features were observed ∼400 m east of
the 12 m high carbonate mound, which therefore cannot exclude the possibility that the high-relief
part of the site is now inactive and has been settled by corals. Video data are required to test this
hypothesis.

Based on the above observations, the type 1 sites are interpreted as being at least partly inactive
seeps with massive carbonate precipitates. In terms of their fauna, they correspond to the “Moa
extreme” of Bowden et al. (2013), which is characterised by cold-water corals and absence of seep
fauna.

5.6.1.2 Type 2

Type 2 sites are interpreted as low-relief carbonate crusts with structural heights of less than 4 m.
The presence of authigenic carbonates suggests a long history of fluid flow, which is supported
by carbonate samples from North Tower (Opouawe Bank) and Bear’s Paw (Omakere Ridge) with
maximum U-Th ages of ∼4.95 and ∼2.36 kyr BP, respectively (Liebetrau et al., 2010). Recent to
ongoing activity of the seeps is suggested by (1) the presence of gas-indicating acoustic turbidity
observed in subbottom profiler data (also Jones et al., 2010; Klaucke et al., 2010), (2) hydroacoustic
flares (also Greinert et al., 2010a; Klaucke et al., 2010), and (3) elevated methane concentrations in
the water column (Faure et al., 2010; Krabbenhoeft et al., 2010). Sometimes all three indications
were observed at the same seep site – for example, at North Tower and South Tower.

In addition, ongoing seep activity is indicated by the abundant chemoautotrophic fauna observed
at all type 2 sites of which video data exist. All sites featured Lamellibrachia sp. tubeworms and
live Calyptogena sp. clams or clam shells (Baco et al., 2010; Greinert et al., 2010a; Jones et al.,
2010; Bowden et al., 2013). Other benthic fauna found at type 2 sites included Stelletta sp. sponges,
which were restricted to Omakere Ridge, and bathymodiolin mussels, lithodid crabs, pagurid crabs,
gastropod molluscs, echinoids and ampharetid polychaete worms (Baco et al., 2010; Greinert et al.,
2010a; Jones et al., 2010; Bowden et al., 2013). The high abundance of seep-associated fauna suggests
that the type 2 sites correspond to the “Southwest Moa extreme” of Bowden et al. (2013), which is
characterised by the highest density of seep-associated fauna, as well as carbonates.

5.6.1.3 Type 3

Patchy backscatter at the type 3 sites (Pukeko, Riroriro and Hoiho) suggests scattered carbonate
blocks with heights of up to a few metres. Alternatively, the sites could represent partially buried
carbonate structures of which only the highest tips protrude out of the sediment. Buried seep facies
should produce strong reflections in subbottom profiler records, as observed offshore Nicaragua
(Buerk et al., 2010) and Costa Rica (Klaucke et al., 2008). However, subbottom data from across
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Pukeko and Riroriro do not show such reflections. Instead, free gas is indicated by acoustic turbid-
ity (also Klaucke et al., 2010). In addition, truncated reflections near these sites indicate erosion –

e.g. from bottom currents, which is also suggested by moats or depressions at some of the backscat-
ter patches. Therefore, sediment burial is unlikely and the type 3 sites are interpreted as clusters of
carbonate blocks.

Ongoing seep activity of the type 3 sites is indicated by hydroacoustic flares observed at Pukeko
(Klaucke et al., 2010) and Riroriro (Greinert et al., 2010a). As video transects were not conducted
at any of the three sites, it is not known what benthic fauna may be present at the type 3 sites.
However, due to the presence of carbonates and active methane seepage of at least two of the three
sites, it is suggested that the faunal characteristics of the type 3 sites resemble those of the type 2
sites.

5.6.1.4 Type 4

The type 4 sites Takahe, Takapu and Tawaki are characterised by only slightly elevated backscatter,
which Klaucke et al. (2010) attributed to the absence of carbonates and presence of gas bubbles
or even gas hydrate in the shallow subsurface. Gas hydrate veins were found in cores at Takahe in
sediment depths of 2.2–2.7 m (Schwalenberg et al., 2010; Bialas, 2011). However, these depths are
beyond the penetration of the DTS-1 system. In order to influence the sidescan backscatter signal,
gas accumulations would need to be present within the upper 1 m of sediment.

Multiple hydroacoustic flares indicate active seepage at Takahe (Greinert et al., 2010a; Klaucke et
al., 2010), and a flare was also observed in Parasound data from Takapu (S. Koch, pers. comm.).
Activity is further indicated by live seep fauna at Takahe. The site is characterised by ampharetid
patches of up to 2 m2 in size, white bacterial mats as large as 1 m2, and occasional patches of
Calyptogena sp. shells, summarised by Bowden et al. (2013) as the “Takahe extreme” and further
characterised by an absence of carbonate. Due to the lack of carbonate at the surface coupled
with the presence of activity-indicating fauna, Greinert et al. (2010a) interpreted Takahe as a fairly
young seep.

Video observations are not available for Takapu and Tawaki and it is therefore not known whether
these sites host similar fauna. However, as their backscatter signatures are similar to that of
carbonate-free Takahe and as active seepage occurs at Takapu, it is proposed that Takapu and
Tawaki also represent active, carbonate-free seeps.

5.6.2 Sidescan sonar imagery as proxy for faunal habitats

The four types of backscatter patterns can be correlated with the three extreme states of faunal
communities described by Bowden et al. (2013): the carbonate-free type 4 sites correspond to the
“Takahe extreme”, type 2 and possibly also type 3 sites represent the “Southwest Moa extreme”
characterised by abundant seep fauna and low-relief carbonates, and at least parts of the type 1 sites
are inactive and have become coral reefs of the “Moa extreme”.
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The four types can be further correlated with the five hypothetical successional stages of cold
seeps on the Hikurangi Margin that Bowden et al. (2013) proposed based on their seabed obser-
vations. These are (1) colonisation by aerobic microbial communities, ca. 1–10 years after the
onset of localised methane flux; (2) colonisation by ampharetid polychaetes (ca. 1–100 years); (3)
colonisation by clams (>50 years); (4) precipitation of carbonates, which enables colonisation by
lamellibrachid tubeworms (several 100 years); and (5) colonisation by non-chemosynthetic fauna
after sealing of the seep due to continued carbonate build-up (several 1,000 years).

The type 4 sites are interpreted as seeps at stage 2–3, due to the presence of ampharetid polychaete
worms (stage 2) but also shells of Calyptogena sp. clams (stage 3) at Takahe. Based on the estimates
of duration since the onset of fluid flow given by Bowden et al. (2013), it is inferred that, in a few
hundred years, carbonate precipitation will commence at these sites. At the type 2 sites, authigenic
carbonates and abundant seep fauna, including Lamellibrachia sp. tubeworms and bathymodiolin
mussels, indicate succession stage 4. Stage 4 is also assumed for the type 3 sites due to the presence
of low-relief carbonate blocks. The type 1 sites represent stage 5 where the colonisation by sessile
heterotrophic fauna indicates ceased seepage, although some sites such as LM-10 and Hihi may still
have parts characterised by active seepage.

The good correlation between types of backscatter patterns and differences in benthic fauna allows
sidescan sonar to be used as a convenient proxy for seep habitats. Although the backscatter does
not image biological communities as such, it distinguishes between different seep substrates (e.g.
carbonate vs. no carbonate) commonly colonised by distinct faunal communities. Sidescan sonar
data thus facilitate the targeting of sites for subsequent biological investigations.

5.6.3 Controls on carbonate precipitation

Carbonate precipitation is required over a long time span in order to build up carbonate structures
of several metres height. Evidence is given by numerical modelling for Hydrate Ridge on the
Cascadia Margin (Luff and Wallmann, 2003; Luff et al., 2004). Luff and Wallmann (2003) proposed
a carbonate precipitation rate of 0.5 cm per 100 years, and Luff et al. (2004) calculated rates of
0.32–0.64 cm per 100 years.

On the Hikurangi Margin, carbonate precipitation has occurred since at least 12.4 kyr BP (Liebe-
trau et al., 2010). Combined with maximum structural heights of about 17 m at this site, this age
suggests a carbonate precipitation rate of about 13.5 cm per 100 years, i.e., 27 times higher than
at Hydrate Ridge. However, this rate should be treated with caution as carbonate sampling in the
study area was strongly biased and, hence, the 12,400 years old sample does not necessarily repre-
sent the oldest seep carbonate on the Hikurangi Margin. Carbonates older than 12.4 kyr would
lead to a lower calculated rate of carbonate precipitation.

Although rates of carbonate precipitation are affected by a number of factors, including methane
and calcium concentrations of fluids, sedimentation, and bioturbation, the most important factor
is the rate of upward fluid flow (Luff and Wallmann, 2003; Luff et al., 2004; Bayon et al., 2009;
Karaca et al., 2010). According to numerical modelling, carbonate precipitation is restricted to
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fluid flow velocities of 3–60 cm yr−1 (Luff et al., 2004; Karaca et al., 2010). Rates of upward
fluid flow at the Hikurangi Margin can only be constrained by observations of different carbonate
morphologies. The absence of carbonates at the type 4 sites could be explained by either too low
or too high flow rates. However, fluid flow rates at the other three types would all have to lie
in this relatively narrow range of about 3–60 cm yr−1 in order to ensure carbonate precipitation.
This makes it unlikely that carbonate morphologies of types 2–4 are related to strong differences
in fluid flow rates.

Fluid flow rates have therefore most likely been similar at all seeps. The differences in carbonate
heights could then relate to different times of onset of carbonate precipitation, which does not
occur immediately after the initiation of seepage but requires several hundreds of years of fluid
flow to the seabed (e.g. Bowden et al., 2013). The high-relief type 1 sites could thus represent seeps
with long-term carbonate precipitation, whereas seeps of the other types could be younger, with
the carbonate-free type 4 sites the youngest of all.

Different ages of the Hikurangi Margin seeps have been indicated by the U-Th ages of carbonates
(Liebetrau et al., 2010), and they appear to correlate with structural heights. However, carbonate
sampling was strongly biased and the small data base of only 15 ages from four sites does not allow
an extrapolation to the entire Hikurangi Margin. Many more carbonate samples, ideally from all
seep sites, would be required to test if the four types could be related to variations in the onset of
carbonate precipitation.

If the four types are related to variations in the onset of carbonate precipitation, then the absence of
intermediates between the types indicates that precipitation on the Hikurangi Margin is episodic.
Alternating phases of intensified carbonate precipitation and relative quiescence have already been
suggested by Liebetrau et al. (2010) based on distinct U-Th ages representing times of increased
precipitation. If carbonate precipitation was episodic rather than continuous, the seep surface ex-
pressions would not develop continuously but grow predominantly during the high-precipitation
phases. As carbonate morphologies grow, they may eventually reach a transition stage – e.g. indi-
vidual blocks of type 3 sites beginning to merge into connected type 2 sites. The absence of such
intermediates is not a data acquisition bias, as all three ridges (Opouawe Bank, Omakere Ridge and
Uruti Ridge) were mapped completely by sidescan sonar.

Episodic carbonate precipitation, however, does not imply episodic fluid seepage. Episodic carbon-
ate precipitation is induced by changes in fluid flow, with carbonate precipitation being inhibited
during times when fluid flow rates are either too high or too low to allow the formation of carbon-
ate crusts. Consequently, seepage may have been continuous since the first establishment of the
seeps at the surface, while carbonate precipitation was not.

5.6.4 Changes in fluid flow rate

5.6.4.1 External factors

External factors causing variations in fluid flow that affect carbonate precipitation rates include sea
level (Teichert et al., 2003; Kiel, 2009), sedimentation (Plaza-Faverola et al., 2011), bottom-water
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temperatures ( Jung and Vogt, 2004; Westbrook et al., 2009; Mienert et al., 2010; Biastoch et al.,
2011; Ferré et al., 2012) and tectonic activity (Sibson, 1994; Aharon et al., 1997; Brown et al., 2005;
Mau et al., 2007).

A low sea level – e.g. during glacial stages – reduces the hydraulic head, i.e., the pressure of the over-
lying water column, promoting increased fluid flow towards the seabed, while sea-level highstands
increase the hydraulic head and hence reduce the flow rate (Teichert et al., 2003). Rapid loading
by, for instance, glacigenic sediments may lead to overpressure in the underlying sediments and
promote focused fluid flow (Plaza-Faverola et al., 2011). U-Th ages from seep carbonates around
the world correlate with periods of low sea level (Teichert et al., 2003; Kutterolf et al., 2008; Kiel,
2009), suggesting that low sea level enhances the rate of carbonate precipitation at cold seeps. On
the Hikurangi Margin, U-Th ages from seep carbonates only span the past 12,400 years. Liebetrau
et al. (2010) consider this time span too short to infer any relation between seep activity and sea
level.

In another scenario, a rapid increase in water temperatures occurred in the Southern Ocean during
the last deglaciation at 20–15 ka (Barrows et al., 2007). Increasing bottom-water temperatures
affect gas hydrate stability and can cause hydrate dissociation ( Jung and Vogt, 2004; Westbrook
et al., 2009; Mienert et al., 2010; Biastoch et al., 2011; Ferré et al., 2012), leading to an increased
supply of methane-rich fluids available for AOM and carbonate precipitation.

Moreover, the Hikurangi Margin is an active subduction margin characterised by thrust faulting,
and several of the seep sites are associated with deep-reaching faults that are considered fluid migra-
tion pathways (Law et al., 2010; Netzeband et al., 2010; Krabbenhoeft et al., 2013; Plaza-Faverola
et al., 2014). If fluid flow along these faults changes, the rate of carbonate precipitation may be
affected as well. For example, fault activity may close off conduits or create new pathways for fluid
migration (Aharon et al., 1997). In addition, seismic activity may lead to increased fluid release
at seeps fed by active faults, which has been inferred from methane concentration measurements
and long-term fluid flow-meter studies at seeps offshore Costa Rica (Brown et al., 2005; Mau et al.,
2007).

5.6.4.2 Internal factors

Internal drivers of fluid flow dynamics include clogging of pathways due to carbonate precipitation
(Aharon et al., 1997; Hovland, 2002), and the build-up of an internal reservoir (Leifer et al., 2004).
Clogging of fluid pathways is caused by long-lasting or intense carbonate precipitation that over
time cements migration pathways, thereby gradually reducing fluid escape until it is inhibited,
leading to self-sealing of seeps (Hovland, 2002). Such self-sealing processes have been reported
from an 800 m wide pockmark offshore Angola where Gay et al. (2006) suggest an activity shift
from fossil carbonate domes in the centre to outward chemoherms. On the Hikurangi Margin,
clogging and subsequent formation of new fluid pathways is likely taking place at, for example,
Moa seep on Omakere Ridge. Here, Jones et al. (2010) proposed that self-sealing of the eastern, up
to 20 m high carbonate structure possibly led to seep activity migrating westwards to lower-relief
south-western Moa or, alternatively, to the neighbouring Bear’s Paw site. Shifting activity was also
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suggested by flares (active venting) that were located outside of major carbonate accumulations on
Opouawe Bank (Klaucke et al., 2010).

On timescales of minutes to hours, fluid seepage appears transient at several seeps on the Hikurangi
Margin (Faure et al., 2010; Klaucke et al., 2010; Krabbenhoeft et al., 2010). Leifer et al. (2004)
relate transient seepage events on the Santa Barbara Channel, California, to fluid flow controlled
by a capacitor, described as a reservoir that has to fill up first before conditions for fluid release
are met. Klaucke et al. (2010) proposed that such a system could control fluid flow on Opouawe
Bank, with gas hydrates acting as capacitors. Transient fluid flow on the Hikurangi Margin might
also apply on larger timescales, with phases of quiescence during which fluid seepage as well as
carbonate precipitation do not occur at any site. Such quiescent periods may be inferred from the
time gaps between the U-Th ages of carbonate samples (Liebetrau et al., 2010), but these gaps could
also be due to sampling bias.

5.7 Conclusions

Sidescan sonar data were used to study surface expressions of 25 cold seeps on the Hikurangi
Margin. Each seep was associated with one of four types of backscatter patterns that represent
variations in height and distribution of seep carbonates. Carbonate morphologies range from up
to 20 m high structures (type 1), over low-relief crusts (type 2) and scattered blocks (type 3), to
an absence of carbonates (type 4). The differences in carbonate morphologies correlate with varia-
tions in biological communities inhabiting the seep sites. It is therefore proposed that backscatter
variations in sidescan sonar images can indirectly reflect differences in seep fauna, thus providing
a basis for target studies of biological communities at cold seeps. Without further sampling (ide-
ally from drill cores) and dating of seep carbonates on the Hikurangi Margin, it is not possible to
determine whether carbonate precipitation episodicity is externally or internally controlled.
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Chapter 6

Conclusions and outlook

6.1 Conclusions

This work has presented new insights into fluid flow systems in three different areas. All of the
research questions posed in section 1.3 could be answered, although some results were unexpected,
and new questions have arisen. In the following, answers to the original research questions will be
summarised for each case study, and the implications on climate warming will be discussed.

6.1.1 Summary of the key results

Case study 1 - Knipovich Ridge

The Knipovich Ridge strongly influences heat flow on the western Svalbard margin. According to
the results of the petroleum system modelling, heat flow has been high enough to allow at least
one phase of petroleum production from source rocks north of the ridge. This phase occurred in
the middle Miocene (∼15-10 Ma) but appears to be unrelated to the thermal effects of the ridge.
Rather, it is controlled by rapid sedimentation and associated deeper burial of organic-rich sediment
sequences.

Another potential production phase may have occurred prior to this phase, during initial rifting
in early Eocene. If Eocene source rocks, which are known to exist in the Arctic Basin, are also
present on the Svalbard margin, they would have been exposed to the very high temperatures
(possibly >300°C) at the Knipovich Ridge spreading centre. This would have enabled petroleum
production from Eocene source rocks despite an absence of overburden. The Eocene phase is
therefore directly influenced by the Knipovich Ridge, but its occurrence remains speculative, as
the existence of Eocene rocks on the Svalbard margin is not confirmed.

The modelling results show that north of the Knipovich Ridge, the conditions necessary for ther-
mogenic methane production have probably been met, which is supported by the findings of
thermogenic gas on Vestnesa Ridge. Therefore, thermogenic methane is an important contrib-
utor to the extensive gas hydrate reservoir offshore Svalbard, in addition to microbial methane
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that has been found on the upper continental slope. The presence of a third component – abio-
genic methane derived from serpentinization – cannot be excluded but is more likely for the less-
sediment-covered central and southern parts of the Knipovich Ridge.

Case study 2 - Giant Gjallar Vent

The new high-resolution seismic and Parasound data have shown that the up to 12 m high surface
relief at the GGV is due to up-doming of the BPU and the overlying Naust Formation sediments.
This up-doming is likely due to the build-up of overpressure as fluids are trapped beneath the BPU.
At one location, the seal is penetrated and a narrow chimney structure extends up to the seafloor.
However, there are presently no indications for active fluid release into the water column. Never-
theless, the GGV is active in terms of fluid migration. In addition, the up-doming of the uppermost
sediments appears to be accompanied by faulting activity, as evidenced by several seafloor-piercing
shallow faults that occur in the vicinity around the GGV.

The evolution of the GGV is characterised by reactivation, and the processes that lead to the
present fluid migration and overpressure build-up are mostly shallow in origin. Fluids are likely
sourced from dewatering of the Kai Formation in response to overpressure induced by the growing
overburden. Although fluids could also be sourced from deeper levels, e.g. from the Brygge For-
mation, they likely constitute only a small proportion. Any deeper geological processes that could
still be active at the GGV are thus overprinted by shallower processes. Consequently, the GGV is
presently not suited as a study site to constrain the geological processes of the deeper Vøring Basin.

Case study 3 – Svalbard margin seeps

On the upper continental slope off Svalbard, bottom-water temperatures vary seasonally by about
1-2°C, which causes shifts in the depth of the BGHSZ. As a consequence, the intersection of the
BGHSZ with the seafloor moves downslope or upslope, leading to periodic hydrate dissociation
(downslope movement) and formation of gas hydrates (upslope movement). The observed gas
seepage is thus caused by dissociating methane hydrates. However, this is no large-scale, irreversible
hydrate dissociation in response to global warming effects over the past 30 years. Instead, hydrate
dissociation appears to be part of a repeated and possibly self-regulating process. This is supported
by the presence of seafloor carbonates with ages of at least ∼3 kyr BP (MASOX site) and ∼8 kyr
BP (HyBIS site), which show that seepage offshore Svalbard must have been going on for a long
time and thus cannot be exclusively related to decadal-scale ocean warming.

Case study 4 – Hikurangi Margin

The surface expressions of cold seeps on the Hikurangi Margin are characterised by four distinct
types of backscatter patterns in sidescan sonar data. These patterns vary in the intensity, extent,
and distribution of sonar backscatter. They are related to the amount and height of seabed carbon-
ates, ranging from massive, 20-m-high structures (type 1) over up to 4-m-high crusts (type 2) and
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scattered blocks (type 3) to carbonate-free sites (type 4). The types correlate with the distribution
of typical seep fauna: communities living on sediment surfaces dominated at type 4 sites, seep fauna
settling on hard substrate were found predominantly at type 2 and 3 sites, and non-seep epifauna
were observed on type 1 carbonates of extinct seepage sites. The results show that sidescan sonar
surveys can be used for relatively quick mapping of seabed areas to provide the basis for subsequent
targeted sampling of benthic seep fauna.

6.1.2 Implications

The results show parallels between the seeps on the Hikurangi Margin and the upper slope of
the Svalbard margin, which is surprising as fluid seepage in these areas is driven by very different
processes – focused gas migration from beneath the GHSZ on the Hikurangi Margin and hydrate
dissociation on the Svalbard margin. In both cases, seep sites are characterised by authigenic car-
bonates which vary in their morphology and distribution throughout the respective study area.
U-Th ages of carbonates show that fluid venting has been going on for several 1000 years in both
regions. Also, both systems lack indications for catastrophic methane release, rather, fluid release
appears regulated and varies temporally over relatively short (minutes to months) time spans.

The area between Vestnesa Ridge and Knipovich Ridge is presently not very developed with respect
to fluid venting, as indications for upward fluid migration and potential seepage sites are scarce.
However, if conditions within the fluid system change, e.g. if fluid pressures beneath the BSR
increase, more fluid pathways may form that transport methane from beneath the GHSZ towards
the seabed. Due to the large extent of the gas reservoir, the resulting fluid venting may be long-lived
and could eventually lead to the formation of surface expressions such as those on the Hikurangi
Margin.

It is not possible to tell whether any of the methane released at the seabed enters the atmosphere.
However, none of the hydroacoustic flares observed on the Hikurangi Margin and off Svalbard
was sufficiently high to imply methane reaching the sea surface. On the Hikurangi Margin, the
water depths of 800 m to >1000 m are probably too high to allow an escape of methane into the
atmosphere before it is dissolved in the water column. Water depths on the Svalbard margin are
significantly lower (<400 m), and hence methane release into the atmosphere cannot be excluded,
but measurements of Fisher et al. (2011) show that atmospheric methane inputs are presently
restricted to terrestrial rather than oceanic sources. Both fluid flow systems are therefore unlikely
to contribute significantly to the present climate warming, as is the GGV, where seepage has not
been observed so far and the water depth of >1300 m would probably prevent any seeping methane
from reaching the atmosphere.

Nevertheless, because gas hydrates are highly sensitive to temperature changes, hydrate dissociation
must have played a role in past climate warming events, e.g. during the PETM. This applies
especially to substantial gas hydrate reservoirs such as found on the Svalbard margin. However,
as the actual distribution of gas hydrates appears to be considerably less than that inferred from
global hydrate models, this role may be smaller than previously assumed.
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In addition to gas hydrate dissociation, hydrothermal vent systems such as the GGV certainly also
contributed to climate warming events. The presently available data do not allow the estimation
of the amount and duration of methane release from the GGV at its initial formation around the
Paleocene-Eocene transition. However, the fact that there are more than 700 similar systems on
the Norwegian margin alone implies that the release from this region must have been massive and
thus likely influenced climate, also on a global scale.

At present, it is impossible to determine whether hydrate dissociation and hydrothermal vent
systems represent the only contributors to warming events such as the PETM. Consequently,
other potential contributors such as bolide impacts and thawing of permafrost areas need to be
taken into account in the assessment of the causes of global climate warming.

6.2 Outlook

This work has contributed to an improved understanding of the studied fluid flow systems. How-
ever, there are still aspects that are not yet fully understood, and new questions have arisen during
the course of this work. The following outlook presents recommendations for future surveys in
each of the study areas. In addition, directions for future research on the PETM and other climate
warming events are suggested.

Svalbard margin

For the Svalbard margin, drilling operations using the seafloor drill rig MeBo had originally been
planned by MARUM (Bremen) for the summer of 2014, but had to be postponed due to technical
problems with the vessel. The operations should hopefully take place within the next few years
and will allow to asses (1) if gas hydrates exist – and dissociate – on the upper slope where they have
been predicted to occur but a BSR has not been observed, (2) how much hydrate is present in the
pore space and if this agrees with hydrate concentrations estimated from seismic velocity modelling
(e.g. Vanneste et al., 2005a; Westbrook et al., 2008a), and (3) what are the hydrate compositions
and gas origin(s).

Determination of the origin of the hydrate gas is of interest especially for the area between Vestnesa
Ridge and Knipovich Ridge. Findings of thermogenic gas hydrates would strongly support the
results of the petroleum system modelling and corroborate that hydrates in this area are of a similar
composition as those on Vestnesa Ridge. In addition, hydrate samples from areas close to the rift
axis would help to clarify whether serpentinization processes contribute to methane production
besides thermogenic and microbial processes.

Another target for future studies on the Svalbard margin would be the classification of seabed
characteristics at the intersection with the BGHSZ. The submersible dives conducted during cruise
MSM21/4 showed that seabed characteristics, especially in terms of seabed carbonates, differed
notably between the studied seep sites MASOX, HyBIS, and Polarstern. Such differences could
be mapped on a larger scale using deep-towed sidescan sonar systems or AUV-mounted sonars in
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order to investigate the relation between seabed carbonate distribution and the underlying seep
systems. The results would contribute to the better understanding of the development of seepage
along the Svalbard margin.

Giant Gjallar Vent

The GGV remains a mystery with respect to the degree of its present fluid venting activity. Future
work should aim at acquiring more high-resolution seismic data – ideally P-Cable 3D seismic data
– across the entire vent structure to image any further potential leakage pathways such as the
discovered chimney structure. If there are several more leakage pathways across the vent structure,
overpressure beneath the sealing sequence is likely bleeding off.

At the potential seepage sites, targeted water column imaging over several hours would reveal hy-
droacoustic flares indicating the release of gas-bearing fluids. Subsequently, sediment and gas bubble
samples should be taken at these sites using, for example, a gravity corer or a ROV. Geochemical
analyses of these samples would allow determination of the gas composition, which would indicate
if the seeping fluids are of microbial origin, and thus produced by shallow processes. Alternatively,
a thermogenic origin would indicate that deeper processes are involved. If authigenic carbonates
are found on the seabed or within sediments, U-Th dating of recovered samples would reveal how
long seepage has been going on. Prolonged venting – i.e., several 1000 years – accompanied by car-
bonate precipitation would lead to the build-up of chemoherm structures such as on the Hikurangi
Margin.

Hikurangi Margin

For the cold seeps on the Hikurangi Margin, additional sampling of seep carbonates is recom-
mended – ideally from every seep site, but at least from each of the three types characterised by
carbonate occurrence. Subsequent U-Th age dating would show if the different types of surface
expressions could be related to different ages of seep sites, which would reflect intermittent periods
of increased carbonate precipitation on the Hikurangi Margin. Also, seafloor video observations of
potential benthic communities at sites that have not been surveyed before would help to establish
whether surface expressions in sidescan sonar data can indeed serve as a proxy for differences in
seabed habitat.

The existing sidescan sonar data, along with the subbottom profiler data, should also be combined
with other high-resolution subsurface data, e.g. sediment echosounder and P-Cable seismic data.
The interpretation of seep sites using such a multidisciplinary dataset would improve the under-
standing of the link between surface and subsurface characteristics of fluid venting and migration
processes.

Future PETM research

Future studies that aim at constraining the factors responsible for global climate warming events
such as the PETM should focus on the following two questions:
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1. How much methane had to be injected into the atmosphere to cause the δ13C anomaly (-2
to -3h) and the increase in bottom-water temperatures of at least 4°C during the PETM?

2. How can the potential factors have influenced each other with respect to methane release?

According to Dickens et al. (1995) and Dickens (1999), the injection of 1000-2000 Gt of methane
into the atmosphere was sufficient to cause the δ13C anomaly of the PETM, with the methane being
released solely from dissociating hydrates. However, some of the global hydrate models arrive at
much lower values for the amount of hydrates that can potentially dissociate (e.g. Burwicz et al.,
2011; Wallmann et al., 2012; Piñero et al., 2013), and the actual amount of hydrates may be even
lower, as suggested by the comparatively limited BSR occurrences. Climate models and global
hydrate models that also take into account the BSR-inferred hydrate distributions should therefore
be combined to constrain the minimum amount of methane required to cause the δ13C anomaly,
and to assess whether hydrate dissociation could in fact be the sole contributor to the PETM.

In addition, it should be estimated how potential contributors could have influenced each other
in the causing of the PETM. For example, methane release from hydrothermal systems formed
in response to magmatic intrusions could have led to initial climate warming and an increase in
bottom-water temperatures, which could then have resulted in additional methane release from
hydrate dissociation. The combined effect of these two processes could have caused a major climate
warming event. Models should attempt to quantify how much methane would need to be released
from hydrothermal systems in order to set off hydrate dissociation, and subsequently assess the
implications on atmospheric δ13C and the associated climate-warming potential.
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Appendix A

Appendix

A.1 Supporting information: Case study 1 - Knipovich Ridge

Methane hydrate stability curve

Figure A.1: Methane hydrate stability curve (Equation 2.1) determined using the CSMHYD program of Sloan (1998).
The curve was calculated using as components seawater (pure water + 3.5 wt% NaCl) and the hydrate composition of
Smith et al. (2014).

Uncertainty of BSR-derived heat flow

Due to the many factors involved in the assessment of the geothermal gradient and heat flow,
the uncertainty of the final values depends on the errors associated with each of the contributing
factors. We differentiate between errors defined prior to the calculation and errors resulting from
those previously defined errors. Errors defined prior to the calculation include the error of (1)
the BSR and seafloor travel times, (2) the seismic velocities of the water layer and the seafloor-BSR
layer, (3) the seafloor temperature, and (4) the thermal conductivity.
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The error of the BSR and seafloor takes into account the picking accuracy, the sampling interval,
the seismic wavelet, static errors, and imaging problems such as interferences. We assumed an error
of 5 ms for the seafloor horizon and 10 ms for the BSR. The difference is due to the picking mode:
the seafloor was easy to follow and picked mostly with an automatic picking algorithm, whereas
the BSR had to be picked manually.

The water velocity was relatively well constrained by CTD measurements, thus an error of only
5 m s−1 was assumed. In contrast, we estimated an error of 50 m s−1 for the velocity between
seafloor and BSR as there was not enough velocity information available to constrain it well, and
the velocity in this depth varies because of differences in hydrate saturation and lithological varia-
tions.

Based on these errors, we calculated the errors for the depth conversion of the BSR (e(zBSRmbsf ),

e(zBSRmbsl )) and seafloor (e(zSFL )), and the pressure (e(pBSR )) and temperature (e(TBSR )) at the
BSR, which were below 5% except for the BSR depth conversion (<20%) (Table A.1). The <2%
calculated for the error of the temperature at the BSR agree with the 0.7-2% of Hyndman et al.
(1992).

Table A.1: Resulting errors for the BSR-derived heat flow calculation.

Resulting error Value Percentage [%]
e(zSFL ) 10-19 m <2

e(zBSRmbsf ) 15-22 m 7-18
e(zBSRmbsl ) 28-38 m 1-3

e(pBSR ) 280-380 kPa 1-3
e(TBSR ) <0.1°C <2
e(Tgrad) 8-60 °C km−1 11-24

e(H) 18-110 mW m−2 19-34

Estimation of the error of the geothermal gradient (e(Tgrad)) required the error of the seafloor
temperature. Although the seafloor temperature is well constrained from the available CTD data,
the data may not be representative for the entire study area and for the long-term average that
controls the subbottom temperatures. Therefore, we assumed an error of 0.5°C for the seafloor
temperature.

The thermal conductivity can often be approximated by a mean value (Grevemeyer and Villinger,
2001). The thermal conductivity is well constrained at the ODP sites and the value of 1.3 W m−1

K−1 also agrees with our heat flow probe measurements. We therefore assumed only a small error
of 0.1 W m−1 K−1 for the thermal conductivity.

The final absolute uncertainty was 11-24% for the geothermal gradient and 19-34% for the heat
flow uncertainty (e(H)). Our estimates agree with those of Grevemeyer and Villinger (2001), who
estimated uncertainties of 5-35% for the geothermal gradient and 10->50% for the heat flow, and
Ganguly et al. (2000), who calculated a total error of 20% for the BSR-derived heat flow. Obviously,
within our study area, relative errors from one site to another are much lower, as the individual
parameters do not vary randomly.
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We note that the method involved another assumption, i.e., that the curve of methane hydrate
stability used in the calculation is correct. If this is not the case because the gas composition differs
from that of Smith et al. (2014), a different curve may introduce an error of more than 20% of the
estimated heat flow (Hyndman et al., 1992). Again, this would only change the absolute values but
not the spatial pattern.

Model parameters of Run 4

Table A.2: Geological model for model run 4. Layer thicknesses are given for different percentages of thicknesses
determined at ODP Site 909, starting with 100%. The same thicknesses are used for site A and site B. The remaining
model parameters are as given in Table 2.1.

Layer Unit Layer thickness [m]
100% 150% 200% 250% 300% 350%

8 Ia 249a 374 498 623 747 872
7 IIa 269a 404 538 673 807 942
6 IIIAa 405a 608 810 1013 1215 1418
5 IIIB − 1b 52a,b 78 104 130 156 182
4 IIIB − 2b 48a,b 72 96 120 144 168
3 IIIB − 3b 39a,b 59 78 98 117 137

aShipboard Scientific Party (1995b), bKnies and Mann (2002)
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A.2 Supporting information: Case study 3 - Svalbard margin seeps

Materials and Methods 1: Numerical model of the GHSZ

The MASOX observatory was deployed at 396 m water depth from 2010-10-15 until 2011-08-05
and at 389 m water depth from 2011-08-08 until 2012-08-18. The observatory contained a CTD,
which acquired bottom-water temperature measurements every 15 minutes during both deploy-
ments. The two time series were merged into one, the resolution was reduced to daily means, and
the three-day gap between the deployments of the observatory was interpolated. We selected the
time interval from 2010-10-16 until 2011-10-16 as a generic annual time series because of the very
small temperature difference between start and end (Fig. 4.3), noticing however, that the abso-
lute temperature may be offset from the long-term average. The resulting time series was repeated
for the duration of the modeling time and applied as a changing temperature boundary condition
at the seafloor in a two-dimensional finite element model of time-dependent heat conduction in
COMSOL Multiphysics.

Figure A.2: Setup and initial temperature distribution of the numerical model. The lower boundary condition
was a constant heat flow of 0.05 W m−2 into the model domain. Both sides of the model domain were thermally
insulated. During each time step, the temperature along the entire seabed boundary was constant. At the start of the
simulation, the temperature distribution in the sediment was in equilibrium with the median value of the bottom water
temperature in a generic year. The solid red line shows the corresponding limit of the GHSZ. The dashed lines mark the
section of the model domain that is shown in Fig. 4.3 and in the animation available in the supporting online material
(http://www.sciencemag.org/content/suppl/2014/01/02/science.1246298.DC1.htm).

The model domain comprised a 7.5-km-long transect orthogonal to the slope from 502 to 214
m water depth and reached down to 600 m depth below sea floor (Fig. A.2). Using a 6-m-long
heat flow probe, we conducted in situ thermal conductivity measurements at 26 stations along
the transect line. The measurements were evaluated according to Villinger and Davis (1987). The
thermal conductivity along this section of the slope varied between 1.5 and 2.6 W m−1 K−1 (Fig.
A.3). Using the mixing model of Woodside and Messmer (1961) and assuming values of thermal
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conductivity of 0.6 W m−1 K−1 for the pore water and 5 W m−1 K−1 for the quartz-rich solid
phase, the range of thermal conductivity of the bulk sediment may be explained by values of
porosity of between 34% and 57%.

Figure A.3: Thermal conductivity of the sediment and water depth along the transect line. The red circles indicate
the results of in situ measurements using the 6-m-long heat flow probe. The red line represents the values used in the
numerical model.

The remaining properties of the sediment in the numerical model were defined according to this
porosity model (Table A.3). All properties are constant in the vertical direction, but vary in the
horizontal direction.

Based on our in situ sediment temperature measurements at 500 m water depth, the heat flow
across the lower boundary into the model domain was set constant to 0.05 W m−2. Both sides
of the model domain were thermally insulated. The length of the time steps was limited to a
maximum of half a day and at the seabed boundary, the cell size of the finite element mesh was
limited to one square meter.

In order to eliminate artificial long-term changes during the simulation, the initial temperature
distribution in the model was chosen to be in equilibrium with the median value of the generic
annual bottom-water temperature time series (3.01757°C). The same time series was applied re-
peatedly for thirty years of modeled time, such that changes between successive years were negli-
gible. During the 31st and 32nd year of the simulation, the bottom water temperature time series
obtained from the two deployments of the MASOX observatory was applied as bottom water
temperature boundary condition. The limit of the GHSZ was determined for the beginning and
the middle of each month, assuming pure methane hydrates, a salinity of 35 PSU, and sulfate-free
pore water (Tishchenko et al., 2005), which is consistent with the coring results. Pressure was con-
verted to depth following Saunders (1981) and taking into account a standard atmospheric pressure
of 101,325 Pa. The consumption and release of heat during hydrate dissociation and formation,
respectively, were not included in the simulation.
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Table A.3: Parameters of the numerical model.
Parameter Value

pAtm atmospheric pressure 101,325 Pa
q background heat flow 0.05 W m−2

T0 initial bottom-water temperature 3.01757°C
k thermal conductivity of the bulk sediment 1.50 to 2.44 W m−1 K−1

kW thermal conductivity of water 0.6 W m−1 K−1

kS thermal conductivity of sediment grains 5 W m−1 K−1

Φ = log( k
kS

)/log(kWkS ) porosity 0.34 to 0.57
cw specific heat capacity of water 4184 J kg−1 K−1

cS specific heat capacity of sediment grains 300 J kg−1 K−1

c = cwΦ+cS(1-Φ) specific heat capacity of bulk sediment 1614 to 2505 J kg−1 K−1

ρw density of water 1025 kg m−3

ρS density of sediment grains 2650 kg m−3

ρ = ρwΦ+ρS(1-Φ) density of bulk sediment 1727 to 2100 kg m−3

Materials and Methods 2: U-Th geochronology & light stable isotopes of authigenic
carbonates

Sample material and sub-sampling

During R/V Maria S. Merian cruise MSM21/4 massive carbonates and carbonate-enriched sedi-
ments were sampled by the submersible JAGO and by gravity coring (GC). Here, we present the
analysis of surface and gravity corer samples from the MASOX site. They presumably represent the
least mature authigenic precipitates from the deepest active methane emanation site sampled during
MSM21/4. As reference two samples from the HyBIS site are also presented. Samples were dried at
20°C for 12 hrs and gently cleaned from loosely bound sediment remains. Homogeneous subsam-
ples were collected by drilling material from solidified samples by a handheld mm-sized mini-drill
and from less consolidated surrounding sediments. From the solidified samples the surface of each
sub-sampling spot was scoured away in an area of ∼5×5 mm. Subsequently, the original sample
powder was extracted by drilling small cavities. Prior to aliquot procedures all samples were finely
ground in an agate mortar providing homogeneous aliquots of suitable grain size for the combined
approach of mineral identification by X-ray diffractometry (XRD), δ18O and δ13C analyses by sta-
ble isotope ratio mass spectrometry (SIRMS) as well as for U-Th geochronology by multi-collector
inductively-coupled plasma mass spectrometry (MC-ICP-MS).

X-ray diffraction analyses

We analyzed representative aliquots and semi-quantitatively identified minerals using X-ray diffrac-
tion (XRD) with a Philips X-ray diffractometer PW 1710 in monochromatic CuKαmode between
2 and 70 2θ (incident angle). Note, especially on small sample aliquots of few 10 mg as required in
this study relative quantifications are generally accompanied by large uncertainties. Furthermore,
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the sensitivity for mineral identification is typically restricted to fractions greater than 5% and
significant amounts remained not identified. Resulting spectra were analysed with the software
XPowder (XPowder, Spain).

Light stable isotope analysis (δ18O and δ13C)

From each homogenized carbonate powder sample (see above), an aliquot of 10 mg was separated
for carbon δ13C and oxygen δ18O stable isotope analysis. A small part (approximately 1 mg) of
this powder was dissolved by water-free phosphoric acid at 73°C in a “Carbo-Kiel” (Thermo Fisher
Scientific) online carbonate preparation line and measured for carbon and oxygen stable isotope
ratios with a MAT 253 mass spectrometer (Thermo Fisher Scientific). The δ13C and δ18O values
were calculated as deviations from laboratory standard referred to the PDB scale and reported in
h relative to V-PDB. The reproducibility was confirmed by replicate analyses of laboratory stan-
dards as being usually better than ±0.02h for δ13C and δ18O (1SD). In case of larger uncertainties
of individual sample measurements, typical for impure materials, the higher value is presented.

U–Th geochronology

This study is based on U–Th age data determined for rather small samples (5.5 to 55.5 mg aliquots
of the XRD and light stable isotope samples) in order to combine high structural resolution
with the analytical precision of MC-ICP-MS. The U–Th isotope measurements were performed
on a VG Elemental AXIOM MC-ICP-MS at GEOMAR applying the multi-static MIC (multi-
ion-counting)-ICP-MS approach after Fietzke et al. (2005). For isotope dilution measurements a
combined 233/236U/229Th spike was used, with stock solutions calibrated for concentration using
NIST-SRM3164 (U) and NIST-SRM3159 (Th) as combi-spike calibrated against CRM-145 uranium
standard solution (also known as NBL-112A) for U-isotope composition, and against a secular equi-
librium standard (HU-1, uranium ore solution) for determination of 230Th/234U activity ratio.
Whole procedure blank values of this sample set were measured around 0.1 fg for 230Th, around
7 pg for 232Th and between 3 and 10 pg for U, which are in the typical range of this method and
laboratory. Element separation procedure was based on Eichrom-UTEVA resin. Calculation of
geochronological data and activity ratios is based on the decay constants given by Cheng et al.
(2000).

From all original MASOX subsamples powder aliquots were attacked by 4 N acetic acid in order to
provide weak leachates mainly dissolving the carbonate phase. Accepting that fractionation of U
and Th may lead to a potential loss of 230Th due to their difference in particle reactivity, these weak
leachates result in minimum values in the direct 230Th/234U age determination. Where available,
an additional powder aliquot of the original sample (marked by sample code suffix -2) was attacked
by 2.25 N HNO3 to provide a stronger leachate and potentially significant isochron spread. The
2.25 N HNO3 attack was the only one applied to two aragonite-dominated HyBIS samples (see Ta-
ble S2 provided in the supporting online material at http://www.sciencemag.org/content/suppl/-
2014/01/02/science.1246298.DC1.htm).
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Runs of aliquots of the HU-1 equilibrium standard solution to verify procedure reproducibility
accompanied each set of element separation. A methodology dependent uncertainty of less than
0.5% on 230Th/234U activity ratios was reached. The geochronological uncertainties presented
here are dominated by the analytical error of individual sample measurements and the uncertainty
of correction factors. The applied data reduction includes a correction for isotopic composition
of incorporated Th of detrital origin, according to average continental crust values (Wedepohl,
1995) as approximation for involved shelf sediments (see notes below Table S2 (supporting online
material) for details). For the majority of the sub-samples the uncertainty of this correction is neg-
ligible, but some are dominated and even overcompensated to negative 230Th/234U activity ratios,
due to low 230Th/232Th activity ratios and extreme high Th concentrations. An additional, more
exact determination of potentially deviating isotope signatures of dissolved Th in the precipitation
feeding cold seep fluid is hampered by the lack of adequate fluid sample material. An alternative,
site-specific approach for isochron-based Th corrections, applicable for cold seep carbonates with
elevated Th content is presented in a detailed small-scale case study by Bayon et al. (2009). The
different scope and related sample selection strategy of our study is focused on direct age deter-
mination of single phases of predominately aragonitic composition as discussed in Liebetrau et al.
(2010). However, Rosholt and Osmond isochron approaches presented here are based on the iso-
plot 3.75 software of the Berkeley Geochronology Center (CA, USA; Ludwig, 2008) and provide
age estimates for two-point reference lines. The corresponding accuracy and reliability is limited
by the fact that the measurements of the individual inherited detrital phase and adjacent pure sed-
iment could not be finished during this initial measurement session. The 234U/238U ratios are
presented in δ234U notation (see notes below Table S2 (supporting online material) for details).

Geochronological implications

Characterized by generally low 230Th/232Th activity ratios, high Th concentration and low Ca-
carbonate content, only few weak leachates provide the potential for single minimum age determi-
nation.

At 230Th/232Th activity ratios from 4.7 to 2.2 and δ13C values from -41 to -32 h(V-PDB) deduced
single ages for MASOX samples are 6600 ± 400 yr (SV21), 11,900 ± 2600 yr (SV23-1), 3400 ± 300
yr (SV28) and 5000± 1100 yr (SV29) B.P. These data are supported by individual 2-point isochron
reference lines of different leachates and parallel samples, covering at least similar age ranges (Table
S2, supporting online material). The two latter samples are dominated by aragonite and represent
the surface exposed today. Especially SV29, the most reliable aragonitic sample, reflects an age of
authigenic carbonate precipitation similar to the findings on solidified material within the upper
GC section (SV21).

With the caveat that the heterogeneous carbonates result in considerable uncertainty, the deduced
ages for the GC samples increase systematically with depth suggesting a precipitation front follow-
ing the prograding sediment deposition. The indicated age difference of approximately 5000 years
between SV21 and SV23 and their depth difference of approximately 50 cm indicate a sedimentation
rate around 0.1 mm/y, which is in accordance with outer shelf environments. The shallowest and
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almost unconsolidated GC sample with highest δ13C values of -27 h (V-PDB) at lowest leachate
yields of only 6 to 13% (SV20) and 230Th/232Th activity ratios around 1 seems to represent the
least mature sample of this data set. This sample does not provide a reliable single age determina-
tion. However, a distinct isochron reference line suggests a precipitation phase around 550 ± 40
yr B.P., the youngest found so far. The 3-dimensional (3D-Rosholt1) and 2-dimensional (Osmond)
isochron reference lines (see Table S2 (supporting online material) for all required isotope ratios)
provide important additional age indications, but due to the restriction on 2-point correlations the
results are hampered by system-immanent underestimation of the uncertainties as their spread is
dominated by the relatively precise individual isotope measurements of two subsamples and not by
the potentially much larger distortion of the correlation coefficient from further subsamples.

However, independent support of the early onset of methane emanation stems from two arago-
nite dominated surface samples from the HyBIS site reflecting low δ13C values around -37 h (V-
PDB) and U-Th ages of 8200 ± 500 yr B.P. (SV-2) and 4600 ± 500 yr B.P. (SV-3) at rather high
230Th/232Th activity ratios of 5.12 ± 0.07 and 3.44 ± 0.04, respectively, when compared to the
MASOX values (Table S2, supporting online material). The U measurements for these two samples
were performed on a quadrupole inductively-coupled plasma mass spectrometer (Q-ICP-MS).

Materials and Methods 3: Fate of emitted methane in the water column

At the gas flares, significant amounts of methane were liberated into the water column, leading to
bottom-water CH4 concentrations of up to 825 nM and a net flux of methane to the atmosphere.
A fraction of CH4 was consumed at rates of up to 3.06 nM d−1 (Fig. A.4) in the lower part of
the water column, but CH4 concentrations in the well-mixed surface waters (∼9 nM) were still
generally exceeding the atmospheric equilibrium of ∼3 nM. This excess indicates that the seeps
off the coast of Svalbard are a net - though small - CH4 source to the atmosphere. Water col-
umn samples were collected from discrete depths at the MASOX and the HyBIS sites (Fig. 4.1)
with a CTD/Rosette sampler equipped with 24 10-litre Teflon-lined Niskin bottles and a CTD
device (Seabird SBE 9). Immediately upon recovery, we subsampled the Niskin bottles for on-
board measurement of CH4 concentrations and aerobic methane oxidation (MOx) rates. Methane
concentrations were determined with a headspace method from ∼ 600 ml aliquots, which were
subsampled bubble-free into triple-layer Evarex Barrier Bags (Oxford Nutrition, U.K.). A high-
purity nitrogen headspace (20 ml) was added, and samples were vigorously shaken and allowed
to equilibrate for several hours before subsampling 2 ml headspace for CH4 quantification with a
gas chromatograph (GC, Agilent 7890A) equipped with a packed stainless steel column (6 ft., 2
mm i.d.; 80/100 mesh HayeSep Q) and a flame ionisation detector. The GC was operated isocrat-
ically (60°C) with N2 as carrier gas (33 ml min−1). The analytical error of CH4 concentrations
is ±5% (standard deviation) as determined from triplicate subsamples. Seawater methane concen-
trations and the degree of saturation with respect to the atmospheric equilibrium were calculated
with consideration of sample/headspace volume, temperature, salinity, atmospheric pressure and
atmospheric CH4 mixing ratio (Wiesenburg and Guinasso, 1979; Fisher et al., 2011). MOx rates
were measured with a radio-tracer (3H-CH4) based assay (Reeburgh et al., 1991; Valentine et al.,
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2001). Subsamples were collected in quadruplicate in 20 ml crimp top serum glass vials and sealed
bubble-free with bromo-butyl stoppers (Helvoet Pharma, Belgium). Each subsample was amended
with 3H-labelled CH4 (10 µl CH4/N2 mixture: ∼25 kBq, <50 pmol CH4, American Radiolabeled
Chemicals, USA) within a few h after subsampling and incubated for 72 h at in situ T (∼4°C)
in the dark. Total activity (3H-CH4 + 3H-H2O) was subsequently determined from a 2 ml sam-
ple aliquot by wet scintillation. The remaining sample was purged for 30 min with a constant
stream of air (∼50 ml min−1) to remove unreacted CH4 before measuring the activity of 3H-H2O

from a 2 ml aliquot. We calculated MOx rates from the fractional turnover of labeled CH4 and
water column CH4 concentrations assuming first order kinetics. MOx rates were corrected for
(insubstantial) tracer turnover in killed controls (amended with 100 µl saturated HgCl).

Figure A.4: Vertical profiles of (A) methane concentrations and (B) rates of aerobic methane oxidation in the water
column at two active seepage sites off the coast of Svalbard. Errors are represented as standard deviation. Methane
concentrations and rates of aerobic methane oxidation were variable but generally highest in bottom waters.

Methane concentrations were highest in bottom waters (Fig. A.4A) and decreased towards the sea
surface. MOx rates showed similar trends (Fig. A.4B). However, MOx rates were substantially
lower at the HyBIS site despite a ∼10-fold higher bottom water CH4 concentrations. The decrease
in CH4 concentrations from seafloor to surface samples thus appears to be controlled by MOx
as well as other factors, probably dilution and horizontal mixing by bottom currents. Neverthe-
less, CH4 concentrations in the well-mixed surface waters (sampled at 4-5 m water depth, ∼9 nM)
were supersaturated with respect to the atmospheric equilibrium (3 nM; calculated using Bunsen
solubility coefficients from Wiesenburg and Guinasso (1979) and local atmospheric methane con-
centrations from Fisher et al. (2011) indicating a net CH4 efflux from the water column above
the Svalbard seeps to the atmosphere at least during the time of observation (Wanninkhof et al.,
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2009). However, efflux from ∼300% methane saturation of surface waters was not found to pro-
duce pronounced local atmospheric methane anomalies in a study from the Black Sea (Schmale et
al., 2005). Thus, the influence on the local atmospheric methane budget of the Svalbard seeps is
probably minor.

Figure A.5: Deployment of a sediment pushcore by the submersible Jago in a methane seep field at the HyBIS
site. The sediment is covered by sulfur bacteria mats (white) and frenulate tubeworms (grass-like structures), which
are typically found at methane seep locations featuring high activity of anaerobic oxidation of methane in the surface
sediment (Treude et al., 2003; Niemann et al., 2006).

Geochemical analyses of surface sediments

Sediments were collected at the HyBIS and MASOX sites either with push cores (i.d. 60 and
26 mm) operated by the submersible JAGO or with a gravity corer (i.d. 120 mm). Push cores
were taken in areas of visible gas releases and the presence of chemosynthetic communities (sulfur
bacteria mats, frenulate tubeworms, Fig. A.5). The gravity core at the MASOX site was taken at
a location at which gas flares were observed in the water column on EK60 profiles just prior to
coring, and where the presence of extensive sulfur bacteria mats was confirmed by JAGO dives.
From the 60 and 120 mm cores, a sediment sample of 2 cm3 was taken with a cut-off plastic
syringe to determine the methane concentration. The sample was then transferred into a 10 ml
glass vial filled with 5 ml sodium hydroxide (2.5% w/w). The vial was closed immediately with
a butyl rubber stopper, sealed with an aluminum crimp, and shaken thoroughly to equilibrate
the pore water methane between the aqueous and the gaseous phases. After equilibration, the
methane concentration of the sample was analysed with a gas chromatograph equipped with a
flame ionization detector. Sediment pore water was squeezed from sediment sections of the 60 and
120 mm cores using a pressure filtration system at pressures up to 5 bar and filtered through 0.45 µm
cellulose acetate membrane filters. Pore water samples were then immediately analysed onboard to
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determine total alkalinity (Ivanenkov and Lyakhin, 1978) and sulfide concentrations (Cline, 1969).
Rates of anaerobic oxidation of methane (AOM) were determined in the 26 mm cores using the
whole-core injection method ( Jørgensen, 1978). Radioactive methane tracer (aliquots of 5 kBq
14CH4 dissolved in 15 μl water) were injected into the cores in 1-cm intervals. The cores were
incubated at in situ temperature for 24 h in the dark. After incubation, reactions were terminated
by fixing 1-cm sections in 2.5% sodium hydroxide. In control samples, activity was terminated
before tracer addition. Methane oxidation rates were determined by gas chromatography, 14CH4

combustion and 14CO2 acidification as described in detail by Treude et al. (2005).
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