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Abstract

Nanoparticles and particle systems exhibit exceptional properties in various applications. In the present dissertation the results of the transmission electron microscopy (TEM) analysis in microstructures of nanoparticles and of hybrid nanocomposites with different length scales are presented. The functional particles and particle systems under study include samples from:

1. MoS₂ based catalysts and their composites. A photocatalyst MoS₂/carbon/phosphorus composite is synthesized, and high resolution TEM (HRTEM) visualizes the expanded (002) lattice planes. Electron energy loss spectroscopy (EELS) results suggest an ordered and sp² bonding dominated carbon species. In situ electron beam irradiation shows instability of the composite sample. The intercalation of graphitic carbon inside the 250 °C sample and the nanoslabs with more active sites in the 350 °C sample are responsible for their higher photocatalytic activities as compared to bulk MoS₂. With regard to an amorphous MoS₂ (PX) sample, in situ electron beam irradiation and in situ thermal annealing inside TEM both lead to an increased crystallinity. Yet statistic studies comparing the size distribution of the MoS₂ slabs reveal different crystallization mechanisms of the two pathways. The inherent coordinatively unsaturated sites inside the PX sample account for the high photocatalytic activity. In hydrodesulferizaton (HDS) catalysts where PX is promoted with cobalt, HRTEM reveals microstructural difference between samples prepared under different conditions, and their HDS catalytic activity is related accordingly. Quantitative analyses of electron diffraction show a good agreement with size distributions of MoS₂ nanoparticles. Kinematic and dynamic simulations of a diffraction pattern reveal the influence of HDS reaction on crystallinity and microstructure of MoS₂ phase. Computer simulation of the interface between MoS₂ and Co is performed for understanding promoter effect. For MoS₂/carbon composite as a potential candidate for catalyst and electrode, EELS analyses suggest a mixture of graphitic and carbide-like carbons. Synthesis conditions play an important role on the structure of the sample.

2. Quasi 1D MoO₃, SnO₂ nanorods and core-shell composite. For the MoO₃ nanorods, TEM structural and compositional studies reveal the growth direction and the highly defective structure of the orthorhombic MoO₃. The performance of the MoO₃ nanorods sensor toward ethanol vapor is related to the surface catalytic reaction on the lattice oxygen of MoO₃. The reaction is further facilitated by the defect rearrangement of the crystallographic structure. The fast gas response is due to the dimension of the MoO₃ nanorods. For the SnO₂/Ga₂O₃/GaN:Oₓ composite, a comprehensive approach of energy filtered TEM, diffraction, HRTEM and in situ heating is applied to reveal the complex
structure of the sample. The influences of thermal annealing to the structure are demonstrated via \textit{ex situ} and \textit{in situ} heating experiments.

3. Carbon microtube (Aerographite, AG) and its variants. Beam sensitivity of AG is investigated with 80 kV and 300 kV EELS. The quantitative EELS result shows an increased $\pi^*/\sigma^*$ peak ratio of the carbon K-edge when lowering the acceleration voltage of TEM, which indicates the 300 kV electron beam modifies the graphitic carbon into the amorphous carbon. A high temperature variant of the AG-like amorphous carbon is presented. The bonding state of carbon atoms is studied by examining both the high loss and the low loss regions of the carbon K-edge. A mixture of graphite- and diamond-like carbon bonding is signified. EFTEM elemental mapping reveals small traces of light elements like oxygen, nitrogen and carbon on AG based composites down to micro-/nano-scale. Furthermore, a novel hollow tubular structure of Aero-GaN is shown. Diffraction patterns and corresponding computer simulations suggest a possible intergrowth of GaN and ZnO phases. HRTEM simulation proves the structure of GaN and near-atomic resolution imaging discloses defective structure.

4. A 0-3 nanocomposite of CdSe (crystalline nanoparticles) and Cr$_2$Se$_3$ (amorphous matrix) is studied. The transformation of the 0-3 composite is studied under TEM \textit{in situ} electron beam irradiation and thermal annealing. \textit{In situ} irradiation removes the CdSe nanoparticles and a porous Cr$_2$Se$_3$ matrix with a slightly increased crystallinity is produced. \textit{In situ} thermal annealing eliminates CdSe particles and generates crystalline nano- and micro Cr$_2$Se$_3$ particles, with an additional formation of chromium enriched crystallites. The results are compared with those of conventional \textit{ex situ} methods.
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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Å</td>
<td>Angstrom</td>
</tr>
<tr>
<td>AG</td>
<td>Aerographite</td>
</tr>
<tr>
<td>at. %</td>
<td>Atomic percent</td>
</tr>
<tr>
<td>ATM</td>
<td>Ammonium Tetrathiomolybdate: ((\text{NH}_4)_2\text{MoS}_4)</td>
</tr>
<tr>
<td>BT</td>
<td>Benzothiophene</td>
</tr>
<tr>
<td>BP</td>
<td>Biphenyl</td>
</tr>
<tr>
<td>bpy</td>
<td>2,2'-bipyridine</td>
</tr>
<tr>
<td>Bu</td>
<td>Butyl group (-C(_4)H(_9))</td>
</tr>
<tr>
<td>CHB</td>
<td>Cyclohexylbenzene</td>
</tr>
<tr>
<td>CUS</td>
<td>Coordinatively Unsaturated Sites</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical Vapor Deposition</td>
</tr>
<tr>
<td>DBT</td>
<td>Dibenzothiophene</td>
</tr>
<tr>
<td>DDS</td>
<td>Direct Desulfurization</td>
</tr>
<tr>
<td>DF</td>
<td>Dark Field</td>
</tr>
<tr>
<td>EDX</td>
<td>Energy Dispersive X-Ray</td>
</tr>
<tr>
<td>EELS</td>
<td>Electron Energy Loss Spectroscopy</td>
</tr>
<tr>
<td>EFTEM</td>
<td>Energy Filtered Transmission Electron Microscopy</td>
</tr>
<tr>
<td>e(-h^+)</td>
<td>electron-hole</td>
</tr>
<tr>
<td>ELNES</td>
<td>Energy Loss NearEdge Structure</td>
</tr>
<tr>
<td>eV</td>
<td>Electron Volt</td>
</tr>
<tr>
<td>EXAFS</td>
<td>Extended X-ray Absorption Fine Structure</td>
</tr>
<tr>
<td>EXELFS</td>
<td>Extended Energy Loss Fine Structure</td>
</tr>
<tr>
<td>FEG</td>
<td>Field Emission Gun</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FTS</td>
<td>Flame Transport Synthesis</td>
</tr>
<tr>
<td>HAADF</td>
<td>High Annular Angular Dark Field</td>
</tr>
<tr>
<td>HDS</td>
<td>Hydrodesulphurization</td>
</tr>
<tr>
<td>HRTEM</td>
<td>High Resolution Transmission Electron Microscopy</td>
</tr>
<tr>
<td>HRSTEM</td>
<td>High Resolution Scanning Transmission Electron Microscopy</td>
</tr>
<tr>
<td>HVPE</td>
<td>Hydride Vapor Phase Epitaxy</td>
</tr>
<tr>
<td>HYD</td>
<td>Hydrogenation</td>
</tr>
<tr>
<td>IFFT</td>
<td>inverse FFT</td>
</tr>
<tr>
<td>IR</td>
<td>Infrared Spectroscopy</td>
</tr>
<tr>
<td>LC</td>
<td>Lacey Carbon</td>
</tr>
<tr>
<td>LDOS</td>
<td>Local Density of States</td>
</tr>
<tr>
<td>Me</td>
<td>Methyl (-CH(_3)) group</td>
</tr>
<tr>
<td>NMR</td>
<td>Nuclear Magnetic Resonance</td>
</tr>
<tr>
<td>Ph</td>
<td>Phenyl group</td>
</tr>
<tr>
<td>RTP</td>
<td>Rapid Thermal Processing</td>
</tr>
<tr>
<td>SAED</td>
<td>Selected Area Electron Diffraction</td>
</tr>
<tr>
<td>STEM</td>
<td>Scanning Transmission Electron Microscopy</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning Tunneling Microscopy</td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission Electron Microscope</td>
</tr>
<tr>
<td>THDBT</td>
<td>Tetrahydrodibenzothiophene</td>
</tr>
<tr>
<td>vdW</td>
<td>van der Waals</td>
</tr>
<tr>
<td>XRD</td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>ZLP</td>
<td>Zero Loss Peak</td>
</tr>
</tbody>
</table>
Motivation

Owing to its size effect nanoparticle presents unique possibilities for catalytic, electronic, semiconducting, biologic and mechanical applications. Hybrid particle systems contain assemblies of particles with different length scales (from nanometer to micrometer), phases, and compositions, where individual functions from the components can be unified to achieve a synergistic effect, thus expanding the horizon of nanoparticle applications.

As a result of stringent demands arising from state-of-the-art nanotechnology, a deliberate control and fabrication of nanoparticles and particle systems cannot be realized without reliable characterization approaches providing in-depth understanding of the nanomaterial. Transmission electron microscopy (TEM), especially high resolution TEM (HRTEM), has become an essential technique for analyzing nanomaterials.¹ In combination with spectroscopy methods and other external stimuli devices, modern TEM is capable of retrieving valuable information from key aspects including particle size, morphology, chemical composition, crystal microstructure, or the dynamics in the physical and chemical processes at the sub angstrom scale. This entitles TEM to be a versatile and powerful tool for both fundamental and practical research on functional nanoparticles and particle systems.

The scope of this thesis aims to study advanced TEM characterization and computer simulation methods to unravel the microstructure of a variety of functional nanoparticles and particle systems. The geometry and dimension of the specimens under study range from nanoparticles (< 100 nm in three dimensions, Chapter 3), quasi 1D nanorods (~100 nm at least in two dimensions and several µm in the third dimension, Chapter 4), hollow nano-/micro-tube networks (several µm in three dimensions yet with a few nanometer in wall thickness, Chapter 5), to hybrid nanostructured composites including core-shell nanorods (Section 4.2), nanocrystallite decorated 3D network (Section 5.3), and nanoparticle embedded matrix material (0-3 nanocomposite, Chapter 6).

To further elaborate the particular challenges and questions arisen in revealing the structure-property correlation by TEM, several functional nanoparticles and particle systems from different application fields are selected as following:

- **Chapter 3**: MoS 2 catalyst nanoparticles and their composites. Particularly, hydrodesulphurization catalyst and photocatalyst are of interest for environmental concerns² and for the world’s demand for energy³. As the particle size is reduced to nanometer range, the surfaces with more defects, edge and corner sites become dominate over the bulk counterparts, which is highly beneficial for catalytic activities.⁴,⁵ Moreover, the interface between different phases within the heterogeneous catalyst system plays an increasing role as the dimension of the particle decreases.⁶ In addition to these structural
changes, the band gap of the photocatalyst can be modified due to the quantum size confinement effect. Therefore, direct observation of the microstructures of the surface sites and interfaces with TEM is of great importance to further optimize the catalytic performance. Another factor that influences the catalytic property is the incorporation of carbon, either by manual introducing or as residual from precursors. The role of carbon is still under debate, which demands intensive study of the carbon phase within the catalysts. Consequently, a combined approach of TEM and EELS can be a promising method to probe locally the microstructure and bonding states of carbon simultaneously, satisfying the characterization requirement of high spatial resolution for nanoparticle catalysts.

- **Chapter 4**: Metal oxide (MoO$_3$ and SnO$_2$) semiconducting nanorods and composites. The size effect of a quasi 1D nanorod ascribes to its large surface to volume ratio; hence, the conductivity of the quasi 1D structure is strongly reliant on surface reactions. TEM allows exceptional view of surface sites on the quasi 1D structure and fundamental insights into the microstructural origin of surface reactions, thus better understanding the structure-property correlation of the MoO$_3$ and SnO$_2$ nanorods based semiconductor devices.

- **Chapter 5**: Carbon based nanostructured materials and their variants. Carbon material is of high relevance for electronic and mechanical applications in the micro or nanometer range. Various morphologies of carbon micro-/nanomaterials have been synthesized including carbon fullerite, fullerene, carbon nanotubes and graphene. Therefore, the correlation of the structure and properties is highly demanding for understanding these new carbon nanomaterials. TEM can provide an exceptional solution to reveal the morphology and microstructure of the carbon nanomaterials. EELS and energy filtered TEM (EFTEM) can enable a reliable detection and visualization of light elements, e.g. carbon, within the nanocomposite. Additionally, due to the presence of abundant allotropes and different phases of carbon, the physical and chemical properties largely depend on the bonding states of carbon atoms. So far EELS technique is considered to be the most effective method to probe the bonding states of carbon materials, especially those of amorphous carbon.

- **Chapter 6**: CdSe / Cr$_2$Se$_3$ nanocomposites. TEM proves to be an indispensable method to characterize morphology, structure and chemical property of all components in a nanocomposite for relating its structure and property. However, the general examination of material inside the TEM is experimentally challenging as a result of an electron-beam induced damage to the sample. Even more complex damage phenomena arise when the electron beam interacts with nanoparticles and nanocomposites. However, most of the previous reports pay less attention to the dynamic nature of the nanocomposite under external stimuli. In situ TEM allows real-time monitoring to the microstructural and compositional evolution down to the atomic scale, therefore sheds light on the dynamic stability of CdSe based nanocomposites under external thermal and/or irradiation conditions.

Last but not least, TEM analysis applied to assemblies of nanoparticles is not commonly considered as a representative statistical method due to its localized nature. On the other hand,
XRD as the routine procedure for determining phase and structure of powder samples suffers from strong peak broadening and overlap in the case of nanoparticle and particle systems. Consequently, the possibility of quantitative and statistical evaluations of the crystal structure and phases of an assembly of nanoparticles by combining electron diffraction and computer simulation methods has been explored for only less than two decades. Therefore, the quantitative analysis, modeling and simulating the statistic characteristics of the microstructure and phase of the particle system is critical to extend the capability of TEM techniques, which can allow further comprehensive prediction of the nanoparticle assemblies and systems.
Introduction to Theory

1 Experimental Techniques

In this chapter the principle of experimental techniques, i.e. TEM, will be introduced. Theories about electron diffraction, scanning transmission electron microscopy (STEM), high resolution transmission electron microscopy (HRTEM), and EELS will be briefly discussed with some practical examples from experiments conducted for this thesis work. In the last section of this chapter, information about the instrument, the experimental setup and methods of sample preparation applied in this work will be provided.

1.1 Transmission Electron Microscopy

Transmission electron microscopy is utilized in this work as a main characterization approach for direct microstructure imaging and atomic resolution chemical analysis. The most effective analyses include electron dispersive X-ray analyses (EDX), selected area electron diffraction (SAED), HRTEM, STEM and EELS. Various combinations of these methods are possible to provide a comprehensive insight into structural and chemical features at the nanoscale.

1.1.1 Electron Diffraction

For crystalline materials, an electron diffraction pattern can be obtained on the back focal plane of the objective lens of the microscope when the Laue condition is fulfilled during a high energy electron beam interacts with the atoms in a solid specimen. The Laue’s condition is described by the equation:

\[ k_D - k_I = g, \]

where \( k_D \) is the wave vector of the diffracted beam and \( k_I \) is that of the incident beam, \( g \) is the reciprocal lattice vector. The information for solving and refining crystal structures, including defect structures of the solids, can be determined by measuring and simulating the electron diffraction pattern.

For amorphous materials, the Laue’s condition cannot be applied as the scattering of electrons can occur at every atom position within the specimen. Consequently, the diffraction intensities spread through the entire reciprocal space, i.e. broad and diffuse diffraction rings.
are present in the diffraction pattern. The kinematical intensity \( I_k \) of an electron beam scattered from an isotropic amorphous specimen is given as:\(^{41}\)

\[
I_k = \left| f(\mathbf{k}) \right|^2 \sum_{i,j} e^{i2\pi \mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)}
\]

From the intensity distribution of an amorphous diffraction pattern, a probability function \( \rho(\mathbf{r}) \) can be obtained, i.e. the radial distribution function (RDF):

\[
\rho(\mathbf{r}) = \rho_0 \frac{1}{r} \int_0^\infty \sum_{i \neq j} e^{i2\pi \mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)} \sin 2\pi kr \, dk,
\]

which estimates the probability to find an atom at a distance \( r \) from another atom.\(^{41}\) Moreover, the coordination number of the nearest shells of an atom can be approximated.\(^{42}\) RDF is an important feature to quantitatively evaluate an amorphous material. Therefore, electron diffraction in TEM can provide valuable information from amorphous materials.

1.1.2 High Resolution TEM

High resolution TEM (HRTEM) allows imaging of very thin (optimally less than 50 nm for light elements, 20 nm for heavy elements) crystalline solids as a projection of intensities of the transmitted and interference electron waves. The phase difference between these waves, so-called phase contrast, can be interpreted up to sub-angstrom level with the support of computer simulations from structure models. Phase contrast originates from a phase shift of the propagating electron wave when it interacts with specimen, which generates an interference of the diffracted electron beam with the primary beam on the specimen’s exit plane. HRTEM has been so far the most powerful method to investigate defects, interfaces and crystal growth directions in solid material (e.g. semiconductor, catalyst, thermoelectric materials etc.). Moreover, HRTEM can offer close to atomic resolution method to study nanocrystalline materials, the crystallite size of which is beyond the resolution of conventional XRD analysis, thus often be considered as amorphous using the XRD criteria.

1.1.3 High Angle Annular Dark Field Scanning TEM

In the high angle annular dark field scanning TEM (HAADF-STEM) mode a high angle annular detector collects the elastically scattered electrons which are the primary incident electrons deflected at high angles when colliding with the specimen. The intensity of the image contrast is strongly correlated to the atomic number of the specimens, i.e. \( |f(\Theta)| \sim Z^2 \), where \( f(\Theta) \) is the atomic scattering factor which represents the amplitude of the scattered electron waves and \( Z \) is the atomic number of the specimen. Accordingly, STEM image can be attributed to Z-contrast image. Unlike HRTEM image, direct interpretation of columns of the atoms in high resolution HAADF-STEM image can be conducted without any aid from the computer simulation.\(^{43}\) Furthermore, by virtue of the nanoprobe nature of the focused
electron beam in STEM, this technique can be combined with spectroscopy methods, e.g. EDX and EELS, to provide chemical, electrostatic and structural information simultaneously down to the atomic scale.

1.2 Electron Energy Loss Spectroscopy

The EELS approach involves an inelastic scattering process during the beam-specimen interaction, where the energy loss of the transmitted beam electrons is analyzed by a magnetic prism spectrometer. Note that in this aspect the transmitted beam is referred as the Zero-Loss Peak (ZLP).

Due to the inelastic scattering of the incident electrons from the electrons inside the specimen, specific atoms of the specimen can be ionized. An example EEL spectrum of Fe$_2$O$_3$ is depicted in Figure 1.1. The peaks in the low-loss region (right after ZLP and up to ~50 eV) are plasmon peaks, which stem from the ionization of the valence electrons and accordingly can give hint about the electronic structure and the band gap. In core-loss region (which ranges from 50 eV up to several keVs), the position of higher energy loss edges in the EEL spectrum is associated with the binding energy of the corresponding inner atomic shell, e.g. ionization edges of the K, L shell, respectively, providing information of element species present in the specimen. As shown in Figure 1.1, the oxygen-K ionization edge and iron-L ionization edge are demonstrated. Besides the elemental information, more information can be inferred from the fine structures behind the core-loss edges, e.g. Energy-Loss Near-Edge Structure (ELNES) and EXtended Energy-Loss Fine Structure (EXELFS). They can give clues to the local coordination environment of crystal structures, such as allotropes (for example, graphite, diamond or carbide forms for carbon element), and the oxidation states of transition metals.

In the following sections several aspects of EELS technique are discussed with some practical examples on various samples obtained within the frame of this thesis work, or from collaborations with other project partners.
**1.2.1 Energy-Loss Near-Edge Structure and the Influence of the Acquisition Parameter to the Fine Structures**

ELNES is the fingerprinting fine structure appearing after an ionization edge and within a range of several tens of electron volt, while EXELFS starts from ~50 eV after ELNES.\(^{45}\) (See Figure 1.2) It represents the unoccupied local density of states (LDOS) which are influenced by the chemical and crystallographic surroundings of the atom excited by the fast electrons.\(^{46}\) Thus, ELNES can be used to determine the coordination number and the valence state of the specimen, provided that the experimental condition can be analogue to single scattering approximation, or the plural scattering stems from the thickness effect is deconvoluted (cf. Section 1.2.5).\(^{46,47}\) Especially, the ELNES arose in transition metals, i.e. ‘white lines’, are widely investigated (cf. Section 1.2.6).\(^{48,49,50}\)
Figure 1.2 Schematic illustration of ELNES and EXELFS fingerprinting in an EEL spectrum of the carbon K ionization edge. Within ~50 eV range after the onset of ionization edge (284 eV) the ELNES structures are presenting, while beyond 50 eV is mostly information from EXELFS. The $\pi^*$ and $\sigma^*$ peaks in the ELNES region of the C-K edge are marked out. Further discussions about the two peaks please refer to Section 2.3. Replotted from ref. 44.

Practically, the ELNES is not only a representation of the local atomic environment of the solids, but can be influenced by an instrumental broadening due to the energy resolution of the electron source. To better resolve the fine structures, a smaller entrance aperture size can be applied during the acquisition. The effect of different acquisition parameters is given in the following comparison (Figure 1.3). However, it must be noted that a smaller aperture size leads to a reduced intensity for the transmitted electron and thus worse signal-to-noise ratio. For critically thick samples a compromise of the energy resolution and peak intensity must be carefully chosen.
Electron energy loss (EEL) spectra of the carbon K ionization edge (284 eV) of a MoS$_2$ / Carbon composite specimen recorded with different entrance aperture sizes. The spectrum with a smaller aperture size (1 mm in diameter, red line) reveals more details of the fine structures of the carbon ionization edge than that recorded with a bigger aperture size (2 mm in diameter, black line). Specimen prepared by David Westfall.

To first establish that EELS is a repeatable and controllable method for investigation of the fine structures, comparison spectra are shown in Figure 1.4. Both spectra were obtained at the same position of a MoS$_2$/carbon composite sample only differing in the respective acquisition time. The two spectra exhibit the same fine structures and peaks at the same energy loss. There is no shift along the energy axis between these two acquisitions, indicating a stable electron beam during the experiment. The only difference between the spectrum obtained with 64 s and 90 s is the total counts of the transmitted electrons. It can be inferred from Figure 1.4 that longer exposure time leads to a higher signal counts, but not necessarily to a higher signal to noise (S/N) ratio. Longer exposure time is not always preferable due to the possibility of undesirable modifications to beam sensitive samples by beam damage.
1.2.2 Energy Filtered TEM Elemental Map

Energy Filtered TEM (EFTEM) is an imaging method based on EELS technique. An imaging filter is the essential part to select the specific energy window in an EEL spectrum and to focus the selected energy loss electrons to form an image containing only the information from a selected ionization edge of the EEL spectrum. By applying a three window method to the ionization edge of interest, an intensity map can be created, which is referred as the elemental map. The three window method is illustrated in Figure 1.5. EFTEM elemental maps are especially advantageous for revealing the spatial distribution of light elements (e.g. carbon, nitrogen, oxygen), which will be discussed in detail in the result part of this thesis later.
1.2.3 Thickness Measurement by the Log-Ratio Method

When the high energy electrons transvers through the specimen, the incident electron can undergo an inelastic collision with the valence electrons of the specimen, thus giving rise to a series of plasmon peaks after the presence of zero-loss peak in the low-loss region. The possibility of the plasmon excitation is related to the thickness of the sample, which can be determined by the log-ratio method:\textsuperscript{52}

\[ \frac{t}{\lambda} = \ln\left( \frac{I_t}{I_0} \right), \]

where \( t \) is the sample thickness, \( \lambda \) is the mean free path of the electron inside the sample, \( I_t \) is the intensity of all the plasmon peaks (including zero-loss peak) and \( I_0 \) is the intensity of zero-loss peak. An example of this method performed on an exfoliated MoS\(_2\) sample is presented in Figure 1.6. Due to the layered structure of crystalline MoS\(_2\) and its weak van der Waals bonding between the basal planes, an exfoliation of MoS\(_2\) can be achieved by a straight
forward peeling method to obtain several layers or even single layer of MoS$_2$. The MoS$_2$ nanoparticles exhibit a wide variation of thickness. By applying the log-ratio method in EELS, the monitoring of the thickness of the MoS$_2$ layers obtained via the peeling process can be enabled.

Figure 1.6 Comparison of the low-loss EEL spectrum acquired from two regions on one nanoflake of scotch-tape-peeled MoS$_2$ specimen. The different Plasmon-to-ZLP ratios indicate distinct thickness differences on the two marked regions: the red marked region is thicker with a relative thickness of 0.46 $\lambda$, while the green area is thinner with a thickness of 0.24 $\lambda$. Meanwhile a qualitative thickness difference can be referred according to the contrast difference in the TEM micrograph on the left.

Furthermore, the absolute value of the sample thickness can be determined when the inelastic mean free path $\lambda$ is known, which can be calculated following a semi-empirical equation$^{52}$:

$$\lambda (nm) \approx \frac{106F}{\ln(2\beta E_0/E_m) E_m} E_0$$

Once the incident energy $E_0$ of the electron source, the collection semiangle $\beta$ and the sample composition related factor $E_m$ and the relativistic factor $F$ are known, the mean free path (with the unit of nanometer) can be estimated. It should be noted that $E_m$ is a factor requires the average atomic number of the sample, therefore this semi-empirical equation applies only for samples with known composition.

1.2.4 Thickness Map via Energy Filtered TEM Method

Using EFTEM mapping method, a thickness map of a region of interest can be generated. It is a fast and reliable approach to measure the sample thickness as compared to other TEM techniques.$^{53}$ The principle of this method is based on the log-ratio method, where the brightness of every pixel in the thickness map represents the ratio of thickness to mean free path ($\frac{t}{\lambda} = \ln(\frac{I_t}{I_0})$) of the region. With the selection of a scan direction, a thickness profile can
be obtained. A case study by means of EFTEM thickness mapping is presenting in Figure 1.7. In the left panel of Figure 1.7, a zero-loss peak image recorded from an iron oxide crystalline nanowire is depicted. The ZLP image filtered out the inelastically scattered electrons, thus the contribution of the image contrast only comes from the transmitted zero-loss electrons. However, a fraction of the zero loss electrons can undergo diffraction scattering when the Laue condition is satisfied, so the contrast of the ZLP image consists of both thickness and diffraction contrasts. A thickness map of the same region is shown in the middle panel of Figure 1.7: a brighter stripe in the middle of the nanowire indicates a region with a higher thickness. By generating a thickness profile from the marked region (Figure 1.7, green box), a more quantitative estimation can be enabled. It reveals unambiguously a bump in the thickness profile, indicating a wedge shape instead of a flat geometry of the nanowire (see right panel, Figure 1.7). This thicker stripe in the middle is later identified to be a twin boundary as well.54

Figure 1.7 Zero-loss peak EFTEM image (left panel) and the corresponding thickness map (middle panel) from an iron oxide microfiber. The thickness profile generated (right panel) from the green box marked region in the thickness map revealed a thick stripe in the middle of the wire. The arrow indicates the direction of the line scan from the starting point to the ending point. Sample synthesized by Dr. Dawit Gedamu. TEM measurement performed in collaboration with Dr. Burak Erkatal.

1.2.5 Plural Scattering and Deconvolution Methods

In ideal conditions, the fast electron beam is scattered only once within the specimen. When the specimen is relatively thick \( \frac{t}{\lambda} > 2 \), the incoming electron will undergo plural or even multiple scattering. The plural and multiple scattering affect the original shape of the energy loss edge, and further introduce error to the quantification of the EEL spectrum. Deconvolution is an approximate routine to remove the influence of plural scattering and to enable an enhanced signal-to-noise ratio of the core-loss edge. It is especially beneficial for quantification of the EEL spectrum. Three kinds of deconvolution method are of importance: the Fourier-Log method, the Fourier-Ratio method and the multiple least-squares fitting.35 In this thesis, the Fourier-Ratio method is used since it is a more practical method as it takes the low-loss region spectrum as real time reference for background fitting. The principle of this method is to subtract the Fourier transform of the low-loss spectrum which contains plasma intensity arising mostly from plural scattering and inelastic scattering within the specimen. A comparison is shown before and after the deconvolution procedure in Figure 1.8.
Figure 1.8 Core-loss spectra of zirconium M ionization edges obtained from a FIB specimen of a zirconium oxide thin film. The upper black profile is the original spectra only after background extrapolation and subtraction, which shows a deformed shape of the peaks marked as A and B. The lower red one is after applying the Fourier-Ratio deconvolution method. The deconvoluted spectrum exhibits a higher signal-to-noise ratio and the ratio of near edge fine structure features A’ and B’, which provides important information about the oxidation state of zirconium within the sample, is different as compared with that of the original spectrum. Sample preparation and TEM measurement performed in collaboration with Dr. Ulrich Schürmann and Justus-Liebig-University, Giessen.

1.2.6 White Lines in Transition Metal

White lines arise from the excitation of 2p electrons and their transition to the narrow unoccupied 3d electron orbit during the process of a high energy incident electron interacts with the electrons in a transition metal. The white line represents the features of the empty 3d states. In transition metals, the sharp double peaks of the white line are localized in the L_{2,3} ionization edge. The splitting of the L edge of these elements is a result of spin-orbit splitting, where the transition from the 2p_{3/2} level (L_3 edge) has different ionization energy than from the 2p_{1/2} transition (L_2 edge). The ratio of the intense L_{2,3} sharp peaks, the position of the peak onset and the width of the peak can provide pivotal information of the oxidation state or valence state of the transition metal elements. An example of the copper white line spectrum obtained via EELS method is shown in Figure 1.9. The double peak of the copper L_2 and L_3 edges has an energy separation of around 20 eV. The L_{2,3} edge of pure copper exhibits a more broadened feature as compared to that of copper oxide, due to the completely filled 3d state of copper which cannot accommodate a transition from the 2p electrons. The
copper oxide is identified as Cu$_2$O due to the much sharper L$_{2,3}$ lines (referred as white lines) arising from the empty state of 3d orbit of copper oxide.\textsuperscript{56}

**Figure 1.9** A comparison of EEL spectrum and their ELNES of a metallic copper thin film (black line) and an oxidized region (red line) on the copper film. The oxidized region exhibits a different near edge fingerprinting from that of the metallic copper. Sample preparation and TEM measurement performed in collaboration with Dr. Viktor Hrkac, and Helmut-Schmidt-University, Hamburg.
1.3 Instrumentation

In this section the instrumental setup, computer analysis software and the sample preparation methods are introduced.

1.3.1 Equipment and Parameter Setup for TEM Measurement

The measurements were performed on the following three transmission electron microscopes:

1) **FEI Tecnai F30 G2 STwin**: operated at 300 kV (Field emission gun (FEG), spherical aberration coefficient $C_S = 1.2$ mm) at TEM center, CAU Kiel.
   - TEM micrographs were recorded with a Gatan Multiscan CCD camera (2k x 2k).
   - EDX analyses were performed in TEM or STEM mode with a Si/Li detector (EDAX System).
   - EFTEM elemental maps were acquired with an entrance aperture size of 5 mm and a post-column Gatan Image Filter.
   - EEL spectra were acquired within a transmitted area with a diameter of 100~200 nm on different particles in the samples. The acquisition settings for different samples are specified in Table 1.1.

2) **Philips CM 30 ST microscope**: (LaB$_6$ cathode, 300 kV, $C_S = 1.15$ mm) performed by Viola Duppel at Max-Planck-Institute for Solid State Research.

3) **FEI Titan$^3$ G2 60-300 microscope**: (Extreme field emission gun (x-FEG)) Cs-corrected with a GIF Quantum Gatan imaging filter: operated at 80 kV for EELS analysis and performed by Dr. Andriy Lotnyk at Leibniz Institute of Surface Modification.

### Table 1.1 EELS acquisition settings for samples analyzed in this thesis.

<table>
<thead>
<tr>
<th></th>
<th>MoS$_x$C$_y$P$_z$ (Section 3.1)</th>
<th>Carbides and graphite references (Section 3.4)</th>
<th>MoS$_x$C$_y$ (Section 3.4)</th>
<th>Aerographite (Section 5.2)</th>
<th>Amorphous carbon sample (Section 5.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceleration voltage (kV)</td>
<td>300</td>
<td>300</td>
<td>300</td>
<td>80</td>
<td>300</td>
</tr>
<tr>
<td>Entrance aperture size (mm)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td>Energy dispersion (eV/pixel)</td>
<td>0.2</td>
<td>0.03</td>
<td>0.03</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Acquisition time (s)</td>
<td>8~16</td>
<td>64</td>
<td>64</td>
<td>50</td>
<td>50~60</td>
</tr>
<tr>
<td>Energy resolution (eV)</td>
<td>1.4</td>
<td>1.2</td>
<td>1.2</td>
<td>0.8</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16 (High-loss)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2 (Low-loss)</td>
</tr>
</tbody>
</table>
1.3.2 Software for TEM Data Analysis and Simulation

The TEM micrographs (including Fourier analyses), EEL spectra and EFTEM elemental maps were evaluated with a Gatan software package: Digital Micrograph 1.8. HRTEM micrographs were filtered by Wiener HRTEM filter\textsuperscript{57} which is integrated in Digital Micrograph as software plug-in. The inverse FFT (IFFT) is generated by applying a band pass mask to the FFT pattern of HRTEM micrograph with a specific frequency range. In this manner, all spatial frequencies outside the mask are filtered out, and the resulting IFFT calculation exhibits the only wanted spatial frequency information from reciprocal space in real space region.

The EEL spectra were background subtracted and deconvoluted by applying the Fourier-ratio method\textsuperscript{1} for further evaluation. The peak position is determined by calculating the first and second derivatives of the spectra using Origin software. The point is considered to be the local maxima of the spectrum where the first derivative equals to zero and the second derivative is smaller than zero.

The rotational average profiles of SAED patterns are generated via a plug-in script (Difftool)\textsuperscript{58} of Digital Micrograph software. The Difftool integrates the intensities of each diffraction ring over an angular range from 0° to 359°, and the diffraction rings start from the origin of the primary beam in a SAED pattern. The vertical axis of the rotational average profile is the diffracted intensity of a corresponding diffraction ring, and the horizontal axis represents the scattering vector length in the reciprocal space. For the background subtraction of the rotational average profiles, a Matlab program written by Torben Dankwort and Igor Barg was applied to fit an exponential decay curve in the minima of the profile and then subtract the fitted background.

The computer simulation of the experimental HRTEM micrographs and the rotational average profiles were carried out by using a multi-slice approach incorporated in the software package JEMS\textsuperscript{59}.

The HAADF-STEM images, EDX spectra and STEM-EDX nanoprobe elemental analysis (line scans and elemental maps) were analyzed with TEM Imaging & Analysis (TIA) software version 4.2.

1.3.3 Sample Preparation

TEM sample preparation:

Powder samples were prepared mostly by Christin Szillus. The samples were suspended in butanol and ultrasonically dispersed for 3-5 min. Subsequently, the suspended powder was transferred onto a TEM support (a lacey carbon film on 200 mesh copper grid for normal samples, a SiN grid for samples for carbon EELS analysis, and molybdenum or gold grids for

\textsuperscript{1} See Section 1.2.5.
in situ TEM heating) by dropping 1-2 droplets of the solution onto the sample grid. The prepared TEM samples were dried at room temperature for several minutes.

Samples with morphology of hollow micro- or nano-tube were prepared via a solvent-free procedure to avoid the influence from solvent. A small amount of the powder was grind, a TEM sample grid contacted to the powder and a few particles were attached to the grid by Van der Waals force.

Synthesis methods for samples characterized in this thesis:

MoS$_x$C$_y$P$_z$ (Section 3.1):

The MoS$_2$ based carbon composite (MoS$_x$C$_y$P$_z$) is prepared by John Djamil from Institute of Inorganic Chemistry, CAU Kiel. A phosphorus and carbon containing organic precursor (Ph$_4$P)$_2$MoS$_4$ (Ph = Phenyl group) was thermal decomposed at different temperatures, i.e. 250 °C and 350 °C, to obtain composite samples.

PX (Section 3.2):

The amorphous MoS$_2$ based material named as PX is synthesized by Felix Niefind from Institute of Inorganic Chemistry, CAU Kiel. The precursor (NH$_4$)$_2$MoS$_4$ (ammonium tetrathiomolybdate, ATM) was first ball milled and stored in a desiccator together with the reducing agent NH$_2$NH$_2$·H$_2$O (hydrazine monohydrate) for 20-30 days. After drying in another desiccator, the final product has a chemical formula of MoS$_x$N$_y$H$_z$. The final product has a chemical formula of MoS$_x$N$_y$H$_z$. The value x of sulfur content is in a range of 2.0 ~ 2.2, and the value y of nitrogen content varies from 0.64 to 0.99. The hydrogen molar ratio z is between 3.2 and 3.8.

PXCo (Section 3.3)

Amorphous MoS$_2$ (PX) / Co composite sample is prepared by Felix Niefind. The PX sample synthesized in Section 3.2 was used as a precursor here for obtaining MoS$_2$ as a HDS catalyst. The cobalt promoter is generated from another precursor tris-(N,N-dimethyldithiocarbamato)-cobalt(III) (Co[S$_2$CN(CH$_3$)$_2$]$_3$). The two precursors were mixed under argon atmosphere with an atomic ratio of Co / (Co+Mo) of 0.3 by ball milling, then the mixture was heated in two different gas environment and three different temperatures. As shown in Section 3.2, the PX precursor starts to crystallize at around 350 °C; therefore the starting temperature of the heat treatment for the samples is set to the initial crystallization temperature. It allows investigations into the influence of different synthesize conditions on the structural and catalytic properties of the different samples.

Table 1.2 Overview of the preparation conditions of PX / Co samples. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)

<table>
<thead>
<tr>
<th>Sample before HDS</th>
<th>Sample after HDS</th>
<th>T / °C</th>
<th>Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXCo1</td>
<td>PXCo1m</td>
<td>350</td>
<td>H$_2$/N$_2$ (Forming gas)</td>
</tr>
</tbody>
</table>
**MoS\textsubscript{x}C\textsubscript{y} (Section 3.4)**

The synthesis of MoS\textsubscript{2}/carbon composite (MoS\textsubscript{x}C\textsubscript{y}) sample is completed by David Westfall from Institute of Inorganic Chemistry, CAU Kiel. Three samples were prepared and named as Bu\textsubscript{4}ATM\_350 °C, Bu\textsubscript{4}ATM\_750 °C and Me\textsubscript{4}ATM\_750 °C, by decomposition in argon atmosphere of tetraalkylammonium thiomolybdates (R\textsubscript{4}N[MoS\textsubscript{4}]). R is a general notation for an aliphatic hydrocarbon residue. Here in this study, it can be Bu = butyl (-C\textsubscript{4}H\textsubscript{9}) group, or Me = methyl (-CH\textsubscript{3}) group, respectively, as it is denoted in the names of the three samples. Intrinsically, Bu-group has longer carbon chains than Me-group.

Decomposition was achieved with a linear heating ramp reaching the final temperature – 350 °C and 750 °C respectively – in 3 h and a dwelling time at the final temperature for 2 h. Subsequently the samples were quenched to room temperature within few minutes by removing them from the heating zone. Reference graphite sample was treated in the same heating ramp condition up to 750 °C for 2 h to provide a controllable comparison with the as prepared composite samples.

**Aerographite and its variant (Section 5.1 and 5.2)**

The synthesis of the Aerographite material is essentially a sacrificial CVD process on ZnO template. It includes two processes: (1) Preparing a template of a ZnO micro-tetrapod interconnecting network via Flame Transport Synthesis, a modified chemical vapor deposition (CVD) method\textsuperscript{61} (2) The growth of the carbon microtubes on the ZnO tetrapods is achieved by a conventional CVD procedure, where Toluene is the evaporation source for providing carbon element. Meanwhile in combination with a heat treatment in an argon/hydrogen atmosphere, the ZnO network is simultaneously etched away\textsuperscript{62,63}. By adjusting the CVD parameter a variation of the Aerographite can be produced, ranging from highly graphitic carbon layers to relatively amorphous glassy carbon variants.\textsuperscript{62} Moreover, by varying the source materials, e.g. using reactive gases leading to GaN instead of carbon, the synthesis of hollow-tube-like network of a specific compound exhibiting similar morphology as Aerographite can be achieved.

**GaN/Aerographite Composite (Section 5.3)**

The GaN nano-/micro-crystallites are deposited directly on Aerographite network via a hydride vapor phase epitaxy (HVPE) method by the group of Prof. Dr. Ion Tiginyanu, where the metallic gallium, hydrogen chloride (HCl) gas, ammonia (NH\textsubscript{3}) gas and hydrogen (H\textsubscript{2})
were source materials and carrier gases. GaN was nucleated on the surface of Aerographite at 600 °C, and annealed at 950 °C for 10 min to obtain crystalline GaN nano-/micro-particles.

**Aero-GaN (Section 5.4)**

The Aero-GaN sample is synthesized by the group of Prof. Dr. Ion Tiginyanu at 850 °C and 950 °C via the HVPE approach on the interconnecting ZnO tetrapod network. This approach can be analogue to the sacrificial CVD method for growing Aerographite.

**MoO₃ nano-/micro-rod (Section 4.1)**

The MoO₃ quasi 1D nano-/micro-rod samples were synthesized by Dr. Oleg Lupan with a rapid thermal processing (RTP) method where the commercially available bulk molybdenum was heated at 670 °C and 800 °C respectively for 10~20 min in ambient air.

### 1.3.4 Other Characterization Methods

The investigation of visible light-driven hydrogen production from water (see Section 3.1.4 and 3.2.5) is performed by cooperation partner of John Djamil and Felix Niefind from Institute of Inorganic Chemistry, CAU Kiel. In the reaction, MoS₂ and MoS₂ based composite samples are used as water reduction catalysts together with a sacrificial electron donor (trimethylamine) and a photosensitizer component ([Ru(bpy)₃](PF₆)₂ (bpy = 2,2’-bipyridine)) in an acetonitrile/water mixture. The visible light source (λ > 420 nm) is generated by a 300 W Xe lamp with an optical cutoff filter. The principle of the photocatalytic reaction with an additional photosensitizer is: During the water splitting reaction, the photosensitizer is firstly excited by the photons from the visible light and thus generates electrons transfer to the MoS₂ photocatalyst. Subsequently, the sacrificial electron donor re-reduces the photosensitizer to go back to the original unexcited state.⁶⁴
2 Application Background

In this chapter a theoretical background of the materials studied in this thesis will be introduced. The principles for the materials as hydrodesulphurization catalyst, photocatalyst and gas sensor are briefly discussed to provide an overview of their application background. Furthermore, the correlation between their structural property and functional activity, e.g, the catalytic activity, sensitivity of the gas sensor, is emphasized from electron microscopy analysis point of view.

2.1 Hydrodesulphurization Catalyst

Diesel fuel is a crucial energy source worldwide, which is refined from crude oil. During the fuel combustion, several sulfur compounds in the diesel fuel generate harmful sulfur oxide which is considered as a major contribution to air pollution. Stringent environment regulations have been applied to limit the sulfur content to a very low level in fuel industry all around the world. In addition, even a small trace of sulfur poisons other catalysts in the fuel hydrocracking and refining reactions. Therefore, catalyst to enhance the hydrodesulphurization is one of the essentials in the production of diesel fuel to reduce the sulfur content.

2.1.1 Hydrodesulphurization Reaction

In a simplified scenario, a Hydrodesulphurization (HDS) reaction includes steps such as hydrogenation of unsaturated bonds on the aromatic rings of sulfur species, and hydrogenolysis of carbon-sulfur bonds. Benzo thiophenes (BTs) and dibenzothiophenes (DBTs) are the most common species containing sulfur in the crude oil. The two routes of HDS are the hydrogenation pathway (HYD) and the direct desulfurization pathway (DDS), which are schematically shown in Figure 2.1. The final product generated via the DDS pathway is biphenyl (BP). From the HYD pathway there are an intermediate product tetrahydrodibenzothiophene (THDBT) and a final product cyclohexylbenzene (CHB). Therefore, the catalytic selectivity between HYD and DDS can be estimated by the ratio of the concentrations of the products from the two pathways:

\[ \frac{S_{HYD}}{S_{DDS}} = \frac{[\text{CHB}] + [\text{THDBT}]}{[\text{BP}]} \]

To study the different reaction pathways and selectivity can give valuable clues to understand different active sites in the HDS catalysts (see Section 3.3) and further reveal the mechanism of HDS reaction.
Figure 2.1 Schematic representation of the two pathways occurring in hydrodesulphurization (HDS) of DBT.

2.1.2 Hydrodesulphurization Catalyst

With increasing numbers of alkyl groups substituting the hydrogen atoms on the aromatic ring of the BTs or DBTs, the HDS process becomes more difficult, because the steric hindrance of such BTs and DBTs does not favor carbon-sulfur (C-S) bond cleavage, which is referred as the ‘deep HDS’ process.

An economical way to facilitate the deep HDS is to develop high performance HDS catalysts. The most cost efficient and commonly used HDS catalysts are transition metal sulfides as bulk material (unsupported catalyst) or nanoparticles dispersed on a carrier material (supported catalyst). Transition metal sulfides are mainly molybdenum disulfide (MoS$_2$) and tungsten disulfide (WS$_2$). The materials used as supports for the HDS catalyst exhibit generally high surface to volume ratios such as $\gamma$-Al$_2$O$_3$, TiO$_2$, carbon nanotubes, and mesoporous silica materials like SBA-15, MCM-41, Zeolites, etc.

The activity of the HDS catalysts is the total conversion percentage of DBT with respect of time. According to the conversion rate of DBT, the rate constant of the HDS reaction can be calculated. Commercial HDS catalysts adds a small amount of cobalt (Co) or nickel (Ni), which are considered as ‘promoters’, to increase the activity of the catalyst. The promoted catalysts are abbreviated as CoMoS/NiMoS or CoWS/NiWS, regardless of the exact stoichiometries. The catalytic activity can be enhanced by an order of magnitude and the typical concentration of Co or Ni promoter is only 1-5 wt%.

Several models were proposed to explain the HDS catalytic activity in terms of the structure-property relation, and corresponding strategies are explored to optimize the performance of the HDS catalysts. The most widely accepted models are:
Coordinatively unsaturated sites (CUS): For the unpromoted HDS catalyst, the catalytically active sites are considered to be the coordinatively unsaturated sites, i.e. molybdenum ions with dangling bonds due to the sulfur vacancies created during a reaction with hydrogen. Such vacancy facilitates the adsorption of the sulfurs from the BTs or DBTs. The CUS are assumed to be more easily formed at the edges and corners of metal sulfides’ structure. Therefore it is one of the major reasons for the catalyst industry to reduce the size of the catalyst crystallites, mostly by utilizing support. In this way higher surface area and in turn more exposed edge- and corner sites in micro- or nano-sized catalyst particles can be achieved. Another strategy to increase CUS is to synthesize amorphous catalyst which contains intrinsic coordinatively undersaturated sites.

Rim-Edge model: For the unsupported and unpromoted HDS catalyst, the stacking height of the basal planes varies due to the heterogeneous size distributions of the bulk material. The rim-edge model is proposed to explain the catalytic activity and selectivity associated with the stacking number of the basal planes. The basal plane is in general inert. The ‘rim’ sites which are on the outer regions of the very top and bottom layers favor hydrogenation and breakage of C-S bonds, but the ‘edge’ sites on the edges of interior layers are only able to cleave C-S bonds. The model is shown in Figure 2.2. Accordingly, the unsupported MoS2 catalyst with higher stacking degree favors DDS pathway owing to more ‘edge’ sites on the layers, while MoS2 with lower stacking height would show more HDS selectivity to HYD pathway because the most dominate active sites are the ‘rim’ sites.

Co-Mo-S (or Ni-Mo-S) phase model: The main concept of this model is that Co atoms are located on the edges of the MoS2 layer, substituting Mo atoms. This model has been validated by experimental results performed by various analytical methods, e.g. scanning tunneling microscopy (STM), extended X-ray absorption fine structure (EXAFS), and aberration corrected high resolution STEM (HRSTEM). From an electronic point of view, it is believed that the incorporation of the promoter atoms leads to a weakening of the Mo-S bonding, thus to more possibility of sulfur vacancy formation. The promotion effect from the Co or Ni atoms increases the local electron density of sulfur atoms which may help C-S bond cleavage, and indeed, the promoted catalysts showed a preference to DDS pathway.
2.1.3 Relevant Structure of MoS$_2$

Crystalline MoS$_2$ is a layered sulfide with three different structural polytypes: 1T (space group: $P$-3$m1$), 2H (space group: $P6_3/mmc$), and 3R (space group: $R3m$), where the ‘T’, ‘H’, and ‘R’ indicate the trigonal, hexagonal, and rhombohedral unit cells. The most stable and widely used one is 2H-MoS$_2$. A representative sketch of the structure of 2H-MoS$_2$ is illustrated in Figure 2.3. Inside each layer of the 2H-MoS$_2$, one layer of Mo$^{4+}$ cations is ‘sandwiched’ between two layers of S$^{2-}$ anions. Each Mo$^{4+}$ cation is surrounded by six nearest S$^{2-}$ anions, and the S$^{2-}$ anions occupy the corner positions of a trigonal prism. The trigonal prisms are connected inside the layer via joined edges. The layers are stacked parallel to the c-axis. Between the layers there are van der Waals (vdW) gaps. The characteristic interlayer distance of MoS$_2$ is 0.615 nm (i.e., d-spacing of the (002) lattice plane). Due to the week van der Waals force between the layers, they can be easily peeled off by simple chemical and/or physical procedures.

![Figure 2.3 Structure model of 2H-MoS$_2$.](image)

1T-MoS$_2$ is a metastable phase with an octahedral coordination arrangement of the S$^{2-}$ anions around a Mo$^{3+}$ cation. The electronic property of 1T-MoS$_2$ is reported to be metallic, while 2H-MoS$_2$ is a semiconductor. The band gap of the semiconducting 2H-MoS$_2$ widens with decreasing numbers of basal plane stacking. Due to the presence of an intrinsic band gap for 2H-MoS$_2$, the single sheet material is a good candidate for nanoelectronic devices compared to graphene. Recently the single layer two dimensional transition metal dicolgenides (2D-TMD) are drawing more and more interests due to the fascinating properties of the material when the dimension is reduced to the single atom thickness.
2.2 Photocatalyst

Water splitting reaction is considered as a promising approach to obtain hydrogen as a clean and renewable energy to solve nowadays energy and environmental crisis. Therefore, photocatalysts used to facilitate the water splitting reaction have gained increasing research interests.

2.2.1 Photocatalytic Water Splitting

Water splitting reaction can be achieved by a photoreaction including an oxidization-reduction process driven by the energy of light. The entire reaction can be written as:

\[ \text{H}_2\text{O} \rightarrow \text{H}_2(\text{g}) + 0.5 \text{O}_2(\text{g}) \]

The reaction needs a change of Gibbs free energy of 237 kJ/mol or 1.23 eV. A simplified scheme of the photocatalysis working principle is shown in Figure 2.4: Upon exposure to light, photo generated electron-hole (e⁻-h⁺) pairs are produced in the photocatalyst. The e⁻-h⁺ pairs which survive the recombination process on the defect sites and surface of the catalyst react with the water molecule to reduce the H⁺ ions and oxidize the O²⁻ ions. Hereby hydrogen is obtained.

![Figure 2.4](image)

*Figure 2.4 A simplified scheme of the working principle of the photocatalysis process.*

2.2.2 Photocatalyst

In general, semiconductors with a band gap larger than 1.23 eV can act as potential photocatalysts for the water splitting reaction. An upper limit of the band gap is given to efficiently use the solar energy spectrum: the water splitting reaction driven by the visible
light requires a band gap less than 3.0 eV, as the visible light is the major contribution of the solar spectrum. Moreover, beside the basic band structure, several factors affect the hydrogen production from water splitting, e.g. charge separation, carrier mobility, and carrier recombination rate.\(^3\) Nanosized MoS\(_2\) mostly fulfills the aforementioned requirements: it has a tunable band gap in between 1.23 eV and 1.8 eV with decreasing particle size due to the quantum size confinement effect and it can be produced highly crystalline without defects, suppressing the H\(_2\) and O\(_2\) recombination process on the surface.\(^7\) Up to now, nanostructured MoS\(_2\) is a relatively new type of photocatalyst studied more intensively in the last two decades.\(^7\) It has been reported that nano-MoS\(_2\) and its modified variables or composites show promising photocatalytic activity for visible light driven hydrogen production from water splitting.\(^8,9,10,11\)

### 2.3 Carbon Allotropes and Bonding States

Carbon, as one of the most widely existing and utilized material, has gain increasing research interests due to its versatile properties in different phases and allotropes, especially in micro- and nano-scale. The correlation of its micro- and nano-structure and property is highly demanding to understand and to further optimize the performance of carbon based nanomaterials.

#### 2.3.1 Electronic Configuration of Carbon

The ground state of carbon electronic configuration can be represented as 1s\(^2\)2s\(^2\)2p\(^2\), with a total of four valence electrons with two electrons each in 2s and 2p subshell. In the excited state, one of the 2s electrons can be promoted into an empty 2p orbital, causing a change in the electronic configuration into 1s\(^2\)2s\(^1\)2p\(^3\), or more specifically, 1s\(^2\)2s\(^1\)2p\(^1\)2p\(^1\)2p\(^1\), with 2p\(_x\), 2p\(_y\), 2p\(_z\) as the three sub-orbitals from the 2p shell. In this configuration the 2s and 2p subshells are both half occupied. The excited carbon is capable of forming four covalent bonds which can adopt multiple types, e.g. single, double and triple bonds. These bonds correspond to the sp\(^3\)-, sp\(^2\)- and sp\(^2\)- hybridization of the 2s and 2p orbitals, respectively. The variety of carbon-carbon bonds is the atomic origin diverse carbon allotropes.\(^23\)

#### 2.3.2 Sp\(^2\)- and Sp\(^3\)-bonded Carbon Materials

Sp\(^2\)- and sp\(^3\)-bonded carbon materials present versatile applications in electronic\(^17,18\), mechanical\(^17,18\), optical and catalyst\(^84\) fields. Typical sp\(^3\)-bonded carbon is diamond, where the four equivalent sp\(^3\) orbitals are hybridized from the 2s and 2p\(_x\), 2p\(_y\), 2p\(_z\) sub-orbitals and form four strong σ bonds which adopt a 3-dimentional tetragonal geometry. For the sp\(^2\)-bonded carbon materials, the most renowned one is graphite. The three σ bonds (i.e. sp\(^2\)-orbitals) are rearranged from the 2s and 2p\(_x\), 2p\(_y\) orbitals and located within one plane. The σ plane has a 2-dimentional trigonal geometry. While the remaining 2p\(_z\) sub-orbital forms a
weak π bond as a second bond of the carbon–carbon double bond. Both the σ and π bonds give rise to the occupied bonding (σ or π) states in the valence band and the empty antibonding (σ* or π*) states in the conduction band. In EELS analysis (cf. Section 1.2.1), the energy differences of transitions from the localized 1s electron to the unoccupied LDOS can be observed via, e.g. 1s→π* and 1s→σ* transitions in carbon give rise to a π* peak and a σ* peak in the spectrum (cf. Figure 1.2). The sp^3-bonded carbon materials exhibit no 1s→π* transition due to absence of π bonding and π* antibonding. Hence, this key difference is the foundation of distinguishing sp^2- and sp^3-hybridized carbon atoms. The quantification of the sp^2/sp^3 ratio in carbon materials is further established by evaluating the ratio of the π*/σ* peaks in the EELS spectrum. For amorphous carbon or carbonaceous material, the sp^2/sp^3 ratio is one of the determinate quantities for its property. If the dominate bonding state of carbon is sp^2-hybridized, higher degree of graphitic carbon is present. Amorphous diamond consists of a significant amount of sp^3-bonded carbon without any long-range ordering with similar chemical, electronic and mechanical properties as crystalline diamond. Another key difference appears in EEL spectra of carbon K-edge is the energy shift of the π* and σ* peaks, which is a result of the hybridized orbitals overlap with orbitals from the different neighboring atoms. To conclude, the two determinate features of the carbon edge should be the ratios (i.e. intensity difference) and positions (i.e. energy shift) of the characteristic peaks.
2.4 Metal Oxide Gas Sensor

Semiconducting metal oxide based gas sensors utilize the changes in conductivity of the metal oxide when its surface absorbs certain gas molecules or ions. Depending on the types of semiconductor metal oxides, two major species of gases can be detected: (1) reducing gas (like H₂, H₂S, HCHO, CO and ethanol) which acts as an electron donor when it is absorbed on n-type semiconductors (e.g. ZnO, SnO₂, TiO₂, In₂O₃, Ga₂O₃, WO₃ and MoO₃), and (2) oxidizing gas (for example: O₂, NO₂, Cl₂, F₂ and HF) as an electron acceptor on the surface of p-type metal oxides (e.g. CuO, NiO and TeO₂).⁸⁶,⁸⁷

2.4.1 Sensitivity of Gas Sensor

The performance of a gas sensor is described by sensitivity, selectivity, response time, recovery time and operation temperature etc. Sensitivity of a gas sensor (S) is the most important parameter, which is the ratio of the resistance of the sensor in ambient air (Rₐ) over that in the target gas (R₉):

\[ S = \frac{R_a}{R_9}. \]

Nanostructured especially one dimensional metal oxides are found to be of advantageous performance as gas sensors, mainly due to their high aspect ratio, large specific surface area and lower operation temperature. Furthermore, gas sensors manufactured with metal oxide composite are considered to have a better gas response owing to the synergistic effect and/or heterojunction interface between two different oxide components.⁸⁸

2.4.2 Relevant Structure of Sample Materials: α-MoO₃

α-MoO₃ is an n-type semiconductor which exhibits good gas response towards several gases, such as O₂,⁸⁹ NO₂,⁹⁰ and ethanol.⁹¹ Crystalline α-MoO₃ (space group Pbnm) has a layered morphology as shown in Figure 2.5. The layers are alternatively stacked along the crystallographic b-axis via van der Waals interaction. Each layer is composed of two sublayers formed by [MoO₆] octahedra via joined corners along the a-axis (see Figure 2.5(a)), and edge-sharing along the c-axis (see Figure 2.5(b)). Furthermore, the projection of the basal plane along the b-axis can be represented as a corner-sharing network which is characteristic of the α-MoO₃ structure (see Figure 2.5(c)).
Figure 2.5 Structure model of $\alpha$-MoO$_3$: (a) Arrangement of [MoO$_6$] polyhedra along the $a$ axis, unit cell and the van del Waals gap are shown. (b) Arrangement of [MoO$_6$] polyhedra along the $c$ axis. (c) Projection along $b$ axis showing the [MoO$_6$] polyhedra share common corners in the (010) plane. (d) [MoO$_6$] octahedra inside one unit cell, indicating a coordination number of six for a molybdenum atom. (Adapted with permission from ref. 91. Copyright (2014) American Chemical Society.)
Results and Discussion

3 MoS₂-based Catalysts

In this chapter, MoS₂ and its composite materials are characterized via various TEM techniques. Their catalytic activities, e.g. photocatalytic and HDS catalytic activities are discussed in correlation with their structural property. Furthermore, the structural evolutions of the catalysts with respect to external stimuli are visualized in situ inside TEM up to atomic resolution.

3.1 MoS₂-based Inorganic-Organic Nanocomposite (MoSₓC₃P₂) as Photocatalyst

Conventional TEM study is first carried out to analyze the chemical and structural properties of two MoS₂-based nanocomposite samples (MoSₓC₃P₂) decomposed at 250 °C and 350 °C, respectively. In situ TEM investigation sheds light on the structural stability of the MoSₓC₃P₂ composite sample. Furthermore, EELS studies on the carbon species within the specimen give insight into the chemical bonding states of the incorporated phases in the MoS₂ based composite. The photocatalytic activities of the MoSₓC₃P₂ are discussed in comparison with that of bulk MoS₂ material.

3.1.1 TEM investigation

First structural investigations were performed on the samples decomposed at 250 °C and 350 °C to gain morphology and crystallinity information. Representative HRTEM micrographs of the 250 °C sample are shown in Figure 3.1. The samples are poorly crystalline with short range ordered slab structures. The slab-like contrast of the structure on the micrographs originates from the basal planes of MoS₂. In FFT pattern two faint intensity rings can be assigned to the (002) and (101) planes of MoS₂. Moreover, an additional reflection with a d-value of 1.36 nm is revealed which cannot be assigned to any lattice spacing of MoS₂ (Figure 3.1 (a)). To better resolve the additional slabs in the real space, Bragg filtering was applied only on the additional rings in the FFT to obtain the inverse FFT (IFFT) image (Figure 3.1(b)). The IFFT of the marked region in Figure 3.1(a) displays the strong contrast arising from slabs with expanded d-spacings ranging from 1.32 nm to 1.36 nm.
In contrast, the additional d-spacing is not present in the 350 °C sample neither in the HRTEM micrograph (Figure 3.1(c)) nor in the FFT pattern (Figure 3.1(d)). The diffuse 002 ring from the FFT pattern indicates a disordered and expanded (002) planes, which is observable from the HRTEM micrograph. These findings are confirmed via XRD performed by John Djamil. However, the additional d-spacing observed in the 250 °C sample in XRD is about 0.2 nm larger than the one from TEM. The deviation might be rationalized by electron beam modification introduced to the sample, e.g. by knocking out intercalated molecules serving for decrease of layer spacing in TEM. The electron beam modification to the 250 °C sample is indeed observed in situ, see Section 3.1.2. Further studies via nuclear magnetic resonance spectroscopy (NMR), infrared spectroscopy (IR) and XRD simulation by John Djamil suggested an intercalation of Ph₃PS and (Ph₄P)₂S organic molecules in between the (002) planes of MoS₂, causing the expanded structure in the 250 °C sample.

Figure 3.1 (a) HRTEM micrograph of the 250 °C sample with a corresponding FFT pattern in the inset. (b) Enlarged inverse FFT of the squared area in (a) indicating the additional d-spacings (red arrows). (c) HRTEM micrograph of the 350 °C sample with (d) the corresponding FFT. In the FFT pattern the diffuse rings correspond to the (002) and (101) planes of MoS₂. No additional d-spacing is identified in 350 °C sample. (Adapted from ref. 92. Copyright of John Wiley and Sons.)
3.1.2 *In situ* Transformation under Electron Beam Irradiation

The structural stability of the intercalated composite sample is analyzed *in situ* in TEM. Before electron beam irradiation, the FFT pattern indicates the characteristic 002, 101 intensity rings and the expanded planes with a d-spacing 1.36 nm (Figure 3.2(a)). Furthermore, the expanded d-spacings are better resolved in the IFFT image (arrows in Figure 3.2(c)). After 1~2 minutes of exposure to the electron beam (acceleration voltage: 300 kV, extraction voltage: 4400 V, beam charge density on the specimen: ~nA · s/cm²), the expanded slabs disappear in the irradiated region, leaving only diffuse 002 intensities (FFT pattern in Figure 3.2(b)). The same IFFT mask is applied to the FFT pattern from the HRTEM micrograph after beam irradiation. No indications for the expanded slabs can be traced in the IFFT (Figure 3.2(d)).

The comparison before and after the electron beam irradiation suggests the incorporated compounds in between the layers of MoS₂ is unstable under *in situ* conditions. The knock-on effect may be the dominated driving force to modify the structure of the 250 °C sample, i.e. the incorporated molecules in the MoS₂ slabs undergoes an elastic interaction where electron beam hits them out.

![Before and After Images](image-url)
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**Figure 3.2** In situ electron beam irradiation of the 250 °C sample in TEM. (a) HRTEM micrograph before irradiation with a corresponding FFT pattern in the inset. The expanded d-value of the 002 intensity ring is indicated by a red ring. (b) HRTEM micrograph and corresponding FFT pattern after irradiation. (c) IFFT image filtered from the HRTEM micrograph in (a). Red arrows assign the expanded slabs. (d) IFFT image obtained from the HRTEM micrograph in (b). The expanded slabs vanished after irradiation.

### 3.1.3 EELS Study of the Carbon species in MoS$_x$C$_y$P$_z$

The carbon species in the intercalated MoS$_x$C$_y$P$_z$ composite are investigated by EELS. The spectra from different positions of the sample are labeled as P1, P2 and P3, respectively (Figure 3.3). A reference spectrum was obtained from the amorphous lacy carbon film on the TEM sample grid (labeled as LC).

A comparison of the EEL spectra of the carbon K ionization edge from different regions of the sample and from the reference amorphous lacy carbon is depicted in Figure 3.3(a). The carbon K-edge has an onset at ~ 284 eV, and consists of two characteristic features: the π* peak starting from 284 eV and the σ* peak ranging from 290–310 eV. The π* peak represents the transition of the electrons in carbon from the 1s state to the π* conduction band, while the σ* peak originates from the transition of 1s → σ* conduction band. The positions and ratio of the maxima of the π* and σ* peak indicate different carbon species inside the sample. The EEL spectra of the three regions demonstrate a more pronounced π* peak, and a σ* peak with more fine structures as compared to the lacy carbon. The maxima of the σ* peak all appear before 300 eV (arrows in Figure 3.3), indicating a graphitic feature of carbon bonding within the sample.  

In comparison, the EEL spectrum of the lacy carbon reference exhibits a featureless σ* peak, suggesting an amorphous carbon structure. The calculation of the π* and σ* peak ratios exhibits a higher value in each case from the composite sample (P1: 0.70, P2: 0.64, P3: 0.55) with respect to the lacy carbon reference (0.41) (Figure 3.3(b)). This finding indicates a graphitic carbon state potentially stemming from intercalated aromatic carbon rings with more crystalline and ordered structure in the composite.

NMR and IR spectroscopy further performed by John Djamil confirm the incorporation of the aromatic carbon rings (phenyl groups) in between the MoS$_2$ layer. The sp$^2$ hybridization of the bonding on the carbon ring might be most probably the origin of the graphitic feature, i.e. a more prominent π* peak, detected via EELS.

The reproducibility of the EEL spectrometer has been demonstrated in Figure 1.4. Therefore, the differences of the EEL spectra present in the same sample can be assigned to the inhomogeneity of the sample. The varying sample thickness can introduce complex plural scattering, hence induces oscillations of the spectrum. Additionally, the non-uniform crystallinity of the composite sample will result in different coordination environments and

---

$\textsuperscript{ii}$ For a detailed comparison of the fine structure of the C-K edge between a graphitic carbon and a carbidic carbon, please refer to the discussion in section 3.5 in this thesis.
local structures of carbon atoms. It will lead to diverse ELNES fingerprints in the near edge region. Besides the varying intrinsic features of the sample, the modification introduced by electron beam can result in differences in the EEL spectra within the same sample. Beam sensitivity of the carbon species should be taken into account, which is further discussed in Section 5.1. However, by utilizing the same acceleration voltage and acquisition time, the modification by the beam at each position can be considered the same, and thus can be neglected when the spectra are compared under the same experimental setups. Despite of differences stemming from both the intrinsic and extrinsic factors, the most determinate features of the carbon edge are discussed in Section 2.3.2, and they should be the positions and ratios of the characteristic peaks, especially the onset of the $\pi^*$ peak in the C-K edge.

![Figure 3.3](image_url) (a) ELL spectra recorded on the 250 °C MoS$_x$C$_y$P$_z$ composite sample at different regions (P1: red curve, P2: purple curve, P3: blue curve) and at a reference region in amorphous lacy carbon film (LC: black curve). The energy loss region of the $\pi^*$ and the $\sigma^*$ peaks are indicated. The maxima of the $\sigma^*$ peaks from the sample are marked out with arrows. (b) The $\pi^*$ / $\sigma^*$ peak ratios of the composite sample and of the lacy carbon determined from the corresponding spectra in (a).

### 3.1.4 Photocatalytic Activity of MoS$_x$C$_y$P$_z$

The visible light driven hydrogen production experiments in water were carried out as described in Section 1.3.4. The results of the reaction demonstrate that both 250 °C ($\approx 230$ μmol /14 h) and 350 °C ($\approx 320$ μmol /14 h) MoS$_x$C$_y$P$_z$ composites are much more active than the bulk MoS$_2$ ($\approx 30$ μmol /14 h) (cf. Figure 3.4). The 350 °C sample exhibits the highest photocatalytic activity. The differences in catalytic performance can be attributed to the different chemical and structural properties of the samples. The 250 °C sample is intercalated with organic molecules in between the MoS$_2$ slabs with carbon species of graphitic nature. The graphitic carbon might be theoretically suppressing charge recombination, improving carriers transfer and enhancing light adsorption properties as well as the amount of photocatalytic reaction centers as it has been observed by other studies.$^{96, 97}$ The intercalation of phosphorus species may facilitate the catalytic activity.$^{98}$ However, the
bonding of Ph₃PS to Mo atoms of the molybdenum sulfide might block active sites for hydrogen generation, thus compromising the photocatalytic performance as compared to the 350 °C sample. While on the other hand, the 350 °C MoSₓCᵧPₓ composite sample has less intercalation with carbon, hydrogen nor phosphorous molecules. Moreover, the results from XRD and Raman spectroscopy of the 350 °C sample show a lower stacking degree of disordered/defective MoS₂ slabs than the 250 °C sample, inferring more edge-sites in the MoS₂ slabs which promote the photocatalytic activity.

**Figure 3.4** Kinetic studies of the photocatalytic hydrogen production reaction from a mixture containing triethylamine (8 mL), water (3 mL) and [Ru(bpy)₃](PF₆)₂ in acetonitrile (10 mL). The MoS₂ composite sample prepared at 350 °C shows an enhanced photocatalytic activity. Measurement performed by John Djamil.
3.2 Amorphous MoS$_2$ (PX) as Photocatalyst

In this part, structural analysis is performed and crystallization phenomena are subsequently studied during *in situ* electron beam irradiation and *in situ* annealing experiments for amorphous MoS$_2$ (PX) sample inside TEM.

3.2.1 *In situ* Electron Beam Irradiation inside TEM

Fundamental investigations of the microstructure are performed by HRTEM and associated FFT on the PX sample before *in situ* electron beam irradiation. The result confirms an almost amorphous structure of the sample with only an indication of the faint 011 intensity ring, as shown in Figure 3.5(a).

In addition, an *in situ* irradiation experiment is conducted on the pristine PX sample with an equivalent setting of the incoming electron beam as indicated in Section 3.1.2. The structure evolution of a particle of the PX sample with respect to the irradiation time is presented in Figure 3.5. The characteristic (002) single slabs of crystalline MoS$_2$ exhibit first sign of formation after an exposure of several minutes to the electron beam (Figure 3.5(b)). Long-term irradiation experiments show increased stacking height and slab length with extended exposure times up to 1 h (see Figure 3.5(c) and (f)). A closer examination of the FFTs of Figure 3.5(e) and (f) reveals increasing ordering of (011), (013), and (-120) lattice planes under the electron beam irradiation. The literature and experimentally obtained d-spacings of the assigned lattice planes are (002): $0.615 \text{ nm}\left|0.64 \text{ nm}\right.$, (011): $0.267 \text{ nm}\left|0.26 \text{ nm}\right.$, (013): $0.228 \text{ nm}\left|0.22 \text{ nm}\right.$, (-120): $0.158 \text{ nm}\left|0.16 \text{ nm}\right.$, respectively. The 002 d-spacing is much larger than the literature one, indicating a bended and disordered arrangement of the *in situ* formed planes, as it is confirmed by the HRTEM micrograph (Figure 3.5(c)).
3.2.2 *In situ* Heating in TEM (by a Heating Stage)

To study the crystallization process of the PX sample under a thermal annealing procedure, an *in situ* heating experiment was conducted while applying a lower dose of electrons by Dr. Andriy Lotnyk. The findings reveal an increase in crystallinity of the as prepared PX as the temperature rises. Overviews of TEM bright field images from the same location of a sample particle are illustrated in Figure 3.6 from 300 °C to 500 °C. By applying an IFFT calculation, the evolution of the (002) slabs of crystalline MoS$_2$ is emphasized (see Figure 3.6(c), (f), (i), and (l)). The mask has a spatial frequency range from 2.35 to 7.50 nm$^{-1}$, exhibiting exclusively the MoS$_2$ lattice planes with d-values from 0.267 nm to 0.85 nm in real space.

Up to 300 °C, the sample remains in an amorphous state (see Figure 3.6(c) and confirms the observation in Figure 3.5(a)). Starting from 350 °C the first indications of (002) slab development can be detected (Figure 3.6(f)). The measured spacing of the slabs (0.63 nm) is similar to that formed under electron beam irradiation (0.64 nm). Furthermore, XRD result from an *ex situ* heating experiment of the PX sample performed by Felix Niefind suggested that a formation of (002) planes starts at a temperature lower than 450 °C (see Section 3.2.4). At 450 °C and 500 °C, the stacking number and the length of the slabs further increase.
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(Figure 3.6(i) and (l)). They are developing into a more ordered stacking structure, suggesting an increase of crystallinity of the PX sample upon heating.

Figure 3.6 Temperature resolved series of TEM bright-field images of the as prepared PX sample during the in situ heating experiment at a temperature of: (a) 300 °C, (d) 350 °C, (g) 400 °C, and (j) 450 °C. (b), (e), (h), and (k): Magnified view on the development of (002) slabs from the same region.
(marked with a red square) of the sample. (c), (f), (i) and (l): corresponding IFFTs with an enhance view on the characteristic (002) slabs of MoS$_2$. The measured d-spacing of the slabs is 0.63 nm.

3.2.3 Different Crystallization Mechanisms Implied by in situ Irradiation and Heating of PX

By comparing the experimental results of the in situ electron beam irradiation and in situ heating inside TEM, there are some noticeable differences between the two crystallization processes. The stacking numbers and the length of the (002) slabs formed under the in situ electron beam irradiation for 1 h are more heterogeneous, signifying an evolution of different particle sizes of the MoS$_2$ grains under the two pathways. A size distribution histogram determined after in situ irradiation for 1 h is more broadened, with a most possible stacking number of 5 and a longer basal plane length of ~4 to 5 nm (Figure 3.7(red cylinders)). In contrast, the grain sizes are more uniform for the in situ heating of the PX up to 500 °C (Figure 3.7(blue cylinders)). The histogram for the in situ annealing up to 500 °C shows a narrower distribution, with a most frequently observed stacking number of 4 basal planes, and a plane length of 2 nm. These values are in good agreement with those determined from the XRD data of the sample ex situ heated to 450 °C (see Section 3.2.4).

Apparently, different mechanisms are present in the two in situ crystallization procedures within nano-sized materials. In the case of in situ irradiation, the inelastic interaction between the localized electron beam and the specimen produces highly concentrated heating in the sample particles as compared to the in situ heating. The beam heating can be especially significant when the thermal conductivity of the specimen is relatively low and cannot well dissipate the thermal energy. In the case of monolayer MoS$_2$ or amorphous MoS$_2$, which is the dominant phase in the PX sample with lower thermal conductivity, the highly confined beam heating is likely to occur inside the PX particles, leading to an anisotropic thermal energy distribution to activate the crystallization of MoS$_2$ slabs. In other words, the pre-existing MoS$_2$ single or multiple slabs can serve as crystallization seeds and be heated preferably due to the heat confinement between the slabs and the amorphous matrix. Furthermore the heating is uniform due to the low thermal conductivity of the matrix. Therefore, a broader size distribution of the MoS$_2$ crystallites can be produced. While in the thermal annealing process, a better thermal conductivity of the carbon lacey network created a more uniform heat distribution over the whole sample grid, thus more uniform sizes of MoS$_2$ particles was generated.
Figure 3.7 (a) The stacking height distribution determined from the HRTEM micrograph Figure 3.5(c) (in situ electron irradiation for 1 h: red cylinders), and from Figure 3.6(f) (in situ heating to 500 °C: blue cylinders). (b) The length distribution of the basal plane of the formed MoS$_2$ after in situ electron irradiation (red cylinders) and after in situ heating (blue cylinders).
3.2.4 Ex situ Heating of PX

Ex situ heating experiments of the PX sample were carried out by Felix Niefind. Two PX samples were heated to 450 °C and 900 °C (labelled as PX450 and PX900) respectively. Additionally a commercially available bulk MoS₂ is studied as a comparison.

The green diffractogram of the as prepared PX indicates an amorphous nature of the sample, because no clear reflections can be identified, which supports the aforementioned HRTEM/FFT investigation as depicted in Figure 3.5(a) and (d).

Similar to the in situ heating of the PX sample in TEM, nucleation and crystallization of a layered MoS₂ started after heating at 450 °C in the ex situ heating process. The (002) d-spacing is determined to be 0.660 nm from the 20 angle of the 002 reflection in the XRD diffractogram which is larger than that determined by the FFT pattern from TEM analysis (0.637 nm). The discrepancy might be owing to the fact that the fast electron beam knocks out impurities between the layers and thus a decreased interlayer distance was observed. A calculation based on the Scherrer formula suggested a size of coherently scattering domains of 2.67 nm, and in turn a stacking number of 4 for the MoS₂ basal planes, which are consistent with the histogram obtained from in situ TEM heating (cf. Figure 3.7). However, the stacking number estimated by XRD was based on the Debye-Scherrer equation which is applied to the 002 reflection. This estimation can be slightly larger than the value determined via TEM, because the monolayers are neglected. A more crystalline sample was obtained by ex situ heating at 900 °C. The size of coherently scattering domains is determined to be about 10.8 nm, corresponding to an average of 17 stacked MoS₂ basal planes.

Both localized, the high spatial resolved study (in situ TEM) and statistical, averaged analysis (ex situ XRD) confirm the structure evolution of the PX under annealing or electron irradiation, thus, it can be speculated that a controlled crystallization of the PX can be manipulated by varying the external stimuli, and even single slabs of MoS₂ can be produced for further applications.

3.2.5 Photocatalytic Activity of PX

The visible light driven hydrogen production experiments in water were carried out in the same experimental setup as described in Section 1.3.4. The photocatalytic activity of the PX sample is described by the total amount of the produced hydrogen gas with respect to the time of light illumination. The comparison of the catalysts activity for PX, PX450, PX900, MoS₂ obtained by thermal decomposition of ATM and commercial bulk MoS₂ is is illustrated in Figure 3.8. The as prepared PX sample shows the highest activity (≈350 µmol/14 h), the MoS₂ sample thermally decomposed from ATM at 350 °C (≈280 µmol/14h) is fairly good for the hydrogen production, while the heated PX samples (PX450: ≈100 µmol/14h and PX900: ≈50 µmol/14h) exhibit much lower activity. Bulk MoS₂ has the lowest catalytic activity (≈30 µmol/14h). Additionally, a comparison of the photocatalytic activity with other materials
form literatures demonstrates that the as prepared PX is a promising candidate for the visible light driven water splitting process.\textsuperscript{103}

The charge separation and migration of the carriers to the surface is believed to be affected by the crystallinity, defects and particle size of the catalyst strongly.\textsuperscript{104,105} Thus, the structural factors in turn influence the activity of the photocatalyst for the visible light driven water splitting reaction.\textsuperscript{104,105} However, when the particle size of the catalyst decreases down to the nanometer or amorphous scale, the situations can be completely different. The amorphous catalyst with the highest hydrogen production rate might be due to the presence of more coordinatively unsaturated sites which can serve as catalytically active sites.\textsuperscript{75} Further XPS results done by Felix Niefind show Mo-N binding detected in the pristine sample vanish after heated to 450 °C. This observation could suggest that the Mo-N sites are possibly catalytic active sites.

\textbf{Figure 3.8} Photocatalytic hydrogen production reaction from a mixture containing a sacrificial electron donor triethylamine (8 mL), water (3 mL) and a photosensitizer \([\text{Ru(bpy)}_3]^{2+}(\text{PF}_6)_2\) (1 mM) in acetonitrile (10 mL). The y-axis denotes the total amount of the produced hydrogen gas within the 14 h reaction time. The results of PX as obtained, a MoS\textsubscript{2} sample thermally decomposed from ATM at 350 °C, PX heated to 450 °C (PX450), PX heated to 900 °C (PX900), and bulk MoS\textsubscript{2}, are shown. Measurement performed by Felix Niefind.
3.3 Amorphous MoS$_2$ (PX) / Co as HDS Catalyst

In the following sections, the HDS selectivity and catalytic activity of the samples prepared in different conditions are discussed. Then qualitative and quantitative TEM structural analyses are carried out to study the structural-property correlations of the as prepared samples.

3.3.1 HDS Catalytic Activity and Selectivity of the PXCo Catalysts

The HDS catalytic conversion rate and selectivity of the as prepared PXCo catalyst are determined according to the methods introduced in Section 1.3.4. As shown in Figure 3.9, the catalysts PXCo1, PXCo2 and PXCo3 (synthesized in forming gas) exhibit higher conversion rates than PXCo4, PXCo5 and PXCo6 (formed in nitrogen), except that PXCo6 shows a larger conversion rate (42%). The rate constants of the catalysts prepared in N$_2$ increase with elevated activation temperature (PXCo4 $\rightarrow$ PXCo5 $\rightarrow$ PXCo6). While an opposite trend is observed for the catalysts activated in forming gas, i.e. the conversion rate decreases with increasing activation temperature for catalysts PXCo1 and PXCo2.

Moreover, the significant difference in selectivity of the two series of catalysts and a change of activity of the samples is observed during HDS reaction. As it can be concluded from Figure 3.9, the catalysts formed in forming gas show a strong preference to the DDS pathway ($S_{HYD} / S_{DDS} \sim 0.3$), while the samples activated in nitrogen atmosphere are more favorable for the HYD pathway ($S_{HYD} / S_{DDS} = 0.70 \sim 0.85$).

![Figure 3.9 Plot of DBT conversion rates and selectivity of different PXCo samples. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)](image-url)
3.3.2 Structural and Crystallinity Analysis via TEM

Before and after the HDS reaction, TEM analyses were conducted to compare the microstructures of the two most active catalysts (PXCo2 (prepared in forming gas) and PXCo6 (prepared in N$_2$)).

In Figure 3.10, representative HRTEM micrographs illustrate the evolution of the microstructures of the catalysts under different synthesis conditions and HDS reaction. For the sample PXCo2, it is evident that the length and stacking number of the MoS$_2$ layers became larger after the HDS reaction (cf. Figure 3.10a) and (b)). On the other hand, the sample PXCo6 consists of more randomly arranged and bended single slabs of MoS$_2$ as compared to PXCo2 (cf. Figure 3.10 (c)). Such microstructural feature is considered as the origin of catalytically active sites located mostly on the edges of the single slabs and thus leads to the highest HDS activity of all the as-prepared catalysts. After HDS the MoS$_2$ layers in PXCo6 changed into longer slabs with higher stacking (cf. Figure 3.10(d)). The HDS reaction seems to have more influence on the ordering of MoS$_2$ slabs in the sample prepared in N$_2$ than that in forming gas, since the increase after HDS in the stacking number for the sample PXCo6 is more pronounced than PXCo2.
Figure 3.10 HRTEM micrographs of PXCo2 and PXCo6 both before and after the HDS reaction. (a) and (b): Morphologies of Mo-S phase aggregates containing characteristic MoS₂ slabs in PXCo2 before and after HDS. The arrows signify the distinct stacking of the slabs. (c) and (d): Morphologies of the MoS₂ slabs of PXCo6 before and after HDS. The arrows in (c) are general guide lines to single and double slabs of MoS₂. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)

Furthermore, electron diffraction and HRTEM simulation were carried out to investigate the distribution of the cobalt promoter among the MoS₂ phase. The most active catalyst PXCo6 is of high interest. Before HDS, the presence of cobalt sulfide (space group: P6₃/mmc) polycrystals in PXCo6 is confirmed, as it can be inferred from the SAED pattern shown in Figure 3.11(b): The d-values of the Bragg reflections on concentric diffraction rings can be assigned to those of CoS. The presence of the CoS phase is in good agreement with XRD results.⁶⁰ As no lattice fringes assigned to cobalt sulfide crystals can be identified in the HRTEM study (Figure 3.11(a)), it suggests they are well dispersed in the MoS₂ matrix. It should be noted that in the SAED pattern the reflections from the MoS₂ phase are exceptionally weak due to the presence of single slabs in the sample PXCo6, which is a further support to the HRTEM studies (cf. Figure 3.10(c) and Figure 3.11(a)).

After the HDS reaction, the HRTEM micrograph reveals a more condensed stacking of the MoS₂ slabs as well as more pronounced aggregations of the cobalt sulfide promoter crystals (Figure 3.11(c)). Figure 3.11(d) presents a Wiener filtered HRTEM micrograph of the lattice fringes of highly crystalline Co₉S₈ phase (space group: Fm-3m), indexed to be along the [101] zone axis.

Moreover, to further confirm the cobalt sulfide species identified by the HRTEM imaging, a computer simulation with a multislice approach was performed with the aid of JEMS software.⁵⁹ The best matched simulated micrograph was achieved with a sample thickness of 32.29 nm, which is approximately the thickness of 32.6 unit cells of Co₉S₈ and a defocus value of 242.7 nm (underfocuses). However, it can be inferred from Figure 3.11(c) that the lower part of the agglomeration of the MoS₂ slabs is actually in focus; therefore the large defocus value for the simulation of Co₉S₈ can be considered reasonable. The bright Fresnel fringes on the edges of the Co₉S₈ particles arise from the different height level of these crystallites as compared to the in-focused MoS₂, i.e. the different distance to the objective lens of the microscope.

The simulated micrograph is incorporated together with experimental micrograph as shown in Figure 3.11(d), presenting a fairly good compatibility with the experimental data. However, the contrast modulation of brighter and darker fringes in the experimental HRTEM micrograph is not reproduced by the simulation. It could probably originate from two reasons: (1) An overlapping of the Co₉S₈ nanocrystal with an amorphous cobalt sulfide region or with another orientation of Co sulfide crystallite underneath leads to a Moiré like pattern.²⁰⁶ As it is demonstrated in Figure 3.11(c), there is a large aggregation of the Co-sulfide particles joining together; therefore, the overlapping is highly possible to occur. (2) Such nanosized crystallite can be under external strains which can possibly cause a distortion in the crystalline lattice.²⁰⁷
e.g. twining or stacking fault, and further induces the contrast modulation in the HRTEM micrograph.\textsuperscript{108}

Figure 3.11 Comparison of the slab arrangement of MoS\textsubscript{2} and different phases of the cobalt sulfide crystals in PXC\textsubscript{6} before and after HDS. (a) Typical MoS\textsubscript{2} microstructures of PXC\textsubscript{6} before HDS. (b) SAED pattern from a large region by applying a 250 nm diameter aperture, the center part of the selected region is shown in (a). (c) Highly ordered and condensed MoS\textsubscript{2} slabs of PXC\textsubscript{6} after HDS in the lower part, and highly crystalline Co\textsubscript{9}S\textsubscript{8} agglomerations in the upper part of the micrograph. (d) The enlarged and filtered HRTEM micrograph along the zone axis of [101] of Co\textsubscript{9}S\textsubscript{8} from the nanocrystal marked with a square in (c), (d) inset: a simulated micrograph. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)
3.3.3 Quantitative Analysis of Rotational Average Profiles from SAED Patterns of MoS$_2$ Phase

Due to the intrinsic ‘localized’ nature of TEM, a statistic analysis of the crystallinity of the MoS$_2$ catalysts was performed. An evaluation of rotational average profiles of the SAED patterns can enable an interpretation of the SAED patterns on a quantitative base and examine structural ordering within circular transmitted areas of 250 nm in diameter. In the following the crystallinity of MoS$_2$ in the most catalytically active sample PXCo2, PXCo6 is compared to two other catalysts (PXCo3 and PXCo4) which were the least active in the HDS reaction.

The SAED patterns were acquired from selected regions containing only the MoS$_2$ phase. Generally, the rotational average profiles correspond to the 1D intensity profile of a 2D diffraction pattern. As shown in Figure 3.12, the rotational average profiles are background subtracted using a Matlab program and normalized. Each peak on the profile is correlated to a specific diffraction ring (or non-resolved multiple reflection rings) inside the SAED pattern.

Before HDS, the 002 reflection showed the highest intensity in the rotational average profiles in all cases. After HDS, the intensity of 100 and 103 reflections were much more pronounced or even exceeded that of the 002 reflection (c.f. intensity ratios presented in Table 3.1). These observations indicate a development of more ordering within the (100) and (103) planes, e.g. less turbostratic defects. This finding is surprising when taking into account the more pronounced stacking of the (002) plane after HDS as observed by HRTEM (cf. Figure 3.12(b) and (d)). However, it can be rationalized by considering a structural model evolution from nanosized single or a few stackings of the high aspect ratio MoS$_2$ nanobelts into a more pronounced 2D layered structure of the MoS$_2$ flat flakes. In other words, after the HDS reaction, even if the stacking of the MoS$_2$ (002) basal planes increases, the lateral dimension of the basal planes further develops, leading to a more prominent layered morphology of MoS$_2$ particles. Thus there is more ordering in the (100) and (103) planes inside the layers. As a result, the layered texture becomes dominant, i.e. the MoS$_2$ flakes flip over. Consequently, (002) planes are preferably lying perpendicular to the electron beam, thus, less contributing to the diffracted intensity of the (002) reflection.

Furthermore, the d-value of the (002) plane is in general decreasing after HDS (measured from the rotational average profile, not shown), becoming more comparable to the theoretical value for the bulk material. It can be inferred from this evolution that after HDS the arrangement of MoS$_2$ basal planes approximates that of randomly distributed bulk particle material under dynamic approximation (see Figure 3.15(d)). The observations of a higher crystallinity of MoS$_2$ in the samples PXCo2, PXCo3 and PXCo4 after HDS are in good agreement with the XRD result obtained by Felix Niefind. The rotational average profiles did not vary significantly for PXCo4 and PXCo6 both before and after HDS, which are further verified in the XRD analysis.
Figure 3.12 Contrast inverted SAED patterns (a quarter of the pattern is shown) and the resultant rotational average profiles obtained from the typical MoS$_2$ aggregates for samples PXCo2, PXCo3, PXCo4, PXCo6 both before and after the HDS reaction. The small noise-like spikes in the rotational average profiles of PXCo4 and PXCo6 are created by stray X-ray intensity (point blemish). (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)
Figure 3.12 (Continued). Contrast inverted SAED patterns (a quarter of the pattern is shown) and the resultant rotational average profiles obtained from the typical MoS₂ aggregates for samples PXCo2, PXCo3, PXCo4, PXCo6 both before and after the HDS reaction. The small noise-like spikes in the rotational average profiles of PXCo4 and PXCo6 are created by stray X-ray intensity (point blemish).

(Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)
Table 3.1 Comparison of the ratio of normalized intensities of the (100) and (103) reflections to that of the (002) reflection (the intensity of the (002) peak is used for normalization and set to unity) before and after the HDS reaction. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)

<table>
<thead>
<tr>
<th>Sample</th>
<th>MoS₂ hkl</th>
<th>Iₜot / Iₐ₀₂ before HDS</th>
<th>Iₜot / Iₐ₀₂ after HDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXCo₂</td>
<td>100</td>
<td>0.82</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>0.87</td>
<td>1.84</td>
</tr>
<tr>
<td>PXCo₃</td>
<td>100</td>
<td>0.67</td>
<td>4.54</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>0.63</td>
<td>2.87</td>
</tr>
<tr>
<td>PXCo₄</td>
<td>100</td>
<td>0.48</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>0.60</td>
<td>0.78</td>
</tr>
<tr>
<td>PXCo₆</td>
<td>100</td>
<td>0.66</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>0.67</td>
<td>0.50</td>
</tr>
</tbody>
</table>

The observation from the rotational average profiles is further supported by the histograms based on the HRTEM investigation (see Figure 3.13 and Figure 3.14) (calculated by Felix Niefind). For the samples PXCo₂ and PXCo₃, their stacking height did not vary a lot before and after HDS. On the other hand, the increased slab length after HDS, i.e. the lateral dimension of the MoS₂ basal planes, could result in a higher ordering of the (100) and (103) planes. As a result, the intensity of the (002) reflection from the rotational average profile is lower while those of (100), (103) are more prominent after HDS. The stacking degree of the sample PXCo₆ increased after HDS, while its slab length did not change significantly. Therefore, the (002) reflection of PXCo₆ can be still dominate in the rotational average profile after HDS. Hence PXCo₆ exhibits similar intensity distributions of the rotational average profiles before and after HDS. For the sample PXCo₄, the longer slab length evolved after HDS is the reason for an increase in the intensities of the (100) and (103) reflections. However, since the stacking height of PXCo₄ slightly reduced after HDS, according to the histogram, the strong intensity of the (002) reflection can be probably attributed to a dynamical excitement because of its proximity to the primary electron beam.
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Figure 3.13 Histograms of the stacking height of MoS$_2$ slabs of catalysts PXCo2, 3, 4 and 6 before and after HDS. Calculation performed by Felix Niefind. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)

Figure 3.14 Statistical analyses of the slab lengths of catalysts PXCo2, 3, 4 and 6 before and after HDS. Calculation performed by Felix Niefind. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)
3.3.4 Kinematical and Dynamical Simulation of Rotational Average Profiles of MoS$_2$ Phase before and after HDS

By conducting a simulation of the SAED ring patterns and their corresponding rotational average utilizing the JEMS program, there is a coincidence between the simulated profile and the experimental one before HDS reaction (cf. Figure 3.15(a), and (b)). The experimental SAED pattern of the MoS$_2$ clusters in sample PXCo2 before HDS (depicted in an inverted gray scale in Figure 3.15(a)) shows a fair match with the simulated pattern (Figure 3.15(b)). The intensity difference between the 100 and 103 reflections might be attributed to the residual background in the experimental pattern. Furthermore, the unresolved 105 reflection as marked out in the experimental pattern can be hidden from the diffuse background in the circular region between the 103 and 008 reflections. The background can stem from two factors:

1. The influence from the strong primary beam, therefore the 100 reflection is more excited than 103 due to its proximity to the transmitted beam;

2. The contributions of some amorphous phases inside the examined area of the SAED study, e.g. amorphous Mo-S derived from the PX precursor, or amorphous Co sulfide promoter, might result in the broadened and diffuse background.

A more clear and quantitative investigation is achieved by comparing the rotational average profile from the experimental data (red curve in Figure 3.15(c) and (d)) and the simulated data (black curve in Figure 3.15(c)). The unresolved peaks such as 105 and 118 are shown as shoulders beside the main peaks. It is probably because the background subtracting Matlab program does not take into account the second factor which causes a diffuse background in the SAED pattern, i.e. the contributions from the amorphous components.\textsuperscript{38}

Despite of the residual background, the rotational average profile of the experimental diffraction pattern before HDS reaction is quite close to the intensity profile from a kinematic calculation based on randomly dispersed MoS$_2$ crystallites for X-ray diffraction (blue profile in Figure 3.15(c)). It should be noted that the integrated intensity of the electron diffraction and that of the X-ray diffraction cannot be compared directly. Nonetheless, the integrated intensity distribution of the simulated ring pattern can be considered as an approximation close to the kinematical diffraction condition in XRD, since the simulation is carried out by following the Debye assumption\textsuperscript{109}, i.e. by constructing a structure model of a finite spherical MoS$_2$ crystal with a dimension of 10×10×10 unit cells in x, y and z direction respectively. Within these dimensions the electron beam can be considered to be interacted with the sample material similar as X-ray, i.e. neglecting the multiple scattering and thus fulfilling kinematic diffraction condition. Therefore the simulated electron diffraction and its corresponding rotational average profile are comparable to that derived from the kinematic calculation.

After HDS the intensity distribution of the rotational average profile for PXCo2 are more similar to the intensity profile of dynamic approximation (see Figure 3.15(d)). The dynamic approximated profile is calculated based on an infinite crystal of MoS$_2$ and includes the Blackmann correction\textsuperscript{110} for dynamic scattering condition.
Moreover, the decrease of the 002 peak after HDS can be explained in terms of the difference between the dynamical and kinematical theory. The ratio of the dynamical to the kinematical integrated intensities of a powder sample has been obtained by Blackmann as described in the following equation:\(^{111}\):

\[
\frac{I_{\text{dyn}}}{I_{\text{kin}}} = \exp(-2BH^2)A_H^{-1}\int_0^\infty J_0(2x)dx
\]

\[
A_H = 2.09 \times 10^{-2} D \left| V_{0H} \right| \exp (-BH^2)
\]

where subscripts T and 0 refer to the temperature T and to absolute zero, respectively. D is the size of the mosaic blocks or the dynamical crystal size in the direction of the beam, \( V_{0H} \) is the Fourier coefficient of the crystal potential and \( J_0 \) is the zero-order Bessel function. The most important factor in this function is \( \exp(-2BH^2) \), i.e. the Debye-Waller factor, and B represents the relative vibrational motion of different parts of the sample structure. An ordered bulk crystal has smaller B value while amorphous or nanosized structures exhibit larger B value.\(^{111}\) Thus this equation explains why the reflections (especially the 002 reflection in MoS\(_2\)) originated from a finite nanocrystal model (before HDS) has higher intensities as compared to that based on an infinite crystal (after HDS).

With the aid of diffraction pattern simulation, the comparison of the rotational average profiles of the PXCo2 sample before and after HDS implies that the MoS\(_2\) slabs developed into aggregates more close to randomly distributed bulk material after HDS, while the samples before HDS represent mostly nanosized structure.
Figure 3.15 (a) Experimental SAED pattern (contrast inverted) of an aggregate of MoS$_2$ phase in sample PXCo2 before HDS. (b) Simulated SAED pattern before HDS in comparison with (a). (c) Before HDS: Experimental rotational average profile (red curve) extracted from the SAED pattern in (a) in comparison with the simulated rotational average profile (black dotted curve) as well as the intensity profile (blue columns) calculated based on kinematic scattering theory. (d) After HDS: experimental rotational average profile (orange curve) compared with the intensity profile (green columns) calculated based on dynamic scattering theory.

3.3.5 HRTEM Study of MoS$_2$ / Co$_9$S$_8$ Interface

An extreme case of a PXCo sample (before HDS) with the smallest selectivity ratio ($S_{HYD}/S_{DDS} = 0.25$) as well as the lowest conversion rate (26%) is studied via HRTEM investigation. The highly crystalline MoS$_2$ layers with large stacking degree observed under HRTEM (not shown) evident the low conversion rate, due to the lack of catalytically active sites on the edge location of the MoS$_2$ slabs. On the other hand, the possible reason for the low selectivity of this sample is explored. The interface is shown in Figure 3.16, and a structure model of MoS$_2$ is inserted. The bright contrast on the basal plane of MoS$_2$ arising
from the molybdenum atoms, while the chevrons are due to the inner molybdenum single layer and the outer S layer on both sides. The promoter effect is believed to be achieved by a bonding between the Mo atom and the Co atom, i.e. the Co-Mo-S phase model. Remos et al. showed a structure model for the interface between MoS$_2$ / Co$_9$S$_8$ where the Co-Mo bonding can be formed when the basal planes of MoS$_2$ is perpendicular to the Co sulfide. However in the geometry depicted in Figure 3.16, the basal plane is attached parallel to the bulk Co$_9$S$_8$, and the sulfur terminated plane hinders the formation of Co-Mo bonds. Nevertheless, this sample shows more preference to the DDS pathway, implying that the promoter effect is quite pronounced. Further verification by building up the interface model and computer simulation is of high interests in order to develop a valid model to explain the promoter effect observed here.

Figure 3.16 Wiener filtered HRTEM micrograph of the MoS$_2$ / Co$_9$S$_8$ interface of a PXCo sample with the lowest selectivity ratio and conversion rate. The upper left inset depicts the region at a lower magnification, where the red box indicates the origin of the enlarged micrograph. The two lower right insets are computer simulation micrographs of the Co$_9$S$_8$ phase. The simulation is obtained with a defocus value of 40 nm and a sample thickness of 7.29 nm.
3.3.6 Summary and Discussion

i. Effect of synthesis parameter:
   In terms of morphology and structural properties of the catalysts, H₂/N₂ treatment
   generates more regular stacked slabs and less pronounced turbostratic disorder
   (sample PXCo1, 2, and 3) than observed for the samples prepared in N₂ (sample
   PXCo4, 5, and 6). The general structural features are observed in XRD, but are even
   better evidenced by the TEM micrographs.

ii. Influences of HDS reaction:
   The HDS reaction leads to a larger stacking degree of the MoS₂ slabs in the catalysts
   obtained in H₂/N₂, while the samples prepared in N₂ are less affected as shown in
   Figure 3.10. After HDS a redistribution of Co species and therefore a better promoting effect of
   MoS₂ in the sample decomposed in H₂/N₂ are observed. The XRD and TEM results
   confirm the existence of Co₃S₄ and Co₉S₈ in the H₂/N₂ samples before HDS, which are
   absent in the XRD data of the H₂/N₂ catalysts after the HDS; only by TEM
   investigation nanosized crystals of unidentifiable Co sulfide phases can be revealed.
   The better promoter effect explains the high selectivity of the H₂/N₂ catalysts to the
   DDS route.
   For the catalysts obtained in N₂, XRD results indicate that the Co-poor CoS
   transformed into the more bulky aggregations of Co₉S₈ as evidenced in the HRTEM
   images as well (Figure 3.11). The redistribution of the Co species after HDS is less
   pronounced in the N₂ sample, thus less preference to the DDS pathway.

iii. Promoter effect:
   Whether the Co is really doped on the edges of MoS₂ lattice could not be resolved
   within the aid of conventional TEM methods. Given to the observation that Co
   sulfides in the H₂/N₂ catalysts redistribute into nano particles during the HDS reaction,
   it is reasonable to rule out that the contact synergy (remote control) model as
   a relevant explanation of Co promoting MoS₂.
   Still the better Co promotion effect results in the very low HYD/DDS ratio near 0.3
   (Table 3.2) for the H₂/N₂ sample. While the high HYD/DDS ratio of the N₂
   synthesized catalysts may be due to a less good dispersion of Co or the presence of a
   CoS₈ species that could not be detected in the X-ray powder patterns, which can only
   detected by EDX spectroscopy in TEM measurements; Regions of high Co contents
   were observed without any visible Co containing crystalline particles.

iv. Catalytic activity of the as prepared sample:
   The sample PXCo6 obtained at the highest temperature in N₂ outperforms all other
   catalysts. The reason is evidenced by HRTEM images (Figure 3.10) that smaller
   MoS₂ slabs with lower stacking are present in this sample as compared to the catalysts
   prepared in H₂/N₂.
   The decomposition temperature plays a crucial role in the H₂/N₂ samples. PXCo2
   exhibits the highest catalytic activity while the other two decomposed at lower and
higher temperatures are less active. This may be rationalized by the assumption that at low temperature an optimal dispersion is not achieved, while higher temperature leads a segregation of Co sulfide species.

In addition, the carbon content which can be referred from elemental analysis before the HDS reaction is on average higher for the samples synthesized in H₂/N₂. These C containing residues may block catalytically active sites.

To verify the catalytic activity of the as prepared samples, a short comparison with literature data is summarized in Table 3.2. The selectivity, however, varied in a range from 0.35 for the CoMo-H (lowest carbon content), and 0.57 for CoMo-C₄ (medium carbon content), and to a very large 1.5 for the unpromoted MoS₂. This drastic variation of the selectivity can be ascribed to the promoter effect of Co. Regarding the conversion rates and activities the as prepared catalysts in this study can be classified as highly catalytic active.

v. Quantitative study via TEM:

By quantification of the rotational average from the SAED patterns a general observation can be made. The comparison of the rotational average profile with the simulated one as well as the kinematical and dynamical calculated intensity profiles enables to interpret valuable information about the crystallinity and microstructural arrangement of the MoS₂ phase inside the sample before and after. It is validated by the observation via HRTEM and by the XRD result.

Further computer simulation of the HRTEM micrograph of the interface between MoS₂ and Co sulfide can provide atomic insight into the promoter effect.

Table 3.2 Results of the catalytic measurements; selectivity, rate constant and conversion rate. (Reprinted from ref. 60, Copyright (2015), with permission from Elsevier.)

<table>
<thead>
<tr>
<th>Sample</th>
<th>HYD/DDS</th>
<th>k (mol s⁻¹ g⁻¹)</th>
<th>Conversion / %</th>
<th>Surface area / m² g⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>PXCo₂</td>
<td>0.29</td>
<td>1.59 × 10⁻⁶</td>
<td>40</td>
<td>11.7</td>
</tr>
<tr>
<td>PXCo₆</td>
<td>0.84</td>
<td>1.79 × 10⁻⁶</td>
<td>42</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Comparison with literature

<table>
<thead>
<tr>
<th>Sample</th>
<th>Conversion / %</th>
<th>Surface area / m² g⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS₂</td>
<td>1.5</td>
<td>0.17×10⁻⁶</td>
</tr>
<tr>
<td>Co-MoS₂</td>
<td>0.6</td>
<td>0.76×10⁻⁶</td>
</tr>
<tr>
<td>Co/C₄-MoS₂</td>
<td>0.1</td>
<td>0.20×10⁻⁶</td>
</tr>
<tr>
<td>CoMo-H</td>
<td>0.35</td>
<td>0.94×10⁻⁶</td>
</tr>
<tr>
<td>CoMo-C₄</td>
<td>0.57</td>
<td>1.73×10⁻⁶</td>
</tr>
</tbody>
</table>
3.4 EELS Study of MoS$_2$/Carbon Composite (MoS$_x$C$_y$)

As electrode material in lithium ion batteries, MoS$_2$ is considered to be a promising candidate. Several composites of MoS$_2$-like nanoslabs and carbon of unknown species (noted as C) with enhanced catalytic activity and energy storage characteristics were obtained. The properties of MoS$_x$C$_y$ strongly depend on the bonding states of carbon in the composite, e.g. Graphitic carbon, i.e. sp$^2$-hybridized carbon, would possibly enhance the conductivity favoring for battery materials whereas carbide-like carbon can accommodate active sites for catalytic reactions. In this section, the nature of the carbon species incorporated into the MoS$_2$ composites is investigated by EELS, and is compared with reference samples of carbides and graphite.

3.4.1 EELS Study of MoS$_2$/Carbon Composite Samples

HRTEM and EELS investigations were carried out on the Bu$_4$ATM samples synthesized at different temperatures (cf. Figure 3.17). The synthesis temperature has a pronounced influence on the microstructures of the as-formed MoS$_2$ slabs. For the sample decomposed at 350 °C, the HRTEM micrograph (cf. Figure 3.17(a)) reveals an agglomeration of mostly disordered single slabs of MoS$_2$, while the sample obtained at higher temperature (750 °C) exhibits more ordered slabs with higher stacking degree and longer length (cf. Figure 3.17(c)). Moreover, the EEL spectra from the 350 °C sample are different from the 750 °C sample: The carbon K edges are more smooth and featureless (cf. Figure 3.17(b)). Furthermore, the spectra exhibit a $\pi^*$ peak (287.1~289.3 eV), and a broadened $\sigma^*$ peak with only one discernible maximum (297.1~301.1 eV) (cf. Figure 3.20 for the average peak position).

On the other hand, more features are present in the $\sigma^*$ peak fine structure of the 750 °C sample (cf. arrows in Figure 3.17(d)), which indicates a more crystalline structure. This observation is further proved by HRTEM study (Figure 3.17(c)). The positions (cf. Figure 3.17(d), positions 2 and 4) showing more smooth EEL spectra can originate from: (1) less crystalline regions due to the inhomogeneous sample; (2) enhanced thicknesses leading to an incomplete deconvolution to remove the plural scattering effects; (3) locations amorphized by high energy electron beam. Nevertheless, the locations of the $\pi^*$ peak (286.1~287.1 eV) are all shifted to lower energy with respect to the 350 °C sample, indicating in the 750 °C sample a carbon bonding similar to the conducting phase of carbon, i.e. graphite.

The differences of the EEL spectra present in the same sample have been discussed in Section 3.1.3. Despite of the discrepancies, the determining factor of the EEL spectra should be the positions of the characteristic peaks, especially for the $\pi^*$ peak on the onset of C-K edge. From Figure 3.17(b) and (d), there is a consistency of the $\pi^*$ peak position in the same sample.
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Figure 3.17 Comparison of morphology and EEL spectra for sample Bu₄ATM_350 °C and Bu₄ATM_750 °C. a) HRTEM micrograph of sample Bu₄ATM_350 °C showing disordered and mostly single slabs of MoS₂. b) EEL spectra of the carbon K edge of sample Bu₄ATM_350 °C from different positions of the sample. The arrows mark out the peak maxima in the region of π* and σ* peak. c) HRTEM micrograph of sample Bu₄ATM_750 °C. A more crystalline MoS₂ is obtained at higher synthesize temperature. d) Carbon K edge EEL spectra of sample Bu₄ATM_750 °C from different positions of the sample. Some fine structure features are marked out with arrows as visual guidelines. Scale bar is 10 nm.

The other MoS₂ composite Me₄ATM_750 °C derived from a shorter carbon chain precursor shows a fullerene-like microstructure (see HRTEM micrograph in Figure 3.18(a)). The higher stacking degree and crystallinity than Bu₄ATM_350 °C sample can be due to the higher decomposition temperature and less incorporated carbon. Accordingly, the EEL spectra exhibit more features than the Bu₄ATM_350 °C and Bu₄ATM_750 °C samples (Figure 3.18(b)). There is a bump, i.e. an unresolved peak, around 290 eV in the spectra. Due
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to the similarity between the microstructures of this sample and carbon fullerite (C$_{60}$), this additional feature can be analogue with the EEL spectrum of carbon fullerite.$^{19}$ The average position of the $\pi^*$ peak is around 287.0 eV (cf. Figure 3.20), which is shifted to lower energy as compared to sample Bu$_4$ATM$_350$ °C, suggesting a carbon bonding state resembling graphite.

![Figure 3.18](image_url) (a) HRTEM micrograph of sample Me$_4$ATM$_750$ °C. The characteristic MoS$_2$ slabs are more ordered and with higher stacking degree. All regions observed in the composite sample exhibit semi-hollow onion-like fullerene morphology of the slab structures. Scale bar is 10 nm. (b) EEL spectra of the carbon K edge of sample Me$_4$ATM$_750$ °C from four different positions. Arrows point out the pronounced peaks on the edge.

### 3.4.2 EEL Spectra of Reference Samples: Graphite and Carbides

Studies on three types of reference samples: graphite, MoC and Mo$_2$C are carried out to provide more insight into the possible carbon bonding states existing in different carbon compounds. Three representative EEL spectra are shown in Figure 3.19. The spectra of MoC and Mo$_2$C display two main peaks at the same energy loss: $\pi^*$ peak (P1): 288.6 eV, and $\sigma^*$ peak (P2): 299.2–300.3 eV. The slight curvature present in the near edge region (305–320 eV) in the Peak 2 of Mo$_2$C might be due to a different coordination number of the carbon atoms surrounded by molybdenum atoms as compared to MoC. For graphite, the $\pi^*$ peak (P1) is at 286.1 eV and $\sigma^*$ peak (P2) at 295.6 eV. The peak positions of the graphite and carbides are quite distinct, which can serve as criteria to differentiate between graphitic and carbide-like carbon by examining the experimental EEL spectra from unknown samples.
3.4.3 Comparison of MoS$_2$ / Carbon Composites with References

The average positions of the characteristic peaks in the carbon K-edge are calculated and are shown in Table 3.3 and Table 3.4 together with selected literature values. A plot based on the calculation is shown in Figure 3.20. The two characteristic peaks of all the as prepared samples are within the range of graphite and molybdenum carbide, suggesting a mixture of both graphitic and carbide-like carbon species. Moreover, the samples Bu$_4$ATM$_750$ °C and Me$_4$ATM$_750$ °C synthesized at higher temperature have a π* peak located more close to the graphite reference sample. This finding is consistent with the observation that the π* peaks are shifted to lower energy loss, indicating a similar phase to graphite, i.e. the predominate carbon bonding state within the sample is sp$^2$-bonded. Therefore, higher decomposition temperature can probably promote better crystallinity, as demonstrated in HRTEM micrographs, more ordered graphitic carbon phase inside the composite. On the other hand, the sample Bu$_4$ATM$_350$ °C shows a π* peak position closer to the carbide reference. The reasons can be the higher carbon content and lower decomposition temperature, which lead to a more carbide-like or disordered carbon bonding within the sample.

Figure 3.19 A comparison of EEL spectra of reference samples. Black curve: MoC, red curve: Mo$_2$C, and blue curve: graphite. The two main peaks (π* (Peak 1) and σ* (Peak 2)) are marked out with arrows and their exact values of energy loss are shown. The spectrum from graphite is completely different from the carbide samples.
**Figure 3.20** Comparison of the peak positions determined from the EEL spectra of the as prepared MoS$_2$/carbon composite samples with graphite and molybdenum carbide references. Each value of the peak position is an average from 3~7 different positions in the sample. The corresponding error bar is determined together with the average value of each peak. Both samples decomposed at 750 °C are more close to the graphite reference. The sample Bu$_4$ATM$_3$50 °C with more carbon content and prepared at lower temperature contain more carbide-like or amorphous carbon, and the characteristic peaks are located more close to the range of the molybdenum carbide.

**Table 3.3** Peak positions determined from the EEL spectra of the reference samples and literature values of the carbon K-edge in terms of different carbon compounds and bonding states.

<table>
<thead>
<tr>
<th>Graphite</th>
<th>Mo Carbide</th>
<th>Literature value$^{39}$ (eV)</th>
<th>XPS binding energy$^{124}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positions</td>
<td>Peak 1 (eV)</td>
<td>Peak 2 (eV)</td>
<td>Samples</td>
</tr>
<tr>
<td>1</td>
<td>286.1</td>
<td>293.8</td>
<td>MoC</td>
</tr>
<tr>
<td>2</td>
<td>294.7</td>
<td></td>
<td>Mo$_2$C</td>
</tr>
<tr>
<td>C=C σ*</td>
<td>Graphite</td>
<td>C adsorbed on MoS₂ unsaturated site:</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>--------------------------------------</td>
<td></td>
</tr>
<tr>
<td>~300</td>
<td>284.3-284.6</td>
<td>285.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4 Average peak positions calculated from the EEL spectra of different positions of the three as prepared samples.

<table>
<thead>
<tr>
<th>Positions</th>
<th>Peak 1 (eV)</th>
<th>Peak 2 (eV)</th>
<th>Peak 1 (eV)</th>
<th>Peak 2 (eV)</th>
<th>Peak 1 (eV)</th>
<th>Peak 2 (eV)</th>
<th>Peak 2 (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>286.6</td>
<td>298.2</td>
<td>Average</td>
<td>286.4</td>
<td>295.6</td>
<td>Average</td>
<td>288.4</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.25</td>
<td>1.90</td>
<td>Standard deviation</td>
<td>0</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.5 Summary: MoS$_2$-based Catalysts

For the MoS$_x$C$_y$P$_z$ composite, IFFT calculations based on the HRTEM study clearly visualized the expanded slab distances in the 250 °C sample in real space, and together with other analytic methods an intercalation of phosphorus and carbon containing organic species in between the MoS$_2$ slabs is confirmed. In situ electron beam irradiation shows the instability of the intercalated molecules and decreasing distances of adjacent slabs. Incorporation of different carbon species into the MoS$_2$ catalyst can lead to a modification of the photocatalytic activity.$^9,10$ EELS studies on the carbon edges suggest an ordered and graphitic (i.e. sp$^2$ dominated) carbon species within the 250 °C sample, the origin of which is suggested by NMR and IR showing the π bonding on the phenyl groups incorporated in MoS$_2$. The intercalation of graphitic carbon inside the 250 °C sample and the nanoslabs with more active sites in the 350 °C sample are considered to be responsible for their higher photocatalytic activities as compared to bulk MoS$_2$.

For the amorphous MoS$_2$ (PX) sample, the in situ electron beam irradiation and in situ thermal annealing inside TEM both lead to an increased crystallinity upon irradiation/heating. Yet the statistic studies via HRTEM images comparing the size distribution of the MoS$_2$ slabs reveal different crystallization mechanisms of the two pathways. In situ electron beam irradiation results in an anisotropic size distribution due to the highly localized heat confinement, while in situ thermal annealing produces more uniform crystallites due to better thermal equilibrium achieved via the carbon grid. Ex situ heating experiment confirms the in situ observation. The inherent coordinatively unsaturated sites inside the amorphous MoS$_2$ (PX) sample accounts for the high photocatalytic activity.

For the PXCo sample, HRTEM imaging close to atomic resolution allows structural analyses on MoS$_2$ layers and cobalt promoter particle. Quantitative analyses and computer simulation of the rotational average profiles shows a good agreement with the statistic histogram results. Especially the kinematic and dynamic simulation of the SAED pattern reveals quantitatively the evolution of crystallinity and microstructural arrangement of the MoS$_2$ phase under HDS reaction.

For the MoS$_x$C$_y$ composite, EELS analyses prove a mixture of graphitic and carbide-like carbons inside the three samples. By comparing with reference samples of carbides and graphite, higher temperature ensures composite with higher crystallinity and more graphitic feature, while lower temperature promotes more carbide-like feature with poor crystallinity. The results suggest that better synthesis parameters should be adjusted to result in higher purities of the graphitic or carbide-like carbon content, in order to enhance the performances of MoS$_x$C$_y$ as an electrode material or a catalyst.
4 MoO$_3$ and SnO$_2$ based Micro-/Nano-Sensors

Micro-/Nano-particle-based semiconductor devices can drastically reduce the dimension of the devices. In this chapter the structural analysis of MoO$_3$ and SnO$_2$ micro-/nano-belts based composite particles is carried out. Furthermore, the influence of \textit{in situ} and \textit{ex situ} thermal annealing to the structure and properties of the SnO$_2$ composite sample is introduced. Additionally, the sensor performance is briefly discussed with regard to the corresponding microstructures.

4.1 MoO$_3$ Micro-/Nano-Rods

Quasi 1D structure has unique properties due to its large surface to volume ratio, which accommodates a high percentage of surface atoms. Consequently, its Debye length is comparable to the lateral dimensions. Therefore the conductivity of the quasi-1D structure is strongly dependent on surface reactions.\cite{16} Using TEM to investigate the nature of the surface sites of the quasi 1D structure can provide fundamental insights into the atomic and structural origin of surface reactions, thus better understanding the structure-property correlation of the micro-/nano-devices. In this section, the MoO$_3$ quasi 1D nano-/micro-rod samples are studied by applying high resolution TEM investigation.

4.1.1 Structural and Chemical Investigation via TEM

The MoO$_3$ particles obtained at 670 °C feature nano-/micro-rods or belts with a high aspect ratio which is revealed by TEM investigations. The length is several micrometers and width 100–200 nm (see \textbf{Figure 4.1}(a)). The crystallinity is examined by SAED (cf. inset displays the [100] zone axis of MoO$_3$ (space group: Pbnm)). A preferential crystal growth direction along the $c$-axis of MoO$_3$ is indicated by the FFT from the HRTEM micrograph (inset in \textbf{Figure 4.1}(b)). Furthermore, several EDX elemental investigations performed at various positions on the sample grid shows a marginal deviation from the stoichiometry ratio of Mo : O = 1 : 3. This deviation could be due to the oxygen vacancies generated via a reduction process induced by electron beam irradiation.\cite{122,123}

For the sample prepared at 800 °C, the TEM micrograph revealed a similar morphology as the sample obtained at 670 °C (see \textbf{Figure 4.1}(c)). The SAED pattern exhibits strong dynamic excitation of kinematically forbidden reflections. This phenomenon originates from the enhanced thickness of the nanorod and consequently more pronounced multiple scattering effects. Moreover, the preferential growth direction of the MoO$_3$ crystal is determined to be along the $c$ direction (\textbf{Figure 4.1}(d)), which is in agreement with other studies.\cite{124,125,126} In addition, splitting of Bragg reflections perpendicular to the $c^*$ direction is detected in both of the SAED and FFT patterns. Such observation can be due to the formation of planar defects\cite{122}, crystallographic shear planes\cite{122} and stacking faults\cite{127}. The first two types of defects are considered to be formed due to electron-beam induced phase transformation of MoO$_3$.\cite{122}
Figure 4.1 (a) TEM micrographs of a typical MoO$_3$ nanorod prepared at 670 °C. The inset shows the SAED pattern (zone axis: [100]) from the circled region. (b) HRTEM image from the same spot marked in (a) and the corresponding FFT in the inset calculated from the square marked part. The growth direction of the nanorod is indicated, and the d-spacings of the (001) (0.37 nm | literature value$^{128}$: 0.370 nm) and (020) (0.69 nm | literature value$^{128}$: 0.693 nm) planes are specified. (c) TEM micrograph of a MoO$_3$ nanorod prepared at 800 °C. The inset presents a SAED pattern (zone axis: [110]) taken from the circled region. (d) HRTEM micrograph from the same position circled out in (c) and the corresponding FFT in the inset. The d-spacings of the (001) (0.39 nm | literature value$^{128}$: 0.370 nm) and (-1 1 0) (0.38 nm | literature value$^{128}$: 0.381 nm) planes are shown. (Adapted with permission from ref. 91. Copyright (2014) American Chemical Society.)

Except for the nanorods with a growth direction along the c-axis, in rare cases a few MoO$_3$ nanorods can grow along the a-axis for both synthesis temperatures (see Figure 4.2). Nonetheless, the c-axis growth direction is preferred according to a statistic evaluation of the TEM observations. This finding agrees with previous study$^{129}$ as well as the surface energy
As the surface energy of the (001) plane is the lowest, the MoO$_3$ nanowires preferentially grow along the $c$-axis instead of other directions such as the $a$-axis.\textsuperscript{130}

![Figure 4.2](image)

**Figure 4.2** (a) TEM bright-field image of a MoO$_3$ nanoribbon synthesized at 670 °C with the inset of the corresponding SAED pattern. (b) HRTEM micrograph recorded on the edge of the same region in (a). The inset shows an FFT indicating a growth direction along the $a$-axis. (c) TEM micrographs of a MoO$_3$ synthesized at 800 °C with the inset of an SAED pattern. (d) HRTEM micrograph acquired from the same region in (c) and the FFT in the inset indicating the growth direction along the $a$-axis. (Adapted with permission from ref. 91. Copyright (2014) American Chemical Society.)

### 4.1.2 Sensor Response

The characterization of sensor response is performed by Dr. Oleg Lupan, which demonstrates a single MoO$_3$ nanorod based sensor exhibits a superior response to ethanol vapor.\textsuperscript{91} Here are few comments on the structure-property correlation of this nano sensor.
Firstly, two models are proposed to explain the conductance increase of the MoO₃ sensing nanorod upon its exposure to ethanol vapor:\textsuperscript{131}

(1) Adsorption of ethanol molecules onto the surface. Subsequently, the molecule donates an electron to the nanorod:

\[
C_2H_5OH \rightarrow C_2H_5OH_{(ads)} \rightarrow C_2H_5OH^+_{(ads)} + e^- \quad \text{fast}
\]

(2) A catalytic reaction between MoO₃ and ethanol. The oxygen which is incorporated within the lattice (i.e. lattice oxygen) oxidizes ethanol, during which oxygen vacancy and free electrons are produced on the nanorod. Consequently, MoO₃ is reduced to lower valence molybdenum ions:

\[
C_2H_5OH + O_s \rightarrow CH_3CHO + H_2O + V_o^{2+} + 2e^- \quad \text{slow}
\]

In the equations above, the subscripts \((ads)\) and \((s)\) denote to an adsorbed molecule or a surface site, respectively. The reaction proposed in the first model is a fast process compared to the second model. Therefore, reaction (1) is responsible for the short response time of the nanosensor. In reaction (2), the oxygen vacancy and partially reduced Mo ion can be re-oxidized to the initial state. This semi-reversible process accounts for the recovering ability of the sensor after the ethanol vapor stimuli are turned off.

Furthermore, the surface morphology and crystal structure of the MoO₃ nanorod layer have to be taken into account to understand the reaction mechanism of the sensor behavior. The crystalline MoO₃ is considerably defective as disclosed by HRTEM imagining (Figure 4.1(b), Figure 4.2(b) and (d)). The defects can provide a fair amount of active sites for the absorption of the gas molecule and for the catalytic oxidation process. Unlike other n-type semiconductor gas sensors, e.g. SnO₂ or ZnO, where the oxidation process is facilitated by the surface chemisorbed oxygen, MoO₃ is able to oxidize the gas molecule via its own lattice oxygen.\textsuperscript{131,132,133} This difference stems from its structure: the orthorhombic MoO₃ is prone to forming crystallographic shear planes (cf. Figure 4.1), which can be facilitated by removing lattice oxygen at the surface.\textsuperscript{122} Consequently, the consumption of lattice oxygen during the catalytic oxidation process with ethanol gas is favored by the structural rearrangement of MoO₃.\textsuperscript{131}

Moreover, the overall sensor performance of the MoO₃ nanorod towards different gases is highly dependent on the thickness of the nanorod.\textsuperscript{91} The sensor response of the thinner nanorod (150 nm) is higher than that of the thicker one (200 nm), because as dimension decreases, the surface-to-volume ratio increases, and the influence of the surface reaction to the conductivity of the nanorod is enhanced.
4.2 SnO₂ / Ga₂O₃ / GaN:Oₓ Composite

In comparison to single component nanosensors, hybrid nano-composite based devices can exhibit superior performances due to synergistic effect. In this section, a hybrid core-shell nano-/micro-composite based on quasi 1D nanobelts of SnO₂ is introduced. The SnO₂ nanobelt is grown via the FTS method. The outer shell of the nanobelt is composed of gallium compounds deposited by radio frequency (RF) magnetron sputtering approach. The results of TEM structural analysis of the hybrid composite are discussed. The evolution of the structural and chemical properties upon thermal annealing is further studied ex situ in ambient atmosphere and in situ in TEM, subsequently, the results are compared accordingly.

4.2.1 As Prepared Sample

The TEM micrograph of the as prepared hybrid nanostructure is demonstrated in Figure 4.3(a). The nanobelt adopts a structure of SnO₂ (core) / GaN:Oₓ (shell) / β-Ga₂O₃ (shell) as it is further substantiated by chemical analyses via EDX (cf. inset of Figure 4.3(a)). The enhanced shell thickness on one side originates from the shadowing effect introduced by sputtering, which is evident by the EFTEM elemental mapping (Figure 4.3(b)). The poorly crystalline nature of the shell is confirmed via SAED investigation (Figure 4.3(c)). Four Bragg intensities can be assigned to the lattice planes of β-Ga₂O₃ (space group: C12/m1). Besides, the brightest and broad ring with the largest d-values includes 6 strongest reflections from β-Ga₂O₃, i.e. (111), (-311), (002), (-401), (400) and (401) reflections. The findings suggest a presence of a poorly crystalline β-Ga₂O₃ phase. The GaN:Oₓ phase is believed to be an amorphous gallium oxynitride, i.e. GaN incorporated with extra oxygen. The x value is determined to be ~1.27 before annealing (see Figure 4.3(a), inset), and it can be influenced by an annealing process in air to the composite (see Section 4.2.2). The existence of GaN:Oₓ is evident by the stoichiometry ratio calculated from EDX data and by EFTEM elemental mapping as well. The two components of the shell GaN:Oₓ and β-Ga₂O₃ are believed to be uniformly mixed, i.e. a lateral superposition of these two phases, as no clear interface between them has been observed via HRTEM imaging inside the shell (cf. Figure 4.4).

Additionally, the hardly crystalline nature of the shell is further evidenced by HRTEM micrograph (Figure 4.4). The interface of the core and the shell region gives an enhanced view of the highly crystalline SnO₂ core covered with a thin outer layer (~10 nm) of Ga₂O₃/GaN:Oₓ. The single crystallinity of the SnO₂ core is revealed in the FFT pattern in Figure 4.4(d), which is indexed to be along the [110] zone axis of SnO₂ (space group: P4₂/mnm).
Figure 4.3 (a) TEM micrograph of an as prepared single core-shell nanobelt. Inset: the corresponding elemental composition of the whole nanobelt confirmed via EDX study. (b) EFTEM elemental maps from the region which is marked with a red square, indicating an incorporation of the Ga, O and N in the shell. (c) SAED pattern recorded from the shell region of the nanobelt marked with a blue circle in (a). (d) SAED pattern from the SnO₂ core region marked with a yellow circle in (a). Scale bar is 0.2 µm.
4.2.2  *Ex situ* Annealing on As Prepared Sample

In order to explore possible methods to improve the crystallinity of the shell in the composite nanobelt, several annealing processes are applied. Firstly, an *ex situ* thermal annealing process was conducted on as prepared core-shell nanobelts in air at 700 °C for 90 min by Dr. Oleg Lupan. The annealed composite nanobelt remains the core-shell hybrid structure (**Figure 4.5(a)**). HRTEM imaging on the outer shell revealed the polycrystalline nature (see **Figure 4.5(b)**). One of the nanocrystallites around ~10 nm was imaged along the zone axis [010] of β-Ga$_2$O$_3$. The enlarged region exhibits lattice fringes of the (200) plane of β-Ga$_2$O$_3$ (**Figure 4.5(b')**). The d-values determined from the FFT pattern (**Figure 4.5(b'')) agree well with β-Ga$_2$O$_3$ (literature$^{135}$ and experimental d-values: $d_{(200)} = 0.594$ nm|0.60 nm, $d_{(201)} = 0.367$ nm|0.37 nm). Indeed, the crystallinity of the shell improved after *ex situ* annealing as indicated from the SAED pattern in **Figure 4.5(c)**: The number of the reflection rings increased. All the Bragg intensities can be assigned to β-Ga$_2$O$_3$ as marked out with red arcs. However, the GaN:O$_x$ phase remains amorphous since high temperature and high pressure is required for producing crystalline GaN:O$_x$.$^{136,137}$ As compared to the GaN:O$_x$ phase before
annealing, it has higher content of oxygen incorporation, i.e. \( x = 2.9 \) as calculated from the EDX result shown in Figure 4.5(a). Yet the excessive oxygen content should include contributions from chemisorbed (-OH) group on the shell and surface oxygen on SnO\(_2\)\(^{138}\), therefore the charge balance criterion is not the only explanation to rationalize the extra oxygen. In addition, the oxygen can be partially contributed from the carbon grid due to an error of the manufacturer, which is just noticed during the last phase of this thesis. Furthermore, as the ring pattern shows no texture, it could be concluded the \( \beta \)-Ga\(_2\)O\(_3\) nanocrystals on the surface exhibit no preferential orientation to the SnO\(_2\) core. In addition, Figure 4.5(d) depicts the SAED pattern along the [2-10] zone axis of SnO\(_2\), signifying the unchanged single crystallinity of the SnO\(_2\) core after ex situ annealing.

Figure 4.5 (a) TEM micrograph of a core-shell nanobelt after ex situ annealing and the corresponding EDX elemental result from the whole nanorod in the inset. (b) HRTEM micrograph of a region of the shell. (b') Enlarged HRTEM micrograph from the area marked with a yellow square in (b). The (200) plane of Ga\(_2\)O\(_3\) and its d-spacing are indicated. (b'') Corresponding FFT pattern calculated from (b') indexed to be along the [0-10] zone axis of Ga\(_2\)O\(_3\). (c) SAED pattern from the shell region with a blue circle in (a). (d) SAED pattern from the SnO\(_2\) nanobelt side marked with a yellow circle in (a).
Furthermore, HAADF-STEM-EDX nanoprobe line scan investigation proves no clear separation between $\beta$-Ga$_2$O$_3$ and GaN:O$_x$ in the shell (see Figure 4.6). The plot in Figure 4.6(b) depicts the Ga, N and O elements following almost the same distribution profile on a line scan across a core-shell nanobelt. The oxygen profile (blue curve) exhibits an increase of the slope after ~70 nm as compared to the nitrogen profile (green curve). This phenomenon is due to the contribution from SnO$_2$ core. The thickness of the shell on the left side (30~70 nm region on the x-axis) is larger than the other (175~230 nm region on the x-axis), as it can be estimated by the lower contrast of the HAADF-STEM image (cf. the profile of image contrast shown in Figure 4.6(b): red curve). Accordingly, the signals of the light O and N elements are slightly suppressed on the thicker side due to an enhanced adsorption effect. Note that, the probe size of the electron beam in STEM mode is ~1 nm, therefore, the elemental profile over a nanobelt with a width of 200 nm can be clearly resolved. The superposition of the profiles is not due to the limitation from the lateral resolution of the microscope, but rather a superposition of the Ga$_2$O$_3$ and GaN:O$_x$ phases on the shell region of the nanobelt.

**Figure 4.6** (a) HAADF-STEM image of a core-shell nanobelt after ex situ annealing. The core with a higher contrast is the SnO$_2$ nanobelt. The shell exhibits a lower contrast due to its smaller thickness and porous structure. The red arrow indicates the position and the direction where the EDX nanoprobe line scan was conducted. (b) Line scan profiles of the electron counts detected by EDX and STEM-HAADF detector from the arrow indicated pathway in (a). The same orange arrow below the profiles denotes the progressing direction of the nanoprobe.

### 4.2.3 *In situ* Annealing inside TEM

A further *in situ* annealing experiment is carried out inside TEM to compare with the *ex situ* annealing. *In situ* experiment inside TEM will provide the possibility to better understand the dynamic progress for the enhanced crystallinity of the sample upon heating. The heating ramp is 20 °C/min. Starting from 700 °C, the temperature is held for 10 min both at 700 °C and 800 °C for a stable and comparable annealing with respect to the *ex situ* experiment.
The heating series are shown in Figure 4.7. The SAED patterns are recorded from the shell part of a nanocomposite belt at every 100 °C. At 300 °C, the region of interest is still poorly crystalline, as indicated by the faint and diffuse reflection. The strong Bragg intensities are produced by the single crystalline SnO$_2$ nanobelt due to its thermal drifting inside the SAED aperture during acquisition. Starting from 400 °C, the initial crystallization of the shell is detected. The strongest (111) reflection from β-Ga$_2$O$_3$ is present. Furthermore, the broad and bright circle with larger d-spacings between the (-401) and (111) reflections is the region with the four most intense reflections of β-Ga$_2$O$_3$, i.e. (111), (-3-11), (002), (-401). However, the crystallinity is still low and the d-spacings of those rings are too diffuse to be resolved. Hence, the innermost (-401) ring is marked with a dashed line. From 500 °C to 800 °C, more reflections appear, indicating an enhanced crystallinity of the shell. Upon annealing at 800 °C for 10 min, the SAED pattern evolves into a typical polycrystalline pattern with multiple rings assigned to β-Ga$_2$O$_3$. The reflections can also be assigned to a spinel type of gallium oxonitride, i.e. Ga$_3$O$_3$N$^{136}$. Since a high temperature and pressure condition is necessary to form crystalline gallium oxynitride,$^{136}$ it is highly unlikely to occur under the condition of \textit{in situ} heating inside TEM.

The observation from the \textit{in situ} annealing experiment verifies poorly crystalline Ga$_2$O$_3$ phase is present before annealing and the lattices became more ordered after annealing. However, as further confirmed in HRTEM micrograph in Figure 4.8, the GaN:O$_x$ phase seems to remain amorphous even when heated up to 800 °C. This finding is consistent with the results of \textit{ex situ} heating.
Figure 4.7 In situ heating series of SAED patterns acquired on the shell region of an as prepared core-shell nanobelt show an increased crystallinity upon heating. The reflections are assigned to lattice planes of $\beta$-Ga$_2$O$_3$.

Figure 4.8 HRTEM micrograph of a core-shell nanobelt after in situ annealing. The regions of the outer shell which remain mostly amorphous consist of GaN:O$_x$ (marked with yellow arrows). Another area in the shell signified with a red square exhibits lattice fringes with a d-value of 0.36 nm (theoretical value: 0.367 nm$^{135}$). Inset show the corresponding FFT from the crystalline region. The reflections indicate the characteristic d-spacing of $\beta$-Ga$_2$O$_3$ (201) plane.
4.3 Summary: MoO$_3$ and SnO$_2$ based Micro- / Nano-Sensors

For the MoO$_3$ micro-/nano-rods, TEM structural and compositional studies reveal the growth direction and the highly defective structure of the orthorhombic MoO$_3$. The detection response of the MoO$_3$ micro-/nano-rods sensor toward ethanol vapor is related to the surface catalytic reaction on the lattice oxygen of MoO$_3$, which is further facilitated by the defect rearrangement of the crystallographic structure. The fast gas response is closely related to the dimension of the MoO$_3$ micro-/nano-rods. Therefore, the structure-property relation of the MoO$_3$ micro-/nano-rods is revealed by TEM.

For the SnO$_2$(core)/Ga$_2$O$_3$(shell)/GaN:O$_x$(shell) composite, since the shell is further considered to play a pivotal role for protecting the soft SnO$_2$ core and to provide synergic sensor responses, a comprehensive TEM study including EFTEM, SAED, HRTEM and \textit{in situ} heating is applied to reveal the complex compositions of the shell. The influences of thermal annealing are demonstrated via \textit{ex situ} and \textit{in situ} experiments, where an increased crystallinity of Ga$_2$O$_3$ is detected while GaN:O$_x$ remains amorphous.
5 Aerographite, Aerographite-based Composite and Aero-Gallium Nitride (GaN)

As already mentioned in the Motivation and Section 2.3, the correlation of the structure and property is highly demanding for TEM to reveal the detailed structure of the micro-/nano-carbon materials. Accordingly in this chapter, the characterization of structural and chemical properties of a novel carbon microtube material, i.e. Aerographite (AG) and its high temperature variants and its GaN variant ‘Aero-GaN’, is discussed. In addition, a composite material GaN/AG is introduced. Furthermore, a systematic application of EELS techniques will be established to explore the local bonding states of carbon atoms in AG variants.

5.1 A comparative EELS Study on Aerographite applying Different Acceleration Voltage

The modification of carbon materials, e.g. sputtering, knock-on damage, etc., introduced by high energy electron beam is well known, which arises as a challenge for TEM characterization. A comparative study of the influences by the incident beam with different acceleration voltages to the carbon new material AG is especially of importance. As shown in Figure 5.1, the EEL spectra of AG and of a lacey carbon (LC) film exhibit two characteristic peaks on the carbon K-edge: (1) The $\pi^*$ peak with an edge onset from ~284 eV, (2) The $\sigma^*$ peak which extends from 290 ~ 310 eV. The onset of the two peaks in the spectra acquired both at 80 kV and 300 kV is at the same energy loss. However, the maximum of the $\pi^*$ peak in the spectra acquired at 80 kV is at 285 eV, while that of the spectra obtained at 300 kV shifts to 286~287.5 eV. The shifting could be due to beam damage. Furthermore, the $\pi^*$ peaks in the 300 kV spectra are broadened and less intense than those in the 80 kV spectra, which indicates a lower concentration of the sp$^2$ bonding of the Aerographite.

A quantitative examination of the EEL spectra is carried out by comparing the intensity ratio of the $\pi^*/\sigma^*$ peaks. The $\pi^*/\sigma^*$ peak ratio of AG is always higher than that of the lacey carbon film (AG: 0.66 (300 kV), 0.69 (80 kV); LC: 0.59 (300 kV), 0.54 (80 kV)), indicating a more ordered carbon phase and a higher fraction of sp$^2$ bonding within AG. Furthermore, the ratio of the $\pi^*/\sigma^*$ peaks in AG is decreasing while the acceleration voltage of the electron beam increased from 80 kV to 300 kV, which suggests a phase with a higher concentration of amorphous carbon for the sample observed under the 300 kV beam. This observation can be ascribed to the knock-on damage by the high energy electron beam, resulting in an amorphization of the specimen. However, the $\pi^*/\sigma^*$ peak ratio of the lacey carbon shows a higher value at higher acceleration voltage, which is seemingly contradicting to the beam damage assumption. The reason can be the inhomogeneity of the lacey carbon films, as the ratio is found to be varying from 0.54 to 0.57 within different sample grids as well.
Figure 5.1 A comparison of EEL spectra on Aerographite (AG) and amorphous lacey carbon (LC) by using different accelerating voltage (upper: 80 kV, lower: 300 kV). The $\pi^*$ and $\sigma^*$ peaks are marked out with arrows.
5.2 EELS on High Temperature Deposited Amorphous Carbon

The amorphous carbon samples are prepared and annealed for 3 hours and 10 hours, respectively. Both EEL spectra of the carbon K-edge at high energy loss region (280 ~ 350 eV) and low energy loss region (0 ~ 50 eV) are investigated. The spectra are compared with reference samples and literature data to obtain better understanding of the nature of the carbon bonding state within the as prepared samples.

5.2.1 High Loss EEL Spectra

A comparison of EEL spectra from the high loss region of the carbon K-edge is depicted in Figure 5.2. The sample prepared for 3h exhibits a less pronounced π* peak and a more featureless σ* peak as compared to that of the sample prepared for 10h, suggesting a less ordered structure of the carbon inside the former sample. However, when compared with the spectrum of the amorphous lacey carbon, the sample prepared for 3h still exhibits a more defined π* peak. This observation implies the structure ordering of the two samples is more prominent than the amorphous lacey carbon. The less noisy spectrum of the lacey carbon sample is probably due to two reasons: (1) The energy dispersion for acquiring this spectrum is larger. (2) The lacey carbon film might be thinner and lead to more transmitted electrons and higher signal to noise ratio.

For the sample prepared for 10h, the main features of the spectrum are very similar to that of the graphite reference sample. However, they shift to higher energy loss. This change can be ascribed to a longer synthesis duration which can result in a carbon structure close to the insulating allotrope of carbon, i.e. diamond. Moreover, the positions of the π* peak (286.1 eV) of the 10h sample is closer to the literature values of amorphous diamond (286.6 eV), and its σ* peak (293.9 eV) is close to that of diamond (292.3 eV). This finding suggests a diamond-like structure within the sample. Since a highly ordered diamond shows only a σ* peak due to the pure tetragonal sp³ bonding within carbon atoms, the residual π* peak at 286.1 eV suggests a mixture of graphite-like and diamond-like carbon species inside the 10h sample. Nevertheless, longer crystallization time for growing the sample can probably produce carbon phases with more ordered structures as compared to the amorphous carbon reference and the sample prepared in 3h.
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Figure 5.2 High loss EEL spectra of the as prepared sample for 3h and 10h, of a reference lacey carbon film, and literature data replotted from the references of diamond\(^{141}\) and graphite\(^{142}\). The indent at around 313 eV in the EEL spectrum of the 3 h sample is an artifact due to the dark current from the diode of the GIF CCD camera.

5.2.2 Low Loss EEL Spectra

While the EEL spectra at high energy loss region can suffer from a systematic shifting due to the sensitivity of the zero loss peak to the environment and to different calibrations of the spectrometer, the low loss EEL spectra can provide accurate locations for characteristic peaks in the plasma region. Therefore, an investigation in the low loss region is a complimentary method to further compensate the observations made in the high loss EEL spectra.

As shown in Figure 5.3, the low loss region of the graphite EEL spectra displays a peak at 5.5 eV which is a result of the excitation of \(\pi\) electrons, and another peak at 24.7 eV due to \((\pi+\sigma)\) electron excitations.\(^{26}\) The spectrum of the as prepared sample for 10 h exhibits similar peaks but the \((\pi+\sigma)\) peak shifted to lower energy loss (see Table 5.1). The spectrum of the sample prepared for 3 h only shows a shoulder at around 5 eV, and a \((\pi+\sigma)\) peak at even lower energy as compared to the 10 h sample. The shift of the \((\pi+\sigma)\) peak to lower energy loss can be an effect of a lower mass density of the sample.\(^{26}\) In the case of lacey carbon, the position of the \((\pi+\sigma)\) peak is very close to the literature value. However, the \(\pi\) peak is absent which is mostly due to the high intensity of the primary beam that probably hide this feature within the unconvoluted zero loss peak. The spectrum of diamond from literature data is different from those of the as prepared samples and graphite, where only one plasmon peak is present at around 33.8 eV. Further literature data revealed that even amorphous diamond only displays a peak at 30 eV\(^{26}\), which is different from the observation of the as prepared samples. Therefore, from the low loss region spectra, the as prepared samples can be considered to contain mostly graphite-like carbon. Combining this finding and those are indicated by the high loss EELS data (Section 5.2.1), it can be conclude that a mixture of both graphite- and diamond-like carbon species is present in the as prepared carbon samples.

Table 5.1 Peak positions of the low loss EEL spectra of the as prepared carbon samples in comparison with experimental data from reference samples and from literature.

<table>
<thead>
<tr>
<th>Sample</th>
<th>(\pi\rightarrow\pi^*) peak (eV)</th>
<th>Plasmon Peak (eV)</th>
<th>Literature value(^{26})</th>
<th>(\pi\rightarrow\pi^*) peak (eV)</th>
<th>Plasmon Peak (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3h</td>
<td>~ 5</td>
<td>21.2</td>
<td>Diamond</td>
<td>-</td>
<td>33.8</td>
</tr>
<tr>
<td>10h</td>
<td>5.5</td>
<td>21.9</td>
<td>Amorphous carbon</td>
<td>4.8</td>
<td>23.6</td>
</tr>
<tr>
<td>LC</td>
<td>-</td>
<td>23.2</td>
<td>Graphitized carbon</td>
<td>6.2</td>
<td>26.0</td>
</tr>
<tr>
<td>Graphite</td>
<td>5.5</td>
<td>24.7</td>
<td><em>(700 °C)</em></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5.3 Low loss EEL spectra of the as prepared 3h and 10h samples, of reference samples of a lacey carbon film and a graphite sample, and literature data from diamond (dashed line with symbols, replotted from ref. 141).
5.3 Aerographite / Gallium Nitride Composite

Gallium nitride (GaN) is a direct bandgap semiconductor with a wide bandgap ~ 3.4 eV, and its nano-/micro-structures are promising materials for the electronic, photonic and piezotronic nano-devices. Epitaxial growth of GaN onto a crystalline substrate is considered so far the most viable method for obtaining GaN nanocrystals. Applying AG network as a substrate to grow GaN nano-/micro-crystallites can overcome the lattice matching issue occurring in the case of epitaxial growth. Furthermore, the high flexibility of AG backbone renders the GaN composite ready to be integrated into any micro device with various length scales.

5.3.1 Fundamental TEM Characterization

A composite particle of GaN crystallites deposited on the outer layer of an AG tetrapod is demonstrated in Figure 5.4(a). The soft and thin graphite tubes kept their structural integrity without collapsing when the GaN clusters are attached. Furthermore, preferred growth or texture of the GaN crystallites was excluded based on SEM morphology investigations and XRD structural analysis on a larger scale. By applying SAED, the single crystallinity of the GaN particles is visualized (see Figure 5.4(b)): The SAED pattern is recorded at the circular marked area in Figure 5.4(a) and is indexed to be along the [100] zone axis of GaN (space group: P63mc). The smeared diffraction spots of the GaN phase indicate a defect rich structure. Apart from the Bragg intensities, three diffuse rings are displayed in the SAED pattern. These diffuse rings can be assigned to the (002), (011), (-122) planes of carbon (space group: P63/mmc), which originates from the AG substrate underneath. Hence, a poor crystallinity of AG is confirmed.

![Figure 5.4](image)

*Figure 5.4 (a) TEM bright field image of GaN crystalline clusters deposited on an AG tetrapod. (b) SAED pattern acquired from the marked area in (a). The single crystalline diffraction pattern is determined to be along the GaN [100] zone axis. The additional three diffuse rings (marked with yellow arcs) are correlated to the (002), (011), (-122) planes of carbon.*
5.3.2 Energy Filtered TEM Elemental Mapping of the AG/GaN Composite

Since the synthesis process of the AG/GaN composite includes a reduction step to eliminate the ZnO template, it is important to examine the possible ZnO residue in the as prepared composite. The as deposited GaN phase ($a=3.1620$ Å, $c=5.1420$ Å)$^{143}$ and the ZnO phase for the template (space group: $P6_{3}mc$, $a=3.2494(2)$ Å, $c=5.2054(2)$ Å)$^{144}$ have the same crystallographic symmetry and similar lattice parameters. Therefore, rather than the structural study (see Figure 5.5(b) and (c)), it is essential to detect the Zn residue via advanced approach with elemental sensitivity, e.g. via EFTEM investigations to distinguish between GaN and ZnO phases. The EFTEM elemental maps in Figure 5.5(d-f) reveal Ga and N elements. No Zn or O is detected. The weaker contrast in the Nitrogen map arises from the much narrower energy window applied for the Nitrogen L-edge, where less transmitted electrons contribute to the map and lower the signal to noise ratio. Another reason can be assigned to the enhanced thickness of the GaN crystallites. In conclusion, the comprehensive results of structural and chemical investigations demonstrated a successful synthesis of a novel composite of crystalline GaN on AG.

![Figure 5.5](image_url)  
*Figure 5.5* (a) Zero loss peak TEM image of the AG/GaN composite. (b) SAED pattern along the zone axis [321] of GaN obtained from the red circled area in (a). (c) Computer simulated diffraction pattern along the same [321] axis. Additional Bragg intensities (e.g. (-12-1), (-333) (11-5)) are strongly excited by dynamical scattering effects due to thickness effect of the bulky crystallites. (d), (e) and (f) EFTEM elemental maps of carbon, gallium and nitrogen.
5.4 Porous 3D Interconnected Nano-/Micro- Hollow Tubular Structure of Aero-GaN

In this section, the fabrication and analysis of porous 3D interconnected network structures consisting of only GaN (Aero-GaN) are discussed. The electronic property of this novel semiconductor network greatly depends on its structural quality. TEM is applied in order to investigate the morphology, chemical composition, crystallinity as well as the nature of the defects present in the Aero-GaN, and further uncover the growth mechanism of the 3D micro-network. Additionally, the evolution of microstructure and composition of Aero-GaN variants prepared under different synthesis parameter are revealed via TEM analysis.

5.4.1 As Prepared GaN Samples

One of the variants of Aero-GaN prepared at 850 °C with the highest amount of remaining Zn component is shown in Figure 5.6(a). The side wall of the microtube is a continuous layer without any hole. Besides, it shows a high transparency to the electron beam, as another piece of the GaN film can be seen through this microtube. The bend contour indicates the entire microtube is a single crystalline thin film which is curved up into a hollow tubular structure.

A statistic EDX study in TEM mode from several different GaN microtubes of the sample grid shows an average amount of 7 at.% of Zn remaining on/in the microstructures. To further reveal the spatial distribution of the residual Zn, a spatially more confined EDX elemental mapping was performed (see Figure 5.6(b)). As can be inferred from the EDX map, Zn and O are present together with GaN, without any preferential aggregations on the microtube.

Structural analysis with SAED suggests the single crystallinity of the sample (see Figure 5.6(c)). However, when the projection of crystal lattice is along the [100] axis, ZnO and GaN can be hardly distinguished in TEM, e.g. the d-value of the ZnO (010) plane is only about 0.7 Å larger than that of GaN. Only for higher order Bragg reflections, a distinction between the two materials can be made, cf. splitting of the Bragg intensities in the experimental and simulated pattern of Figure 5.6(c) and (d). The enlarged view of the 4th and 5th order reflections on the bottom of Figure 5.6 illustrates a d-value of the (010) plane (0.280 nm | ZnO literature value: 0.281 nm144) determined from the inner circle, and another one calculated from the outer circle with a smaller d-value of 0.277 nm (comparable to the GaN literature value: 0.274 nm143). The enlarged regions marked with green boxes confirm a reasonable match with the experimental data. It can be speculated that the residual ZnO might be serving as a stabilizing layer for the deposited GaN to grow with the similar lattice parameter and further achieve a highly crystalline epitaxial growth in a three dimension manner.
Figure 5.6 Combined TEM chemical and structural analyses of Aero-GaN (850 °C) hollow microtubes with an amount of residual Zn around 7 at. %. (a) TEM bright-field image of a GaN microtube. (b) EDX elemental maps from the region marked with a red square in (a). Blue: Gallium map; Red: Nitrogen map; Yellow: Zinc map; Orange: Oxygen map. (c) SAED pattern from the marked region in (a), showing a projection along the [100] zone axis of GaN or ZnO (space group: $P6_3\text{mc}$). (d) Computer simulated SAED pattern assuming an exact overlapping of the same [100] zone axis of both GaN and ZnO phases. In the bottom displays a comparison of two enlarged sections from the marked 4th and 5th order reflections in (c) and (d). Scale bar is 500 nm.
Another variant of Aero-GaN is obtained at 950 ºC. The TEM bright-field image reveals an almost complete GaN tetrapod (see Figure 5.7(a)). Unlike the close-wall variant prepared at lower temperature, the microtubes consist of more porous walls. However, this porous tetrapod possesses a single crystalline structure, as proved by SAED on several positions. This finding implies that the porous variant can be a product from the lower temperature sample by further removing or etching away the materials from the originally closed walls.

Another difference as compared to the lower temperature sample is the absence of the splitting of Bragg intensities in the SAED pattern (Figure 5.7(a-i)). The results from the electron diffraction study may imply that the amount of the Zn phase could be reduced. Further EDX spectroscopy carried out on different particles of the sample verifies a remaining Zn content of only 3~4 at. %. EFTEM is proved to be more sensitive to light elements, i.e. oxygen from ZnO. With the low trace of Zn and thinner wall inside the sample, EFTEM elemental mapping can be an ideal approach to detect the location of Zn on the microtube. Two elemental maps are shown in Figure 5.7(b) and (c). The elements Ga and N are present together on the microtube. Moreover, a thin layer of Zn is clearly revealed in the inner wall area of the microtube (indicated with red arrows in Figure 5.7(b) and (c)). Furthermore, the light element oxygen maps in Figure 5.7(b-i) and (c-i) show a reasonable agreement with the zinc maps in Figure 5.7(b-ii) and (c-ii), which confirms the presence of residual ZnO.

This variant of the Aero-GaN indicates that with higher synthesis temperature the reduction of the ZnO template can be more intense and thus result in unclosed porous walls on the microtubes.
Figure 5.7 TEM and EFTEM investigation of Aero-GaN hollow microtubes with an amount of residual Zn around 3–4 at. %. (a) TEM bright-field image of a porous GaN tetrapod. Inset (a i) shows the SAED pattern recorded from the red circled area on one of the legs of the tetrapod. (b) A combined EFTEM elemental map from the yellow box region in (a). The elements of interests are represented with different colors. Green: Gallium; Red: Zinc; Blue: Nitrogen. (c i) Oxygen map; (c ii) Zinc map. (c) A combined EFTEM elemental map from the blue box region in (a). (c i) Oxygen map; (c ii) Zinc map. Scale bar is 1 µm.
5.4.2 After Intensive Hydrogen Treatment

In order to remove the residual Zn from the template, a post synthesis treatment using hydrogen gas was carried out to the as grown sample obtained at 850 °C (cf. Figure 5.6). The typical morphology is demonstrated in Figure 5.8(a) and (b). As compared to the TEM micrograph obtained before the hydrogen treatment, the post treated sample exhibits a much more porous structure with thinner walls, suggesting hydrogen removed most of the remaining Zn. The EDX measurement performed on several particles on the sample grid confirmed the overall remaining Zn is only about 0.7 at. %, which is an order of magnitude less than the same sample before the post synthesis treatment. Furthermore, the SAED investigation (Figure 5.8(c)) shows no more splitting of the Bragg intensities as compared to Figure 5.6(c), from which the d-value of the (010) is determined to be 0.277 nm, very close to the GaN literature value 0.274 nm \(^{143}\). Nevertheless, HRTEM imaging conducted on a thinner region in the highly crystalline particle (Figure 5.8(a)) revealed some stacking faults arranging perpendicular to the crystallographic c-axis (see Figure 5.8(d)). The stacking fault is intrinsic type I \(_{1}\) basal-plane stacking fault, which is typical of wurzite structure. \(^{145,146}\) The computer simulated micrograph assuming the wurzite structure of GaN is conducted and shown in the inserted image in Figure 5.6(d). The simulation exhibits a close match with the experimental HRTEM micrograph.

To conclude, the Aero-GaN is composed of hollow tubes of diameters of several µm with highly crystalline GaN layer as walls, i.e. it follows the morphology and microstructure of AG. Owing to different synthesis parameter and a post synthesis hydrogen treatment, the residual amount of Zn from the original ZnO sacrificial template shows a wide range of atomic percentages incorporated within GaN. Additionally, the as derived variants of Aero-GaN exhibit a variety of wall thicknesses and morphologies.
Figure 5.8 (a) and (b) TEM micrographs from two particles of the Aero-GaN sample after post hydrogen treatment showing very porous morphology. (c) SAED pattern acquired from the red circle region in (a). The pattern is indexed to be along the [100] zone axis of GaN. (d) HRTEM micrograph recorded on the edge of a hole in the particle shown in (a). The red arrow indicates the c-axis of the crystallography direction. Some stacking faults are marked out with blue arrows. A multislice computer simulation image is inserted to be compared with the experimental data. The simulation is assuming a defocus of 70 nm, and a thickness of 4.74 nm of GaN structure.
5.5 Summary: Aerographite and Aerographite-based Composites

The beam sensitivity of AG is investigated with 80 kV and 300 kV EELS. The quantitative EELS result shows an increased \( \pi^*/\sigma^* \) peak ratio of the carbon K-edge when lowering the acceleration voltage of TEM, which indicates the 300 kV electron beam modifies the graphitic carbon into the amorphous carbon. This finding signifies the necessity of applying low voltage TEM especially when investigating the graphitic feature within the carbon samples.

For the high temperature variant of the AG-like amorphous carbon, the bonding state is studied by examining both the high loss and the low loss regions of the carbon K-edge. However, a modification due to the 300 kV electron beam should be considered to interpret the results. Due to shorter acquisition time of the low loss spectra, the beam damage to the sample is limited. The low loss spectra reveal the sample contains mostly graphite-like carbon. Combining the information obtained from the high loss spectra, a mixture of graphite- and diamond-like carbon bonding is present in this high temperature AG variant.

For the detection of light elements like oxygen, nitrogen and carbon, the EFTEM elemental mapping technique in Section 5.3 and 5.4 demonstrate advantageous sensitivities to reveal the spatial distribution of small traces on AG based composite samples down to micro-/nano-scale.

For the novel hollow tubular micor-/nano-structure of Aero-GaN, firstly, the SAED patterns and corresponding computer simulations on the variants of Aero-GaN suggest a possible intergrowth of GaN and ZnO phases. Secondly, in the extra hydrogen reduced Aero-GaN, HRTEM simulation proves the structure of GaN and near-atomic resolution imaging discloses defective structure, which might be a promising characteristic for further semiconductor applications.
6 In Situ TEM Observation of Heating and Irradiation on CdSe/Cr$_2$Se$_3$ 0-3 Nanocomposite

The soft chemical synthesis of multinary nanomaterials favors phase separation phenomena, which can be applied for producing nanocomposites. Different morphologies were reported, e.g. the multilayer system of two alternating components (2-2 nanocomposites) or nanoparticles embedded in a matrix material (0-3 nanocomposites). Moreover, a significant size effect is detected, owing to an enhanced surface to bulk ratio of the nanoparticles. Consequently, intense research interest is drawn to nanocomposites based on CdSe, because of the multidisciplinary applications, such as water splitting catalysts, H$_2$ storage material, optoelectronic and electroluminescent devices. 0-3 nanocomposites with CdSe quantum dots embedded in a glass matrix are of high interests for electronic applications.

The characterization of morphology, structure and chemical property of all components in a 0-3 nanocomposite is critical for the correlation of its structure and property. TEM is an ideal approach to analyse the nanocomposite close to atomic resolution. However, the analysis is challenging due to electron irradiation damage to the sample. In situ TEM investigation enables analysis of these damage mechanisms in real time. On the other hand, well-adjusted electron beam irradiation, e.g. electron beam lithography and radiolytic methods, can be applied to design nanostructures. In this chapter, a well-defined, porous and partially crystalline CdSe/Cr$_2$Se$_3$ composite, i.e. a 0-3 nanocomposite, is introduced and the structural and chemical modifications from in situ electron beam irradiation are discussed. Furthermore, conventional in situ annealing method is applied to study the thermal stability of the composite. The different mechanisms in the microstructural evolution of the 0-3 nanocomposite when applying two different experimental routines are compared and emphasized.

6.1 TEM Investigations

The synthesis of the CdSe/Cr$_2$Se$_3$ nanocomposite can be found in the work ref [100]. The sample exhibits microsized granular particles by TEM imaging (cf. Figure 6.1(a), performed by Viola Duppl). Note that the composite particles are not loose agglomerations of nanoparticles, as it is shown in Figure 6.1(a) that a particle is stably balancing on a carbon lacey fiber on the TEM sample grid. The composition of Cr$_2$Se$_3$ is conserved, as the EDX analyses demonstrate an average ratio of Cd : Cr : Se = (14.9 : 28.8 : 56.3) at % with low variances of (0.3(Cd), 0.7(Cr), 0.2(Se)) at %. Further investigations via HRTEM imaging evidence the existence of a uniform distribution of nanoparticles within a 3D matrix, i.e. a 0-3 nanocomposite, instead of a ternary compound with one fixed chemical composition. Two phases are identified:

(1) CdSe nanocrystals, as the FFT pattern from the selected nanoparticle corresponds to the [1-1-1] zone axis of CdSe (space group: $P6_3mc$) (cf. Figure 6.1(b)). The SAED patterns
from larger areas show diffraction rings with d-values of CdSe (cf. Figure 6.3(c)) as well. Accordingly, the CdSe nanocrystals show no texture with preferential orientations. In addition, this observation agrees with XRD result.\(^{100}\)

Furthermore, the second component in the 0-3 nanocomposite shows a chemical composition of Cr\(_2\)Se\(_3\). However, it has two structurally different variants:

(2) a. Partially crystalline nanoslabs with a size of 10–20 nm (cf. Figure 6.1(b) and Figure 6.1(c)). As shown in the HRTEM micrograph (Figure 6.1(c)), an interlayer distance of ~0.58 nm of the consecutive nanoslabs is determined (cf. right panel of Figure 6.1(c)). This d-value can be assigned to that of the (003) plane of Cr\(_2\)Se\(_3\) (space group R-3\(^{162}\)).

(2) b. The second morphological variant is an amorphous matrix confirmed by chemical and electron diffraction analysis. It serves as glue for all other components. Only long-term exposure of the SAED patterns up to 15 s just captures faint and diffuse intensity with the characteristic d-spacings of Cr\(_2\)Se\(_3\) (cf. Figure 6.3(c)). To conclude, the 0-3 nanocomposite consists of CdSe nanocrystals and Cr\(_2\)Se\(_3\) slabs homogeneously embedded inside an amorphous Cr\(_2\)Se\(_3\) matrix with a molar ratio of CdSe : Cr\(_2\)Se\(_3\) = 1:1. Nevertheless, it should be noted that the dispersal is so homogeneous that when performing EDX with the LaB\(_6\) cathode this ratio is always observed.
Figure 6.1 (a) TEM bright field image of a 0-3 nanocomposite particle. (b) HRTEM micrograph of the area marked in (a). Inset: FFT pattern (zone axis [1-1-1] of CdSe nanocrystal with the starred reflection spots: * (110), ** (101), *** (1-12)). (c) Left: of partially crystalline Cr$_2$Se$_3$ nanoslabs. Right: line scan profile from the black square in the HRTEM micrograph. The layer distance ~0.58 nm (literature value: 0.576 nm$^{162}$) is assigned to the d-value of the (003) plane of Cr$_2$Se$_3$. (Copyright © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

6.2 In Situ Transformation of the 0-3 Nanocomposite Particles in TEM

To study the stability of the 0-3 nanocomposite against possible reactions of the components with increasing temperature, two modes of in situ heating were applied inside TEM:

6.2.1 Heating by Massive In Situ Electron Beam Irradiation

A higher dose of electron was attuned by increasing the emission parameters and removing the condenser aperture, which was conducted by Viola Duppe. The current density in the “transformation mode” is estimated to be 40-fold higher than the normal observation mode.$^{163}$ After several minutes of intense irradiation, the shape of the particles remained, (cf. Figure
and no ternary CdCr$_2$Se$_4$ crystals are found. However, a complete elimination of the CdSe nanocrystals is detected by EDX analyses. Accordingly, the composition of the area studied changes from Cd: Cr : Se = (15.5 : 28.0 : 56.6) at % to Cr : Se = (41.5 : 58.5) at % after irradiation.

**Figure 6.2** TEM bright field images and the corresponding EDX spectra from a 0-3 nanocomposite particle: (a) before and (b) after in situ irradiation. Regardless of the complete removal of the CdSe nanocrystals, the composite particle maintains its original shape during the in situ transformation. (Copyright © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

A comparison of HRTEM micrographs before and after electron beam irradiation is shown in **Figure 6.3**. The CdSe nanocrystals (starred in **Figure 6.3(a)**) are clearly shown to be removed, leaving holes at the same positions (starred in **Figure 6.3(b)**). The matrix of Cr$_2$Se$_3$ remains mostly unaffected after irradiation. It is confirmed by SAED analysis (cf. **Figure 6.3(c)** and (d)), where both patterns exhibit diffuse intensities corresponding to poorly crystalline Cr$_2$Se$_3$. Further study of the radial intensity distribution of SAED patterns is carried out to quantify the change of the crystallinity of the Cr$_2$Se$_3$ phase before and after irradiation. From the rotational average profiles in **Figure 6.3(e)** and (f), the elimination of the reflections from CdSe is evident. Additionally, the intensity of the 113, 116 and 030 reflections from Cr$_2$Se$_3$ increased, and the intensity ratio of the three reflections evolved into a similar one to the simulated diffraction pattern (cf. **Figure 6.3(f)** and **Figure 6.4**) based on bulk Cr$_2$Se$_3$. Before irradiation, the intensity ratio is $I_{113} : I_{030} : I_{116} = 1 : 1.1 : 1.6$, while after irradiation, $I_{113} : I_{030} : I_{116} = 1 : 0.46 : 0.43$. In the theoretical case, the ratio is $I_{113} : I_{030} : I_{116} = 1 : 0.30 : 0.50$. Moreover, the characteristic 113 reflection developed into a more defined shape after irradiation. All the findings suggest a higher crystallinity of the Cr$_2$Se$_3$ matrix...
which approximates the bulk material of randomly dispersed \( \text{Cr}_2\text{Se}_3 \) crystals after \textit{in situ} irradiation.
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Figure 6.3 Comparison of the microstructures of the 0-3 nanocomposite: (a) before and (b) after in situ irradiation. The starred positions of the CdSe nanoparticles present before in situ irradiation. (c) and (d): long-term exposed SAED patterns acquired (c) before and (d) after in situ irradiation. (e) and (f): Corresponding rotational average profiles extracted from SAED patterns above. The intensity peaks are identified by the indices given in red (CdSe) and blue (Cr$_2$Se$_3$), respectively. (Copyright © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

Figure 6.4 A comparison of experimental SAED pattern and rotational average profile of Cr$_2$Se$_3$ after in situ irradiation with the corresponding simulation. The d-values from the reference$^{162}$ and experimental data (113: 2.752 Å|2.71 Å; 116: 2.125 Å|2.12 Å; 030: 1.805 Å|1.78 Å) exhibit a marginal deviation of less than 1.5 %. Simulation performed in collaboration with Dr. Viktor Hrkac. (Copyright © 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim)

6.2.2 In Situ Heating by a TEM Heating Stage

By using a heating stage and a low dose of electron irradiation, in situ heating experiment applies a heating ramp up to 800 °C to the 0-3 nanocomposite particles. A series of SAED patterns recorded every 50 °C is manifested in Figure 6.5(a). Two characteristic reflections can be associated to the (116) and (030) planes of Cr$_2$Se$_3$ the SAED pattern recorded at 50 °C. Because of thermal drift during the heating experiment, a short exposure time was used for recording SAED patterns, which leads to quasi extinction of the faint (113) reflection. At 800 °C, additional strong Bragg reflections were observed in the SAED pattern (cf. Figure 6.5(a)). The d-spacings of the Bragg reflections coincide with Cr$_2$Se$_3$. This observation suggests an improved crystallinity of the host matrix and an enhanced size of the Cr$_2$Se$_3$ nanoparticles compared to in situ irradiation experiment. After cooling down to room temperature, HRTEM micrograph (Figure 6.5(b)) confirms the findings as lattice fringes in the Cr$_2$Se$_3$ particles are shown and the corresponding FFT pattern reveals the most characteristic (113) peak of Cr$_2$Se$_3$. The characteristic (002) reflection of the second component CdSe (red arc marked in Figure 6.5(a)) disappeared after 550 °C. The removal of
CdSe is further confirmed by EDX investigations performed after heating, which is similar to the result of in situ irradiation with the high dose of electrons.

Nevertheless, unlike the phase diagram of bulk Cr$_2$Se$_3$ and the in situ irradiation experiment, a formation of Cr-enriched and Se-free nanoparticles was observed during the in situ heating experiment. The 800 °C SAED pattern (see Figure 6.5) displays two diffuse rings, which can be indexed to the (011) and (112) planes of chromium (space group: Im-3m). Further nanoprobe elemental mapping and HRTEM analysis (Figure 6.6(a) and (b)) support this finding. The Cr-enriched particles show brighter intensity in the HAADF-STEM image owing to the higher thickness compared to the porous Cr$_2$Se$_3$ matrix. Moreover, post-heating structural studies at room temperature (performed by Dr. Viktor Hrkac) detected the presence of Cr-enriched crystalline nanoparticles with a size of several tens nanometer with non-cubic structure, cf. Figure 6.6(c). These particles with a remarkably high density of twin defects cannot be identified to any known phase, e.g. Cr allotropes or the binary phases such as Cr-C, Cr-Se, or Cr-O. One speculation can be the in situ heating process might lead to a production of a yet unknown Cr allotrope.

Figure 6.5 (a) SAED patterns recorded during in situ heating experiment. 50 ºC: Identification of Cr$_2$Se$_3$ and CdSe. 500 ºC: Diminishing intensity for the characteristic (002) reflections of CdSe. 550 ºC: Entire disappearance of the (002) reflections of CdSe. 800 ºC: Formation of Cr bcc phase (yellow arcs) and presence of Bragg reflections assigned to Cr$_2$Se$_3$ (blue circles). (b) HRTEM micrograph of Cr$_2$Se$_3$ nanoparticles after in situ heating. Inset demonstrates the corresponding FFT pattern, which shows the characteristic (113) intensity ring from Cr$_2$Se$_3$. (Copyright of Zeitschrift für anorganische und allgemeine Chemie)
6.2.3 In Situ Heating Experiment of Bulk Cr₂Se₃

The Cr-formation via in situ heating experiment on the CdSe/Cr₂Se₃ 0-3 nanocomposite particles cannot be explained by the Cr-Se binary phase diagram for bulk material. In situ heating experiments were carried out on crystalline bulk Cr₂Se₃ as a reference to further
verify these findings. The typical morphology of a bulk Cr$_2$Se$_3$ crystallite is illustrated in Figure 6.7(a) and the HRTEM micrograph from the boxed region confirms its high crystallinity (Figure 6.7(b)). Moreover, SAED patterns along the [210] zone axis of Cr$_2$Se$_3$ were obtained inside the same area before and after in situ heating, cf. Figure 6.7(c), where the only differences are arcs of diffuse intensity occurred after heating to 800 °C (Figure 6.7(c ii)). The d-spacings still correlate with those of bulk Cr$_2$Se$_3$, implying splitting of the crystals and creation of rotationally disarranged grains (mosaic structure) after heating. The almost identical diffraction patterns show that the Cr$_2$Se$_3$ bulk crystals are stable under the in situ heating experiment. Additionally, an elemental analysis (not shown) from the same region of the crystallite revealed that the chemical composition remains unaffected by heating. Contrary to the in situ heating experiments on the 0-3 nanocomposite, no Cr-enriched particles were found.

![Figure 6.7](image)

**Figure 6.7** In situ heating experiment on crystalline Cr$_2$Se$_3$ bulk samples: (a) TEM bright field image. (b): left panel, HRTEM micrograph of the black square marked area in (a). (b): right panels, Magnified view from the white square marked region and the corresponding FFT pattern (zone axis [210] of Cr$_2$Se$_3$). (c) SAED patterns from the same region marked in (a) before (c i) and after(c ii)


**6.3 Discussion**

In this section, the results of the *in situ* observations from 0-3 nanocomposites under different conditions are discussed and related to corresponding reference experiments.

i. During the *in situ* electron beam irradiation experiment of the 0-3 nanocomposite, the selective evaporation of CdSe was observed. As known from literature, there are drastic thermal conductivity ($\kappa_L$) differences between the CdSe and Cr$_2$Se$_3$ ($\kappa_L$(CdSe nanoparticles) = 0.090 W cm$^{-1}$ K$^{-1}$; $\kappa_L$(Cr$_2$Se$_3$) = 0.019 W cm$^{-1}$ K$^{-1}$ @200 °C, 0.022 W cm$^{-1}$ K$^{-1}$ @600 °C, which should be lower for amorphous Cr$_2$Se$_3$). Heat transfer study on nanocomposites reveals that thermally well conducting particles in a thermally isolating surrounding can suffer significant beam heating, e.g. CdSe nanoparticles in Cr$_2$Se$_3$ matrix in the 0-3 composite, due to a pronounced interface thermal resistance causing heat entrapment at the interface. The increase of temperature at the interface can be an order of magnitude higher than that inside the matrix. Specifically, the heat entrapment arises when a heat gradient is abruptly generated, e.g. by electron beam irradiation, on the composite surface. However, compared to the *in situ* heating experiment, the gradual and slower heating process cannot cause prominent heat entrapment thanks to the heat redistribution with the aid of the carbon film of the TEM grid. Consequently, a thermal equilibrium can be achieved. Moreover, knock-on damage can enable the removal of the CdSe particles, generating well-defined micro-pores in the matrix.

ii. During the *in situ* heating experiment, the thermal evaporation temperature (~550 °C) of CdSe in TEM is lower than that of the conventional thermal physical vapor deposition to obtain a vapor phase of CdSe (~725 °C (8×10$^{-6}$ Torr)). This observation can be clarified by the size effect of the CdSe nanoparticles, i.e. the limited sizes of the nanoparticle leading to a smaller diffusion path length. Moreover, the pressure in TEM column is lower (1×10$^{-7}$ Torr) and the low thermal conductivity of the Cr$_2$Se$_3$ matrix can increase the temperature locally at the CdSe nanoparticles.

iii. During *in situ* heating, no well-defined holes are observed after the evaporation of CdSe. This finding can be interpreted that the electron irradiation is a highly localized process, while the *in situ* heating applies to the whole TEM grid. Therefore, the Cr$_2$Se$_3$ matrix undergoes a more uniform annealing during *in situ* heating. Consequently, there is more time for the Cr- and Se-atoms to be transported to the pores left from the evaporation of CdSe and to reorganize into a continuous and thermodynamically more stable matrix.
iv. It is worth comparing the results with those from a heating procedure on Cr/Se multilayers. In the study of Cr/Se multilayers, the initial composition exerts only a minor impact on the reaction pathways and final products. Structural change during heating of the multilayers includes: (1) An amorphous Cr-Se film is formed by interdiffusion of the multilayers. (2) As the thermal treatment continues, the formation of crystalline Cr$_3$Se$_4$ is detected (instead of Cr$_2$Se$_3$ in the case of 0-3 nanocomposite). In all cases studied (e.g. Cr-rich or Se-rich Cr/Se multilayers), an evaporation of Se was observed. Such situation might be valid for the 0-3 nanocomposite particles. The partial evaporation of Se can result in an excess of Cr in the 0-3 nanocomposite, and finally in the formation of Cr-enriched crystallites after in situ heating. Accordingly, no CdCr$_2$Se$_4$ can be produced when heating up the 0-3 nanocomposite. This finding agrees with reports highlighting the necessity of excess Se for synthesis of CdCr$_2$Se$_4$. The crystallization of Cr$_2$Se$_3$ for the 0-3 nanocomposite particles during heating might be originate from the partially crystalline Cr$_2$Se$_3$ nanoslabs which act as nucleation seeds for the amorphous Cr-Se matrix.

### 6.4 Summery

The in situ TEM experiments deliver real time understandings of the impacts of external stimuli onto the nanocomposite. The findings indicate that matrix materials with low thermal conductivities might be undesired candidates for nanocomposites embedded with CdSe nanoparticles, since the thermal stability of the CdSe particles in such matrix is compromised owing to the possible heat entrapment at the interface. The potential mechanisms of beam damage and heat transfer within the 0-3 nanocomposite clarify the reliability of CdSe nanocomposite when under abrupt increase of temperature (heating via beam irradiation) or under gradual thermal heating. Furthermore, more work such as quantification of the actual temperature increase in 0-3 composite and in situ experiments on nanocomposites with different matrix materials would give more insight into this topic. Moreover, the production of a yet unknown allotrope of Cr implies that new phases / structures can be produced under extreme in situ TEM conditions, enabling fundamental insights into material chemistry.
Conclusion and Outlook

TEM is demonstrated in this work as a powerful tool for retrieving nanoscale information regarding the size, morphology, chemical composition, crystal microstructure, and the dynamics in the physical and chemical processes. The sampled particles feature different length scales and geometries. Furthermore, by discussing the practical properties of the functional nanoparticles and particle systems, the essential relations associated with the microstructure and macroscopic performance are clarified.

Different MoS\textsubscript{2} nanoparticle composites are synthesized and the microstructures of MoS\textsubscript{2} and of the interface are studied. The bonding states of the incorporated carbon inside the composites are revealed by EELS. The microstructural characteristics are further related to the catalytic property.

Quasi 1D nanorods for sensor application are characterized. TEM structural and compositional investigations disclose the defective surface sites of the MoO\textsubscript{3} nanorod, which are believed to be the microstructural origin of its sensor response. Furthermore, a comprehensive method of EFTEM, SAED, HRTEM and \textit{in situ} heating is applied to unravel the complex microstructure of the SnO\textsubscript{2}/Ga\textsubscript{2}O\textsubscript{3}/GaN:O\textsubscript{x} composite. It defines a fundamental starting point to realize the composite based nanosensors.

AG based 3D microstructured networks are presented. EELS and EFTEM are demonstrated as effective tools to probe the structural and chemical properties of the AG materials. In addition, a possible intergrowth within the Aero-GaN samples is proven by dedicated TEM structure simulation. The findings are essential for controlling the quality and optimizing the performance of the samples.

An extensive \textit{in situ} TEM study of the CdSe / Cr\textsubscript{2}Se\textsubscript{3} 0-3 nanocomposite is accomplished, which is compared with conventional \textit{ex situ} methods. The findings suggest different mechanisms occurring in \textit{in situ} heating and irradiation. The observations made under extreme \textit{in situ} TEM conditions facilitate fundamental perception of material chemistry.

Further possibilities and challenges for refining TEM characterization in the realm of nanosized and amorphous materials are present in this thesis. With regard to the characterization of the MoS\textsubscript{2} nanosized catalyst, IFFT calculation from HRTEM micrograph proves to be a pragmatic approach to visualize the desired microstructure with highly specified d-spacings, e.g. the characteristic 002 lattice planes of MoS\textsubscript{2} in an amorphous matrix. EELS log-ratio method for thickness measurement manifested on the exfoliated MoS\textsubscript{2} nanoflakes is a promising technique to complement other analytic tools for precise monitoring and controlling size distribution of nanoparticles. These two methods, i.e. IFFT and EELS thickness measurement, can be established as standard routines for TEM analysis of
nanocomposites integrated with layered structure compounds including MoS$_2$, WS$_2$, graphite/graphene, and carbon nanotubes. Yet more quantitative experimental setups for the determination of convergence angle and collection angle of the microscope are needed. STEM tomography is another promising method for offering 3D insights into heterogeneous catalyst systems$^{171,172}$. Furthermore, EELS has already proved to be an indispensable method to distinguish between graphitic (sp$^2$ bonded), carbide-like and diamond-like (sp$^3$ bonded) carbon species. A systematic approach for determination of the sp$^2$ and sp$^3$ bonding via EELS is established in this work. The carbon species in the novel MoS$_x$C$_y$P$_z$, MoS$_x$C$_y$ composites, AG, and AG variants are evidenced for the first time. Nevertheless, the determination of the bonding states is realized here by qualitative comparison with reference materials. Complimentary information obtained by other analyses, e.g. XPS, Raman spectroscopy and EXAFS, is needed to substantiate the EELS results. A further challenge is about the quantitative EELS approach. It includes estimating and modelling the coordination environment of the carbon atoms, especially the carbide-like carbon species, within the complex nanocomposites. The structure model will be verified by comparing computer simulation with experimental EEL spectra. In this manner, EELS simulation will serve as a basic guideline to understand the microstructure of the carbon containing composites.

Regarding to promoted nanocatalysts and core-shell nanocomposites, interface is one of the pivotal aspects for understanding their synergetic effect. HRTEM imaging of the interface between the MoS$_2$ catalysts and promoter, and between the core and shell in SnO$_2$/Ga$_2$O$_3$/GaN:O$_x$ composite are presented in this thesis. The result can be considered as a starting point for investigating such interfacial structures. Further work like structural modelling and computer simulation of the interface between MoS$_2$ and promoter are needed. It can provide atomic insight into the synergetic effect, i.e. the promoter effect, of the promoted catalyst. In the case of amorphous phases, another possible approach for extracting more information from the interface is the bonding state characterization via STEM-EELS. By a nanoprobe line scan through the interface region, a series of EEL spectra can be collected. Subsequently, the difference of the bonding state in the individual bulk and interface can be revealed. This will open plenty research opportunities for fundamental understandings of interfaces in nanoparticle systems.

The in situ TEM experiments deliver real time insights into the impacts of external stimuli onto the nanocomposites presented in this thesis, e.g. the MoS$_x$C$_y$P$_z$ composite, the amorphous MoS$_2$ (PX) sample, the SnO$_2$/Ga$_2$O$_3$/GaN:O$_x$ composite and the CdSe/Cr$_2$Se$_3$ 0-3 nanocomposite. The findings shed light on the dynamic stability of the nanocomposite. Moreover, a controlled crystallization of the PX sample is presented for the first time. Even single slabs of MoS$_2$ can be produced in situ as 2D single sheet material for nanoelectronic applications. On the other hand, more accurate quantification of the actual temperature increase and electron doses is required. A future project that is motivated by this topic is to evaluate the mechanical properties of the single sheet material with in situ tensile experiments inside TEM.
CONCLUSION & OUTLOOK

With the aid of electron diffraction and computer simulation, the statistically representative and quantitative TEM analyses of the rotational average profiles of the PXCo sample gives a good agreement with the XRD results and with the size and microstructure distribution histograms. Especially the kinematic and dynamic simulation of the SAED pattern reveals the evolution of crystallinity and microstructure of the MoS$_2$ phase under HDS condition. This combined approach of imaging, diffraction and simulation can present as a prototypical methodology for statistical TEM analysis of nanoparticle assemblies. Another advanced TEM method, i.e. Automated Crystalline Orientation Mapping (ACOM), can be employed to reveal the microstructure and crystal phase of the nanoparticles in a larger scale. This technique will enable the fast acquisition and analysis of statistic TEM data.

However, when the size of the nanoparticles decreases to the amorphous region, i.e. angstrom region, conventional TEM techniques mentioned above may not be applicable. Consequently, RDF retrieved either from energy filtered SAED pattern or from EXELFS can be used to investigate the structure ordering of the amorphous materials. In this way, TEM can represent the crucial solution to characterize large varieties of particles and particle systems, starting from micrometer, nanometer to angstrom regions.
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