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Abstract

Quasiregular maps are a natural generalisation of holomorphic maps to higher dimensions.
Recently, there is an increasing interest in studying the dynamics of quasiregular maps on

the d-dimensional Euclidian space. Until now, not much is known about the dynamical
behaviour of general quasiregular maps. However, quasiregular analogues of the complex

exponential map as well as of trigonometric functions have been constructed and turned
out to behave quite similarly to their counterparts in the plane.

In this thesis, we examine the dynamical behaviour of certain quasiregular maps on the
d-dimensional Euclidian space which can be seen as quasiregular analogues of complex
trigonometric functions. This class was introduced by Bergweiler and Eremenko in 2011.

We will denote a member of this class by Sin(x). We are interested in the iteration of
these maps, in particular in the escaping set consisting of all points that tend to infinity

under iteration.
We prove the following results: Theorem 1 is an analogue of a well known result by

McMullen from 1987. We show that for f(x) = λ Sin(x), where λ > 0, the escaping set
I(f) has positive Lebesgue measure. In fact, this is also true for the fast escaping set
A(f) consisting of all points that essentially escape as fast as possible.

Theorem 2 states that the measure of the non-escaping set of f in vertical square beams
is finite. This corresponds to a result in the plane by Schubert from 2008 concerning the

escaping set of sin(z) in vertical strips. Again, this is also true for the fast escaping set.
We also use the map Sin(x) to construct a quasiregular power mapping Pm which is

similar to a quasiregular power mapping introduced by Mayer based on Zorich maps. We
discuss some properties of the map Pm.

Theorem 3 then states that for m ≥ d + 1, the composition of the power mapping Pm
with a suitable quasiregular analogue of the trigonometric functions yields a quasiregular
map with non-escaping set of finite measure. This generalises a result by Hemke from

2005. In the last section, we discuss the sharpness of Theorem 3.





Zusammenfassung

Quasireguläre Abbildungen sind eine natürliche Verallgemeinerung holomorpher Abbil-

dungen auf höhere Dimensionen. In letzter Zeit gibt es ein zunehmendes Interesse an
der Untersuchung des dynamischen Verhaltens von quasiregulären Abbildungen auf dem
d-dimensionalen euklidischen Raum. Noch ist nicht viel über das dynamische Verhalten

von allgemeinen quasiregulären Abbildungen bekannt. Allerdings wurden quasireguläre
Analoga der komplexen Exponentialabbildung sowie von trigonometrischen Funktionen

konstruiert, welche sich aus dynamischer Sicht sehr ähnlich wie ihre Gegenstücke in der
Ebene verhalten.

In dieser Arbeit untersuchen wir das dynamische Verhalten von bestimmten quasiregulä-
ren Abbildungen auf dem d-dimensionalen euklidischen Raum, welche als quasireguläre
Analoga von komplexen trigonometrischen Funktionen angesehen werden können. Diese

Klasse wurde von Bergweiler und Eremenko im Jahr 2011 eingeführt. Wir bezeichnen
eine Abbildung dieser Klasse mit Sin(x). Wir interessieren uns für die Iteration dieser

Abbildungen, insbesondere für die entkommende Menge bestehend aus all jenen Punk-
ten, welche unter Iteration nach unendlich streben.

Wir beweisen die folgenden Ergebnisse: Theorem 1 ist ein Analogon von einem bekann-
ten Resultat von McMullen aus dem Jahr 1987. Wir zeigen, dass die entkommende

Menge von f(x) = λ Sin(x) für alle λ > 0 positives Lebesguemaß hat. In der Tat stimmt
dies auch für die schnell entkommende Menge A(f), welche die Punkte enthält, die im
Wesentlichen so schnell wie möglich entkommen.

Theorem 2 besagt, dass das Maß der nichtentkommenden Menge von f in vertikalen
Balken endlich ist. Dies entspricht einem Resultat in der Ebene von Schubert aus dem

Jahr 2008 über die entkommende Menge von sin(z) in vertikalen Streifen. Theorem 2
gilt ebenfalls für die schnell entkommende Menge.

Außerdem verwenden wir die Abbildung Sin(x) um eine quasireguläre Potenzfunktion Pm
zu konstruieren. Diese Abbildung ähnelt einer von Mayer vorgestellten quasiregulären

Potenzfunktion, welche auf Zorich Abbildungen aufbaut. Wir diskutieren einige Eigen-
schaften der Abbildung Pm.
Theorem 3 besagt schließlich, dass die Komposition von Pm mit einem geeigneten quasi-

regulären Analogon der trigonometrischen Funktionen eine quasireguläre Abbildung mit
nichtentkommender Menge von endlichem Maß ergibt, sofern m ≥ d+ 1. Dies verall-



gemeinert ein Ergebnis von Hemke aus dem Jahr 2005. Im letzten Abschnitt diskutieren
wir die Schärfe von Theorem 3.
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1 Introduction

The iteration of holomorphic maps goes back to Julia [Jul18] and Fatou [Fat19] in the late
1910s. Independently of each other, they developed a theory which naturally partitions

the complex plane into two sets, now called Fatou and Julia set. The Fatou set F(f)

of an entire function f is defined as the set of all points in the complex plane where

the iterates {fn} form a normal family. That is, every sequence in {fn} has a locally
uniformly converging sub-sequence. Thus, the dynamical behaviour of f is stable in the

Fatou set. The Julia set is defined as the complement of the Fatou set in the plane. The
iterates behave chaotically in the Julia set. While some work was done in this field of
mathematics in the following fifty years, it was only in the early 1980s that the awakened

interest in this topic lead to extensive research. New mathematical techniques introduced
primarily by Sullivan [Sul83, Sul85] and Douady and Hubbard [DH84, DH85] provided

new perspectives. Furthermore, computer graphics of the Julia set and related sets lead
to new ideas as well as created interest in the topic even among non-mathematicians.

Although Fatou [Fat26] already considered transcendental entire functions in 1926, that
is entire maps with an essential singularity at infinity, the aforementioned research fo-

cused mainly on polynomials and rational functions. The first to thoroughly study the
dynamics of arbitrary transcendental entire functions was Baker [Bak75] in 1975. In

1989, Eremenko [Erë89] introduced the escaping set I(f) which consists of all points that
tend to infinity under iteration. He first showed that the escaping set of a transcen-
dental entire function is non-empty. Furthermore, he proved that the Julia set of every

transcendental entire map is the boundary of the escaping set. Thus, there is a strong
connection between the Julia set and the escaping set. This becomes even more evident

in the Eremenko-Lyubich class consisting of all transcendental entire functions where
the set of singularities of the inverse function is bounded. In this case, Eremenko and

Lyubich [EL92] showed that the escaping set is contained in the Julia set and thus that
the Julia set is the closure of the escaping set.

Recently, there is an increasing interest in the dynamics of quasiregular maps f : Rd → Rd

on the d-dimensional Euclidian space. Quasiregular maps can be seen as higher di-

mensional generalisations of holomorphic maps in the plane. They were introduced by
Lavrentiev [Lav38] in 1938 and studied systematically by Reshetnyak in a series of papers
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starting with [Reš66]. Holomorphic maps are differentiable in the real sense and map in-
finitesimal small circles to infinitesimal small circles. To obtain an interesting class of

functions in higher dimensions, we have to allow some non-differentiability as well as
some distortion. Essentially, quasiregular maps are differentiable almost everywhere and

map infinitesimal small spheres to infinitesimal small ellipsoids where the quotient of
the largest and the smallest half-axes is uniformly bounded, see Section 2.4 for a formal
definition. In this sense, quasiregular maps have bounded distortion. The maximal dis-

tortion K(f) is called the dilatation of the map f .
Many results from function theory transfer to the setting of quasiregular maps. For ex-

ample, quasiregular maps are open and discrete. Furthermore, Rickmann [Ric80] proved
a quasiregular analogue of Picard’s Theorem: a quasiregular map on Rd that omits a

finite number q of values is constant. The number q of omitted values depends only on
the dimension and the dilatation of the map. Miniowitz [Min82] proved an analogue of

Montel’s Theorem: a family of K-quasiregular maps omitting q values is normal. Note
that for this result the whole family needs to be K-quasiregular with the same K for
every member of the family.

There are examples of quasiregular maps f : Rd → Rd such that the family {fn} is K-
quasiregular with the same K for every iterate of f . These maps are called uniformly
quasiregular and we can apply Miniowitz’ Theorem. Therefore, many theorems of the
Fatou-Julia theory for rational maps can be proved for uniformly quasiregular maps as

well.
But uniformly quasiregular maps are rather special. While the composition of two

quasiregular maps is again quasiregular, in general the dilatation grows. Thus, we cannot
apply Miniowitz’ analogue of Montel’s Theorem for general quasiregular maps. Hence,
we do not have an obvious definition of the Julia set. Bergweiler and Nicks [Ber13, BN14]

suggest to define it by the so called “blowing up” property. They define the Julia set of
a quasiregular map as set of all points x ∈ Rd such that the union of all forward iterates

of every neighbourhood of x is the whole space minus a (in some sense) “small” set. In
general, this “exceptional” set is not finite.

However, the escaping set I(f) consisting of all points in Rd that tend to infinity under
iteration can be defined in the same way as before. Until now, only little is known about

the dynamical behaviour of non-uniformly quasiregular maps. Just like for holomorphic
maps, we distinguish between polynomial type and transcendental type quasiregular maps.

A polynomial type quasiregular map extends to a quasiregular self-map of Rd, whereas a
transcendental type quasiregular map has an essential singularity at infinity. All known
examples of uniformly quasiregular maps are of polynomial type. It is not known whether

there exist uniformly quasiregular maps of transcendental type.
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For transcendental type quasiregular maps, Bergweiler, Fletcher, Langley and Meyer
[BFLM09] showed that the escaping set is non-empty and has an unbounded component.

The latter is an analogue of Rippon and Stallard’s result in [RS05].
Furthermore, examples of quasiregular analogues of the exponential map and of trigono-

metric functions were studied under a dynamical point of view and turned out to behave
quite similarly to their counterparts in the plane. The first examples are so called Zorich
maps [Zor67]. These maps can be seen as higher dimensional analogues of the exponen-
tial map. The complex exponential map exp(x+ iy) decomposes into an angular function
cos y + i sin y and a scaling function where the scaling is done by the real exponential

map of x. Iwaniec and Martin [IM01] constructed Zorich maps in a similar fashion. The
angular map is replaced by a bi-Lipschitz map from [−1, 1]d−1×{0} onto the upper half-

sphere of radius 1, the scaling is done by the real exponential map of the dth component.
Bergweiler [Ber10b] showed that a certain kind of Zorich maps from R3 to R3 produces a

dimension paradox like Karpińska’s paradox for the complex exponential map. To state
Karpińska’s paradox, we first provide some historical background. In 1984, Devaney and

Krych showed that for 0 < λ < 1/e, the Julia set of λ exp(z) is an uncountable union of
pairwise disjoint injective curves to infinity, called hairs (see Definition 2.17). Further-
more, λ exp(z) has an attracting fixed point ξ and the Julia set of λ exp(z) is equal to the

set where the iterates do not tend to ξ. McMullen [McM87] showed that the Hausdorff
dimension of the Julia set of λ exp(z) is 2 for all λ ∈ C\{0}. Karpińska [Kar99b] showed

that for 0 < λ < 1/e, the Hausdorff dimension collapses to 1 if we remove the finite
endpoints of the hairs. Karpińska [Kar99a] also showed that the set of the finite end-

points of the hairs has Hausdorff dimension 2. Bergweiler’s analogue of these results for
Zorich maps is the following: with some extra conditions corresponding to the restriction
to 0 < λ < 1/e, each Zorich map has a unique fixed point ξ such that the set of points

which do not tend to ξ under iteration consists of hairs. Like in the complex case, the
endpoints of the hairs have Hausdorff dimension 3, but the union of the hairs without

their endpoints has Hausdorff dimension 1.
Bergweiler and Eremenko [BE11] constructed quasiregular maps which can be seen as

analogues of trigonometric functions (see Figure 1.1). They start with the upper half-
cube with side length 2 and map it bi-Lipschitz onto the upper half-ball of radius 1

such that the upper face of the half-cube is mapped onto the upper unit-hemisphere.
Scaling with the real exponential map of the dth component yields a homeomorphism

from T (r0) := [−1, 1]d−1 × [0,∞[ onto the upper half space. We call T (r0) the initial
tract. Repeated reflections at hyperplanes yields a quasiregular map from Rd to Rd.
These maps are 4-periodic in each coordinate except the last one. While the complex

sine maps vertical half-strips of width π centred at multiples of π onto the upper or
lower half-plane, the quasiregular counterpart maps half-square-beams T (r), which are
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obtained by T (r0) through reflection, homeomorphically onto the upper or lower half-
space. The sets T (r) are called tracts. While the choice of the initial bi-Lipschitz map

may strongly affect the local dynamical behaviour, this is not the case for the following
global results. Independently of the initial bi-Lipschitz map we hence denote an arbitrary

map in this family by Sin(x).

x x′

Sin(x′)

Sin(x) = exp(xd − 1)h(x1, ..., xd−1, 1) = Sin(x′′)

Sin
(x1, ..., xd−1, 1)

h(x1, ..., xd−1, 1)

h : [−1, 1]d−1 × [0, 1] −→ {x ∈ Rd : ‖x‖ ≤ 1} bilipschitz

x′′

Figure 1.1: Construction of the quasiregular sine. The map h is the restriction of the initial

bi-Lipschitz map to the upper face of the cube.

The motivation for Bergweiler and Eremenko to consider these maps came from a result
by Schleicher [Sch07]. He considered maps in the sine family λ sin(z) +µ, where λ and µ

are chosen such that the critical values are strictly pre-periodic. Schleicher showed that
the Julia set consists of hairs, but this time they fill out the whole plane. Obviously,

the Hausdorff dimension of the Julia set is 2, but if we remove the finite endpoints, the
dimension collapses to 1, producing a particularly strong form of Karpińska’s paradox.

The easiest example in the class considered by Schleicher is π sin(z). Bergweiler and
Eremenko [BE11] showed that this paradox can be reproduced by the quasiregular map

λ Sin(x), where λ > 0 is chosen so large that the map λ Sin(x) becomes locally uniformly
expanding. Fletcher and Nicks [FN13] showed that the periodic points of this map are
dense in Rd. Since the map is chosen to be locally uniformly expanding, they are all

repelling. Furthermore, they showed that with the suggested definition of the Julia set
by Bergweiler and Nicks, the Julia set of this map is the whole space. The results for
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λ Sin(x) in [BE11, FN13] require that λ Sin(x) is a locally uniformly expanding map.
This corresponds somehow to Schleicher’s analogue result in the plane which only holds

for a subset of the sine family.

We prove new results for λ Sin(x) for arbitrary λ > 0. First, we prove an analogue of a

result by McMullen from 1987 [McM87]. He showed that the measure of the escaping set
of arbitrary functions in the sine family is positive. We obtain the following analogue of

this result for the quasiregular map Sin(x):

Theorem 1. The measure of the escaping set of λ Sin(x) is positive for every λ > 0.

We actually prove that the measure of the set T of points that escape exponentially fast
in xd-direction is already positive. Furthermore, we show that this set is contained in the
fast escaping set introduced by Bergweiler and Hinkkanen in [BH99]. The fast escaping

set essentially consists of all points which escape as fast as possible, see Definition 2.50.
Thereby, Theorem 1 holds as well for the fast escaping set.

Theorem 1’. The measure of the fast escaping set of λ Sin(x) is positive for every λ > 0.

Confirming a conjecture by Milnor, Schubert [Sch08] showed that the measure of the
non-escaping set of the complex sine is finite in vertical strips of width 2π. Generalising

Theorem 1, we show the following analogue of this statement:

Theorem 2. The measure of the non-escaping set of λ Sin(x) in a tract is finite for every
λ > 0.

We actually prove, that each tract without the set T has finite measure and since T is a

subset of the escaping set, we thus obtain

Theorem 2’. The measure of the non-fast-escaping set of λ Sin(x) in a tract is finite for
every λ > 0.

Furthermore, we construct an analogue of the complex power mapping based on the map
Sin(x). The construction is similar to the construction of a quasiregular power mapping

based on Zorich maps which was done by Mayer in [May97]. While complex powers are
defined by zm = exp(m log z) with a suitable branch log(z) of the inverse of exp(z), he

chose a Zorich map Z(x) instead of the exponential map and some branch of the inverse
of Z(x) instead of log(z) to obtain a uniformly quasiregular map of polynomial type. We
present a construction of this type by using a slightly modified version of the map Sin(x)

to obtain another quasiregular power mapping Pm(x). The modification is analogous to
the transformation sin

(
z + π

2

)
= cos(z), hence we call the modified map Cos(x). Like
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Mayer’s example, the power mapping Pm is uniformly quasiregular and of polynomial
type with degree md−1. The map Pm can be considered as a higher dimensional analogue

of the Chebyshev polynomials Tm satisfying Tm(x) = cos(m arccos(x)).
We obtain an analogue of a result by Hemke from 2005 [Hem05]. He showed that the

measure of the whole non-escaping set of sinh(zm) is finite if m is greater or equal to 3.
The analogue of his result is

Theorem 3. Let m ≥ d + 1. Then the measure of the non-escaping set of Cos ◦Pm is
finite.

This thesis is structured in the following way:

In Chapter 2, we give short surveys on complex dynamics and quasiregular maps. The
precise statements of the results mentioned in the introduction can be found there. Fur-

thermore, we present the formal constructions of Zorich maps as well as the quasiregular
analogues of the trigonometric functions and the according preliminary results.

In Chapter 3, we prove Theorem 1, Theorem 1’ and Theorem 2. Theorem 2’ then follows
directly from the proof of Theorem 2.

Chapter 4 is devoted to the construction of the quasiregular power mapping Pm and the
proof of Theorem 3. Furthermore, we discuss certain properties of the map Pm. In the
last section, we discuss the sharpness of Theorem 3.



2 Motivation and Preliminary

Results

In this chapter, we present the theorems mentioned in the introduction. Furthermore,

we state the tools that will be used later in the proofs.

2.1 Notations

The following basic notations will be used in the rest of the thesis. We will introduce

further notations when needed. Furthermore, we provide a nomenclature containing the
introduced notations and symbols at the end of the thesis.

We denote by d ∈ N with d ≥ 3 the dimension of the Euclidian space Rd. Let f : Rd → R
d

(or f : C → C). We denote by fn the nth iterate of f , that is fn(z) = f(fn−1(z)) for
n ∈ N and f 0(z) = z. We denote by B(x, r) the closed ball in Rd with centre x ∈ Rd

and radius r > 0. We denote by S :=
{
x ∈ Rd : ‖x‖ = 1

}
the (d − 1)-dimensional unit-

sphere. For a Lebesgue measurable set A ⊂ Rd, we denote by meas(A) the d-dimensional

Lebesgue measure. We denote by ν the measure of the d-dimensional unit ball and by
ω the surface area of the unit sphere S. We denote the Riemann sphere by C and by

Rd the one point compactification of Rd endowed with the chordal metric. We denote
by card(A) the cardinality of a set A. We will need the notion of the density of two

measurable sets.

Definition 2.1. Let A,B ⊂ Rd be measurable sets, meas(B) 6= 0. Then we call

dens(A,B) :=
meas(A ∩ B)

meas(B)

the density of A in B.

2.2 Hausdorff measure and dimension

To give precise statements of the theorems stated in the introduction, we need the notion

of the Hausdorff dimension. To define the Hausdorff dimension, we first introduce the
Hausdorff measure. In this section, we follow [Fal86] and [Mat95].
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Definition 2.2. For A ⊂ Rd and s, δ > 0, put

Hs
δ(A) := inf

{
∑

j

diam(Ej)
s : A ⊂

⋃

j

Ej, diam(Ej) ≤ δ

}
,

where Ej ⊂ R
d. We call

Hs(A) := lim
δ→0

Hs
δ(A)

the s-dimensional Hausdorff measure of A and

dimA := inf{s : Hs(A) = 0}

the Hausdorff dimension of A.

The following two remarks are from [Mat95, page 56]:

Remark 2.3. For s = d ∈ N, the d-dimensional Hausdorff measure and the d-dimensional
Lebesgue measure differ only by a multiplicative constant.

Remark 2.4. Let 1 ≤ m ≤ d. If M is an m-dimensional C1-submanifold of Rd, then the

restriction of Hm to M gives a constant multiple of the surface measure on M .

We will only apply this to (d− 1)-spheres and m = d− 1.

We denote by

densHs(A,B)

the density of A in B with respect to the s-dimensional Hausdorff measure. Regarding
Lipschitz maps, we have an upper bound for the distortion of the Hausdorff measure, see
[Fal86, Lemma 1.8]:

Theorem 2.5. Let E, F ⊂ Rd, L be a positive constant and Ψ: E → F be a surjective
map such that

‖Ψ(x)−Ψ(y)‖ ≤ L‖x− y‖

for all x, y ∈ E. Then
Hs(F ) ≤ LsHs(E).

The image of a Lipschitz map of a Lebesgue measurable set is again Lebesgue measurable,
see [AE01, Theorem IX.5.12]:

Theorem 2.6. Let f be a Lipschitz continuous map. Then the image f(A) is Lebesgue
measurable for every Lebesgue measurable set A.
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Remark 2.7. For s = d and Ψ: E → F as in Theorem 2.5 such that E is measurable,
we thus obtain

meas(F ) ≤ Ldmeas(E).

Theorem 2.5 holds in the other direction as well:

Lemma 2.8. Let E, F ⊂ Rd, L be a positive constant and Ψ: E → F be a bijective map
such that

L‖x− y‖ ≤ ‖Ψ(x)−Ψ(y)‖
for all x, y ∈ E. Then

Hs(F ) ≥ LsHs(E).

Proof. Denote the inverse map of Ψ by Φ. Put x̃ := Ψ(x) and ỹ := Ψ(y). Then

‖Φ(x̃)− Φ(ỹ)‖ ≤ 1

L
‖x̃− ỹ‖.

Theorem 2.5 yields

Hs(E) ≤ 1

Ls
Hs(F )

and thus
Hs(F ) ≥ LsHs(E).

2.3 Survey on complex dynamics

We want to give a short survey on the iteration of holomorphic maps by giving the basic
definitions and stating those results we touched upon in the introduction. See [Ber93]

for an introduction to transcendental dynamics.

Definition 2.9. Let U ⊆ C be open and F be a family of functions from U to C. We
call F normal if for each sequence in F there exists a locally uniformly converging sub-

sequence with respect to the chordal metric. We call F normal in z0 for some z0 ∈ U if
there exists a neighbourhood V of z0 such that the family {f |V : f ∈ F} is normal.

Regarding meromorphic functions, Montel’s Theorem is a powerful criterion for normal-
ity:

Theorem 2.10. Let G ⊂ C be open, a1, a2, a3 ∈ C distinct and F a family of functions
meromorphic in G. If f(z) 6= aj holds for all z ∈ G, all functions f ∈ F and j ∈ {1, 2, 3},
then F is normal.

In the context of the iteration of holomorphic maps we obtain a partition of the plane
into two sets.
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Definition 2.11. Let f : C → C be a holomorphic map. We call

F(f) :=
{
z ∈ C : {fn : n ∈ N} is normal in z

}

the Fatou set of f and its complement

J (f) := C \ F(f)

the Julia set of f .

The Fatou set F(f) is the set where the iterates of f have stable behaviour, and the
Julia set J (f) is the set where the iterates behave chaotically. Another important set in

transcendental dynamics is the escaping set:

Definition 2.12. Let f be a transcendental entire map. We call the set

I(f) :=
{
z ∈ C : |fn(z)| → ∞ as n → ∞

}

the escaping set of f .

The escaping set was introduced by Eremenko. He proved the following result [Erë89,
Theorem 1 and page 340]:

Theorem 2.13. Let f be a transcendental entire function. Then I(f) 6= ∅ and

J(f) = ∂I(f).

Thus, there is a close connection between the escaping set and the Julia set. This becomes

even more apparent in an important subset of transcendental entire functions.

Definition 2.14. We call the class

B := {f : f is transcendental entire such that sing
(
f−1
)

is bounded}

Eremenko-Lyubich class, where sing (f−1) denotes the set of the singularities of the inverse

function.

For functions in the class B, we have the following result by Eremenko and Lyubich

[EL92, Theorem 1 and page 995]:

Theorem 2.15. Let f ∈ B. Then I(f) ⊂ J (f) and thus J(f) = I(f).

For arbitrary transcendental entire functions, Rippon and Stallard [RS05, Theorem 1]
proved the following result:
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Theorem 2.16. Let f be a transcendental entire function. Then the escaping set I(f)
has at least one unbounded component.

Next, we state some results concerning the exponential and the trigonometric family.
Most of these were already mentioned in the introduction and we will present some

quasiregular analogues in the section about the dynamics of quasiregular maps and when
we consider examples. We start with some results about the exponential family. We put

Eλ(z) = λ exp(z),

where λ ∈ C.

Definition 2.17. We call a subset H of C or Rd a hair if there exists a homeomorphism
γ : [0,∞[ → H such that γ(t) → ∞ as t → ∞. We call γ(0) the endpoint of the hair H .

For 0 < λ < 1/e, the function Eλ has an attracting fixed point ξ. Using this terminology,
we can state the following result by Devaney and Krych [DK84, page 50]:

Theorem 2.18. Let 0 < λ < 1/e. Then

J (Eλ) = {z ∈ C : En
λ 9 ξ as n → ∞}

and J (Eλ) is an uncountable union of pairwise disjoint hairs.

McMullen proved the following result [McM87, Theorem 1.2]:

Theorem 2.19. Let λ ∈ C \ {0}. Then dimJ (Eλ) = 2.

Theorem 2.19 directly implies that the union of the hairs in Theorem 2.18 has Hausdorff
dimension 2. Karpińska showed that the dimension collapses if we remove the endpoints

of the hairs. This phenomenon is known as “Karpińska’s paradox”. Formally she proved
[Kar99b, Theorem 1.1]:

Theorem 2.20. Let 0 < λ < 1/e, and let Cλ be the set of endpoints of the hairs that
form J (Eλ). Then dim(J (Eλ) \ Cλ) = 1.

Karpińska [Kar99a, Theorem 1] also proved that Cλ has Hausdorff dimension 2.

Next, we state some results about the trigonometric family, i.e. functions of the form

g(z) = λ sin(z) + µ, λ 6= 0.

Devaney and Tangerman [DT86] showed that for certain parameters the Julia set consists
of hairs. In [McM87, Theorem 1.1], McMullen proved the following result:



12 Chapter 2. Motivation and Preliminary Results

Theorem 2.21. For g(z) = λ sin(z) + µ, λ 6= 0, the Julia set J (g) has positive area.

Remark 2.22. McMullen actually proved that I(g) has positive area.

Remark 2.23. In [AB12], Aspenberg and Bergweiler proved a generalisation of Theorem

2.21. Essentially, for g ∈ B with a certain growth restriction, the escaping set I(g) and
the Julia set J (g) have positive area.

Schleicher [Sch07, Theorem 1] proved the following particularly strong form of Karpińska’s

paradox:

Theorem 2.24. There exists a representation of C as a union of hairs with the following
properties:

• the intersection of two hairs is either empty or consists of the common endpoint;

• the union of the hairs without their endpoints has Hausdorff dimension 1.

This representation is defined by the dynamics of the maps g(z) = λ sin(z) + µ, λ 6= 0,
where λ and µ are chosen such that the critical values of g are strictly pre-periodic.

For these maps, the Julia set J (g) consists of hairs. Moreover, J (g) = C. The easiest
example in the trigonometric family with strictly pre-periodic critical values is given by
π sin(z).

Confirming a conjecture by Milnor, Schubert proved the following result [Sch08, Theorem
1.2]:

Theorem 2.25. The area of the non-escaping set of sin(z) in a vertical strip of width
2π is finite.

Hemke [Hem05, Theorem 5.1] considered the following family:

Theorem 2.26. Let g(z) := P (z) exp(Q(z)) + P̃ (z) exp(Q̃(z)) for polynomials P, P̃ and
Q, Q̃ such that n := deg(Q̃) = deg(Q) ≥ 0 and the arguments of their nth coefficients q, q̃
differ by some odd multiple of π/n. Then

meas(I(g)) > 0.

If furthermore Q̃ = −Q and n ≥ 3, then

meas(C \ I(g)) < ∞.

As an example, he considered the map

g(z) = exp(z3)− exp(−z3) = 2 sinh(z3).

Its Fatou set is non-empty, since it contains a super attractive basin around zero. Thus,

0 < meas(C \ I(g)) < ∞.
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2.4 Survey on quasiregular maps

Quasiregular maps are natural generalisations of analytic maps in the plane to higher
dimensions. We follow the survey of Väisäla [Väi80] for the historical background. Most

of the results we are going to state can also be found in the book by Rickman [Ric93].

Higher dimensional quasiregular maps were introduced by Lavrentiev [Lav38] in 1938.
They were first studied systematically by Reshetnyak in a series of papers starting with

[Reš66].

To motivate the definition of quasiregular maps, we follow [Väi80] and recall the definition
of analytic maps. Let G ⊂ R2 be open. A function f : G → R2 is (complex) analytic if

and only if

• f is C1 in the real sense;

• ‖Df(x)‖2 = Jf(x) for all x ∈ G,

where Df(x) denotes the derivative,

‖Df(x)‖ := sup
‖h‖=1

‖Df(x)(h)‖

denotes its norm and Jf (x) denotes the Jacobian determinant of f at x. The second con-
dition holds by the Cauchy-Riemann differential equations. Hence, holomorphic functions

map infinitesimal small circles onto infinitesimal small circles. We can easily generalise
this definition to higher dimensions. But if we take G ⊂ Rd open and f : G → Rd

satisfying

• f is C1 in the real sense;

• ‖Df(x)‖d = Jf(x) for all x ∈ G,

then f is either constant or a sense preserving Möbius transformation. In order to get
a more interesting class of functions, we need to allow some distortion as well as some

non-differentiability.

Definition 2.27. Let U ⊂ Rd be a domain. Then

W 1
d,loc(U)

denotes the Sobolev space consisting of all functions f = (f1, . . . fd) : U → R
d for which

all first-order weak partial derivatives ∂kfi exist and are locally in Ld.

Now we are able to give a precise definition of quasiregular maps.
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Definition 2.28. Let U ⊂ Rd be a domain. A continuous function f : U → Rd is called
quasiregular if

• f ∈ W 1
d,loc(U);

• there exists a constant KO ≥ 1 such that

‖Df(x)‖d ≤ KOJf (x) (2.1)

for almost every x ∈ U .

Definition 2.29. Let I ⊂ R be an interval. We call a function f : I → R absolutely
continuous if for every ε > 0 there exists δ > 0 such that

l∑

k=1

|f(bk)− f(ak)| < ε

for every finite number of non-overlapping open intervals ]ak, bk[ with [ak, bk] ⊂ I for all

1 ≤ k ≤ l and
l∑

k=1

(bk − ak) < δ.

Remark 2.30. Quasiregular maps are often defined using the class ACLd. These are

functions from a domain U ⊂ Rd to Rd where the coordinate functions are absolutely
continuous on almost every line parallel to the coordinate axes and additionally almost

every partial derivative is locally Ld-integrable.

For a complete definition and the following statement, see [Ric93, Proposition I.1.2].

Theorem 2.31. A map f : U → Rd is ACLd if and only if it is continuous and belongs
to W 1

d,loc(U).

Remark 2.32. If inequality (2.1) holds for some KO, then

Jf (x) ≤ KIℓ(Df(x))d a.e. (2.2)

holds for some KI ≥ 1, where

ℓ(Df(x)) := inf
‖h‖=1

‖Df(x)(h)‖,

see [Ric93, page 11].
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Remark 2.33. Geometrically, Df(x) maps the unit ball onto an ellipsoid around zero.
The length of the major half-axis is given by ‖Df(x)‖, the length of the smallest half-axis

by ℓ(Df(x)) and the volume by ν · Jf(x), which is equal to the product of all half-axes
times ν. Hence, f maps infinitesimal small spheres to infinitesimal small ellipsoids with

bounded eccentricity.

Definition 2.34. The smallest constants KO = KO(f) and KI = KI(f) for which (2.1)

and (2.2) hold are called outer and inner dilatation of f . Moreover,

K(f) := max{KI(f), KO(f)}

is called (maximal) dilatation of f . We say that f is K-quasiregular if K(f) ≤ K.

Remark 2.35. Like for the operator norm, we have the following estimates for ℓ. Let

A,B : Rd → Rd be linear. Then

ℓ(A) = inf
‖h‖=1

‖Ah‖ ≤ ‖Aw‖
‖w‖

for every w ∈ Rd \ {0}. Thus,

ℓ(A ·B) = inf
‖h‖=1

‖A(Bh)‖ ≥ inf
‖h‖=1

ℓ(A)‖Bh‖ = ℓ(A) · ℓ(B). (2.3)

Quasiregularity can be defined on Rd as well, see for example [Vuo88, Definition 10.6]:

Definition 2.36. Let G ⊂ Rd be a domain. A continuous map f : G → Rd is quasiregular

if either f(G) = {∞} or f−1(∞) is discrete and f |G\(f−1(∞)∪{∞}) is quasiregular.

A proof of the following result can be found in [Ric93, Theorem I.2.4].

Theorem 2.37. Quasiregular maps are differentiable almost everywhere.

Theorem 2.38. Non-constant quasiregular maps are open and discrete.

A proof can be found in [Ric93, Theorem I.4.1].

The composition of two quasiregular maps is again quasiregular, but in general the di-
latation grows, see [Ric93, Theorem II.6.8].

Theorem 2.39. Let f and g be quasiregular such that the domain of f contains the range
of g. Then

K(f ◦ g) ≤ K(f)K(g).

Rickman [Ric80, Theorem 1.1] proved the following analogue of Picard’s Theorem:
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Theorem 2.40. Let d ∈ N, d ≥ 2 and K ≥ 1. Then there exists q = q(d,K) with
the following properties: if a1, ..., aq ∈ Rd are distinct and if f : Rd → Rd \ {a1, ..., aq} is
K-quasiregular, then f is constant.

Equivalently, a non-constant K-quasiregular map f : Rd → Rd omits at most q values.

Remark 2.41. For d = 2 and K = 1 we have Picard’s Theorem.

Miniowitz [Min82, Theorem 4] proved an analogue of Montel’s Theorem:

Theorem 2.42. Let d ∈ N, d ≥ 2, and K ≥ 1. Let a1, ..., aq ∈ Rd be distinct, where
q = q(d,K) is as in Rickman’s Theorem. Let Ω ⊂ Rd be a domain and F be a family of
K-quasiregular maps f : Ω → Rd \ {a1, ..., aq}. Then F is normal.

Note that the family needs to be K-quasiregular with the same K for all maps.

2.5 Dynamics of quasiregular maps

If we want to apply Miniowitz’ Theorem to the iterates of quasiregular maps, we need

that all iterates are K-quasiregular with the same constant K.

Definition 2.43. Let f : Rd → Rd be quasiregular. We call f uniformly quasiregular if
there exists K ≥ 1 such that fn is K-quasiregular for all n ∈ N.

Remark 2.44. The first example of a uniformly quasiregular self-map of Rd where d ≥ 3

was constructed by Iwaniec and Martin, see [IM01, page 496]. Another example was
given by Mayer [May97, Section 5]. Both examples are presented in [Ber10a, Examples

4.1 and 4.2] as well. The quasiregular power mapping which is constructed in Chapter 4
is uniformly quasiregular as well.

While there is no obvious definition for the Julia set of a general quasiregular map, we

can still define the escaping set in the same way we did for entire transcendental maps.

Definition 2.45. Let f : Rd → Rd be a quasiregular map. We call the set

I(f) :=
{
x ∈ R

d : ‖fn(x)‖ → ∞ as n → ∞
}

the escaping set of f .

There are only few results about the dynamics of non-uniformly quasiregular maps. Just

like in the case of entire functions, we have polynomial type and transcendental type
quasiregular maps:
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Definition 2.46. We say that a quasiregular map f : Rd → Rd is of polynomial type if
f(x) → ∞ as x → ∞ is satisfied. If f has an essential singularity at ∞, we say that f is

of transcendental type.

Remark 2.47. By putting f(∞) = ∞, a quasiregular map f : Rd → Rd of polynomial
type extends to a quasiregular self-map of Rd.

The dynamics of polynomial type quasiregular maps are studied for example in [FN11]

and [Ber13].

Remark 2.48. Every known example of a uniformly quasiregular map f : Rd → Rd

extends to a quasiregular self-map of Rd. It is not known whether there exists a uniformly
quasiregular map f : Rd → Rd with an essential singularity at ∞.

For transcendental type quasiregular maps, Bergweiler, Fletcher, Langley and Meyer

[BFLM09, page 643] proved the following analogue of Theorem 2.13 and Theorem 2.16:

Theorem 2.49. Let f : Rd → Rd be a transcendental type quasiregular map. Then
I(f) 6= ∅. Moreover, I(f) has an unbounded component.

Further results on the dynamics of transcendental type quasiregular maps can be found

in [BN14].
An important subset of the escaping set of trancendental entire maps was introduced

by Bergweiler and Hinkkanen in [BH99]. Since the definition is essentially the same, we
restrict ourselves to the quasiregular case, see [BDF14, page 2]:

Definition 2.50. For a quasiregular map f : Rd → Rd we denote by

M(r, f) := max
‖x‖=r

‖f(x)‖

the maximum modulus of f and by Mn(r, f) the nth iterate of M(r, f) with respect to

the first variable (for example, M2(r, f) = M(M(r, f), f)). Then the fast escaping set of
f is defined by

A(f) :=
{
x ∈ R

d : ∃N ∈ N ∀n ∈ N :
∥∥fn+N(x)

∥∥ ≥ Mn(R, f)
}
,

with R so large that Mn(R, f) → ∞ as n → ∞.

2.6 Branch points of quasiregular maps

Definition 2.51. Let G ⊂ Rd be open and f : G ⊂ Rd be quasiregular. We call the set

Bf := {x ∈ G : f is not locally homeomorphic at x}

the branch set of f .
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Remark 2.52. Let d ≥ 3. If f : Rd → Rd is quasiregular and not injective, then Bf 6= ∅.
In fact, the (d − 2)-dimensional Hausdorff measure of the image f(Bf) is positive, see

[Ric93, Proposition III.3].

Similar to the concept of the multiplicity of a point, we follow Rickman and Srebro [RS86,

page 247] to define the local index:

Definition 2.53. Let f : Rd → Rd be quasiregular. Then we call

i(f, x) := inf
U(x)

sup
y∈Rd

card
(
f−1(y) ∩ U(x)

)

the local index of f at x, where U(x) is a neighbourhood of x.

Remark 2.54. x ∈ Bf if and only if i(f, x) ≥ 2, see [MS75, Lemma 3.2].

Using the notion of the local index, we can assign a degree to non-constant quasiregular
self-maps on Rd which do not have an essential singularity at infinity, see [MS75, Theorem

4.1]:

Theorem 2.55. Let f : Rn → Rn be a non-constant quasiregular map. Then there exists
a constant µ(f) ∈ N such that

µ(f) =
∑

x∈f−1(y)

i(x, f)

for all y ∈ Rn.

Definition 2.56. Let f and µ(f) be as in Theorem 2.55. Then µ(f) is called the degree
of f .

2.7 Examples

Winding map

An easy example of a quasiregular map is given by the so called winding map, see for
example [Ric93, Example I.3.1]: Let k be a positive integer and f : R3 → R3 be the map
(r, ϕ, x3) 7→ (r, kϕ, x3) in cylindrical coordinates. Then f is quasiregular with KO(f) = k2

and KI(f) = k. The branch set Bf is the x3-axis.

Before we discuss examples of quasiregular analogues of the exponential map and of

trigonometric functions, we want to give a brief reminder how the complex exponen-
tial map can be constructed using the real exponential map. This is just to show the
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similarities in the construction, see Figure 2.1. We first map the vertical line segment
i[−π/2, π/2] onto the half-circle of radius 1 in the right half-plane. Then we scale with the

real exponential map of the real part. Repeated reflections at the sides of the horizontal
strip and the imaginary axis yield the well known exponential map.

−π
2
i

π
2
i

z
exp

exp(Re z) · h(Im z)

h :
[
−π

2
, π
2

]
→ C, t 7→ cos t+ i sin t

Figure 2.1: Construction of the complex exponential map.

Zorich maps

An important example of quasiregular maps was given by Zorich (according to [IM01],

see [Zor67]). This map can be considered as a d-dimensional analogue of the exponential
map. Following Iwaniec and Martin [IM01, Example 6.5.4], see also Bergweiler [Ber10b,

page 601], we put

U :=
{
(x1, ..., xd−1) ∈ R

d−1 : |xj| ≤ 1
}
.

Now let hZ be a bi-Lipschitz map from U to the upper hemisphere

S
+ :=

{
x ∈ R

d : ‖x‖ = 1, xd ≥ 0
}

and define

Z : U × R → R
d, Z(x) = exp(xd)hZ(x1, ..., xd−1).

Then Z maps the infinite square beam U × R onto the upper half-space

H
+ :=

{
x ∈ R

d : xd ≥ 0
}
.

Repeated reflections at the sides of square beams and the hyperplane Rd−1 × {0} yields
a quasiregular map Z : Rd → Rd.
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Z(x′)

Z(x) = exp(xd)hZ(x1, ..., xd−1) = Z(x′′)

Z

hZ(x1, ..., xd−1)

x x′
x′′

hZ : [−1, 1]d−1 −→
{
x ∈ Rd : ‖x‖ = 1

}
bilipschitz

Figure 2.2: Construction of Zorich maps.

Definition 2.57. We call a function defined like this a Zorich map.

Remark 2.58. The map hZ takes the role of the angular map in the construction of the
complex exponential map.

For d = 3, Bergweiler [Ber10b, page 602] showed that there exist α, m, M ∈ R with
0 < α < 1 and m < M , such that ‖DZ(x)‖ ≤ α a.e. for x3 ≤ m, while ℓ(DZ(x)) ≥ 1

α

a.e. for x3 ≥ M . Now choose a ≥ exp(M)−m and consider the map

Za : R
3 → R

3, Za(x) := Z(x)− (0, 0, a).

This leads to the following result [Ber10b, Theorem 1]:

Theorem 2.59. Let Za be as above. Then there exists a unique fixed point ξ = (ξ1, ξ2, ξ3)

satisfying ξ3 ≤ m and the set

J :=
{
x ∈ R

3 : Zk
a (x) 9 ξ as k → ∞

}

consists of uncountably many pairwise disjoint hairs. The set C of endpoints of these
hairs has Hausdorff dimension 3, while J \ C has Hausdorff dimension 1.

This can be seen as a 3-dimensional analogue of Karpińska’s paradox in the plane
[Kar99b].

Remark 2.60. The free choice of the bi-Lipschitz map hZ generates a whole class of

maps. Locally, the dynamical behaviour of these maps can be quite different, see [Ber10b,
Section 7] for some examples.
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Power mapping

Mayer [May97, Section 5] constructed quasiregular analogues of power mappings based
on Zorich maps. For z ∈ C we have

zm = exp(m log z),

with the branch log : C \ [0,∞[ → {z ∈ C : 0 < Im z < 2π} of the exponential map.
Mayer uses this exact approach. He replaced the exponential map by a Zorich map Z and

the logarithm by a branch of the inverse of Z. The resulting map is in fact a uniformly
quasiregular map with degree md−1.

Quasiregular sine

We follow Bergweiler and Eremenko [BE11] to construct a quasiregular analogue of sine.

Let
Sin : [−1, 1]d−1 × [0, 1] →

{
x ∈ R

d : ‖x‖2 ≤ 1, xd ≥ 0
}

be a bi-Lipschitz map such that the upper face [−1, 1]d−1×{1} is mapped onto the upper

hemisphere
S
+ =

{
x ∈ R

d : ‖x‖ = 1, xd ≥ 0
}
.

We then define Sin : [−1, 1]d−1 × [1,∞[ → R
d by

Sin(x) = exp(xd − 1) Sin(x1, ..., xd−1, 1).

Then Sin(x) maps [−1, 1]d−1 × [1,∞[ bijectively onto the upper half-space

H
+ =

{
x ∈ R

d : xd ≥ 0
}
.

Using repeated reflections at faces of square-beams and the hyperplane Rd−1 × {0}, we

can extend Sin(x) to a map Sin : Rd → Rd. We denote the restriction of the initial
bi-Lipschitz map to the upper face of the half-cube by

h := Sin |[−1,1]d−1×{1}.

Definition 2.61. We will refer to h as angular map of Sin(x).

The map h is bi-Lipschitz. Thus, there exists a constant Lh > 0 such that

1

Lh
‖x− y‖ ≤ ‖h(x)− h(y)‖ ≤ Lh‖x− y‖ (2.4)

for all x, y ∈ [−1, 1]d−1 × {1}.



22 Chapter 2. Motivation and Preliminary Results

Remark 2.62. Again, this construction produces a whole class of maps. An explicit
example of a bi-Lipschitz map from the upper half-cube onto the upper half-ball, where

the upper face is mapped onto the upper hemisphere can be found in [BE11, page 173].

Remark 2.63. In [BE11, Section 5 and page 167], the authors show that Sin(x) is indeed
quasiregular and that

β := ess inf
x∈Rd

ℓ(Df(x)) > 0.

Now we want to label the tracts which are generated by [−1, 1]d−1 × [0,∞[ through
reflections. Again, we follow [BE11].

Definition 2.64. Put R := Z
d−1 × {−1, 1}. For r = (r1, ..., rd) ∈ R we call

T (r) :=
{
x ∈ R

d : |xj − 2rj | ≤ 1 für 1 ≤ j ≤ d− 1, rdxd ≥ 0
}

a tract of Sin(x) with label r.

T (0, 0, .) T (1, 0, .)

T (0, 1, .)

T (−1, 0, .)

T (1, 1, .)

Figure 2.3: Labels of the tracts.

We put r0 := (0, ..., 0, 1) ∈ R and call

T (r0) = T (0, ..., 0, 1)

the initial tract in the construction of Sin(x). Since all tracts are obtained by reflections

of T (r0) at hyperplanes, we find that if

σ(r) :=
d−1∑

j=1

rj +
1

2
(rd − 1)

is even, then Sin(x) maps T (r) bijectively onto H+. If σ(r) is odd, Sin(x) maps T (r)

bijectively onto

H
− :=

{
x ∈ R

d : xd ≤ 0
}
.
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So the map σ determines whether we need an even or an odd number of reflections to
obtain the tract T (r) by reflecting the initial tract at hyperplanes. For r ∈ R we denote

by Λr the inverse function of f |T (r). Thus,

Λr : H+ → T (r)

if σ(r) is even and
Λr : H− → T (r)

if σ(r) is odd.

Remark 2.65. The branch points of Sin(x) are the edges of the tracts T (r), where r ∈ R.

Definition 2.66. For x ∈ Rd, we call the sequence s = (sk)k≥0 in R such that

Sinn(x) ∈ T (sn)

an external address of x.

Remark 2.67. The external address is not unique if Sinn(x) ∈ ∂T (r) for some n ≥ 0

and r ∈ R. But this will not matter for our purposes.

Remark 2.68. The complex sine and its quasiregular counterpart have similar geometric
properties. While sin(x + iy) is 2π-periodic in x-direction, its quasiregular counterpart

Sin(x1, ..., xd) is 4-periodic in each component except the last one. Under the complex
sine, vertical half-strips of the form

{
(x+ iy) ∈ C : |x− kπ| ≤ π

2
, y ≥ 0

}

are mapped onto the upper or lower half-plane, corresponding to the tracts T (r) for

rd = 1, which are mapped onto the upper or lower half-space. Likewise for y ≤ 0 and
rd = −1.

2.8 Dynamical behaviour of λ Sin(x)

For the rest of this chapter, we investigate the dynamical behaviour of the map

f : Rd → R
d, f(x) := λ Sin(x),

where λ > 0. Apart from sharing geometric properties with the complex sine, there are
even more similarities if we investigate the dynamical behaviour of f compared to sine.

The next two results are analogues of Theorem 2.24. Bergweiler and Eremenko [BE11,
Theorem 1] proved the following theorem:
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Theorem 2.69. There exists a representation of Rd as a union of hairs with the following
properties:

• the intersection of two hairs is either empty or consists of the common endpoint;

• the union of the hairs without their endpoints has Hausdorff dimension 1.

This representation is defined by the dynamics of the (locally uniformly expanding) map

f(x) = λ Sin(x) with λ sufficiently large. In fact, λ can be chosen so large that

1 < λβ = ess inf
x∈Rd

ℓ(Df(x)).

Fletcher and Nicks [FN13, Theorem 1.1] showed that a slightly modified version f̃ of f
behaves chaotically in the whole space:

Theorem 2.70. Assume that Sin(x) fixes the origin. Then for λ sufficiently large, the
periodic points of f̃(x) = λ Sin(x) are dense in Rd (and all repelling). Furthermore, f̃
has the blowing-up property everywhere in Rd, that is

∞⋃

k=0

f̃k(U) = R
d

for any non-empty open set U ⊂ Rd.

Remark 2.71. With the definition of the Julia set of non-uniformly quasiregular maps
suggested by Bergweiler and Nicks [BN14, Definition 1.1], this means that the Julia set

of f̃ is the whole space.

2.9 Estimates for λ Sin(x)

We are going to need the following estimates for the derivatives and the Jacobian of the
inverse branches, see [BE11, page 168]:

‖f(x)‖ = λ exp(|xd| − 1), x ∈ R
d, |xd| ≥ 1. (2.5)

For all r ∈ R, we have

‖DΛr(y)‖ ≤ 1

β‖y‖ , y ∈ R
d, ‖y‖ ≥ λ a.e., (2.6)

where β is from Remark 2.63.
Furthermore, there exist constants c1, c2, c3 > 0 such that

ℓ(D(Λr(y)) ≥ c1
‖y‖ , y ∈ R

d, ‖y‖ ≥ λ a.e. (2.7)

and thus
c2

‖y‖d ≤ JΛr(y) ≤
c3

‖y‖d , y ∈ R
d, ‖y‖ ≥ λ a.e. (2.8)
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2.10 Miscellaneous notations and results

We are going to need the following version of the Besicovitch Covering Lemma, see
[Guz81, Theorem 3.2.1]:

Theorem 2.72. Let M ⊂ Rd be bounded and r : M → ]0,∞[ be a positive function.
Then there exists an at most countable subset A of M satisfying

M ⊂
⋃

x∈A
B(x, r(x))

such that no point in Rd is contained in more than 42d of the balls B(x, r(x)) with x ∈ A.

Remark 2.73. The upper bound of balls covering any point x ∈ Rd does neither depend

on x nor the radius function r.

Infinite products

We will need the notion of infinite products, see [FL80, Chapter VII.2].

Definition 2.74. Let (an)n∈N be a sequence in C. We call
∞∏

n=1

an

convergent if there exists N ∈ N such that the limit lim
n→∞

n∏
k=N

ak exists and is non-zero.

Remark 2.75. Let
∞∏
n=1

an be convergent. Then there exists N ∈ N such that an 6= 0 for

all n ≥ N . In fact, lim
n→∞

an = 1.

The following result reduces the convergence of an infinite product to the convergence of

an infinite sum, see [FL80, pages 173 and 174]:

Theorem 2.76. Let (bn)n∈N be a real sequence. Then
∞∏

n=1

(1 + |bn|) converges ⇐⇒
∞∑

n=1

|bn| converges.

In particular, if
∞∑

n=1

|bn|

converges, then
∞∏

n=1

(1 + bn)

converges as well.
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Spherical coordinates

We are going to use the following spherical coordinates, see [AE01, page 206]

x1 = r cos θ1 sin θ2... sin θd−1

x2 = r sin θ1 sin θ2... sin θd−1

x3 = r cos θ2 sin θ3... sin θd−1

...

xd−1 = r cos θd−2 sin θd−1

xd = r cos θd−1,

where θj ∈ ]0, π[ for 2 ≤ j ≤ d− 2 and 0 < θ1 < 2π. The volume element is given by

dV = rn−1 sin θ2 sin
2 θ3... sin

d−2 θd−1.



3 The Escaping Set of λ Sin(x)

The results about λ Sin(x) in the previous chapter rely on the fact that λ is chosen large

enough to make the map f(x) = λ Sin(x) locally expanding. In the first part of this
chapter, we prove an analogue of McMullen’s result [McM87] for the sine family (see

Theorem 2.21) without these restrictions on λ.

Theorem 1. Let λ > 0. Then the measure of the escaping set of λ Sin(x) is positive, i.e.

meas(I(λ Sin)) > 0.

Note that λ Sin(x) does not need to be locally expanding. Theorem 1 holds for the fast
escaping set as well:

Theorem 1’. Let λ > 0. Then the measure of the fast escaping set of λ Sin(x) is positive.

In the second part of this chapter, we generalise Theorem 1 and obtain an analogue of

Schubert’s result [Sch08], see Theorem 2.25.

Theorem 2. Let r ∈ R, λ > 0. Then the measure of the non-escaping set of λ Sin(x) is
finite in the tract T (r), that is

meas(Ic(λ Sin) ∩ T (r)) < ∞,

where
Ic(g) := R

d \ I(g)
denotes the non-escaping set of a quasiregular map g.

This holds for the fast escaping set as well:

Theorem 2’. Let r ∈ R, λ > 0. Then

meas(Ac(λ Sin) ∩ T (r)) < ∞.

We will prove Theorem 1 by adapting some of the techniques used by Aspenberg and
Bergweiler in [AB12]. Generalising McMullen’s Theorem, in this paper the authors show

that the escaping set of a function g in the Eremenko-Lyubich class B has positive
measure if g satisfies certain growth restrictions. At some point in the proof they perform
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a logarithmic change of variables and show that the measure of the escaping set of
the logarithmic transform has positive measure. By definition, our map f shares some

properties with a logarithmic transform, allowing us to adapt the main strategy at that
point of their proof.

3.1 Notations

For this chapter, we put again f(x) = λ Sin(x), λ > 0.
Consider the set

L :=

{
x ∈ R

d : |fd(x)| ≥ exp

(
1

2
|xd|
)}

of all points in Rd, where the modulus of the dth component of f is “large” and put

T := {x ∈ L : fn(x) ∈ L for all n ∈ N}.

The set T consists of all points which stay in L under iteration. Hence, for x ∈ T , n ∈ N

we have

|fnd (x)| ≥ En1
2
(|xd|), (3.1)

where E 1
2

is the map

E 1
2
: R → R, t 7→ exp

(
1

2
t

)
,

En1
2

denotes the nth iterate of E 1
2

and

fnd (x) = (fn(x))d

denotes the dth component of the nth iterate of f at x. This implies T ⊂ I(f). For
n ≥ 0 we denote by

Tn :=
{
x ∈ L : fk(x) ∈ L for 0 ≤ k ≤ n

}

the set of points which stay in L for n iterations. Then L = T0 and we put

S := R
d \ L

for the complement of L in Rd. So S is the set where |fd| is “small”.
For x ∈ Rd we finally denote by

Q(x) :=

{
y ∈ R

d : |yj − xj | ≤
|xd|
2

}

the axis-aligned cube with centre x and side length |xd| and by

p : Rd → R
d−1, (x1, ..., xd) 7→ (x1, ..., xd−1)

the projection from Rd onto Rd−1.
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3.2 Proof of Theorem 1

To give a better understanding of what we are going prove in detail, we provide a short
idea of the main strategy used in the proof. Consider a cube Q(x) with xd large. We

want to estimate the percentage of points in Q(x) which stay under iteration n− 1 times
in L and get mapped into S in the nth step. If the percentage of lost points decreases
fast enough as n gets larger, we will end up with enough points which stay in L forever

and thus are in the escaping set of f .
Formally, take w ∈ Rd with wd large. We are going to construct a (rapidly) decreasing

sequence (∆n(wd))n satisfying

dens(Tn−1 \ Tn, Tn−1 ∩Q(w)) ≤ ∆n(wd) (3.2)

for all n ∈ N as well as

dens(T , L ∩Q(w) ≥
∞∏

k=1

(1−∆n(wd)) > 0. (3.3)

Then meas(T ) > 0 and thus meas I(f) > 0.
Following the strategy outlined above, we need an estimate of dens(S,Q(x)). To achieve

this, we estimate the density of S in the initial tract at a certain level a ≥ 1. This
estimate will depend on the Lipschitz constant of the angular map h. First we prove the

following lemma about the density of a spherical cap in the upper hemisphere.

Lemma 3.1. Let b ∈ [0, 1]. Then

densHd−1 (Scb, S0) ≤ C1 · b,
where C1 is a positive constant,

Sb :=
{
x ∈ R

d : ‖x‖ = 1, xd ≥ b
}

and
S
c
b := S0 \ Sb.

Proof. To compute the density, we use the spherical coordinates stated in Section 2.10.
Then

area(S0) =

2π∫

0

π∫

0

π∫

0

...

π
2∫

0

sin θ2 sin
2 θ3... sin

d−2 θd−1 d θd−1... d θ1

= 2π

π
2∫

0

sind−2 θd−1 d θd−1

π∫

0

...

π∫

0

sin θ2 sin
2 θ3... sin

d−3 θd−2 d θd−2... d θ2
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bScb

Sb

Figure 3.1: Spherical caps.

and

area(Scb) = 2π

π
2∫

arccos b

sind−2 θd−1 d θd−1

π∫

0

...

π∫

0

sin θ2 sin
2 θ3... sin

d−3 θd−2 d θd−2... d θ2.

By putting
2

C1
:=

∫ π
2

0

sind−2 θd−1 d θd−1,

we thus obtain

area(Scb)

area(S0)
=

∫ π
2

arccos b
sind−2 θd−1 d θd−1∫ π

2

0
sind−2 θd−1 d θd−1

≤ C1

2
·
∫ π

2

arccos b

1 d θd−1

=
C1

2
·
(π
2
− arccos b

)

=
C1

2
· arcsin b

≤ C1

2
· 2b.

Remark 2.4 then yields

densHd−1(Scb, S0) ≤ C1 · b.

Remark 3.2. For d = 3 we actually have

densHd−1 (Scb, S0) = b.

Lemma 3.3. Let a ≥ 1. Then

densHd−1

(
S, [−1, 1]d−1 × {a}

)
≤ C1ω

Ld−1
h

2d
δ̃(a),

where

δ̃(t) :=
1

λ
exp

(
− t

2
+ 1

)

and ω = area (S).
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fd(x)

hd(x1, ..., xd−1, 1) = δ̃(a)

‖f(x)‖

f(x)

f

h−1
(
S
δ̃(a)

)

p
(
h−1

(
S
δ̃(a)

))
× {a}

Figure 3.2: Illustrating the proof of Lemma 3.3.

Proof. We first decompose f into an angular map and a scaling map: for a ≥ 1 and

x = (x1, ..., xd−1, a) ∈ [−1, 1]d−1 × {a} we have ‖f(x)‖ = λ exp(a− 1). Thus, we obtain

fd(x) = ‖f(x)‖ · hd(x1, ..., xd−1, 1)

= λ exp(a− 1) · hd(x1, ..., xd−1, 1).

Points in S have a small dth component after applying f . In particular,

x ∈ S ⇐⇒ fd(x) = λ exp(a− 1) · hd(x1, ..., xd−1, 1) < exp

(
1

2
a

)

⇐⇒ hd(x1, ..., xd−1, 1) <
1

λ
exp

(
−a

2
+ 1
)
= δ̃(a).

This means

x ∈ S ⇐⇒ (x1, ..., xd−1, 1) ∈ h−1
(
S
c

δ̃(a)

)

and therefore,

x ∈ L ⇐⇒ (x1, ..., xd−1, 1) ∈ h−1
(
S
δ̃(a)

)

⇐⇒ hd(x1, ..., xd−1, 1) ≥ δ̃(a).

This implies that

T (r0) ∩ S ∩
(
R
d−1 × {a}

)
= p

(
h−1

(
S
c

δ̃(a)

))
× {a}

and

T (r0) ∩ L ∩
(
R
d−1 × {a}

)
= p

(
h−1

(
S
δ̃(a)

))
× {a}.
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Thus,

densHd−1

(
S, [−1, 1]d−1 × {a}

)
= densHd−1

(
p
(
h−1

(
S
c

δ̃(a)

))
× {a}, [−1, 1]d−1 × {a}

)

= densHd−1

(
h−1

(
S
c

δ̃(a)

)
, [−1, 1]d−1 × {1}

)
.

Since h is bi-Lipschitz with Lipschitz constant Lh, Theorem 2.5 yields

densHd−1

(
h−1

(
S
c

δ̃(a)

)
, [−1, 1]d−1 × {1}

)
=

Hd−1
(
h−1

(
Sc
δ̃(a)

)
∩ [−1, 1]d−1 × {1}

)

Hd−1 ([−1, 1]d−1 × {1})
= Hd−1

(
h−1

(
S
c

δ̃(a)

))
· 1

Hd−1 ([−1, 1]d−1 × {1})
≤ Ld−1

h Hd−1
(
S
c

δ̃(a)

)
· 1

Hd−1 ([−1, 1]d−1 × {1}) .

Using Remark 2.4 and Lemma 3.1, we obtain

Ld−1
h

Hd−1 ([−1, 1]d−1 × {1})H
d−1
(
S
c

δ̃(a)

)
= Ld−1

h

Hd−1 (S0)

Hd−1 ([−1, 1]d−1 × {1})
Hd−1

(
S
c

δ̃(a)
∩ S0

)

Hd−1 (S0)

= Ld−1
h

area (S0)

2d−1
densHd−1

(
S
c

δ̃(a)
, S0

)

≤ Ld−1
h

area (S0)

2d−1
· C1δ̃(a)

= Ld−1
h

ω

2d
· C1δ̃(a),

finishing the proof.

Remark 3.4. Since δ̃ is decreasing, we obtain

p
(
L ∩

(
[−1, 1]d−1 × {a}

))
× [a,∞[ ⊂ L.

Thus,

S ∩
(
[−1, 1]d−1 × [a, b[

)
⊂ p

(
S ∩

(
[−1, 1]d−1 × {a}

))
× [a,∞[.

Next, we estimate the density of S in a cube Q(x):

Lemma 3.5. For x0 large,
dens(S,Q(x)) ≤ δ(|xd|)

holds for all x ∈ Rd with |xd| ≥ x0, where

δ(t) :=
3

2d+1λ
Ld−1
h C1ω exp

(
− t

4
+ 1

)
.



3.2 Proof of Theorem 1 33

Rd−1 ×
{
xd
2

}

Q(x)

p
(
S ∩ [−1, 1]d−1 ×

{
xd
2

})
×
[
xd
2
, 3xd

2

]

Figure 3.3: Illustrating the proof of Lemma 3.5. The red “pillar” is contained in L.

Proof. Let r ∈ R, a ∈ R with |a| ≥ 1. Using the symmetry properties of f , we obtain

densHd−1

(
S, T (r) ∩

(
R
d−1 × {a}

))
= densHd−1

(
S, [−1, 1]d−1 × {|a|}

)
.

Thus, without loss of generality, assume that x ∈ T (r0) with xd ≥ 2. To estimate the

density of S in the cube Q(x), we first estimate the density of S in the lower face of Q(x).
By periodicity, we can choose xd large enough such that

densHd−1

(
S, p(Q(x))×

{xd
2

})
≤ 3

2
densHd−1

(
S, T (r0) ∩

(
R
d−1 ×

{xd
2

}))
.

By Lemma 3.3, we obtain

densHd−1

(
S, p(Q(x))×

{xd
2

})
≤ 3

2
densHd−1

(
S, T (r0) ∩

(
R
d−1 ×

{xd
2

}))

=
3

2
densHd−1

(
S, [−1, 1]d−1 ×

{xd
2

})

≤ 3

2d+1
Ld−1
h C1ωδ̃

(xd
2

)
.

By Remark 3.4,

S ∩
(
[−1, 1]d−1 ×

[
xd
2
,
3xd
2

])
⊂ p

(
S ∩ [−1, 1]d−1 ×

{xd
2

})
×
[
xd
2
,
3xd
2

]

and thus by symmetry

S ∩Q(x) ⊂ p
(
S ∩

(
p(Q(x))×

{xd
2

}))
×
[
xd
2
,
3xd
2

]
.
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We finally obtain

dens(S,Q(x)) ≤ dens

(
p
(
S ∩

(
p(Q(x))×

{xd
2

}))
×
[
xd
2
,
3xd
2

]
, Q(x)

)

= densHd−1

(
S, p(Q(x))×

{xd
2

})

≤ 3

2d+1
Ld−1
h C1ωδ̃

(xd
2

)

= δ(xd).

We devote the remainder of this section to prove the following lemma:

Lemma 3.6. For x0 large and w ∈ Rd with wd = 2x0,

dens(Tn, Q(w)) ≥ 1

2

holds for all n ∈ N.

Proof. We prove this lemma by induction. First note that by Lemma 3.5

dens(S,Q(w)) ≤ δ(wd)

≤ 1

3

if x0 and hence wd is large enough. (The choice of 1/3 will play a role in the end of the
proof.) Since T0 = L = Rd \ S, we obtain

dens(T0, Q(w)) = dens(L,Q(w))

= 1− dens(S,Q(w))

≥ 2

3

≥ 1

2
.

For the remainder of the section, we now suppose that

dens(Tk, Q(w)) ≥ 1

2
(3.4)

holds for all k ≤ n− 1. Let u ∈ Tn−1 with |ud| ≥ x0. Put

v := fn(u)

and denote by s the external address of u. Note that the first n entries of s are unique
since the boundary points of tracts get mapped into Rd−1 × {0} and then stay there
forever under iteration. Hence, these points are not in the set L. Put

ϕn := Λs0 ◦ ... ◦ Λsn−1.
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ϕn

fn(u)u

Q(fn(u))

B(u, rn)

rn

Figure 3.4: Definition of B(u, rn).

We denote by

B(u, rn(u)) = B(u, rn)

the largest ball in ϕn(Q(v)) with centre u. Since ϕn is a homeomorphism, we have
rn > 0. We want to estimate the distortion of ϕn by estimating the distortion of the

inverse branches which define ϕn.

Lemma 3.7. Let x0 be large, u ∈ Tn−1 with |ud| ≥ x0 and 0 ≤ j ≤ n− 1. Then

Λsn−j−1(Q(fn−j(u))) ⊂ Q(fn−j−1(u)).

Furthermore,

ess sup
y∈Q(v)

Jϕn
(y) ≤

n−1∏

j=0

ess sup
y∈Q(fn−j (u))

JΛsn−j−1 (y),

and

ess inf
y∈Q(v)

ℓ(Dϕn(y)) ≥
n−1∏

j=0

ess inf
y∈Q(fn−j (u))

ℓ(DΛsn−j−1 (y)).

Proof. By the mean value inequality, we obtain

diamΛsn−1(Q(fn(u)) = sup
x1,x2∈Q(fn(u))

‖Λsn−1(x1)− Λsn−1(x2)‖

≤ sup
x1,x2∈Q(fn(u))

ess sup
y∈[x1, x2]

‖DΛsn−1(y)‖‖x1 − x2‖

≤ ess sup
y∈Q(fn(u))

‖DΛsn−1(y)‖ diam(Q(fn(u))),
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fn(u)

Q(fn(u))

Q(fn−1(u))

Q(fn−2(u))

Λsn−1(Q(fn(u))

Λsn−2(Q(fn−1(u))

Λsn−1Λsn−2

Figure 3.5: Illustrating Lemma 3.7.

where [x1, x2] denotes the straight line segment connecting x1 and x2. By using inequality
(2.6), we obtain

ess sup
y∈Q(fn(u))

‖DΛsn−1(y)‖ ≤ ess sup
y∈Q(fn(u))

1

β‖y‖

=
1

β min
y∈Q(fn(u))

‖y‖ .

Since ‖y‖ ≥ |vd|
2

for all y ∈ Q(v) = Q(fn(u)), we end up with

diamΛsn−1(Q(fn(u)) ≤ ess sup
y∈Q(fn(u))

‖DΛsn−1(y)‖ diam(Q(fn(u)))

≤ 1

β

1

min
y∈Q(fn(u))

‖y‖
√
d |vd|

≤ 1

β

2

|vd|
√
d |vd|

=
2
√
d

β
.

This estimate does not depend on n, hence

diamΛsn−j−1(Q(fn−j(u))) ≤ 2
√
d

β
(3.5)

for 0 ≤ j ≤ n− 1.
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For x0 ≥ 8
√
d

β
, we obtain

|fn−j−1
d (u)| ≥ En−j−1

1
2

(x0)

≥ x0

≥ 8
√
d

β

≥ 2 diamΛsn−j−1(Q(fn−j(u)))

and thus

Λsn−j−1(Q(fn−j(u))) ⊂ Q(fn−j−1(u)) (3.6)

for 0 ≤ j ≤ n−1. Next, we estimate the norm of the derivative of ϕn. By the chain rule,
we have

Dϕn(y) = D (Λs0 ◦ ... ◦ Λsn−1) (y)

= DΛs0 (Λs1 ◦ ... ◦ Λsn−1(y)) · ... ·DΛsn−1(y)

almost everywhere. To estimate ℓ(Dϕn(y)), we use estimate (2.3). Then (3.5) and (3.6)

yield

ess inf
y∈Q(v)

ℓ(Dϕn(y)) = ess inf
y∈Q(v)

ℓ(DΛs0 (Λs1 ◦ ... ◦ Λsn−1(y)) · ... ·DΛsn−1(y))

≥ ess inf
y∈Q(v)

ℓ(DΛs0 (Λs1 ◦ ... ◦ Λsn−1(y))) · ... · ℓ(DΛsn−1(y))

≥ ess inf
y∈Λs1◦...◦Λsn−1 (Q(v))

ℓ (DΛs0(y)) · ... · ess inf
y∈Q(v)

ℓ (DΛsn−1(y))

≥ ess inf
y∈Q(f(u))

ℓ (DΛs0(y)) · ... · ess inf
y∈Q(fn(u))

ℓ (DΛsn−1(y))

=

n−1∏

j=0

ess inf
y∈Q(fn−j(u))

ℓ(DΛsn−j−1 (y)).

We can estimate the Jacobian in a similar way:

Jϕn
(y) = JΛs0 (Λs1 ◦ ... ◦ Λsn−1(y)) · ... · JΛsn−1 (y)

and by applying (3.5) and (3.6) we have

ess sup
y∈Q(v)

Jϕn
(y) = ess sup

y∈Q(v)

JΛs0 (Λs1 ◦ ... ◦ Λsn−1(y)) · ... · JΛsn−1 (y)

≤ ess sup
y∈Λs1◦...◦Λsn−1(Q(v))

JΛs0 (y) · ... · ess sup
y∈Q(v)

JΛsn−1 (y)

≤ ess sup
y∈Q(f(u))

JΛs0 (y) · ... · ess sup
y∈Q(fn(u))

JΛsn−1 (y)

=
n−1∏

j=0

ess sup
y∈Q(fn−j(u))

JΛsn−j−1 (y).
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Now we pull the set S back to obtain an estimate of the percentage of points in B(u, rn)

which get mapped into S in the nth step of iteration.

Lemma 3.8. Let x0 be large, u ∈ Tn−1 with |ud| ≥ x0. Then

dens(f−n(S), B(u, rn)) ≤ η̃δ(x0,n)K
n,

where
x0,n := En1

2
(x0),

K :=

(
c3
cd1

(
1 + 2

√
d
))d

,

and

η̃ :=
2d

ν
.

Again, ν = meas(B(0, 1)) and c1, c2 are from inequalities (2.6) and (2.7), respectively.

Remark 3.9. This estimate does not depend on u.

Proof. By definition of the density, we obtain

dens(ϕn(Q(v) ∩ S), B(u, rn)) =
meas(ϕn(Q(v) ∩ S) ∩B(u, rn))

meas(B(u, rn))

≤ meas(ϕn(Q(v) ∩ S))

meas(B(u, rn))
(3.7)

=
meas(ϕn(Q(v) ∩ S))

ν · rdn
.

The Jacobian determines the distortion, i.e.

meas(ϕn(Q(v) ∩ S)) =

∫

Q(v)∩S
| detDϕn(x)| dx

≤ ess sup
y∈Q(v)∩S

Jϕn
(y)meas(Q(v) ∩ S). (3.8)

Next, we want to find a lower bound for the radius rn. Let γ : [0, 1] → Rd be the straight

line segment connecting u to a point z0 ∈ ∂B(u, rn)∩ ∂ϕn(Q(v)). Then Γ := fn ◦ γ is an
absolutely continuous Jordan arc in Q(v) connecting v and fn(z0) ∈ ∂Q(v). Denoting by

L(γ) the length of γ, this yields

rn = L(γ)
= L(ϕn ◦ Γ)

=

∫ 1

0

‖(ϕn ◦ Γ)′(t)‖ dt

=

∫ 1

0

‖Dϕn(Γ(t))Γ
′(t)‖ dt



3.2 Proof of Theorem 1 39

u

B(u, rn)

z0 γ

fn(z0)

Γ
fn

fn(u)

Q(fn(u))

Figure 3.6: Estimate for rn.

and by standard estimates

∫ 1

0

‖Dϕn(Γ(t))Γ
′(t)‖ ≥

∫ 1

0

ℓ(Dϕn(Γ(t)))‖Γ′(t)‖ dt

≥ ess inf
y∈Q(v)

ℓ(Dϕn(y))

∫ 1

0

‖Γ′(t)‖ dt

= ess inf
y∈Q(v)

ℓ(Dϕn(y))L(Γ)

≥ ess inf
y∈Q(v)

ℓ(Dϕn(y))
|vd|
2

.

Thus,

rn ≥ ess inf
y∈Q(v)

ℓ(Dϕn(y))
|vd|
2

. (3.9)

Using inequalities (3.8) and (3.9), we obtain

meas(ϕn(Q(v) ∩ S))

ν · rdn
≤

meas(Q(v) ∩ S)) · ess sup
y∈Q(v)

Jϕn
(y)

ν · rdn

≤
meas(Q(v) ∩ S)) · ess sup

y∈Q(v)

Jϕn
(y)

ν

(
|vd|
2
ess inf
y∈Q(v)

ℓ(Dϕn(y))

)d

=

meas(Q(v) ∩ S)) · ess sup
y∈Q(v)

Jϕn
(y)

2−dνmeas(Q(v))

(
ess inf
y∈Q(v)

ℓ(Dϕn(y))

)d .
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By the definition of the density and by Lemma 3.7, we thus get

meas(ϕn(Q(v) ∩ S))

ν · rdn
≤ 2d

ν
dens(S,Q(v))

ess sup
y∈Q(v)

Jϕn
(y)

(
ess inf
y∈Q(v)

ℓ(Dϕn(y))

)d

≤ 2d

ν
dens(S,Q(v))

n−1∏

k=0

ess sup
y∈Q(fn−j(u))

JΛsn−j−1 (y)

(
ess inf

y∈Q(fn−j(u))
ℓ(DΛsn−j−1 (y))

)d . (3.10)

Furthermore, inequality (2.8) yields for 0 ≤ j ≤ n− 1 that

ess sup
y∈Q(fn−j(u))

JΛsn−j−1 (y) ≤ ess sup
y∈Q(fn−j (u))

c3
‖y‖d

=
c3(

min
y∈Q(fn−j(u))

‖y‖
)d .

By (2.7), we have

ess inf
y∈Q(fn−j (u))

ℓ(DΛsn−j−1 (y)) ≥ ess inf
y∈Q(fn−j(u))

c1
‖y‖

=
c1

max
y∈Q(fn−j(u))

‖y‖ .

Since

max
y∈Q(fn−j (u))

‖y‖ ≤ min
y∈Q(fn−j(u))

‖y‖+ diam
(
Q(fn−j(u))

)

= min
y∈Q(fn−j(u))

‖y‖+
√
d |fn−jd (u)|

and min
y∈Q(fn−j(u))

‖y‖ ≥ |fn−j

d
(u)|

2
, we obtain

ess sup
y∈Q(fn−j(u))

JΛsn−j−1 (y)

(
ess inf

y∈Q(fn−j (u))
ℓ(DΛsn−j−1 (y))

)d ≤ c3
cd1




max
y∈Q(fn−j(u))

‖y‖

min
y∈Q(fn−j(u))

‖y‖



d

≤ c3
cd1




min
y∈Q(fn−j(u))

‖y‖+
√
d |fn−jd (u)|

min
y∈Q(fn−j (u))

‖y‖




d

≤ c3
cd1

(
1 +

2
√
d |fn−jd (u)|
|fn−jd (u)|

)d

=
c3
cd1

(
1 + 2

√
d
)d

.
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Inequalities (3.7) and (3.10) then yield

dens(ϕn(Q(v) ∩ S), B(u, rn)) ≤
meas(ϕn(Q(v) ∩ S))

ν · rdn

≤ 2d

ν
dens(S,Q(v))

n−1∏

k=0

ess sup
y∈Q(fn−j(u))

JΛsn−j−1 (y)

(
ess inf

y∈Q(fn−j(u))
ℓ(DΛsn−j−1 (y))

)d

≤ 2d

ν
dens(S,Q(v))

(
c3
cd1

(
1 + 2

√
d
)d)n

.

Applying Lemma 3.5, we thus obtain

dens(ϕn(Q(v) ∩ S), B(u, rn)) ≤
2d

ν
dens(S,Q(v))

(
c3
cd1

(
1 + 2

√
d
)d)n

≤ η̃δ(|vd|)Kn

≤ η̃δ(x0,n)K
n.

Since ϕn(Q(v)) is the component of f−n(Q(v)) that contains u, we have

f−n(S) ∩B(u, rn) = ϕn(Q(v) ∩ S) ∩B(u, rn)

and thus finally obtain

dens(f−n(S), B(u, rn)) ≤ η̃δ(x0,n)K
n,

finishing the proof.

Following the underlying heuristic principle, we prove the following lemma which gives
an upper bound of the percentage of the points in Tn−1 ∩ Q(w) that get lost when we

apply f once more.

Lemma 3.10. Let w ∈ Rd with wd = 2x0 and suppose that dens(Tn−1, Q(w)) ≥ 1
2
. Then

dens(Tn−1 \ Tn, Tn−1 ∩Q(w)) ≤ ηδ(x0,n)K
n,

where η := 42d+1η̃.

Remark 3.11. Denoting ∆n(x0) := ηδ(x0,n)K
n, this is essentially inequality (3.2) in the

idea of the proof.

Proof of Lemma 3.10. Let u ∈ Tn−1 ∩ Q(w). Then ud ≥ x0 and thus Lemma 3.8 holds.

Using the Besicovitch Covering Lemma (Theorem 2.72), we can find an at most countable
subset A ⊂ Tn−1∩Q(w), such that the balls B(u, rn(u)), u ∈ A, cover the set Tn−1∩Q(w)
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Tn−1

Q(w)

u

B(u, rn(u))

Q′(w)

w

Figure 3.7: Applying the Besicovitch Covering Lemma.

with no point being covered by more than 42d of these balls. Using this covering property
and Lemma 3.8, we obtain

meas(f−n(S) ∩ Tn−1 ∩Q(w)) ≤ meas

(
f−n(S) ∩

⋃

u∈A
B(u, rn(u))

)

≤
∑

u∈A
meas(f−n(S) ∩B(u, rn(u)))

≤ η̃δ(x0,n)K
n
∑

u∈A
measB(u, rn(u)).

Since all tracts T (r) have width 2 and the balls B(u, rn) are obtained by pulling back

into respective tracts, the radii rn are bounded from above, in fact rn(u) ≤ 1. By putting

Q′(w) :=

{
x ∈ R

d : |xj − wj| ≤
1

2
|wd|+ 1

}
,

we hence obtain

B(u, rn(u)) ⊂ Q′(w).

For x0 large we find that meas(Q′(w)) ≤ 2meas(Q(w)). By the choice of the set A, we
know that each point in Q′(w) is covered at most 42d times. Hence,

∑

u∈A
measB(u, rn(u)) ≤ 42dmeas(Q′(w))

≤ 2 · 42dmeas(Q(w)).
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Assumption (3.4) implies that meas(Q(w)) ≤ 2meas(Tn−1 ∩Q(w)) and thus

meas(f−n(S) ∩ Tn−1 ∩Q(w)) ≤ η̃δ(x0,n)K
n42d+1meas(Tn−1 ∩Q(w))

= ηδ(x0,n)K
nmeas(Tn−1 ∩Q(w)).

The definition of the density then yields

dens(f−n(S), Tn−1 ∩Q(w)) ≤ ηδ(x0,n)K
n. (3.11)

The set Tn−1 \ Tn contains all points which stay n− 1 times in L under iteration and are

mapped into S in the nth step. Thus, we find that

f−n(S) ∩ Tn−1 = Tn−1 \ Tn.

Hence,

dens(f−n(S), Tn−1 ∩Q(w)) =
meas(f−n(S) ∩ Tn−1 ∩Q(w))

meas(Tn−1 ∩Q(w))

=
meas(Tn−1 \ Tn ∩ Tn−1 ∩Q(w))

meas(Tn−1 ∩Q(w))

= dens(Tn−1 \ Tn, Tn−1 ∩Q(w)).

In conclusion, we obtain

dens(Tn−1 \ Tn, Tn−1 ∩Q(w)) ≤ ηδ(x0,n)K
n.

Remark 3.12. We shall apply Lemma 3.7, Lemma 3.8 and Lemma 3.10 for l ∈ N with
l ≤ n as well.

Lemma 3.13. Let x0 be large and w ∈ Rd with wd = 2x0. Furthermore, suppose that
dens(Tk, Q(w)) ≥ 1

2
for 0 ≤ k ≤ n− 1. Then

dens(Tn, T0 ∩Q(w)) ≥
n∏

k=1

(
1− ηδ(x0,n)K

k
)

holds for x0 large.

Proof. Since Tn ⊂ Tn−1 and by using Lemma 3.10, we obtain

dens(Tn, Tn−1 ∩Q(w)) = 1− dens(Tn−1 \ Tn, Tn−1 ∩Q(w))

≥ 1− ηδ(x0,n)K
n. (3.12)
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We find that

dens(Tn, T0 ∩Q(w)) =
meas(Tn ∩ T0 ∩Q(w))

meas(T0 ∩Q(w))

=
meas(Tn ∩ Tn−1 ∩Q(w))

meas(Tn−1 ∩Q(w))

meas(Tn−1 ∩Q(w))

meas(T0 ∩Q(w))

= dens(Tn, Tn−1 ∩Q(w)) dens(Tn−1, T0 ∩Q(w)).

Lemma 3.10 and Remark 3.12 then yield

dens(Tn, T0 ∩Q(w)) =
n∏

k=1

dens(Tk, Tk−1 ∩Q(w))

≥
n∏

k=1

(
1− ηδ(x0,n)K

k
)
.

Having the heuristic idea in mind, we still need to show that the sequence ∆n(x0) de-
creases fast enough if x0 is chosen large enough. Lemma 3.13 holds for all n ∈ N. On the

right hand side, this leads to an infinite product:

Lemma 3.14. For large x0, the infinite product

∞∏

k=1

(
1− ηδ(x0,k)K

k
)

converges,
∞∏

k=1

(
1− ηδ(x0,k)K

k
)
≥ 3

4

and

ηδ(x0,k)K
k < 1

for all k ∈ N.

Proof. By Theorem 2.76, the infinite product converges if the sum

∞∑

k=1

δ(x0,k)K
k =

∞∑

k=1

3

2d+1λ
Ld−1
h C1ω exp

(
−1

4
Ek1

2
(x0) + 1

)
Kk

converges. Using E 1
2
(t) ≥ 2t for sufficiently large t and by choosing x0 accordingly, we



3.2 Proof of Theorem 1 45

obtain

exp
(
−1

4
En+1

1
2

(x0) + 1
)
Kn+1

exp
(
−1

4
En1

2
(x0) + 1

)
Kn

=
exp

(
−1

4
E 1

2

(
En1

2
(x0)

)
+ 1
)
K

exp
(
−1

4
En1

2
(x0) + 1

)

≤
exp

(
−1

2
En1

2
(x0) + 1

)
K

exp
(
−1

4
En1

2
(x0) + 1

)

= exp

(
−1

4
En1

2
(x0)

)
K.

Since exp
(
−1

4
En1

2
(x0)

)
K → 0 as n → ∞, the sum

∑∞
k=1 δ(x0,k)K

k converges and thus

the product
∏∞

k=1

(
1− ηδ(x0,k)K

k
)

converges. This implies that there exists k0 ∈ N such
that

0 < 1− ηδ(x0,k)K
k (3.13)

holds for all k ≥ k0. By choosing x0 large, we obtain that (3.13) holds for all k ∈ N.
Again by choosing x0 large, we obtain

∞∏

k=1

(
1− ηδ(x0,k)K

k
)
≥ 3

4
. (3.14)

Now we are finally able to finish the proof of Lemma 3.6. The induction hypothesis (3.4),
i.e. dens(Tk, Q(w)) ≥ 1

2
for all k ≤ n − 1 still holds, thus the premises of Lemmas 3.13

and 3.14 are satisfied yielding

dens(Tn, T0 ∩Q(w)) ≥
n∏

k=1

(
1− ηδ(x0,k)K

k
)

≥
∞∏

k=1

(
1− ηδ(x0,k)K

k
)

≥ 3

4
.

Since Tn ⊂ T0, we obtain

dens(Tn−1, Q(w)) =
meas(Tn ∩Q(w))

measQ(w)

=
meas(Tn ∩ T0 ∩Q(w))

meas(T0 ∩Q(w))

meas(T0 ∩Q(w))

meas(Q(w))

= dens(Tn, T0 ∩Q(w)) dens(T0, Q(w)).
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In the beginning of the proof of Lemma 3.6, we established that dens(T0, Q(w)) ≥ 2
3

and
thus

dens(Tn, Q(w)) ≥ 3

4
· 2
3
=

1

2

finishes the proof of Lemma 3.6.

To finish the proof of Theorem 1, we note that Lemma 3.6 yields dens(Tn, Q(w)) ≥ 1
2

for all n ∈ N and hence dens(T , Q(w)) ≥ 1
2
. This already implies that meas(T ) > 0.

Furthermore,

dens(Tn, T0 ∩Q(w)) ≥
∞∏

k=1

(
1− ηδ(x0,k)K

k
)
≥ 3

4
(3.15)

holds for all n ∈ N. Thus, we obtain

dens(T , T0 ∩Q(w)) ≥ 3

4
.

Again, this implies that meas(T ) > 0 and since T ⊂ I(f) we conclude that the escaping

set of f has positive measure.

3.3 Proof of Theorem 1’

The set T is not only contained in the escaping set of f , but also in the fast escaping

set. We prove the following lemma first:

Lemma 3.15. Let t > 0. Then there exists s > t such that

En1
2
(s) ≥ expn(t)

for all n ∈ N.

Proof. Choose Ct > 2 such that

1

2
Ct · t ≥ t+ logCt. (3.16)

Let s ≥ Ct · t. Then

E 1
2
(s) ≥ E 1

2
(Ct · t)

= exp

(
1

2
Ct · t

)

≥ exp(t+ logCt)

= Ct exp(t).
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Since Ct > 2, inequality (3.16) holds for all r ≥ t, that is

1

2
Ct · r ≥ r + logCt.

Since exp(t) > t, we thus obtain

E2
1
2
(s) ≥ E 1

2
(Ct exp(t))

= exp

(
1

2
Ct exp(t)

)

≥ exp(exp(t) + log(Ct))

= Ct exp
2(t).

Inductively, we obtain

En1
2
(s) ≥ Ct exp

n(t) ≥ expn(t).

Now we are able to prove Theorem 1’.

Proof of Theorem 1’. For simplicity, we only consider the case λ = 1. The general case
follows analogously. Put λ = 1 and thus consider f(x) = Sin(x). To estimate the

maximum modulus of f , we use that ‖f(x)‖ = exp(|xd| − 1) for x ∈ R
d with |xd| ≥ 1.

Hence,

Mn(R, f) ≤ exp(... exp(exp(R− 1)− 1)...− 1)

≤ expn(R),

where expn(t) denotes the nth iterate of exp(t).

For R large, we have

M(R, f) ≥ exp

(
R

2
− 1

)

≥ 2R.

Thus,

M2(R, f) = M(M(R, f), f)

≥ 2M(R, f)

≥ 4R

and inductively

Mn(R, f) ≥ 2nR → ∞ as n → ∞.
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xd =
R
2

R

T (r0)

Figure 3.8: Illustrating the proof of Theorem 1’.

Let x ∈ T . Without loss of generality, let xd ≥ R. By inequality (3.1), we have

|fnd (xd)| ≥ En1
2
(xd).

Thus,

‖fn(x)‖ = ‖f(fn−1(x))‖
= exp(|fn−1

d (x)| − 1)

≥ exp
(
En−1

1
2

(xd)− 1
)
.

For l ∈ N, we hence obtain
∥∥fn+l+1(x)

∥∥ ≥ exp
(
En+l1

2

(xd)− 1
)

≥ exp
(
En+l1

2

(R)− 1
)

= exp
(
En1

2

(
El1

2
(R)
)
− 1
)
.

Now choose l large enough such that

El1
2
(R) ≥ s,

where s is chosen according to Lemma 3.15. Then Lemma 3.15 yields

exp
(
En1

2

(
El1

2
(R)
)
− 1
)
≥ exp

(
En1

2
(s)− 1

)

≥ exp (expn(R)− 1)

≥ expn(R).

With N = l + 1 we obtain ∥∥fn+N(x)
∥∥ ≥ Mn(R, f)

for all n ∈ N and hence x ∈ A(f).
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3.4 Proof of Theorem 2

We want to show that the measure of the non-escaping set of f is finite in tracts. By
symmetry, it suffices to prove that this is true for the initial tract T (r0). In fact, we show

that already T (r0) \ T has finite measure. Since T ⊂ I(f) and T ⊂ L, we obtain

meas(T (r0) \ I(f)) ≤ meas(T (r0) \ T )

= meas(S ∩ T (r0) \ T ) + meas(L ∩ T (r0) \ T )

= meas(S ∩ T (r0)) + meas(L \ T ∩ T (r0)).

Put w = (0, ..., 0, wd) ∈ R
d. In the cube Q(w), we get the following estimate:

Lemma 3.16. If wd is chosen large enough, then

meas(T (r0) \ I(f) ∩Q(w)) ≤ 2dwdδ(wd) + 2dwd

(
1−

∞∏

k=1

(
1− ηδ

(
Ek1

2

(wd
2

))
Kk
))

.

Proof. Put wd = 2x0, where x0 is from Lemma 3.14. Then equation (3.15) yields

dens(Tn, T0 ∩Q(w)) ≥
∞∏

k=1

(
1− ηδ(x0,k)K

k
)

for all n ∈ N. Hence,

dens(T , T0 ∩Q(w)) ≥
∞∏

k=1

(
1− ηδ(x0,k)K

k
)

=

∞∏

k=1

(
1− ηδ

(
Ek1

2
(x0)

)
Kk
)

(3.17)

=

∞∏

k=1

(
1− ηδ

(
Ek1

2

(wd
2

))
Kk
)
.

In the cube Q(w), the density of S in T (r0) is comparable to the density of S in Q(w).
Thus, by choosing wd large, we can achieve that

1

2
dens(S, T (r0) ∩Q(w)) ≤ dens(S,Q(w)) ≤ 3

2
dens(S, T (r0) ∩Q(w)),

and thus

meas(S ∩ T (r0) ∩Q(w)) ≤ 2meas(T (r0) ∩Q(w)) dens(S,Q(w)).

With
meas(T (r0) ∩Q(w)) = 2d−1wd,
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Lemma 3.5 yields

meas(S ∩ T (r0) ∩Q(w)) ≤ 2dwdδ(wd).

Similarly, we obtain

dens(L \ T , T (r0) ∩Q(w) ∩ L) ≤ 2 dens(L \ T , Q(w) ∩ L)

and hence

meas(L \ T ∩ T (r0) ∩Q(w) ∩ L) ≤ 2meas(T (r0) ∩Q(w) ∩ L) dens(L \ T , Q(w) ∩ L))

≤ 2meas(T (r0) ∩Q(w)) dens(L \ T , Q(w) ∩ L))

= 2dwd(1− dens(T , Q(w) ∩ L)).

Using (3.17) we find that

meas(L \ T ∩ T (r0) ∩Q(w)) = meas(L \ T ∩ T (r0) ∩Q(w) ∩ L)

≤ 2dwd

(
1−

∞∏

k=1

(
1− ηδ

(
Ek1

2

(wd
2

))
Kk
))

.

We thus obtain

meas(T (r0) \ I(f) ∩Q(w)) ≤ 2dwdδ(wd) + 2dwd

(
1−

∞∏

k=1

(
1− ηδ

(
Ek1

2

(wd
2

))
Kk
))

,

finishing the proof.

Next, we choose a sequence of cubes which cover the tract T (r0). Let y1 = wd from
Lemma 3.16 and put yj := 3j−1y1 and y(j) := (0, ..., 0, yj). Since yj+1

2
= 3

2
yj holds for all

j ∈ N, we find that the cubes Q
(
y(j)
)

cover the set T (r0) \ [−1, 1]d−1 ×
[
0, y1

2

]
such that

the intersection of two cubes is a set of measure zero.

We can apply Lemma 3.16 to each of these cubes, particularly with wd replaced by yj.
We thus find that

meas(T (r0) \ I(f)) ≤
y1
2
2d−1 +meas

( ∞⋃

j=1

(
T (r0) ∩Q

(
y(j)
)
\ I(f)

)
)

= y12
d−2 +

∞∑

j=1

meas
(
T (r0) \ I(f) ∩Q

(
y(j)
))

≤ y12
d−2 + 2d

∞∑

j=1

yj

(
δ(yj) +

(
1−

∞∏

k=1

(
1− ηδ

(
Ek1

2

(yj
2

))
Kk
)))

.
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Q
(
y(1)
)

Q
(
y(2)
)

Q
(
y(3)
)

Figure 3.9: Sequence of cubes covering the tract T (r0).

It remains to prove that the infinite sum converges. For the first part, we note that with
yj+1 = 3yj, we obtain

yj+1δ(yj+1)

yjδ(yj)
=

yj+1

(
exp

(
−1

4
yj+1 + 1

))

yj
(
exp

(
−1

4
yj + 1

))

= 3 exp

(
−1

2
yj

)
→ 0 as j → ∞.

Hence,
∞∑

j=1

yjδ(yj) =
∞∑

j=1

yj
3

2d+1λ
Ld−1
h C1ω exp

(
−yj

4
+ 1
)

converges. The second part of the infinite sum converges as well:

Lemma 3.17. For y1 large, we obtain

∞∑

j=1

yj

(
1−

∞∏

k=1

(
1− ηδ

(
Ek1

2

(yj
2

))
Kk
))

< ∞.

Proof. We first observe that

log(1− t) ≥ −2t holds for 0 ≤ t ≤ 1

2
(3.18)

and
exp(−t) ≥ 1− 2t holds for t ≥ 0. (3.19)

Put

ak,j := ηδ
(
Ek1

2

(yj
2

))
Kk.
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Then by Lemma 3.14, the infinite product
∏∞

k=1(1−ak,j) converges for all j ∈ N. Hence,
there exists k0 ∈ N such that ak,j ≤ 1

2
for all k ≥ k0. By choosing y1 large enough, we

obtain ak,j ≤ 1
2

for all k, j ∈ N. Using (3.18) and (3.19), we find that

1−
∞∏

k=0

(1− ak,j) = 1− exp

( ∞∑

k=1

log(1− ak,j)

)

≤ 1− exp

(
−2

∞∑

k=1

ak,j

)

≤ 1−
(
1− 4

∞∑

k=1

ak,j

)
(3.20)

= 4

∞∑

k=1

ak,j.

Now,

ak+1,j = η
3

2d+1λ
Ld−1
h C1ω exp

(
−1

4
Ek+1

1
2

(yj
2

)
+ 1

)
Kk+1

=: η̂ exp

(
−1

4
Ek+1

1
2

(yj
2

)
+ 1

)
Kk+1.

Choose y1 large enough such that

Ek+1
1
2

(yj
2

)
≥ Ek1

2

(yj
2

)
+ 8 + 4 logK.

Then

ak+1,j ≤ η̂ exp

(
−1

4
Ek1

2

(yj
2

)
+ 1− 1

4
(8 + 4 logK)

)
Kk+1

= η̂ exp

(
−1

4
Ek1

2

(yj
2

)
+ 1

)
exp(−2)K−1Kk+1

≤ 1

2
η̂ exp

(
−1

4
Ek1

2

(yj
2

)
+ 1

)
Kk

=
1

2
ak,j.

By induction, we therefore obtain

ak,j ≤ 2−k+1a1,j
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and

∞∑

k=1

ak,j ≤
∞∑

k=1

2−k+1a1,j

= 2a1,j

= 2η̂ exp

(
−1

4
E 1

2

(yj
2

)
+ 1

)
(3.21)

≤ 2η̂ exp

(
−1

4
yj + 1

)
,

since E 1
2
(t) > 2t for t large enough. Using (3.20) and (3.21), we finally conclude

∞∑

j=1

yj

(
1−

∞∏

k=1

(1− ak,j)

)
≤

∞∑

j=1

yj

(
4

∞∑

k=1

ak,j

)

≤ 8η̂

∞∑

j=1

yj exp

(
−1

4
yj + 1

)

< ∞.

Thus, meas(T (r0) \ I(f)) < ∞, finishing the proof of Theorem 2.

Proof of Theorem 2’. Since T ⊂ A(f) and we actually showed that the measure of
T (r0) \ T is finite, we obtain meas(T (r0) \A(f)) < ∞ and thus meas(T (r) \A(f)) < ∞
for all r ∈ R.





4 A Quasiregular Map with

Non-Escaping Set of Finite

Measure

In the previous chapter, we showed that the non-escaping set of the quasiregular sine is

finite in each tract. By periodicity, the whole non-escaping set of sine has either measure
zero or ∞. In this chapter, we construct a quasiregular map with non-escaping set of

positive, finite measure. In the plane, we have the following result by Hemke [Hem05]
(see the example after Theorem 2.3): Let g(z) = sinh(z3). Then the non-escaping set of

g has finite measure.
To generalise this result for quasiregular maps, we first need to think about a suitable

quasiregular power mapping. Mayer’s [May97] quasiregular analogue of power mappings
is based on Zorich maps, see Section 2.7. We construct another quasiregular power
mapping by using the quasiregular sine instead of a Zorich map. We will see later in the

proof that this enables us to apply Theorem 2. Furthermore, it is more convenient to
slightly move the initial tract in the construction of Sin(x). Thereby, we achieve that

m · T (r0) decomposes nicely into a union of tracts.

Definition 4.1. We call the map

Cos : Rd → R
d Cos(x) = Sin(x− (1, ..., 1, 0))

quasiregular cosine.

Keeping the construction of the quasiregular sine in mind, we simply start with the upper

half-cube and shift it in the first d − 1 coordinates by one. The rest of the construction
is the same.

Remark 4.2. The bi-Lipschitz angular map for Cos(x) is given by

h : [0, 2]d−1 × {1} → S0.

Remark 4.3. Let λ > 0. Then Theorem 1 and 2 hold for λCos(x) as well, with the

same proofs.
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4.1 A quasiregular power mapping using Cos(x)

To construct the quasiregular power mapping, we start with the upper half-space H+.
We denote by

Cos−1
0 : H+ → [0, 2]d−1 × [0,∞[

the inverse branch of Cos(x) which maps H+ onto the appropriate initial tract, which we

denote again by T (r0). For m ∈ N we put

Mm : [0, 2]d−1 × [0,∞[ → [0, 2m]d−1 × [0,∞[, Mm(x) = mx.

Finally, we map [0, 2m]d−1 × [0,∞[ onto Rd using Cos(x). Reflection at Rd−1 × {0} then
yields the following map:

Definition 4.4. We call

Pm : Rd → R
d, Pm(x) =





Cos ◦Mm ◦ Cos−1
0 (x) for x ∈ H+

Cos ◦Mm ◦ Cos−1
0 (x) for x ∈ H−

quasiregular power mapping, where

x = (x1, ..., xd) = (x1, ..., xd−1,−xd)

denotes the reflection at the hyperplane Rd−1 × {0} .

Remark 4.5. Since Pm is the composition of quasiregular maps and two reflections, this

power mapping is indeed quasiregular. Later in this chapter, we will see that Pm is in
fact uniformly quasiregular.

Remark 4.6. The map Pm can be considered as a higher dimensional analogue of the
Chebyshev polynomials Tm satisfying

Tm(x) = cos(m arccos(x)).

Properties of Pm

Outside of the ball of radius 1, we can write Pm as a product of an angular function and
a scaling function. In particular, Pm is of the following form:

Lemma 4.7. Let ‖x‖ ≥ 1 and λ ≥ 1. Then

Pm(λx) = λm‖x‖mPm|S
(

x

‖x‖

)
.
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Proof. Without loss of generality, let xd ≥ 0 (the statement directly follows for xd ≤ 0

by reflection). Then Pm(λx) = Cos ◦Mm ◦ Cos−1
0 (λx). By the definition of Cos(x), we

obtain

Cos−1
0 (λx) =

(
h−1

(
λx

‖λx‖

)
+ (0, ..., 0, log(λ‖x‖))

)

=

(
p

(
h−1

(
x

‖x‖

))
, log(λ‖x‖) + 1

)
,

where again p : Rd → Rd, p(x1, ..., xd) = (x1, ..., xd−1) denotes the projection. Thus,

Mm ◦ Cos−1
0 (λx) = mCos−1

0 (λx)

=

(
p

(
m · h−1

(
x

‖x‖

))
, m log(λ‖x‖) +m

)
.

With

Pm|S
(

x

‖x‖

)
= Cos

(
m · h−1

(
x

‖x‖

))

= Cos

(
p

(
m · h−1

(
x

‖x‖

))
, m

)

= Cos

(
p

(
m · h−1

(
x

‖x‖

))
, 1

)
em−1,

we get

Pm(λx) = Cos

((
p

(
m · h−1

(
x

‖x‖

))
, m log(λ‖x‖) +m

))

= Cos

(
p

(
m · h−1

(
x

‖x‖

))
, 1

)
em−1 exp(m log(λ‖x‖))

= λm‖x‖mPm|S
(

x

‖x‖

)
.

Remark 4.8. Pm maps spheres with radius greater or equal to 1 to spheres. In particular,
let r ≥ 1. Then

Pm(r · S) = em−1rm · S
Proof. Without loss of generality, let x ∈ H+ with ‖x‖ = r ≥ 1. Lemma 4.7 yields

‖Pm(x)‖ = rm
∥∥∥∥Pm|S

(
x

‖x‖

)∥∥∥∥ .

Put y := x
‖x‖ and z := Cos−1

0 (y). Then

‖Pm(y)‖ =
∥∥Cos ◦M ◦ Cos−1

0 (y)
∥∥

= ‖Cos(mz1, ..., mzd−1, m)‖
= em−1.
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Remark 4.9. The branch points of Cos(x) lie on the edges of tracts. Denote the set
BCos ∩ [0, 2m]d−1 × [0,∞[ without the vertical edges of [0, 2m]d−1 × [0,∞[ by E. Then

the branch set of Pm is contained in the union of

Cos ◦M−1
m (E)

and

Cos ◦M−1
m (E).

Lemma 4.10. Pm has degree md−1.

Proof. By definition, Cos−1
0 : H+ → T (r0) and Mm : T (r0) → [0, 2m]d−1 × [0,∞[ are

bijective maps.

For m even, we can write [0, 2m]d−1× [0,∞[ as a union of exactly md−1 tracts. Depending
on their label, half of those tracts are mapped onto H+, the other half onto H−. Thus, a
point y ∈ H+ with ‖y‖ = em−1 and yd > 0 has exactly md−1

2
preimages under the map

Cos: [0, 2m]d−1 × [0,∞[ → R
d.

None of these preimages is contained in the boundary of some tract. Hence, there are

exactly md−1

2
preimages of y under Pm|H+ and for every x ∈ (Pm|H+)−1 (y) we have xd > 0

and i(Pm, x) = 1. The same holds for y and the preimages of y and y are distinct. By
definition of Pm, we have (Pm|H+)−1 (y) = (Pm|H−)−1 (y) and thus md−1 preimages of y

under Pm.

For m odd, [0, 2m]d−1× [0,∞[ contains exactly md−1+1
2

tracts which are mapped onto H+

under Cos and exactly md−1−1
2

tracts which are mapped onto H
− under Cos. Hence, the

set (Pm|H+)−1 (y) contains exactly md−1+1
2

elements and (Pm|H+)−1 (y) contains exactly
md−1−1

2
elements. Again, both sets are disjoint. With (Pm|H+)−1 (y) = (Pm|H−)−1 (y), we

obtain that y has md−1 preimages. Again, every preimage has index 1.

The definition of the degree now yields that the degree of Pm is in fact md−1.

We want to illustrate the concept of the local index for the case d = 3. Since i(Pm, x) = 1

for all x ∈ R3\BPm
, we consider a point x0 ∈ BPm

with ‖x‖ ≥ 1 and its image y = Pm(x0).
Then x0 is mapped onto an edge of some tract T (r1) by Mm ◦Cos−1

0 . Thus, preimages of

y under Cos |[0,2m]d−1×[0,∞[ lie on vertical edges of the tracts T (r), where 0 ≤ rj ≤ m− 1

for 1 ≤ j ≤ d− 1 and rd = 1.

Now let m be odd. Then there are exactly m preimages of y in Rd−1 × {0} under Pm.

Exactly one of those has index 1. The other m−1 have index 2. Finally, there are
(
m−1
2

)2

preimages in H+ \H− and
(
m−1
2

)2
preimages in H− \H+, each with index 2.
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Cos−1
0 Mm Cos

2

1 2

2

2

x0

y

Figure 4.1: The case d = 3, m = 3. We consider x0 ∈ BP3 and y = P3(x0). In the case that

x ∈ P−1
3 (y) is a branch point of P3 (red and green), the local index of P3 at x is 2.

Counting the preimages with multiplicity (i.e. according to the local index) then yields

∑

x∈P−1
m (y)

i(Pm, x) = 1 + 2(m− 1) + 4

(
m− 1

2

)2

= m2.

The case m even is similar, but slightly more complicated, see Figure 4.2.

1

1 1

1
2

2

2

2

2

2

2
2+2

2+2

2+22 Cos

Figure 4.2: The case d = 3 and m = 4. This time, the three colors visualize three different

types of points in P4(BP4) and their preimages under Cos |[−1,1]d−1×[0,∞[ . Inner points

have counterparts in H
−, indicated by “2 + 2”.

Sectors

We label the tracts of Cos(x) in the same manner as we did for Sin(x). Since we are only

considering the quasiregular cosine in this chapter, we use the same notation as before.
In particular, we put again R = Zd−1 × {−1, 1}. For r = (r1, ..., rd) ∈ R we put

T (r) :=
{
x ∈ R

d : |xj − 2rj − 1| ≤ 1 for 1 ≤ j ≤ d− 1, rdxd ≥ 0
}
.

Again, if

σ(r) =

d−1∑

j=1

rj +
1

2
(rd − 1)
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is even, then Cos(x) maps T (r) bijectively onto H+. If σ(r) is odd, then Cos(x) maps
T (r) bijectively onto H−.

Definition 4.11. Let r ∈ R with 0 ≤ rj ≤ m− 1 for 1 ≤ j ≤ d− 1. For rd = 1 put

Ω(r) : = Cos ◦M−1
m (T (r))

= Cos

(
d−1∏

j=1

[
2rj
m

,
2rj + 2

m

]
× [0,∞[

)
,

and for rd = −1

Ω(r) = Ω(r1, ..., rd−1, 1).

We call Ω(r) a sector of Pm.

Except for sets of measure zero, this defines a partition of Rd into 2md−1 sectors. If σ(r)

is even, then Pm maps Ω(r) bijectively onto H+. If σ(r) is odd, then Pm maps Ω(r)

bijectively onto H−. By putting

Ω̃(r) := Cos

(
d−1∏

j=1

[
2rj
m

,
2rj + 2

m

]
× {1}

)

and again by reflection, we get sectors on the sphere which are mapped under Pm onto
the upper or lower half-sphere of radius em−1, depending on r.

Cos−1
0 Mm Cos

Ω̃(1, 1, 1)

Ω̃(1, 0,−1)

Figure 4.3: Construction of Pm: on the left we see the sectors Ω̃r, which get mapped onto the

upper or lower half-sphere of radius em−1.

Inverse branches

We want to characterise those branches of the inverse of Pm which map the upper or
lower half-space onto some sector Ω(r). Since Pm maps Ω̃(r) bijectively onto em−1S±, we
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denote by
Ψ̃r : e

m−1
S
± → Ω̃(r)

the corresponding inverse branch. Here S± denotes the upper or lower half-sphere, de-

pending on the label of Ω̃. This provides us with an angular map, the scaling is done by
taking the appropriate root:

Lemma 4.12. For r ∈ R, 0 ≤ rj ≤ m− 1 and 1 ≤ j ≤ d− 1 the map

Ψr : H
± \B

(
0, em−1

)
→ Ω(r) \B(0, 1), y 7→ e−

m−1
m ‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1

)

is the inverse map of Pm|Ω(r)\B(0,1).

Proof. Let y ∈ Rd with ‖y‖ ≥ em−1. Since ‖Ψ̃r(x)‖ = 1 for all x ∈ em−1S± and by
Lemma 4.7, we obtain

Pm(Ψr(y)) = Pm

(
e−

m−1
m ‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1

))

=

∥∥∥∥e
−m−1

m ‖y‖ 1
m Ψ̃r

(
y

‖y‖e
m−1

)∥∥∥∥
m

· Pm|Ω̃(r)




e−
m−1
m ‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1
)

∥∥∥e−m−1
m ‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1
)∥∥∥




=
‖y‖
em−1

· Pm|Ω̃(r)

(
Ψ̃r

(
y

‖y‖e
m−1

))

= y.

Remark 4.13. The branches

Ψ̃r : e
m−1

S
± → Ω̃(r)

are bi-Lipschitz for all r ∈ R such that 0 ≤ rj ≤ m− 1 for 1 ≤ j ≤ d− 1, with a uniform

Lipschitz constant LΨ̃.

Proof. For x ∈ S
+, we have

Pm(x) = Cos
(
p
(
m · h−1 (x)

)
, 1
)
em−1.

The map h is bi-Lipschitz by definition as well as Cos restricted to T (r) ∩
(
Rd−1 × {1}

)

for 0 ≤ rj ≤ m − 1, where the Lipschitz constant can be chosen independently of r. In

fact, it is the same Lipschitz constant as for h. Put

κ : Rd−1 × {m} → R
d−1 × {1}, (x1, ..., xd−1, m) 7→ (x1, ..., xd−1, 1).

Since Mm is bi-Lipschitz and Pm(x) = Cos ◦κ ◦ Mm ◦ h−1(x)em−1, we hence conclude
that for Ω̃(r) ⊂ H+, the map Pm|Ω̃(r) is bi-Lipschitz as composition of bi-Lipschitz maps.

By reflection, the same holds for Pm|Ω̃(r) if Ω̃(r) ⊂ H− and hence for the corresponding
branches of the inverse function.
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4.2 Theorem 3 and outline of the proof

We are now able to state the main result of this chapter and to give an idea, how we are
going to prove it.

Theorem 3. Let m ≥ d+1. Then the measure of the non-escaping set of the quasiregular
cosine composed by Pm is finite, i.e.

meas (Ic(Cos ◦Pm)) < ∞.

To outline the proof of Theorem 3, consider the following diagram. We will show that

the diagram commutes.

R
d

R
d

Rd Rd

Rd Rd

Pm

Cos ◦Pm

Cos ◦Mm

Pm

Mm Mm

Mm ◦ Cos

Definition 4.14. Let g, h : Rd → Rd be continuous maps. We say that g is semi-
conjugated to h via Φ, if there exists a continuous and surjective map Φ: Rd → Rd such
that Φ ◦ g = h ◦Φ. In the case that Φ is injective, we say that g is conjugated to h via Φ.

We immediately get that Cos ◦Mm is conjugated to Mm ◦ Cos via Mm.
By Remark 4.3, the measure of the non-escaping set of mCos(x) is finite in tracts, thus

meas(Ic(mCos) ∩ T (r)) < ∞

holds for all r ∈ R. By conjugacy, we have

Ic(Cos ◦Mm) =
1

m
Ic(mCos).

Therefore,

meas

(
Ic(Cos ◦Mm) ∩

1

m
T (r)

)
< ∞,

where 1
m
T (r) is a periodic tract of Cos ◦Mm.

We will show that Cos ◦Pm is semi-conjugated to Cos ◦Mm via Pm. Since Pm is of

polynomial type, it will turn out that

Ic(Cos ◦Mm) = P−1
m (Ic(Cos ◦Mm)).



4.3 Proof of Theorem 3 63

To prove Theorem 3, we are hence going to prove the semi-conjugacy and then show that

meas(P−1
m (Ic(Cos ◦Mm))) < ∞.

4.3 Proof of Theorem 3

Lemma 4.15. The map Cos ◦Pm is semi-conjugated to Cos ◦Mm via Pm, i.e.

Pm ◦ Cos ◦Pm = Cos ◦Mm ◦ Pm.

Proof. We show that

Pm ◦ Cos(x) = Cos ◦Mm(x)

for all x ∈ Rd. First, let Cos(x) ∈ H+. Then

Pm ◦ Cos(x) = Cos ◦Mm ◦ Cos−1
0 ◦Cos(x).

If additionally x ∈ H+, then there exists r ∈ R with rd = 1 and σ(r) even such that

x ∈ T (r). To construct Cos, we used repeated reflections. Thus, there exists exactly one
y ∈ T (r0) = T (0, ..., 0, 1) and an even number of reflections S1, ..., S2k at faces of tracts

such that
x = S1 ◦ ... ◦ S2k(y).

We get

Cos ◦Mm ◦ Cos−1
0 ◦Cos(x) = Cos ◦Mm ◦ Cos−1

0 ◦Cos(S1 ◦ ... ◦ S2k(y))

= Cos ◦Mm ◦ Cos−1
0 ◦Cos(y)

= Cos ◦Mm(y)

= Cos(my).

Furthermore, there exist k1, ..., kd−1 ∈ Z such that x = (4k1±y1, ..., 4kd−1±yd−1, yd) with

an even number of minus signs. Since Cos is 4-periodic in each coordinate except the
last one, we obtain

Cos ◦Mm(x) = Cos(4mk1 ±my1, ..., 4mkd−1 ±myd−1, myd)

= Cos(±my1, ...,±myd−1, myd).

Since it requires an odd number of reflections to flip the negative sign in a single coordi-

nate, we obtain

Cos(my1, ...,−myj, ..., myd)) = Cos((my1, ..., myj, ..., myd).
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y

Figure 4.4: The case rd = 1 and σ(r) even. The blue and red points are obtained through y by

an even number of reflections at faces of tracts.

Applying this an even number of times yields

Cos ◦Mm(x) = Cos(my).

Next, let x ∈ T (r) with rd = −1 and σ(r) even. Then there exists exactly one y ∈ T (r0)

and an odd number of reflections S1, ..., S2k+1 at faces of tracts such that

x = S1 ◦ ... ◦ S2k+1(y).

Thus,

Cos ◦Mm ◦ Cos−1
0 ◦Cos(x) = Cos ◦Mm ◦ Cos−1

0 ◦Cos(S1 ◦ ... ◦ S2k+1(y))

= Cos ◦Mm ◦ Cos−1
0 ◦Cos(y)

= Cos ◦Mm(y)

= Cos(my).

Since rd = −1, we have xd = −yd. Again, there exist k1, ..., kd−1 ∈ Z such that

x = (4k1 ± y1, ..., 4kd−1 ± yd−1,−yd), this time with an odd number of minus signs,

Figure 4.5: Flipping the sign in a single coordinate takes an odd number of reflections.
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not counting the sign of −yd. Thus, we obtain

Cos ◦Mm(x) = Cos(4mk1 ±my1, ..., 4mkd−1 ±myd−1,−myd)

= Cos(±my1, ...,±myd−1,−myd)

= Cos(my1, ..., myd−1,−myd)

= Cos(my).

Now for x ∈ T (r) with σ(r) odd, which implies that Cos(x) ∈ H−, we have

Pm ◦ Cos(x) = Cos ◦Mm ◦ Cos−1
0 (Cos(x))

= Cos ◦Mm ◦ Cos−1
0 (Cos(x)).

For rd = −1 and thus xd ≤ 0 there exists a unique y ∈ T (r0) and an even number of
reflections S1, ..., S2k such that x = S1 ◦ ... ◦ S2k(y). This implies that

Cos ◦Mm ◦ Cos−1
0 (Cos(x)) = Cos ◦Mm ◦ Cos−1

0 (Cos(S1 ◦ ... ◦ S2k(y)))

= Cos ◦Mm ◦ Cos−1
0 (Cos(y))

= Cos(my).

Again, we find k1, ..., kd−1 ∈ Z such that x = (4k1 ± y1, ..., 4kd−1 ± yd−1,−yd) with an

even number of minus signs, not counting the sign of −yd. Thus,

Cos ◦Mm(x) = Cos(4mk1 ±my1, ..., 4mkd−1 ±myd−1,−myd)

= Cos(±my1, ...,±myd−1,−myd)

= Cos(my).

Finally, if rd = 1, we find that x = S1 ◦ ... ◦ S2k+1(y) and thus

Cos ◦Mm ◦ Cos−1
0 (Cos(x)) = Cos ◦Mm ◦ Cos−1

0 (Cos(S1 ◦ ... ◦ S2k+1(y)))

= Cos ◦Mm ◦ Cos−1
0 (Cos(y))

= Cos(my).

For x = (4k1 ± y1, ..., 4kd−1 ± yd−1, yd) with an odd number of minus signs we finally
conclude that

Cos ◦Mm(x) = Cos(4mk1 ±my1, ..., 4mkd−1 ±myd−1, myd)

= Cos(±my1, ...,±myd−1, myd)

= Cos(my).
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Since Pm is not injective, we only get a semi-conjugacy. Nevertheless, we have the
following relation between the escaping set of Cos ◦Pm and Cos ◦Mm:

Lemma 4.16.

I(Cos ◦Pm) = P−1
m (I(Cos ◦Mm)).

Proof. For this proof, we put f := Cos ◦Mm and g := Cos ◦Pm. Lemma 4.15 states that

f ◦ Pm = Pm ◦ g.

Then
fn ◦ Pm = fn−1 ◦ f ◦ Pm = fn−1 ◦ Pm ◦ g.

Inductively,

fn ◦ Pm = Pm ◦ gn

follows for all n ∈ N. Let x ∈ I(g). Then ‖gn(x)‖ → ∞ as n → ∞. For n large we thus

obtain

‖fn ◦ Pm(x)‖ = ‖Pm(gn(x))‖

=

∥∥∥∥‖gn(x)‖mPm|S
(

gn(x)

‖gn(x)‖

)∥∥∥∥

= em−1‖gn(x)‖m → ∞ as n → ∞.

Hence, Pm(x) ∈ I(f) and thus x ∈ P−1
m (I(f)).

Now, let x ∈ P−1
m (I(f)). Then Pm(x) = y for some y ∈ I(f). Thus, ‖fn(y)‖ → ∞ and

‖fn(y)‖ = ‖fn ◦ Pm(x)‖ = ‖Pm ◦ gn(x)‖.

Since Pm does not have any poles, this implies that ‖gn(x)‖ → ∞ for n → ∞ and hence
x ∈ I(g).

Remark 4.17. Pm is uniformly quasiregular.

Proof. By Lemma 4.15, we have

Pm ◦ Cos = Cos ◦Mm.

Just like in the proof of Lemma 4.16, we obtain

P k
m ◦ Cos = Cos ◦Mk

m

for all k ∈ N. Since Mk
m(x) = mkx is 1-quasiregular, P k

m is (K(Cos))2-quasiregular for
all k ∈ N.
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Distortion of cubes

Next, we show that the branches Ψr are Lipschitz continuous away from zero. For that,

we first prove the following estimate:

Lemma 4.18. Let ‖y‖ ≥ ‖x‖ and 0 < α < 1. Then

‖y‖α − ‖x‖α ≤ α‖y − x‖ · ‖x‖α−1.

Proof.

‖y‖α − ‖x‖α =

∫ ‖y‖

‖x‖

d

d t
tα d t

≤ |‖y‖ − ‖x‖|α max
t∈[‖x‖, ‖y‖]

tα−1

≤ α‖y − x‖ · ‖x‖α−1.

Now let r ∈ R with 0 ≤ rj ≤ m− 1, 1 ≤ j ≤ d− 1 and consider the inverse branch

Ψr : H
± \B(0, em−1) → Ω(r) \B(0, 1), y 7→ e−

m−1
m ‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1

)
.

Then we get the following Lipschitz estimate:

Lemma 4.19. Let τ ≥ 2em−1, τ
2
≤ ‖x‖ ≤ ‖y‖, where x and y are both in H+ or both in

H−. Then the branches Ψr, with σ(r) even or σ(r) odd, respectively, satisfy

‖Ψr(y)−Ψr(x)‖ ≤ C2

τ
m−1
m

‖y − x‖,

where C2 :=
(
2
e

)m−1
m

(
2L

ψ̃
em−1 + 1

m

)
.

Proof. Since ‖y‖ ≥ ‖x‖ ≥ τ
2
≥ em−1, we can write Ψr as an angular function times a

scaling function. The triangle inequality then yields

‖Ψr(y)−Ψr(x)‖ =

∥∥∥∥e
−m−1

m

(
‖y‖ 1

m Ψ̃r

(
y

‖y‖e
m−1

)
− ‖x‖ 1

m Ψ̃r

(
x

‖x‖e
m−1

))∥∥∥∥

≤ e−
m−1
m

∥∥∥∥‖y‖
1
m Ψ̃r

(
y

‖y‖e
m−1

)
− ‖y‖ 1

m Ψ̃r

(
x

‖x‖e
m−1

)∥∥∥∥

+ e−
m−1
m

∥∥∥∥‖y‖
1
m Ψ̃r

(
x

‖x‖e
m−1

)
− ‖x‖ 1

m Ψ̃r

(
x

‖x‖e
m−1

)∥∥∥∥ .
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To estimate the first summand, we use that Ψ̃r is bi-Lipschitz with Lipschitz constant
LΨ̃ by Remark 4.13. Hence,

∥∥∥∥‖y‖
1
m Ψ̃r

(
y

‖y‖e
m−1

)
− ‖y‖ 1

m Ψ̃r

(
x

‖x‖e
m−1

)∥∥∥∥ ≤ ‖y‖ 1
mLΨ̃

∥∥∥∥
y

‖y‖ − x

‖x‖

∥∥∥∥ e
m−1.

Again by the triangle inequality, we obtain

‖y‖ 1
m

∥∥∥∥
y

‖y‖ − x

‖x‖

∥∥∥∥ ≤ ‖y‖ 1
m

(∥∥∥∥
y

‖y‖ − x

‖y‖

∥∥∥∥+
∥∥∥∥

x

‖y‖ − x

‖x‖

∥∥∥∥
)

= ‖y‖ 1
m

(
1

‖y‖‖y − x‖+ ‖x‖
∣∣∣∣
‖x‖ − ‖y‖
‖y‖‖x‖

∣∣∣∣
)

≤ ‖y‖ 1
m

2

‖y‖‖y − x‖

= 2‖y‖ 1
m
−1‖y − x‖.

To estimate the second summand, we note that the range of Ψ̃r is a subset of the unit
sphere. Using Lemma 4.18, we thus obtain

∥∥∥∥‖y‖
1
m Ψ̃r

(
x

‖x‖e
m−1

)
− ‖x‖ 1

m Ψ̃r

(
x

‖x‖e
m−1

)∥∥∥∥ =
∣∣∣‖y‖ 1

m − ‖x‖ 1
m

∣∣∣

≤ 1

m
‖y − x‖‖x‖ 1

m
−1.

Since τ
2
≤ ‖x‖ ≤ ‖y‖, we finally conclude that

‖Ψr(y)−Ψr(x)‖ ≤ e−
m−1
m

(
2LΨ̃e

m−1‖y‖ 1
m
−1‖y − x‖+ 1

m
‖y − x‖‖x‖ 1

m
−1

)

≤ e−
m−1
m

(
2LΨ̃e

m−1
(τ
2

) 1
m
−1

‖y − x‖+ 1

m
‖y − x‖

(τ
2

) 1
m
−1
)

=

(
2

e

)m−1
m
(
2L

ψ̃
em−1 +

1

m

)
1

τ
m−1
m

‖y − x‖

=
C2

τ
m−1
m

‖y − x‖.

We have established Lipschitz estimates for the branches Ψr, where the Lipschitz constant

gets smaller if we move away from the origin. Next, we use that Lipschitz maps have
bounded distortion in the sense of Theorem 2.5.

By Remark 4.3, the the non-escaping set of mCos(x) has finite measure in each tract
T (r). By covering T (r) with cubes of side length 2, we obtain a summable sequence of

the measure of the non-escaping set in these cubes. Formally, let m1, ..., md ∈ Z and put

W̃ (m1, ..., md) :=
{
x ∈ R

d : |2mj + 1− xj | ≤ 1
}
.
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Now with mj = rj for 1 ≤ j ≤ d − 1, we note that either W̃ (m1, ..., md) ⊂ T (r) or

W̃ (m1, ...,−md) ⊂ T (r). Let rd = 1 and md ≥ 0. Now put

ε̃md
:= meas

(
W̃ (m1, ..., md) ∩ Ic(mCos)

)
.

Note that by symmetry of the quasiregular cosine, ε̃md
does not depend on r. Since the

measure of the non-escaping set is finite in tracts, we obtain

∞∑

md=0

ε̃md
< ∞.

Now we pull these cubes back by using M−1
m and put

W (m1, ..., md) : =
1

m
W̃ (m1, ..., md)

=

{
x ∈ R

d :

∣∣∣∣
2mj + 1

m
− xj

∣∣∣∣ ≤
1

m

}
.

Thus, W (m1, ..., md) denotes the axis-aligned cube with centre
(
2m1+1
m

, ..., 2md+1
m

)
and

side length 2
m

. By conjugacy, we have

Ic(Cos ◦Mm) =
1

m
Ic(Mm ◦ Cos).

Thus,

εmd
: = meas (W (m1, ..., md) ∩ Ic(Cos ◦Mm))

= meas

(
1

m
W̃ (m1, ..., md) ∩

1

m
Ic(mCos)

)

=
1

md
ε̃md

.

Then again
∞∑

md=0

εmd
< ∞.

Lemma 4.20. Let (m1, ..., md) ∈ Zd such that
∥∥∥∥
(
2m1 + 1

m
, ...,

2md + 1

m

)∥∥∥∥ ≥ max

{
2
√
d

m
, 2em−1

}
.

Furthermore, let r ∈ R with 0 ≤ rj ≤ m− 1 for 1 ≤ j ≤ d− 1. Then

meas(Ψr(W (m1, ..., md) ∩ Ic(Cos ◦Mm)) ≤
m

(m−1)d
m · Cd

2

(m2
1 + ...+m2

d)
m−1
m

d
2

· εmd
,

where C2 is the constant from Lemma 4.19.
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C3

em−1

W (2, 0, ..., 0, 8)

Figure 4.6: Illustrating Lemma 4.20.

Proof. Without loss of generality, let md ≥ 0 and σ(r) be even. Put

̺ :=

∥∥∥∥
(
2m1 + 1

m
, ...,

2md + 1

m

)∥∥∥∥ .

Since

diamW (m1, ..., md) =
2
√
d

m
,

the condition

̺ ≥ max

{
2
√
d

m
, 2em−1

}

ensures that

W (m1, ..., md) ⊂
{
x ∈ R

d :
̺

2
≤ ‖x‖, xd ≥ 0

}

as well as
̺

2
≥ em−1. By Lemma 4.19, the branch Ψr is Lipschitz on the set

{
x ∈ R

d :
̺

2
≤ ‖x‖, xd ≥ 0

}

with Lipschitz constant
C2

̺
m−1
m

. Put

V (m1, ..., md) := W (m1, ..., md) ∩ Ic(Cos ◦Mm).
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Then Remark 2.7 and the definition of εmd
yield

meas(Ψr(V (m1, ..., md))) ≤
(

C2

̺
m−1
m

)d
meas(V (m1, ..., md))

=

(
C2

̺
m−1
m

)d
meas(W (m1, ..., md) ∩ Ic(Cos ◦Mm))

=
Cd

2
∥∥(2m1+1

m
, ..., 2md+1

m

)∥∥ (m−1)d
m

· εmd

=
m

(m−1)d
m · Cd

2

((2m1 + 1)2 + ... + (2md + 1)2)
m−1
m

d
2

· εmd

≤ m
(m−1)d

m · Cd
2

(m2
1 + ...+m2

d)
m−1
m

d
2

· εmd
.

To proceed, we need the following lemma:

Lemma 4.21. The sum ∑

m1,...,md∈Z,
(m1,...,md)6=0

1

(m2
1 + ...+m2

d)
s

converges if and only if s > d
2
.

Proof. Using the identity

∑

m1,...,md∈Z,
(m1,...,md)6=0

1

(m2
1 + ... +m2

d)
s
=

∑

m1,...,md∈Z,
(m1,...,md)6=0

1

‖(m2
1, ..., m

2
d)‖2s

,

we see that the sum converges if and only if the integral
∫

Rd\B(0,1)

1

‖x‖2s dx

exists. Using spherical coordinates, we obtain

∫

Rd\B(0,1)

1

‖x‖2s d x =

∞∫

1

2π∫

0

π∫

0

...

π∫

0

1

r2s
rd−1 sin θ2 sin

2 θ3... sin
d−2 θd−1 d θd−1... d θ1 d r

= ω ·
∞∫

1

1

r2s−d+1
d r,

where ω denotes again the surface area of S. The integral on the right hand side exists
if and only if 2s− d+ 1 > 1 and thus s > d

2
.
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It remains to prove the final lemma:

Lemma 4.22. Let m > d. Then

meas(P−1
m (Ic(Cos ◦Mm))) < ∞.

Proof. Put

C3 := max

{
2
√
d

m
, 2em−1

}
.

Let (m1, ..., md) ∈ Zd such that
∥∥∥∥
(
2m1 + 1

m
, ...,

2md + 1

m

)∥∥∥∥ ≥ C3.

Without loss of generality, let md ≥ 0. Then the cubes W (m1, ..., md) cover the upper

half-space H
+ except for some bounded set around zero. Since Pm has degree md−1 and

by Lemma 4.20, we obtain

meas
(
P−1
m (V (m1, ..., md))

)
≤ md−1 m

(m−1)d
m · Cd

2

(m2
1 + ...+m2

d)
m−1
m

d
2

· εmd

=:
C4

(m2
1 + ... +m2

d)
m−1
m

d
2

· εmd
.

With ̺ =
∥∥(2m1+1

m
, ..., 2md+1

m

)∥∥, we obtain

meas




⋃

m1,...,md∈Z,
md≥0, ̺≥C3

P−1
m (V (m1, ..., md))


 =

∑

m1,...,md∈Z,
md≥0, ̺≥C3

meas
(
P−1
m (V (m1, ..., md))

)

≤
∑

m1,...,md∈Z,
md≥0, ̺≥C3

C4

(m2
1 + ...+m2

d)
m−1
m

d
2

· εmd

≤
∑

m1,...,md∈Z, md≥0,
(m1,...,md)6=0

C4

(m2
1 + ...+m2

d)
m−1
m

d
2

· εmd
.

With
∑

m1,...,md∈Z, md≥0
(m1,...,md)6=0

C4

(m2
1 + ... +m2

d)
m−1
m

d
2

· εmd
≤
∑

md≥0

εmd

∑

m1,...,md−1∈Z,
(m1,...,md−1)6=0

C4

(m2
1 + ... +m2

d−1)
m−1
m

d
2

+
∑

md≥1

C4

m
m−1
m

d
2

d

· εmd
,
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it remains to show that the two sums on the right hand side converge. Since m > d, we
note that m−1

m
d
2
> d−1

2
. Thus, Lemma 4.21 yields the convergence of

∑

m1,...,md−1∈Z,
(m1,...,md−1)6=0

1

(m2
1 + ...+m2

d−1)
m−1
m

d
2

.

Since
∞∑

md=0

εmd

converges as well, we obtain the convergence of

∑

md≥0

εmd

∑

m1,...,md−1∈Z,
(m1,...,md−1)6=0

C4

(m2
1 + ... +m2

d−1)
m−1
m

d
2

.

For md large, we obtain
C4

m
m−1
m

d
2

d

εmd
≤ εmd

.

Thus, the second sum converges as well. We conclude that

meas
(
P−1
m (H+ \B(0, 2C3) ∩ Ic(Cos ◦Mm)

)
< ∞

and hence

meas
(
P−1
m (H+ ∩ Ic(Cos ◦Mm))

)
< ∞.

By symmetry, we obtain

meas
(
P−1
m (H− ∩ Ic(Cos ◦Mm))

)
< ∞

as well, finishing the proof.

Theorem 3 now follows from Lemma 4.16 and Lemma 4.22.

Remark 4.23. Given any fixed λ > 0, we can choose a bi-Lipschitz map in the con-
struction of Cos(x) such that λCos(x) has an attractive fixed point in the unit ball.

This immediately implies that the measure of the non-escaping set of λCos(x) is positive
in each tract and hence that the measure of the whole non-escaping set of λCos(x) is
infinite. Thus, for every m ≥ d+1, there exists an initial bi-Lipschitz map such that the

corresponding map Cos(x) has the following properties: meas(Ic(mCos)) = ∞ and thus
meas(Ic(Cos ◦Pm)) > 0, but meas(Ic(Cos ◦Pm)) < ∞.
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4.4 Sharpness

In this section, we will see that the condition m > d in Theorem 3 is sharp.

Theorem 4.24. Let m ≤ d. Then either

meas(Ic(Cos ◦Pm)) = ∞

or

meas(Ic(Cos ◦Pm)) = 0,

depending on the initial bi-Lipschitz map in the construction of Cos(x).

We first prove the following Lipschitz estimate for Pm:

Lemma 4.25. Let x, y ∈ Rd such that ‖x‖ ≥ ‖y‖ ≥ 1.

‖Pm(x)− Pm(y)‖ ≤
(
2LΦ̃ + em−1

)
‖x‖m−1‖x− y‖,

where Φ̃ = Pm|S and LΦ̃ denotes the Lipschitz constant of Φ̃.

Proof. Just like in the proof of Lemma 4.19, the triangle inequality yields

‖Pm(x)− Pm(y)‖ =

∥∥∥∥‖x‖mΦ̃
(

x

‖x‖

)
− ‖y‖mΦ̃

(
y

‖y‖

)∥∥∥∥

≤
∥∥∥∥‖x‖mΦ̃

(
x

‖x‖

)
− ‖x‖mΦ̃

(
y

‖y‖

)∥∥∥∥

+

∥∥∥∥‖x‖mΦ̃
(

y

‖y‖

)
− ‖y‖mΦ̃

(
y

‖y‖

)∥∥∥∥ .

Since Φ̃ is Lipschitz continuous with Lipschitz constant LΦ̃, and again by the triangle

inequality, we obtain

∥∥∥∥‖x‖mΦ̃
(

x

‖x‖

)
− ‖x‖mΦ̃

(
y

‖y‖

)∥∥∥∥ ≤ ‖x‖mLΦ̃

∥∥∥∥
x

‖x‖ − y

‖y‖

∥∥∥∥

≤ ‖x‖mLΦ̃

(∥∥∥∥
x

‖x‖ − y

‖x‖

∥∥∥∥+
∥∥∥∥

y

‖x‖ − y

‖y‖

∥∥∥∥
)

= ‖x‖mLΦ̃

(‖x− y‖
‖x‖ +

∣∣∣∣
‖y‖ − ‖x‖
‖x‖‖y‖

∣∣∣∣ ‖y‖
)

≤ 2‖x‖m−1LΦ̃‖x− y‖.
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With
∥∥∥Φ̃
(

z
‖z‖

)∥∥∥ = em−1 for all z ∈ Rd \ {0}, we get the following estimate for the second
summand:

∥∥∥∥‖x‖mΦ̃
(

y

‖y‖

)
− ‖y‖mΦ̃

(
y

‖y‖

)∥∥∥∥ ≤ em−1|‖x‖m − ‖y‖m|

= em−1(‖x‖ − ‖y‖)
m−1∑

j=0

‖x‖j‖y‖m−1−j

≤ em−1‖x− y‖‖x‖m−1 ·m.

Altogether, we obtain

‖Pm(x)− Pm(y)‖ ≤ 2‖x‖m−1LΦ̃‖x− y‖+mem−1‖x− y‖‖x‖m−1

=
(
2LΦ̃ +mem−1

)
‖x‖m−1‖x− y‖.

We get the following estimate for the branches of the inverse map:

Lemma 4.26. Let τ ≥ 2
3
em−1 and r ∈ R with 0 ≤ rj ≤ m − 1 for 1 ≤ j ≤ d − 1.

Furthermore, let y1, y2 ∈ H+ or y1, y2 ∈ H− and σ(r) be even or odd, respectively. Then
for em−1 ≤ ‖y1‖ ≤ ‖y2‖ ≤ 3τ

2
,

C5

τ
m−1
m

‖y1 − y2‖ ≤ ‖Ψr(y1)−Ψr(y2)‖

holds with some positive constant C5.

Proof. Put x1 := Ψr(y1) and x2 := Ψr(y2). Since ‖y2‖ ≥ ‖y1‖ ≥ em−1, Lemma 4.12
implies that

‖x1‖ = e−
m−1
m ‖y1‖

1
m

≤ e−
m−1
m ‖y2‖

1
m

= ‖x2‖.

By Lemma 4.25, we obtain

‖Pm(x1)− Pm(x2)‖ ≤ (2LΦ̃ + em−1)‖x2‖m−1‖x1 − x2‖.

Since ‖y‖ ≤ 3τ
2

, we have

‖x2‖ = e−
m−1
m ‖y2‖

1
m

≤ e−
m−1
m

(
3τ

2

) 1
m

.
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With y1 = Pm(x1), y2 = Pm(x2) we thus obtain

‖y1 − y2‖ ≤
(
2LΦ̃ +mem−1

)
‖x2‖m−1‖Ψr(y1)−Ψr(y2)‖

≤
(
2LΦ̃ +mem−1

)
(
e−

m−1
m

(
3τ

2

) 1
m

)m−1

‖Ψr(y1)−Ψr(y2)‖.

Thus,
C5

τ
m−1
m

‖y1 − y2‖ ≤ ‖Ψr(y1)−Ψr(y2)‖,

where

C5 :=

((
2
3

) 1
m e

m−1
m

)m−1

2LΦ̃ +mem−1
.

Remark 4.27. Putting Lemma 4.19 and Lemma 4.26 together, we obtain

C5

τ
m−1
m

‖y1 − y2‖ ≤ ‖Ψr(y1)−Ψr(y2)‖ ≤ C2

τ
m−1
m

‖y1 − y2‖

for em−1 ≤ τ
2
≤ ‖y1‖ ≤ ‖y2‖ ≤ 3τ

2
.

The following lemma is the counterpart of Lemma 4.20.

Lemma 4.28. Let (m1, ..., md) ∈ Zd with md ≥ 0 such that
∥∥∥∥
(
2m1 + 1

m
, ...,

2md + 1

m

)∥∥∥∥ ≥ C3,

where again C3 = max
{

2
√
d

m
, 2em−1

}
. Furthermore, let r ∈ R, 0 ≤ rj ≤ m − 1 for

0 ≤ j ≤ d− 1, and σ(r) even. Then

meas(Ψr(W (m1, ..., md) ∩ Ic(Cos ◦Mm)) ≥
Cd

5
(
3
√
d
) (m−1)d

m

(m2
1 + ... +m2

d)
m−1
m

d
2

· εmd
.

Proof. Put again

̺ =

∥∥∥∥
(
2m1 + 1

m
, ...,

2md + 1

m

)∥∥∥∥ .

Since

diamW (m1, ..., md) =
2
√
d

m

and ̺ ≥ C3, we obtain ̺

2
≥ em−1 as well as

W (m1, ..., md) ⊂
{
x ∈ R

d : ‖x‖ ≤ 3̺

2
, xd ≥ 0

}
.
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By Lemma 4.26, Ψr is Lipschitz from below on
{
x ∈ Rd : ‖x‖ ≤ 3̺

2
, xd ≥ 0

}
with Lip-

schitz constant
C5

̺
m−1
m

. Lemma 2.8 yields

meas(Ψr(V (m1, ..., md))) ≥
(

C5

̺
m−1
m

)d
meas(V (m1, ..., md))

=
Cd

5((
2m1+1
m

)2
+ ... +

(
2md+1
m

)2)m−1
m

d
2

· εmd

≥ Cd
5

((2m1 + 1)2 + ... + (2md + 1)2)
m−1
m

d
2

· εmd
.

Since ̺ > 0, we have mj 6= 0 for some j. Thus,

Cd
5 · εmd

((2m1 + 1)2 + ... + (2md + 1)2)
m−1
m

d
2

≥ Cd
5 · εmd

(d((2m1 +m1)2 + ... + (2md +md)2))
m−1
m

d
2

=
Cd

5 · εmd

(
3
√
d
) (m−1)d

m

(m2
1 + ... +m2

d)
m−1
m

d
2

.

Lemma 4.29. Let m ≤ d. Then the sum
∑

m1,...,md∈Z, md≥0,
(m1,...,md)6=0

εmd

(m2
1 + ... +m2

d)
m−1
m

d
2

either diverges or has the value 0.

Proof. We have to consider two cases:

First, assume that εmd
= 0 for all md ≥ 0. This implies that

meas(Ic(Cos ◦Mm)) = 0.

Thus, by Lemma 4.15, we obtain

meas(Ic(Cos ◦Pm)) = 0.

Now assume that εj > 0 for some j ≥ 1. Then
∑

m1,...,md∈Z, md≥0,
(m1,...,md)6=0

εmd

(m2
1 + ...+m2

d)
m−1
m

d
2

≥ εj
∑

m1,...,md−1∈Z

1

(m2
1 + ... +m2

d−1 + j2)
m−1
m

d
2

≥ εj

j
d(m−1)

m

∑

m1,...,md−1∈Z

1

(m2
1 + ...+m2

d−1 + 1)
m−1
m

d
2

≥ εj
(√

2j
) d(m−1)

m

∑

m1,...,md−1∈Z
(m1,...,md−1)6=0

1

(m2
1 + ...+m2

d−1)
m−1
m

d
2

.
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Since m ≤ d, we obtain m−1
m

d
2
≤ d−1

2
. Lemma 4.21 now yields the divergence of the sum

on the right hand side. A similar estimate for j = 0 finishes the proof.

The proof of Theorem 4.24 now follows from the lemmas above:

Proof of Theorem 4.24. With ̺ =
∥∥(2m1+1

m
, ..., 2md+1

m

)∥∥, the cubes W (m1, ..., md) with
̺ ≥ C3 cover the upper half-space except for some bounded set. Now by Lemma 4.28,
and since m ≤ d, we obtain

meas




⋃

m1,...,md∈Z,
md≥0, ̺≥C3

P−1
m (V (m1, ..., md))


 =

∑

m1,...,md∈Z,
md≥0, ̺≥C3

meas
(
P−1
m (V (m1, ..., md))

)

≥
∑

m1,...,md∈Z,
md≥0, ̺≥C3

md−1Cd
5 · εmd

(
3
√
d
) (m−1)d

m

(m2
1 + ... +m2

d)
m−1
m

d
2

≥
∑

m1,...,md∈Z,
md≥0, ̺≥C3

md−1Cd
5 · εmd

(
3
√
d
) (m−1)d

m

(m2
1 + ... +m2

d)
d−1
2

.

By Lemma 4.29, the last sum either diverges or has value zero. In the case of divergence,

we have
meas

(
P−1
m (Ic(Cos ◦Mm) ∩H

+)
)
= ∞.

Lemma 4.16 then implies that

meas(Ic(Cos ◦Pm)) = ∞.

The case that the sum has value zero required εmd
= 0 for all md, thus the measure of the

non-escaping set of Cos ◦Mm has measure zero in each cube W (m1, ..., md) and hence

measure zero in R
d. Again, Lemma 4.16 implies that in this case

meas(Ic(Cos ◦Pm)) = 0.
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Nomenclature

B Eremenko-Lyubich class, page 10

B(u, rn) Largest ball in ϕn(Q(v)) with centre u, page 35

Bf Branch set of f , page 17

β Positive constant, page 22

C1 Positive constant in Lemma 3.1 depending on d, page 29

C2 Positive constant in Lemma 4.19, page 67

C3 Positive constant, page 72

C4 Positive constant, page 72

C5 Positive constant, page 76

Cos(x) Quasiregular cosine, page 55

dens(A,B) Density of A in B, page 7

Df(x) Derivative of f at x, page 13

∆n(wd) Rapidly decreasing sequence, page 29

δ(t) Decreasing function, page 32

δ̃(t) Decreasing function, page 30

E 1
2
(t) Exponential map of 1

2
t, page 28

εmd
Measure of Ic(Cos ◦Mm) in the cube W (m1, ..., md) , page 69

η Positive constant, page 41

η̃ Positive constant, page 38

fn nth iterate of f , page 7



84 Nomenclature

fnd dth component of the nth iterate of f , page 28

H+, H− Upper and lower half-space, page 19

h Angular map of Sin(x), page 21

h Angular map of Cos(x), page 55

I(f) Escaping set f , page 10

Ic(f) Non-escaping set of f , page 27

i(f, x) Local index of f at x, page 18

Jf(x) Jacobian of f at x, page 13

K Positive constant, page 38

Lh Bi-Lipschitz constant of h, page 21

L Set of points, where the modulus of the dth component of f is “large”,

page 28

ℓ(Df(x)) Like operator norm of Df(x)), but with infimum instead of supremum,
page 14

Λr Inverse branch of Sin(x) with respect to r, page 22

Mm Multiplication by the natural number m, page 56

ν Measure of the d-dimensional unit ball, page 7

ω Surface area of the unit-sphere in Rd, page 7

Ω(r) Sector with label r, page 60

Ω̃(r) Intersection of Ω(r) with the unit sphere, page 60

p(x) The projection from Rd onto Rd−1, page 28

Pm Quasiregular power mapping based on Cos(x), page 56

ϕn Pullback with respect to external address, page 35

Φ̃ Pm restricted to the unit-sphere, page 74

Ψr Inverse branch of Pm from H± onto the sector Ω(r), page 61
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Ψ̃r Inverse branch of Pm|S from em−1S± onto Ω̃(r), page 61

Q(x) Axis-aligned cube with centre x and side length of modulus xd, page 28

R Set of labels for tracts, page 22

̺ Norm of the centre of W (m1, ..., md), page 70

S Set of points, where the modulus of fd is “small”, page 28

Sin(x) Quasiregular sine, page 21

s External address, page 23

σ(r) Counts the number of reflections to obtain T (r), page 22

S Unit-sphere in Rd, page 7

S± Upper or lower half-sphere of radius 1, page 61

Sb Spherical cap of height 1− b, page 29

Scb Cupped unit-sphere of height b, page 29

T Set of points which stay in L under iteration, page 28

Tn Set of points which stay in L for n iterations, page 28

T (r) Tract with label r, page 22

T (r0) The initial tract in the construction of the quasiregular sine, page 22

u Point in Tn−1, page 34

v nth forward image of u under f , page 34

V (m1, ..., md) The cube W (m1, ..., md) intersected by Ic(Cos ◦Mm), page 71

W̃ (m1, ..., md) Unit cube around (m1, ..., md), page 69

W (m1, ..., md) The cube W̃ (m1, ..., md) scaled by 1/m, page 69

x0,n nth iterate of x0 under E 1
2
, page 38
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