
Automated surface wave dispersion measurements
and surface wave tomography of central and

northern Europe

Dissertation

zur Erlangung des Doktorgrades
der Mathematisch-Naturwissenschaftlichen Fakultät

der Christian-Albrechts-Universität zu Kiel

vorgelegt von
Riaz Ahmed Soomro

Kiel, 2015
Institut für Geowissenschaften

Abteilung Geophysik



ii

First Referee: Prof. Dr. Thomas Meier
Second Referee:: Prof. Dr. Wolfgang Rabbel

Day of oral examination: 16. 10. 2015
Approved for publication: XX. XX. 2015

Signed Prof. Dr. Wolfgang J. Duschl, Dekan



iii

Erklärung

Hiermit versichere ich an Eides statt, dass ich diese Dissertation selbstständig und nur mit
Hilfe der angegebenen Quellen und Hilfsmittel erstellt habe. Ferner versichere ich, dass der
Inhalt dieses Dokuments weder in dieser, noch in veränderter Form einer weiteren
Prüfungsbehörde vorliegt. Die Arbeit ist unter Einhaltung der Regeln guter
wissenschaftlicher Praxis der Deutschen Forschungsgemeinschaft entstanden.

(Ort) (Datum) (Riaz Ahmed Soomro)





Abstract

Very broad band phase velocity dispersion measurements from earthquake recordings within
the period range from 8 s to more than 250 s yield information about the middle to lower
crust, the mantle lithosphere as well as the asthenosphere. Therefore these measurements
provide complimentary information to noise interferometry as the latter is limited to short
periods. Here an algorithm for the automatic determination of the phase velocity dispersion
curves is presented. Waveforms recorded at two stations are cross correlated and frequency
dependent windows are applied to the cross correlation function. The dispersion curves are
calculated from the weighted cross correlation function. The smooth parts of the phase
velocity dispersion curves are selected and all the measurements for each inter-station path
are averaged in order to obtain average dispersion curve. Off all individual dispersion curves
measured for a given station pair, some percentage of outlier measurements are removed
and standard deviation and standard error calculated at each frequency. By comparing
measurements in opposite propagation direction we can identify and remove/correct erroneous
measurements due to off-path propagation, polarity, timing errors, and instrument response
issues. In that respect, the method is also helpful in identifying stations with quality issues
such that timing, response, polarity problems.

The previous implementation of the classical inter-station method was limited to small
regions due to substantial burden in manual picking of the smooth parts of the phase velocity
dispersion curve. We have exploited and expanded the benefits of the inter-station method,
which has an advantage over the source based methods as the former diminishes influences
of errors in the source parameters and the propagation from the source to the receiver
region.

By applying this method to a large dataset of 1.37 million waveforms from seismic stations
across central and northern Europe, we have obtained a highly consistent phase velocity
data set of 63000 Rayleigh and 27500 Love wave inter station dispersion curves in the period
range from 8 s to more than 250 s. These unique set of dispersion curves were subsequently
tomographically inverted for high resolution isotropic and azimuthally anisotropic phase
velocity maps for central and northern Europe.

Synthetic reconstruction tests reveal that the regions with dense path coverage possess a
lateral resolution of about 100 km to150 km.

Large-scale low velocity anomalies in the crust are attributed to the Central European Basin
System (CEBS) and Alpine Carpathian region at lower period phase velocity maps. The
mantle lithosphere in central Europe appears to be rather homogeneous, with no imprint of
the Variscan sutures. The low velocities at 60-80 s periods are due to shallow asthenosphere
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in central Europe as well as in the Pannonian basin. In central Europe the location of
the shallow asthenosphere matches well with the Cenozoic volcanic fields in the area. The
high velocities in the Bohemian massif are due to its thicker lithosphere as compared to
the surrounding region. In the western Alpine region the European slab starts to become
visible in our phase velocity maps at about 60 s. In central Europe azimuthal anisotropy is
parallel to the Variscan sutures in the mantle lithosphere and follows the Alpine front in the
south.

A remarkable feature in our long period phase velocity maps is that the TESZ (Trans
European suture zone) marks as a clear and distinct boundary between thick Precambrian
EEC (East European Craton) and younger and complex Phanerozoic central Europe. The
TTZ (Tornquist- Teisseyre Zone) as part of the TESZ is accompanied with a strong lateral
contrast in the lithospheric thickness whereas a gradual transition across STZ (Sorgenfrei-
Tornquist Zone) is observed. Southeast of the EEC, azimuthal anisotropy parallel to the
TTZ is found in the mantle lithosphere and asthenosphere.

In spite of the fact that the depth sensitivity of Love waves are less focused as compared
to Rayleigh waves, the main features resolved in Rayleigh wave phased velocity maps are
also present in our Love wave phased velocity maps e.g. low velocities at lower period phase
velocity maps, a homogeneous mantle lithosphere.



Zusammenfassung

Breitbandige Dispersionsmessungen der Phasengeschwindigkeit von erdbebengenerierten
Oberflächenwellen im Periodenbereich von 8 bis mehr als 250 s liefern Informationen über die
Struktur der Erdkruste, der Mantellithosphäre und der Asthenosphäre. Solche Messungen
sind daher komplementär zur Interferometrie von seismischem Rauschen, von welchem kürzere
Periodenbereiche extrahiert werden können. In der vorgelegten Arbeit wird ein Algorithmus
für die automatische Bestimmung der Phasengeschwindigkeits-Dispersionskurven vorgestellt.
Die Wellenformen an zwei seismischen Stationen werden kreuzkorreliert, frequenzabhängige
Fenster auf die Kreuzkorrelationsfunktion angewendet und die Dispersionskurve aus der so
gewichteten Kreuzkorrelationsfunktion berechnet. Um durchschnittliche Dispersionskurven
für jedes Stationspaar zu erhalten, werden glatte Segmente der Dispersionskurven ausgewählt
und alle Messungen für jedes Stationspaar gemittelt.

Aus allen Einzelmessungen für ein Stationspaar werden Ausreisser entfernt und anschliessend
die Standardabweichung und der Standardfehler der mittleren Dispersionskurve frequenzab-
hängig bestimmt. Durch den Vergleich von Messungen in entgegengesetzter Ausbreitungsrich-
tung können fehlerhafte Messungen durch strukturbedingte Ausbreitungseffekte, aber auch
durch Zeitfehler oder Probleme der Polarität oder der Instrumentenantwort identifiziert und
entfernt werden. In dieser Hinsicht ist das Verfahren auch hilfreich bei der Identifizierung
von Stationen mit Qualitäts- oder technischen Problemen.

Die bisherige, manuelle Umsetzung der klassischen Zwei-Stations-Methode war aufgrund
des erheblichen Prozessierungsaufwandes auf kleine Datensätze beschränkt. Durch die
vorgelegte Automatisierung können die Vorteile der Zwei-Stations-Methode nun auch auf
grösseren Datensätzen Anwendung finden. Dazu gehören vor allem die Unabhängigkeit von
Quellparametern (und deren Unsicherheiten) und von der Wellenausbreitung von der Quelle
zur Empfängerregion.

Das Verfahren wurde auf einen großen Datensatz von 1,37 Mio. Wellenformen von seis-
mischen Stationen in Mittel- und Nordeuropa angewendet und wir erhielten einen sehr
konsistenten Datensatz von 63000 und 27500 Rayleigh und Love-Wellen- Dispersionskurven
im Periodenbereich von 8 bis über 250 s. Dieser einzigartige Datensatz wurde anschließend
tomographisch in isotrope und azimuthal anisotrope Phasengeschwindigkeitskarten für Mittel-
und Nordeuropa invertiert.

Synthetische Rekonstruktionstests zeigen, dass die Regionen mit dichter Pfadüberdeckung
eine Auflösung von bis zu 100 - 150 km aufweisen.
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Ausgedehnte Bereiche erniedrigter Geschwindigkeit finden sich in der Kruste vor allem im
Bereich des zentraleuropäischen Beckensystems (CEBS) und der Alpen- und Karpatenre-
gion bei den kürzerperiodischen Phasengeschwindigkeitskarten. Die Mantellithosphäre in
Mitteleuropa, sichtbar bei Perioden um 60-80s, erscheint eher homogen ohne deutlichen
Ausdruck der variszischen Suturen. Erniedrigte Geschwindigkeiten in diesem Periodenbereich
deuten auf eine flache Asthenosphäre in Zentraleuropa sowie im Pannonischen Becken hin.
In Mitteleuropa stimmt die Lage der flachen Asthenosphäre gut mit den Känozoischen
Vulkanfeldern überein, während die erhöhten Geschwindigkeiten im Böhmischen Massiv auf
eine, im Vergleich zur Umgebung, dickere Lithosphäre hindeuten. Im westlichen Alpenraum
beginnt die subduzierte Europäischen Platte bei etwa 60s in unseren Phasengeschwindigkeit
Karten sichtbar zu werden. Azimuthale Anisotropie zeigt sich in der Mantellithosphäre
Mitteleuropas im Allgemeinen parallel zu den variszischen Suturen und parallel zur alpinen
Front im Süden.

Bemerkenswert in unseren langperiodischen Phasengeschwindigkeitskarten ist, dass die TESZ
(Trans European Suture Zone) als klare und deutliche Grenze zwischen dem dicken, präkam-
brischen osteuropäischen Kraton (EEC) und dem jüngeren und komplexeren phanerozoischen
Mitteleuropa abgebildet ist. Die TTZ (Tornquist- Teisseyre Zone) als Teil des TESZ ist
mit einem starken lateralen Kontrast in der Lithosphärendicke ausgeprägt, während weiter
nordwestlich ein weniger scharfer Übergang im Bereich der STZ (Sorgenfrei-Tornquist Zone)
zu beobachten ist. Südöstlich des EEC zeigt die azimuthale Anisotropie parallel zur TTZ,
sowohl in der Mantellithosphäre, als auch in der Asthenosphäre.

Obwohl die Tiefensensibilität von Love-Wellen im Vergleich zu Rayleigh-Wellen weniger
fokussiert ist, sind die wichtigsten Merkmale der Rayleigh-Wellen-Karten auch in unseren
Love-Wellen-Geschwindigkeitskarten zu erkennen, u.a. die niedrigen Geschwindigkeiten bei
kürzeren Perioden oder die tendenziell homogene Mantellithosphäre.
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Chapter 1

Introduction

There is a rapid inrease in the number of seismic stations in recent years, resulting in
large data volumes. These large data volumes pose challenge to seismologists in all
data processing aspects. Manual operations are complemented or partly replaced by
automatic processing (e.g. Hanka et al., 2010; Olivieri & Clinton, 2012; Withers, 1999).
The retrieval of seismological observables used for the imaging of Earth structure -
including arrival time picking, polarization or dispersion analysis - is, however, still
often conducted manually. This is possible and feasible for spatially restricted study
regions and relatively small data sets. In order to process the very large amount of
all of now available broadband data, automated processing techniques are needed.
Automated routines have been proposed for the picking of body-wave arrival times
(e.g. Allen, 1978; Baer & Kradolfer, 1987; Küperkoch et al., 2010), locations of seismic
events (e.g. Hanka et al., 2010; Olivieri & Clinton, 2012; Withers, 1999), waveform
inversions (e.g. Lebedev et al., 2005; Lee & Chen, 2013; Legendre et al., 2012; Maggi
et al., 2009; Yoshizawa & Ekström, 2010), receiver function processing (e.g. Crotwell
& Owens, 2005), and SKS splitting studies (Evans et al., 2006; Walther et al., 2014).
Here we discuss the automated determination of phase velocities of fundamental mode
surface waves, measured between two single seismic stations. Various surface wave
methods and their advantages as well as shortcomings are discussed comprehensively
in Chapter 2. The use of phase velocity measurements in tomographic inversion is
explained in Chapter 5.
The Europe is an excellent place to study various tectonic processes. The present day
configuration of the Europe is a result of various successive tectonic events. The Europe
continent comprises Precambrian Baltic shield of Fennoscandia, which is bordering to
Caledonides. The central Europe is characterized by Veriscan realm, and the Alpine
Mediterranean is most youngest one with the age 230 Ma to present (Blundell et al.,
1992). The Europe continent has a 4.5 y tectonic history (Grad & Tiira, 2009).
The Trans–European Suture Zone (TESZ) is the major and most prominent bound-
ary that separates Precambrian EEC (East European Craton) and Caledonides and
Veriscid(es in Western Europe (Artemieva & Thybo, 2013). It separates the thick
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Fig. 1.1: A tectonic map of the study region (modified after Banka et al., 2002).
Some notable tectonic features include: EEC, East European Craton; TTZ, Tornquist-
Teisseyre Zone; STZ, Sorgenfrei-Tornquist Zone; EL, Elbe Line; VF, Variscan Front
and so on.

Precambrian EEC from that of younger Phanerozoic Europe. The surface of this suture
is hidden due to repeated past tectonic events (Knapmeyer-Endrun et al., 2013a). TESZ
comprises two linear segments: STZ (Sorgenfrei–Tornquist Zone) on north western
side, including areas of Sweden, Denmark, Germany, and TTZ (Tornquist–Teisseyre
Zone) on south–eastern side starting from north sea in north west towards black sea
in south–east (Bogdanova et al., 2008; Thybo, 2000). The central western Europe is
result of various orogenic events; in result various continental fragments rifted off the
northern margin of the Gondwana and accreted towards SW Baltica (Banka et al.,
2002; Janutyte et al., 2014; Nolet & Zielhuis, 1994; Pharaoh, 1999; Winchester, 2002).
The present day configuration of the areas around TESZ is due to various tectonic
events namely, (1) Caledonian orogeny and Caledonian collision tectonics, (2) Variscian
orogeny, (3) Mesozoic rifting, and (4) Alpine orogenic events (Bogdanova et al., 2008;
Thybo, 2000). The structure on the western and central Europe is complex as compared
to EEC (Babuška & Plomerová, 2001; Dadlez et al., 2005; Knapmeyer-Endrun et al.,
2013c). The crust on the north eastern side of TESZ is thick with a thickness of around
50 km while it is 40 km along TESZ. An international project started in year 2006
for the duration of two years (Wilde-Piórko et al., 2008). The project’s aim was to
study the structure of the crust and mantle lithosphere around this long suture zone
known as TESZ (Trans-European Suture Zone) extending from north-western Europe
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in the region of STZ (Sorgenfrei-Tornquist Zone) towards south–eastern Europe across
TTZ (Tornquist-Teisseyre Zone). The Trans-European Suture Zone acts as a boundary
between Phanerozoic central Europe and Precambrian East European Craton.
Therefore, this dissertation is based on PASSEQ 2006-2008 (PASsive Seismic Experi-
ment around TESZ) project. Various methods have been applied to the PASSEQ data
i.e. body wave travel time tomography (Janutyte2014), P wave residuals (Wilde-Piórko
et al., 2010), SKS splitting (Vecsey et al., 2014), receiver functions (Knapmeyer-Endrun
et al., 2013a) etc. We have used surface wave data to study the lithosphereic structure
of this boundary and surrounding regions. As the duration of the project was limited to
only two years, therefore, in addition to PASSEQ data, we have used all the available
data in European region from permanent as well as temporary stations in the period
from January 1990 to October 2013. Here, we present the automated procedure to
determine phase velocities of fundamental mode surface waves, measured between
two single seismic stations, and we assess the station quality issues and use these
automatically obtained path average phase velocity dispersion measurements for both
Rayleigh and Love waves in tomographic inversion for the isotropic and azimuthally
anisotropic structure of the central and northern Europe. Details of the method to
automatically obtain path average dispersion curves are provided in Chapter 3. Details
about main findings of our study are discussed in chapter 5.
A brief overview of the chapters is provided below.

Overview of the chapters

In chapter 2 a brief introduction of seismic wave types and various methods to measure
surface waves has been made. After that, briefly discussed are previous surface wave
studies in Europe and around the Globe. Surface waves can be produced by natural or
man- made sources (ballistic sources) or through noise sources, therefore, a glimpse of
noise tomography is given as well. In the end the manual inter-station method and the
motivation to automate the inter-station method, to handle large data sets has been
discussed.
Chapter3 provides a methodological base of this work. In the beginning of the chapter,
the theory behind cross-correlation of inter-station phase velocities is elaborated, while
the criteria for automatic selection of individual phase velocity curves are also discussed,
and a method to obtain a smooth path average dispersion curve from all the individual
smooth measurements for any inter-station pair is discussed as well. Then, the effect of
loose and conservative setting on phase velocities curves is discussed. Moreover, a brief
description of station quality issues is given as well in this chapter and more detailed
discussion about potential problems in instrumentation has been made in Chapter 4.
Finally, the application of inter-station method to a data-set covering entire Europe is
presented. Here statistical analysis is provided and in addition to that, the isotropic
Rayleigh and Love wave phase velocity maps for central Europe are provided for three
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periods (12 s, 30 s, and 60 s), the resolution of the tomographic inversion is accessed
through checker-board tests and a brief interpretation about the results is also provided.
This chapter is submitted as a paper to Geophysical Journal International (GJI) with
title “Phase velocities of Rayleigh and Love waves in central and northern Europe
from automated, broadband, inter-station measurements”. My contribution in this
paper was focused on development of the procedure to automatically select the smooth
parts of the phase velocity curves, rigorous testing of the method with range of values
of various parameters, finding optimal threshold values of these parameters, defining
and applying the procedure to obtain path average phase velocity curves, statistical
evaluation of the automatically obtained phase velocity measurements. Performing
tomographic inversion based upon Deschamps et al. (2008). I accessed the isotropic
and anisotropic resolution with the help of checker board and rotation test (Deschamps
et al., 2008).
Chapter 4 discusses various station quality issues. While applying averaging and
quality control procedure to entire data set, we observed systematic deviations at
certain stations which cannot be related to wave propagation effects. Therefore, this
chapter explains the statistical analysis procedure to identify problematic stations
with polarity, timing, and response problems. This chapter is published as a paper
in Advances in Geosciences with title “Identification of response and timing issues
at permanent European broadband stations from automated data analysis”. In this
chapter, I contributed in obtaining average phase velocity dispersion curves, and
pointed out the anomalous dispersion curves, then developed a procedure to estimate
following quantities at each station.

1. Overall standard deviation at each station
2. Difference between both propagation directions
3. Difference to the background model

I obtained above-mentioned quantities for entire period range as well as at three periods
i.e. higher periods, intermediate periods, and lower periods, in order to assess the
effects at these period ranges. The procedure, I developed, helped in detecting polarity,
timing, and response problems at some stations in central Europe.
In chapter 5 the details about the tomographic inversion of average phase velocity
curves are provided. The basic formulation for tomographic inverse problem is provided.
The effect of regularization on the tomographic maps is checked by testing range of
damping values and optimal damping parameters for this data set are suggested with
the help of “L” curve test and by visual inspection of the phase velocity maps with
different damping values. The isotropic and anisotropic resolution tests are performed.
The resolution for isotropic phase velocities with the help of quasi checkerboard with
various anomaly sizes is evaluated, for anisotropy a rotation test is applied to the
fast directions of Rayleigh and Love wave phase velocity maps, and an automated
procedure to remove the unresolved nodes in order to ensure the anisotropic resolution
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is applied. In the end, different features of the isotropic and anisotropic phase velocity
maps are discussed.
The Chapter 6 concludes and highlights the main results and outcome of the study.
It also discuses future outlook.





Chapter 2

Introduction to surface waves

2.1 Seismic wave types

Ground shaking caused by natural or man-made sources produce vibrations. These
vibrations carry energy from the source and propagate outward in all directions. These
vibrations produce seismic waves. Mainly there are two types of waves in seismology:
body waves which travel in to the body of the earth and surface waves which travel
along the earth surface.

2.1.1 Body waves

Body waves can be classified into two types 1) longitudinal waves, 2) transverse
waves. Longitudinal waves are also called P (primary), dilatational, irrotational, or
compressional waves. P waves shake the ground in the direction they travel. These
waves travel faster as compared to other types of waves, with the speed in between
4–8 km/sec. Therefore, they arrive first on the seismogram, followed by other wave
types. When a P wave travels it oscillates around its equilibrium position. This causes
a volume change. These waves are similar to sound waves. The other body wave types
are transverse waves, which are also called shear or S waves. These waves displace
ground in transverse direction. They can travel in solid medium only. These waves
travel slowly with a usual speed in between 2.5–4 km/sec. These waves cause no volume
change.

2.1.2 Surface waves

The solution of wave equation for body waves exists in whole space (Shearer, 2009,
Ch. 8, p. 215). With the presence of free space, other solutions also exist, and they
are named as surface waves. They travel along the earth surface. Surface waves are
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generated by the interaction of body waves with the free surface. Due to geometrical
spreading the energy carried by surface waves spread in 2–D and their energy decays
with ∼ 1

r where ’r’ is the distance, which is in contrast to body waves which spread
in 3–D and their energy decays with ∼ 1

r2 . Owing to this reason surface waves are
recorded with larger amplitudes also at longer distances. The shallow earthquakes
generate strong surface waves. These waves travel slowly as compared to body waves,
therefore these waves are recorded after the body wave arrival. Surface waves are
dominant waves on seismograms, and for large earthquakes they can circle the globe
many times. At noisy stations, surface waves are the main source to obtain source
parameters. Surface waves can be classified into two types, i.e Rayleigh waves and
Love waves.

Rayleigh waves

Rayleigh waves are coupled P-SV waves. They produce elliptical retrograde or pro
grade particle motion, recorded on vertical or radial components.
In order to derive the equation for Rayleigh and Love wave, we mainly follow Shearer
(2009)
The wave equation of a plane P-wave, propagating in +x direction is given by

u= Ae−iω(t−ps−ηz), (2.1)

where p is the horizontal slowness, η =
√

1/c2 −p2 is the vertical slowness and c is the
P-wave velocity.
The wave equation can also be written in the form of potentials, where ϕ is the scalar
potential, which represents a P wave and ψ is the vector potential for S wave.

u= ∇ϕ+∇×ψ, ∇.ψ = 0, (2.2)

The ψy is the only part of ψ that produces SV motion. The solutions for plane wave
for ϕ and ψy are given by.

ϕ= Ae−iω(t−px−ηαz), (2.3)

ψy =Be−iω(t−px−ηβz), (2.4)
A and B are the amplitudes for P and S wave, respectively. The vertical slowness η
for P and SV wave can be written as

ηα = (1/α2 −p2)1/2, (2.5)

ηβ = (1/β2 −p2)1/2, (2.6)
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It is assumed that both P and SV wave have same horizontal slowness, therefore,
the ray parameter p is constant and y component of the displacement and its partial
derivatives are zero for P/SV plane wave. Therefore, the displacement of x and z
component can be written as follows

up
x = ∂xϕ= pAiωAe−iω(t−px−ηαz), (2.7)

up
z = ∂zϕ= ηαAiωAe

−iω(t−px−ηαz), (2.8)
The SV displacement can be defined as,

uS
x = −∂zψy = −ηβBiωe

−iω(t−px−ηβz), (2.9)

uS
z = ∂xψy = pBiωe−iω(t−px−ηβz), (2.10)

The boundary condition at a free surface (z = 0), the normal and shear traction must
vanish.
Therefore, τxz = τzz = 0.

τxz = µ(∂zux +∂xuz), (2.11)
solving the above equation yields,

τP
xz = −A(2µpηα)ω2e−iω(t−px−ηβz), (2.12)

τzz = λ(∂xux +∂zuz)+2µ∂zuz, (2.13)
and solving the above equation yields

τP
zz = −A[(λ+2µ)η2

α +λp2]ω2e−iω(t−px−ηαz), (2.14)

τS
xz = −Bµ(p2 −η2

β)ω2e−iω(t−px−ηβz), (2.15)

τS
zz = −B(2µηβp)ω2e−iω(t−px−ηβz), (2.16)

the condition for free surface is,

τxz = τP
xz + τS

xz = 0, (2.17)

τzz = τP
zz + τS

zz = 0, (2.18)
by substituting equation 2.3 and 2.4 into 2.7 we get

A(2pηα)+B(pr−ηβ2) = 0, (2.19)
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by substituting equation 2.5 and 2.6 into 2.8 we get

A
[
α2(η2

α)+p2)−2β2p2
]

+B[2β2ηβp] = 0, (2.20)

these two equations describe P −SV boundary condition at free surface, where p is
horizontal slowness.
The vertical slowness is given by following set of equations:
ηα = (1/α2 −p2)1/2 and ηβ = (1/β2 −p2)1/2,
where p > β−1 > α−1, and ηα and ηβ are imaginary.
From equation 2.10

u= Aeiωηze−iω(t−ps), (2.21)
It can be seen that, if η is imaginary, it will lead to positive values in exponent. This will
result in evanescent waves. Evanescent are inhomogeneous waves and their amplitude
decay or grow with depth. For homogeneous waves, the vertical slowness has real
values. In this case, there is no dispersion. The non–trivial solution can be obtained
only when the determinant of the coefficient matrix is zero.
The equations 2.19 and 2.20 can be written in matrix form[

(2pηα) (pr−ηβ2)
α2(η2

α)+p2)−2β2p2 B[2β2ηβp]

][
A
B

]
= 0,

solving the determinant yields,

(p2 −η2
β

[
α2(η2

α)+p2)−2β2p2
]

−4β2p2ηαηβ = 0, (2.22)

by substituting the values of ηβ , ηα, the above equation can be written in terms of ray
parameter p, P , and S velocities.

(
2p2 − 1

β2

)2
+4p2

( 1
α2 −p2

)1/2( 1
β2 −p2

)1/2
= 0, (2.23)

further simplifying by taking β2 common and for the imaginary values of ηα ηβ

(p >;β−1)> α−1
(

2p2 − 1
β2

)2
−4p2

(
p2 − 1

α2

)1/2(
p2 − 1

β2

)1/2
= 0. (2.24)

This equation is the Rayleigh equation. Lord Rayleigh obtained this result around 100
years ago. This has dependence upon P −−wave velocity, α, and S−−wave velocity
β. The roots of the equation give Rayleigh wave velocity, which propagates over an
isotropic and elastic surface defined on the half surface (y ≥ 0). The phase velocity
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is c = 1/p, and its value is slightly less than β. The value of c = .092β for poison
solid.

Love waves

Rayleigh wave can propagate in the presence of a free space, but Love wave cannot.
The condition for Love wave to propagate is the presence of a layer over half space.
Love wave can travel in case only when the velocity structure keep turning energy.
Therefore, if the shear wave velocity increases with the depth, it forms a wave guide,
where SH waves are trapped. The dispersion equation for Love waves (Lay & Wallace,
1995b, chapter 4) can be written as

tan(ωηβ1H) = µ2ηβ2
iµ1ηβ1

= µ2η̂β2
µ1ηβ1

, (2.25)

It is assumed here, that a post critical situation where c= 1/p < β2 will yield ηβ2 = iη̂β2
and η̂β2 is real. The above equation gives a condition related to ω and c which must be
satisfied. The wave velocity depends upon ω and c. Rewriting above equation yields,

tan(Hω
√

1/β2
1 −1/c2) =

µ2
√

1/c2 −1/β2
2

µ1
√

1/β2
1 −1/c2

. (2.26)

The condition to ensure that all the terms are real is, β1 < c < β2. This equation
is the dispersion equation for Love waves, c is the phase velocity and ω is angular
frequency.

Dispersion characteristics of surface waves

The variation in velocity with respect to frequency is called dispersion. Due to
dispersion, the wave-train is deformed. The high frequency waves have short wavelength
as compared to low frequency waves. Due to their long wavelength, they sample deeper
structures. In a homogeneous isotropic half space, the surface waves are non–dispersive.
The simplest case in which, Love waves can travel is homogeneous isotropic layer over
a homogeneous half space. In this case both Rayleigh and Love waves are dispersive.
The presence of Love wave proves that, the earth is inhomogeneous, rather it is layered.
Therefore, in real case the Rayleigh waves are dispersive. Different spectral component
of a wave travels at different velocity called a phase velocity.
To understand the phenomenon of the dispersion, we consider the sum of two harmonic
waves with slightly different frequency and wave number.

u(x,t) = cos(ω1t−k1x)+ cos(ω2t−k2x), (2.27)
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ω is angular frequency and k is wave number.

ω1 = ω− δω, k1 = k− δk, (2.28)

ω2 = ω− δω, k2 = k− δk, (2.29)
by substituting equations 2.28 2.29 in equation (2.1) we get

u(x,t) = cos(ωt− δωt−kx+ δkx)+cos(ωt+ δωt−kx− δkx)
= cos[(ωt−kx)− (δωt− δkx)]+cos[(ωt−kx)+(δωt−kx− δkx)]
= 2cos(ωt−kx)cos(δkx− δωt), (2.30)

to solve equation 2.30 we used the trigonometric identity cos(A+B)+ cos(A−B) =
2cosAcosB.
Here the short period wave travels at ω/k and long period envelope travels at the
speed of δω/δk. The short period wave is phase velocity and long period wave is group
velocity. The group velocity (U) is written as,

U = dω/dk, (2.31)

as ω = ck, therefore, group velocity can also be written as,

U = dω

dk
= dck

dk
= c+k

dc

dk
= (1−k

dc

dω
)−1, (2.32)

The phase velocity of both Rayleigh and Love waves increases with period. From this
equation, it can be seen that, group velocity is dependent upon phase velocity. As
dc/dω is negative in equation 2.32, this shows that group velocity is less than phase
velocity (U < c) (Shearer, 2009, Ch. 8, p. 225). If change in phase velocity is zero, in
this case, the group and phase velocities are the same. Generally the phase velocity is
increasing with period, and decreasing with frequency.

2.2 Surface wave methods

2.2.1 Single station method

We can write a surface wave seismogram as

u(x,t) = 1
π

∫ ∞

0
û(ω,x)× cos

(
ωt− ω

c(ω)x+ϕ0(ω)
)
dω, (2.33)

The ϕ(ω) = ϕ0(ω)− [ωx/c(ω)]+2πN +ωt is phase, whereas ϕ0 is initial phase. 2πN is
periodicity. û(ω,x) is the amplitude term.
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From the above equation the phase at each frequency can be obtained as

ϕ1(ω) = ωt1 +ϕ0(ω)− ωx1
c(ω) +2πN, (2.34)

where ϕ0 is initial phase, 2πN represents the periodicity, ϕ1(ω) is the phase at a station,
t1 is the arrival time of the phase and x1 is the source–receiver distance, whereas c(ω)
is the phase velocity. It can be seen from the equation 2.34 that, there is need of initial
phase information in order to compute the phase velocity.
The earlier group velocity single station measurements were carried out by Gutenberg
(1924) and Ewing & Press (1950). They measured group travel time from source to
station in time domain. Landisman et al. (1969) introduced time frequency analysis
for single station method. This method was improved by (e.g. Levshin et al., 1989;
Ritzwoller & Levshin, 1998; Vdovin et al., 1999).
The most recent use of the single station method is by Foster et al. (2014), where they
extended the method by introducing a correction of the propagation direction with the
help of dense mini arrays.
The measurement of phase or group velocity with single station is affected by the errors
due to incorrect source mechanisms and source locations. These effects are pointed
out by (e.g. Levshin et al., 1999; Muyzert & Snieder, 1996), and may introduce some
errors.

2.2.2 Inter-station method

To overcome the errors caused by erroneous source locations and source mechanisms
Brilliant & Ewing (1954) measured Rayleigh wave phase difference between two stations
in time domain, by eliminating the phase shifts due to the source and the propagation
of the fundamental modes from the source to the first station. The equation for
inter-station phase velocity (by following Lay & Wallace, 1995a, Ch. 4, p. 146) can be
written as

ϕ1(ω) = ωt1 +ϕ0(ω)− ωx1
c(ω) +2πN, (2.35)

ϕ2(ω) = ωt2 +ϕ0(ω)− ωx2
c(ω) +2πN, (2.36)

subtracting 2.35 and 2.36 yields

ϕ1(ω)−ϕ2(ω) = ω(t1 − t2)− ω

c(ω)(x1 −x2)+2πN, (2.37)

The above equation (2.37) can be solved for phase velocity c(ω) by using the fact
T = 2π/ω

c(ω) = x1 −x2
(t1 − t2)+T [N − ( 1

2π )(ϕ1(ω)−ϕ2(ω))]
, (2.38)
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again t1, t2 is the arrival time of the phase at station 1 and station 2, respectively, and
x1, x2 is source receiver distance at station 1 and station 2, respectively. It can be
seen from this equation (2.38) that, the source phase term is canceled out, but the
2π ambiguity is still there. Therefore, correct N is required, for which a background
model is helpful to identify the N . Toksöz & Ben-Menahem (1963) measured phase
velocities from a single station by successive passages of the same wave, by making a
slight modification in the above equation.

C(T ) = ∆0
δt+T (δϕ+N + 1

2)
, (2.39)

here ∆0 is the length of the great circle, δt = tn+2 − tn, δϕ = ϕn+2 −ϕn, and 1
2 is

the circle phase shift due to two extra polar passages, with a π/2 phase shift per
polar passage (Brune et al., 1961). The application of the two-station method in
frequency domain was carried out by McEvilly (1964). He measured phase velocities
for both Rayleigh and Love waves and he observed Love–Rayleigh discrepancy i.e.
the difference in velocities of horizontally (SH) and vertically (SV) polarized shear
waves. The inter-station method was widely used during last decade, with the help of
broadband arrays and regional networks (e.g. Adam & Lebedev, 2012; Beghein et al.,
2010; Darbyshire & Lebedev, 2009; Deschamps et al., 2008; Endrun et al., 2004, 2008,
2011; Lebedev & Van Der Hilst, 2008; Lebedev et al., 2006, 2009, 2013; Meier et al.,
2004; Prindle & Tanimoto, 2006; Yao et al., 2006; Yoshizawa & Ekström, 2010).

2.2.3 Array based methods

Lateral heterogeneities in the local structure may lead to erroneous phase velocity
measurements (e.g. Forsyth & Li, 2005; Friederich et al., 1994; Maupin, 2011; Pedersen
et al., 2013, 2006; Wielandt, 1993). The Ray theory is based upon high frequency
approximation, and it works if the length scale of the perturbations is larger than
the wavelength and Fresnel zone width. Problems may arise if the heterogeneities
are comparable to wavelength or even smaller. In that case, the simplified ray theory
based methods may fail (Passier & Snieder, 1995). Press (1956) suggested a method
to correct the propagation direction caused by the lateral heterogeneities in the local
structure.
To account the deviations in propagation direction of a plane wave, various algorithms
have been suggested by several authors for single event array analysis based upon f-k
analysis with the plane wave assumption (e.g., Capon, 1970; Maupin, 2011; Sun &
Helmberger, 2011). Friederich et al. (1994) measured local phase velocities with the use
of phase as well as amplitude measurements using the Helmholtz equations by allowing
curved wave-fronts. Prindle & Tanimoto (2006) used spectral analysis technique to
confirm the validity of the great circle path approximation. They found that small
correction is required in order to adjust the off great circle path effects.
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Forsyth & Li (2005) used a different approach in order to account for the scattering
and multipathing problems. They call their method as two plane wave method. In
this method, the assumption is that, one plane wave arrive from a direct path and
other from the scattered path. To represent the structure by considering a finite width
of the response of the plane wave, a Gaussian sensitivity function was utilized. The
interference of two plane waves can be helpful to model the non–plane wave behavior
due to scattering and multipathing. Tanimoto & Prindle (2007) used beam-forming
approach to study the surface waves. He measured phase velocities by accounting
the deviations from the great circle path. These deviations are significant at high
frequencies. Dense arrays are helpful to identify these great circle deviations. Foster
et al. (2014) used the single station method by calculating the arrival angle in order
to correct the off great circle deviation. The array based methods provide fine-scale
structure of the earth interior but are limited to the studies in regional scale (Rost &
Weber, 2002), whereas the classical inter-station method can be used in local, regional,
as well as global studies.

2.2.4 Noise tomography

Normal traditional seismology require identifiable impulsive sources, there are two
kinds of these sources, earthquake or human made sources such as explosions, also
called ballistic sources. These sources are energetic one. The ever present amount
of energy called ambient noise is traditionally removed from the analysis, due to its
non–impulsive nature, and lack of available methods to extract the useful information
present in the noise.
A new method has been developed to extract usable signal even from the noise.
This method can be used to extract valuable information about the sub surface and
helpful to study the areas which are seismically quiescent. Therefore, the ambient
noise interferometry can be used to study the surface waves generated by ambient
noise sources, these noise sources can be wind, ocean waves, rock fracturing, and
anthropogenic activity. As these sources travel similar to impulsive sources, therefore,
they also carry information about the sub surface. The early theoretical studies related
to ambient noise were carried out by (e.g. Derode et al., 2003; Larose et al., 2005;
Snieder, 2004; Wapenaar, 2004; Weaver & Lobkis, 2001, 2004). Campillo & Paul (2003);
Paul et al. (2005) used coda waves and with multiple scattering of waves by small scale
heterogeneities, Sabra et al. (2005); Shapiro & Campillo (2004) used ambient noise
of surface waves. Roux et al. (2005) used crustal body waves. The earlier practical
applications based upon ambient noise, were developed and improved by (e.g. Campillo
& Paul, 2003; Wapenaar, 2004).
After the construction of the Green’s function, traditional tomographic imaging methods
can be used to investigate the structure of the crust and upper mantle. The Green’s
function between two seismic stations can be constructed by cross correlating long time
record, recorded at the two stations, where one station can be understood as source
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Fig. 2.1: Explanation of the ambient noise tomography. r1, r2 are the receiver 1 and
2, respectively. "S" are the sources surrounded by these two receivers, each of which
transmits energy to the other. The sources in grey regions are contributing their energy
at the receivers r1 and r2, energy generated by the other sources is canceled out due
to destructive interference (modified after Nicolson et al., 2012).

and the other as receiver. The Green’s function is the seismogram recorded at one
station due to instantaneous or impulsive energy at the other. The Green’s function
tells how the energy travels from one point to the other. Claerbout (1968) proved the
possibility to construct a Green’s function from the source starting from one station
and traveling through sub surface and arrive back at the same station. The Green’s
function describes how energy travels through sub surface from one source and reflect
back at the same point.
To illustrate the problem, consider that, two seismometers are surrounded by a source
of energy (see fig. 2.1). The wave-field due to these sources propagates in the medium.
The energy recorded by these arbitrary sources, recorded at these two stations is cross
correlated and all these cross correlations from all sources are stacked. Due to this
stacking process, the constructive energy is added and destructive energy is canceled
out. The constructive energy is one, which is traveled by the sources located at the
extensions of the inter-receiver path.
Snieder (2004) showed that energy generated by the sources located along the extension
of the two receivers contributes most (fig. 2.1 c). Cross correlation of the ambient noise
provide more homogeneous sampling as compared to the earthquake based imaging
techniques. In a traditional way the seismologists analyze earthquakes and artificial
source that travels through the earth.
The period ranges of traditional inter-station based tomography (5–10 s to 400 s, in
regional to global applications) and ambient noise tomography (about 5 s to 50 s, in
regional applications) overlap each other. Therefore, the phase velocities obtained
through ambient noise and earthquake data yield complimentary information, whereas
the earthquake based tomography has added advantage of broader bandwidth.
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2.2.5 Waveform fitting methods

The waveform based methods can be classified into two main categories i.e. 1) surface
wave portion of the waveform, 2) full waveform methods.

2.2.6 Methods based upon Surface wave portion of the wave-
form

In the approach used by Nolet (1990), synthetic seismograms are fitted with the data.
Synthetic seismograms are computed by summing surface wave modes. 1-D average
velocity structure is determined along each wave path. In the second step, all the
individual linear equations obtained in first step, are combined to obtain the 3-D
structure.
The simple way to write a synthetic seismogram based upon JWKB approximation is,

s(ω) =
∑

Am(ω)exp[iω∆/(C0
m(ω)+ δCm(ω))], (2.40)

and the phase velocity perturbations as a function of averaged shear (S) wave pertur-
bations are written as,

δCm(ω) =
∫ a

0

∂(C0
m(ω)

∂β(r) δβ(r)dr, (2.41)

subscript m is mode number. The summation is taken over all modes, ∆ is source
receiver distance, a is earth radius. C0

m(ω) is reference phase velocity and ∂(C0
m(ω)

∂β(r) are
the Fréchet derivatives and are related to perturbation in path average phase velocities.
The real data d(t) is fitted with the synthetics s(t) with the help of the least square
minimization.

F (δβ(r) =
∣∣∣Rdt−Rs(t,δβ(r))

∣∣∣2 dt. (2.42)
The perturbations obtained in above equation are used to obtain a 3–D shear wave
structure. Due to small scale heterogeneities, there may be a change in the wave-speed.
Scattering can result due to these heterogeneities. If the scattering is large, then the
JWKB approximation may become invalid. These effects should be accounted while
calculating the synthetic seismograms.
As it is known that surface wave portion of the seismogram is highly non–linear. Nolet
(1990) used a non–linear optimization technique in fitting the synthetic with real data.
Cara & Lévêque (1987) solved the non–linearity problem with the help of secondary
observables, their approach is similar to isolation filter technique of Gee & Jordan (1992).
Debayle (1999) automated the Cara & Lévêque (1987) technique. They used similar
two step procedure discussed above, but with different algorithms. In the first step they
obtained path averaged 1–D models and, in the second step, they inverted them to
obtain 3–D structure. Debayle & Sambridge (2004) used waveform method to extract
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surface wave information and obtained global SV wave and azimuthal tomographic
model. Lebedev et al. (2005) developed AMI which was based upon two step procedure
of Nolet (1990). They fit the observed seismograms with synthetic seismogram based
upon JWKB approximation. They automatically identify the time frequency windows
which contain the signal and accurately model with JWKB approximation. Their
optimal procedure eliminates chance fits and cycle skipping problem. AMI splits
the large scale tomographic problem into traceable inversions of the seismograms
individually.
These waveform fitting methods are source based, therefore, they provide information
about the upper mantle and deeper structure. For these methods accurate source
information is required in order to remove these source effects and obtain structural
information. Lebedev et al. (2006) combined inter-station and source based single
station method and obtained very broad band dispersion measurements from 10 s
to more 350 s, the low period information was obtained from inter-station method
whereas high period information was obtained from source based single station method
using AMI (Lebedev et al., 2005).

Full waveform methods

Full waveform methods include finite difference method, boundary element method,
spectral or pseudo spectral methods, spectral element method etc. Finite difference
method is grid point method where computational domain is covered by a space–time
grid. The placement of space and time grids affects the accuracy. The information is
unknown in between the grid points. A derivative of the function at these grid points
is taken with the use of finite difference formula by using the values at grid points.
Finite difference method can be applied both in time domain and in frequency domain,
but in seismology the time domain FD method is more common. The finite difference
method is easy to implement but has some limitations. Some limitations include,

1. unable to calculate accurate surface waves
2. unable to account for the deformed geometries for example topography at free

surface
3. difficulty in adaptive grid size with respect to wavelength

Therefore, finite difference methods are unable to tackle the challenges of global
seismology. Chaljub & Tarantola (1997); Igel & Weber (1995, 1996) applied the finite
difference method on some simplified geometries. Some improvements in the finite
difference method are made by (e.g. Zingg, 2000; Zingg et al., 1996). Peter et al. (2007)
used finite difference method and obtained global model. They modeled surface wave
propagation by assuming smoothly heterogeneous earth. They implemented the wave
equations numerically on a spherical membrane with zero thickness. Method developed
by Peter et al. (2007) is less accurate compared to full 3-D numerical solutions but is
faster.
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The other full waveform technique is boundary element method which is based upon
integral representation theorems. In this method, the Green’s functions are calculated
with discrete wave number expansion in order to incorporate the realistic surface and
interface topography (Bouchon & Sanchez-Sesma, 2007). There is a limitation of finite
number of homogeneous layers, which can lead to large ill conditioned linear matrix
systems in 3–D cases. In general the finite difference methods are superior to ray based
methods.
Spectral and pseudo spectral methods offer some improvements over finite difference
methods (FDM), as they require small number of grid points, with these methods body
waves can be modeled more accurately as compared to surface waves (e.g., Carcione,
1994). These methods are also restricted to smooth media, because of the global nature
of polynomial basis functions. The classical FEM (finite element methods) methods are
well suited to handle complex geometries, but due to their high computation costs their
use is rare. Spectral element method (SEM) is highly accurate, but computationally
very expensive. In this method irregular meshes are used which yield accurate structure.
Spectral element method accurately solves elastic wave equation by computing synthetic
seismograms in strongly heterogeneous 3–D media (Rickers et al., 2013). This method
is suitable for the simulations of the global seismic wave propagation with unmatched
accuracy. As compared to other full waveform methods, this method overcomes the
problems of local topography and sharp gradients.
The adjoint based tomographic methods use spectral element method in the compu-
tation of the synthetic seismogram. In the global wave-field simulations, the spectral
element method can be used for the periods 20 s and higher (Komatitsch & Tromp,
2002). Komatitsch & Tromp (2002) used the spectral element method to perform
3-D simulations. Finite difference (FD) based full waveform methods may fail in
the presence of surface topography or discontinuities. The SEM is computationally
expensive as the computing time increases with propagation distance. The advantage
of SEM over other global methods lie in the case that both methods are similar except
the small scale structure near the source and receiver are not well resolved in the mode
summation technique because of the far field approximation. Rickers et al. (2013) used
full waveform modeling on body as well as surface waveforms in a non–linear way. They
applied the method to Iceland and highlighted some new insights on the structure of the
region. Tape et al. (2010) used the SEM based adjoint method to study the California
crust. Fichtner et al. (2009) used the method to study the upper-mantle structure in
the Australasian region. Zhu et al. (2012) studied the European upper mantle structure
with the use of adjoint methods. The adjoint method is time domain convolution of
two fields i.e. the source field and adjoint field. The source wave-field is generated by
an earthquake hypocenter and adjoint wavefield is generated by the adjoint source at
receiver. Adjoint based techniques are near field approximation whereas for example
mode summation technique and other ray based techniques are far field approximation.
Fichtner et al. (2010) used full waveform tomography based upon SEM and adjoint
tomography to obtain a radially anisotropic structure of Australia. They have obtained
a first continental-scale full waveform tomographic model for Australia. Zhou et al.
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(2011) compared mode summation with adjoint based SEM. In global studies the
adjoint based methods are computationally expensive. Zhou et al. (2011) also showed
that 1D model is adequate enough in case of Rayleigh waves.
The full waveform methods are highly accurate and account for finite frequency affects
but are computationally very expensive. In global applications these methods perform
well at periods 20 s and higher (Komatitsch & Tromp, 2002) in this case they lack
crustal information, therefore, crustal corrections are required to infer information
about upper mantle and deeper structures.

2.3 Previous surface wave studies

In order to have some insight information about the previous work based upon surface
waves, I have discussed some global surface wave studies, as well as European surface
wave studies.

2.3.1 Global surface wave studies

The initial surface wave studies were done independently by Love (1911) and Golitzin
(1912). Some earlier surface wave studies were done by (e.g. Byerly, 1930; Gutenberg,
1924, 1926; Gutenberg & Richter, 1936; Jeffreys, 1928, 1935; Stoneley, 1926, 1928, and
others).
The ground breaking work done by Dziewonski et al. (1977); Masters et al. (1982)
played a significant role in development of earlier models and provided earliest picture
of the 3–D earth (Ritzwoller et al., 1995). Below is the short description of some global
models which used surfaces waves.
Nataf et al. (1986); Woodhouse & Dziewonski (1984) did a pioneering work in developing
upper mantle models. Woodhouse & Dziewonski (1984) developed upper mantle model
using waveform inversion of very long period seismogram which are mainly dominated
by fundamental mode surface waves. Masters et al. (1996) computed absolute and
differential delay times by using surface wave phase velocity measurements and with
normal mode data. Su et al. (1994) and Liu & Dziewonski(1994, 1998) used absolute
and differential time measurements by using body, and surface waveform data with
the use of surface wave formalism. Li & Romanowicz (1996) used hand–picked SH
waveforms to derive a model and formulated forward and inverse problems which is
valid for both body and surface wave data. Mégnin & Romanowicz (2000) developed
a 3–D VSH shear wave velocity model for whole mantle obtained by hand–picking of
body, surface and higher mode waveforms. Kustowski et al. (2008) presented a radially
anisotropic model (S362ANI) which is based upon surface and body wave phase and
travel time anomalies and has an approximate resolution of 1000 km. Ekström (2011)
developed an anisotropic global model (GDM52) for Rayleigh and Love waves in the
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period range of 25–250 s. The Love wave model is isotropic only, whereas anisotropy
is also considered in their Rayleigh wave model. Ritsema et al. (2011) developed
a model using Rayleigh wave phase velocities, body wave travel times, and normal
mode splitting measurements. Lekic & Romanowicz (2011) used SEM to construct
upper mantle model. Debayle & Ricard (2012) presented a new SV model with the
use of fundamental and higher order Rayleigh wave mode measurements. They used
waveform modeling technique to extract fundamental and higher order Rayleigh wave
modes. Schaeffer & Lebedev (2013) presented a vertically polarized shear wave model
(SL2013sv) for the upper mantle with the help of automated multi–mode inversion
of surface and S–wave forms. French & Romanowicz (2014) presented a first radially
anisotropic shear wave velocity model (SEMUCB-WM1) of the entire mantle derived
from Spectral Element based forward modeling approach. The resolution of the previous
models is limited to around 1000 kilometers, whereas French & Romanowicz (2014)
claims 800 km resolution. Some other whole-mantle models (e.g. Houser et al., 2008;
Panning & Romanowicz, 2006; Simmons et al., 2006, 2010).
The limiting factor in the resolution of global models is due to the fact that most of the
earthquakes occur at plate boundaries and receivers are located mostly on the continents,
which makes only one third of total earth hence two third area remains un-instrumented,
therefore, there is uneven distribution of sources and receivers, particularly in southern
hemisphere (Bodin et al., 2015). Recently Meschede & Romanowicz (2015) compared
various features of some representative global and regional models. All the global
models mentioned above confirm long wavelength features present in these global
models. Due to long wave length nature and large source station distance they lack
short period information. Therefore, all of these models discuss upper mantle and
deeper structures, and crustal corrections are required in these models. These global
models possess some common features as well e.g. Pannonian basin in central Europe
is only one example which is common in all the global models and there may be
similarities in other regions as well, and there are considerable discrepancies among
these models in terms of small scale (<2500km) features (Becker & Boschi, 2002;
Dziewonski, 2005) and in terms of anisotropy (e.g. Becker et al., 2008).

2.3.2 European surface wave studies

There are numerous surface wave studies in Europe, some earlier surface wave studies
include, (e.g. Calcagnile & Panza, 1978, 1979, 1980, 1990; Calcagnile et al., 1985; Dost,
1990; Lomax & Snieder, 1995; Mantovani et al., 1985; Mindevalli & Mitchell, 1989;
Mueller & Sprecher, 1978; Pedersen et al., 1994; Snieder, 1988; Stange & Friederich,
1993; Vaccari & Panza, 1993; Yanovskaya & Ditmar, 1990).
The above studies were based upon earlier implementation of either two station method
of (e.g. Brune & Dorman, 1963; Knopoff et al., 1966), MFA (multiple filter analysis)
technique of Dziewonski et al. (1969), or tacking of fundamental and higher order
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Fig. 2.2: map view of shear wave velocity model by Legendre et al. (2012) at 110 km
depth. Lines A to H are the cross sections. The cross sections from A to H are plotted
in figures 2.3 and 2.4, respectively.

modes (Dost, 1990) etc. These studies were limited to smaller regions due to substantial
burden of manual processing.
Here I present some notable recent tomographic studies based upon surface waves.
Pilidou et al. (2005) presented a 3-D SV wave velocity isotropic and azimuthally
anisotropic upper mantle model for the North Atlantic and surrounding regions derived
from multi–mode Rayleigh wave seismograms. The resolution of their model is up to
400 kilometers. Fry et al. (2008) obtained a European Mediterranean tomographic
phase velocity model with phase velocity measurements from various experiments
e.g. MidSEA (van der Lee et al., 2001), SDSNet (Baer et al., 2000), TomoCH (Fry
et al., 2005), and GRSN (Henger et al., 2002). Schivardi & Morelli (2009) presented a
Rayleigh and Love wave model in the period range from 35 s to 150 s for European
Mediterranean region using group velocities. Boschi et al. (2009) compiled a new
shear wave velocity model of the upper mantle based upon surface wave measurements
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obtained through the technique developed by Ekström et al. (1997). Schaefer et al.
(2011) applied a grid search approach to surface wave tomography and obtained a new
3-D anisotropic European upper mantle model (FMADVOXEU), which is obtained
from a joint inversion of various phases. Schaefer et al. (2011) used the data-set of
Fry et al. (2008) as well as global data-set of Ekström et al. (1997). The data-set
used by Boschi et al. (2009) is also the same as Schaefer et al. (2011) and there are
similarities between these two models but latter offer increased resolution e.g. the
Trans–European suture zone is clearly imaged in the models by Boschi et al. (2009);
Pilidou et al. (2005). The model presented by Schaefer et al. (2011) able to detect more
local structures e.g. narrow Cratonic keel underneath southern Finland Sandoval et al.
(2004). Sandoval et al. (2004) found very deep lithosphere–asthenosphere boundary
in southern Finland using body wave studies, this boundary was vague in the study
by Pilidou et al. (2004). Legendre et al. (2012) contributed a shear wave velocity
model of the European upper mantle with the help of automated inversion of seismic
shear and surface wave waveforms. Their model is based upon AMI (Lebedev et al.,
2005). In their model the parts of the waveforms that are in accordance with JWKB
approximation (Dahlen & Tromp, 1998) are inverted with the help of sensitivity kernels.
Zhu et al. (2012) presented a new European crustal and upper mantle model EU30
with the use of simultaneous wave form fitting of body and surface waves, In this
way their technique is free from crustal corrections and claims higher resolution than
the previous models. In addition to small scale features e.g. slabs, upwellings and
delaminations which are present in most of the models some additional features are
also present in the model by Zhu et al. (2012) e.g. fast seismic wave speeds beneath
the Dinarides Mountains, which they interpret as a signature of subduction of Adria
plate in north eastward direction. The low velocities in northern part of Rhine Graben
act as a reservoir connected to Eifel hotspot. The lithosphere in the Scandinavia is
delaminating and breaking away. Zhu & Tromp (2013) presented an isotropic shear
wave and azimuthally anisotropic model EU60 for the Europe and north Atlantic ocean
based upon adjoint seismic tomography. Palomeras et al. (2014) developed a 3–D shear
wave model of the crust and upper mantle for western Mediterranean by using finite
frequency Rayleigh wave tomography. Phase velocity measurements are performed
with the help of two plane wave method developed by Forsyth & Li (2005). With the
use of dense network in the study region with station spacing of ≤ 60 km, they claim
higher resolution as compared to Legendre et al. (2012) and Zhu et al. (2012).
Due to higher resolution of the regional models as compared to global ones some
features appear only in regional models e.g. Massif Central in France (Meschede &
Romanowicz, 2015). There are similarities between these European models; these
models are able to distinguish small features remarkably. Even in the lowest resolution
models the east European Craton and North Atlantic ridge is well resolved. These
features are present in global models as well. The small scale features in Europe e.g.
Pannonian basin is overall similar as global models. The model presented by (Zhu &
Tromp, 2013) possess very high resolution and small scale features are distinguished in
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their models. The starting period of their maps is from 50 s. Therefore, all the above
mentioned models discuss features related to upper mantle and deeper structure.
In order to obtain insight information about the distinct tectonic features of these
European models, we took European shear wave velocity model by Legendre et al.
(2012) which has very high resolution in upper 200 km beneath western and central
Europe and the circum–Mediterranean. The resolution in Mediterranean region is very
good but resolution of slab segments is poor as compared to local studies in the region
(e.g. Giacomuzzi et al., 2012; Totaro et al., 2014). The shear wave velocity variation
across the Europe at the depth of 110 km is shown in figure 2.2. We have plotted
various cross sections based upon this model, which depicts interesting features in the
region.
If we look at the map view shown in figure 2.2, the north and central Atlantic region
is characterized by low velocities. These low velocity anomalies beneath the Mid-
ocean ridge are reported by various tomographic studies (e.g. Helmberger et al., 1998;
Mocquet et al., 1989; Pilidou et al., 2005; Shen et al., 1996, 2002; Silveira & Stutzmann,
2002). In order to see the details about the structure in this region we have made three
cross sections (marked as F, G, H) covering south, central, and north Atlantic region,
respectively.
The other profiles (A, B, C, D, E) runs from SW–S towards NW–NE. In the southern
part they cover the regions of Iberia, the western Mediterranean, north Africa and
EEC on northern side.
In the profile H-H’ the low velocities in the Iceland area are due to Iceland plume.
Legendre et al. (2012) concluded that the low velocities in the northwestern margin of
EEC are due to erosion of the Cratonic mantle lithosphere by the hot asthenosphere in
the region beneath the Scandes. The high velocities in the middle and eastern side of
this profile (H-H’) are due to thick Cratonic lithosphere. Along the eastern side of the
profile H-H’, the Turkish-Iranian plateau is located in the south of Zagros mountains,
the low velocity anomaly in this region is due to shallow mantle lithosphere. These low
velocity anomalies are also detected with surface wave tomography (Maggi & Priestley,
2005; Piromallo, 2003; Zor, 2008). The gravity studies in this region also suggest thin
lithosphere (Ates et al., 1999; Barazangi et al., 2006). The high velocities at the depths
greater than 200 km may be due to the detached Tethys slab from the Arabian plate
(Zor, 2008).
On the profile G-G’ mid oceanic ridge is characterized by low velocities indicating a
shallow asthenosphere. The low velocities beneath Ireland makes this region distinct
from the Western Europe. This region is considered as a part of North Atlantic Volcanic
province (Arrowsmith et al., 2005). The WECML (Western European Continental
mantle lithosphere) is characterized by high velocities; the lithosphere is thin in central
Europe. There is the relation between thin lithosphere and Cenozoic volcanism pointed
out by (e.g. Hoernle et al., 1995). Legendre et al. (2012) compiled the locations
of Cenozoic anorogenic alkaline volcanism in central and Western Europe and the
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circum–Mediterranean. They found that low velocities correlate well with Cenozoic
volcanism in the area. The lower velocities in central Europe at deeper level (at the
depth of around 300 km) are due to possible west European Plume.
The low velocities in the Pannonian basin may be due to upwelling of the asthenosphere
(Horváth, 1993; Horváth et al., 2006). The high velocities at the depth around 300 km
are due to deeper continuation of alpine slab (Dando et al., 2011). Further to the east
of the profile G-G’, the low velocities are due to shallow Anatolian asthenosphere. The
Dynarides slab is visible at the depth of 150 km. The Cyprus region is characterized
by high velocities as compared to neighboring regions. The Cyprus slab is imaged by
the tomographic images by Bakırcı et al. (2012) as well.
On the profile F-F’ the Pyrenees slab is visible in Pyrenees area located in southwest
Europe bordering between Spain and France, The high velocity anomaly in the Pyrenees
may be obduction related (Souriau et al., 2008), further east along the profile H-H’ the
low velocities are due to shallow western Mediterranean asthenosphere.
On the southern side of the profile E-E’ the Middle East asthenosphere is characterized
by low velocities. The Harrat lawa volcanic fields are the result of rifting and upwelling
in Red Sea (Pallister et al., 2010). This region is considered as an area of widespread
Cenozoic volcanism (Koulakov et al., 2015). Eastern Anatolian plateau is formed due
to collision of Arabian and Eurasian plates. The east Anatolian plateau comprises
widespread magmatic area with 2 km high topography. The crust is ∼45 km (Zor,
2003). They argue that the plateau is not supported by thick crust but rather by
the hot mantle. Very thin lithosphere is reported by Al-Lazki et al. (2004) as well.
They found very slow mantle lid velocities (7.6–7.8 km/s), Gök (2003) observed Sn
wave blockage and Maggi & Priestley (2005) found low S wave velocities. All these
studies suggest the detached subducting Neo-Tethys oceanic lithosphere and hence the
asthenosphere came direct into the contact with the bottom of the crust. Therefore, the
high velocities at the depth greater than 250 km are due to this detached Neo-Tethys
slab. Along the northern side of the profile the high velocities show thicker lithosphere
of the east European Craton.
The low velocities along the profile A-A’ are related to shallow oceanic lithosphere in
central Atlantic. The lithosphere is shallow in the Iberian region (located in extreme
south west of the Europe). The high velocity anomaly at the depth greater than 80
km is interpreted as Alboran slab. The delaminated lithosphere is detected by the
P wave tomography model by Bartol & Govers (2014). The high velocities along the
north of the profile are due to thick Cratonic lithosphere of EEC.
Along the profile B-B’, the asthenosphere is shallow in the Iberia region. The high
velocities at the depth around 80 km near Andorra region are interpreted as Pyrenees
slab. Souriau et al. (2008) also found high velocities in this region. The asthenosphere
is shallow in the central Europe and high velocities on northern side are due to thick
lithosphere of EEC. The low velocities in the Western Europe are due to west European
plume. The high velocities at the greater depth at the edge of east European Craton are
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interpreted as cool downwellings caused by small scale convection (Knapmeyer-Endrun
et al., 2013b).
Along C-C’ profile the low velocities in western Mediterranean region are due to shallow
asthenosphere. Chang et al. (2010); Dando et al. (2011) also reported low velocities in
the eastern Pannonian and western Carpathian region. Tari et al. (1999) interpreted
these low velocities as high heat flow associated with rifting process.
We observe a high velocity anomaly in mantle transition zone. Piromallo (2003); Wortel
& Spakman (2000) also reported high velocities and interpreted as remnant oceanic
slab subducted along the Carpathian arc. The high velocities on north of the profile
C-C’ are due to thick Cratonic structure of EEC.
On the profile D-D’ the North Africa is characterized by low shear wave velocities.
Calabrian slab is imaged at the depth larger than 100 km near the Calabrian arc. The
low shear wave velocities in Tyrrhenian basin are related to hyderous asthenosphere
(Greve et al., 2014) as water content plays important role in the shear wave velocity in
the Tyrrhenian Sea. The high velocities in southern Apennines are due to its thick
lithosphere. The high velocity anomaly below the Tyrrhenian Sea is Apennine slab.
Further north of the profile D-D’ the low shear wave velocities are due to shallow
asthenosphere in the Pannonian basin.

2.4 Motivation

The inter-station method is widely used in regional networks and broadband arrays,
(e.g., Adam & Lebedev, 2012; Beghein et al., 2010; Darbyshire & Lebedev, 2009;
Deschamps et al., 2008; Endrun et al., 2004, 2008, 2011; Lebedev & Van Der Hilst,
2008; Lebedev et al., 2006, 2009, 2013; Meier et al., 2004; Yao et al., 2006). All these
studies were limited to either small regions or time span of few years only due to
time consuming manual selection of smooth parts of the phase velocity dispersion
measurement.
Some notable previous applications include, Baja California region, central Europe
or Ireland used 4, 17, 10, and 24 stations, respectively (Endrun et al., 2004; Polat
et al., 2012; Roux et al., 2011; Zhang et al., 2007). Adam & Lebedev (2012) used
inter-station method over an 112 temporary and two permanent stations in south
Africa and measured very broad band 5 s to 250–400 s (Rayleigh) and 5 s to 100–250 s
(Love) waves.
As there is a rapid growth in the number of seismic stations in recent past around the
world, especially in the Europe. For example in Europe there were around 20 seismic
stations in 1990 and at present there are more than 1000 seismic stations (see fig. 2.1 in
Chapter 2). Therefore, in order to handle these large data volumes automated schemes
are required.
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Fig. 2.3: Vertical cross sections from the shear wave velocity model by Legendre et al.
(2012). Some notable tectonic features along section A to D(ApSl, Appeninnic Slab;
ASl, Alboran Slab; CarSl, Carpathian Slab; CEA, Central European Asthenosphere;
CF, corner flow; EEC, East European Craton; KaSl, Kabylian Slab; MEP, Middle
East Plume; PanA, Pannonian Asthenosphere; PanTZ, Pannonian Transition Zone;
PySl, Pyrenaeen Slab; IbA Iberian Asthenosphere; WMA, Western Mediterranean
Asthenosphere; WECML, West European Continental Mantle Lithosphere; WEP, West
European Plume). The topography is plotted in yellow. (see text for the details about
these tectonic features)
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Fig. 2.4: Vertical cross sections from the shear wave velocity model by Legendre
et al. (2012). Some notable tectonic features along the profile E-H (AA, Anatolian
Asthenosphere; CalSl, Calabrian Slab; CEA, Central European Asthenosphere; CySl,
Cyprus Slab; DiSl, Dinaridic Slab; EASl, East Alpine Slab; EEC, East European
Craton; EMOML, Eastern Mediterranean Oceanic Mantle Lithosphere; IcP, Iceland
Plume; IrA, Irish Asthenosphere; MEA, Middle East Asthenosphere; NTSl, Neo-Tethys
Slab; PanA, Pannonian Asthenosphere; PanTZ, Pannonian Transition Zone; PySl,
Pyrenaeen Slab; SoS, Southern Scandes; WMA, Western Mediterranean Asthenosphere;
WEP, West European Plume). The topography is plotted in yellow. (see text for the
details about these tectonic features)
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With the cross correlation based inter station method very broad band highly accurate
phase velocity dispersion measurements for periods as low as 3 s in case of local
networks (Endrun et al., 2004) to more than 250 s can be obtained. Therefore, the
method provides complimentary information to ambient noise interferometry with the
added advantage of long period information. These very broad band measurements are
difficult to obtain with source based methods where short period information is difficult
to obtain due to longer distance between source and receiver especially in the seismically
quiet regions e.g. central Europe. In order to exploit the benefits and advantages of
the inter-station method, an automated scheme was required. Another advantage of
the automated schemes is that, the repeated measurements are possible which are
difficult with time consuming manual operations. Therefore, different parameters can
be tested easily. The big advantages come in the shape of consistent measurements
which are difficult with manual operation. Therefore, keeping all these points in mind
we have automated the inter-station method. We have applied the method to very
large data-set of more than 1000 seismic stations and 1.37 million waveforms and have
obtained high quality very broad band phase velocity measurements in the period
range from as low as 8 s to more than 250 s for both Love and Rayleigh waves and
have obtained high resolution tomographic image of the middle to lower crust, the
mantle lithosphere as well as asthenosphere in central and northern Europe.





Chapter 3
This chapter is submitted to Geophysical Journal International

3.1 summary

The increasingly dense coverage of Europe with broadband seismic stations makes it
possible to image its lithospheric structure in great detail, provided that structural
information can be extracted effectively from the very large volumes of data. We
develop an automated technique for the measurement of inter-station phase velocities
of the fundamental-mode surface waves in very broad period ranges. We then apply the
technique to all available broad-band data from permanent and temporary networks
across Europe. In a new implementation of the classical two-station method, Rayleigh
and Love dispersion curves are determined by cross-correlation of seismograms from a
pair of stations. An elaborate filtering and windowing scheme is employed to enhance
the target signal and makes possible a significantly broader frequency band of the
measurements, compared to previous implementations of the method. In the time
domain, frequency-dependent tapers are applied to cross-correlation functions of the
waveforms to optimize the time-frequency resolution. The selection of acceptable phase
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velocity measurements for each event is performed in the frequency domain, based on
a number of fine-tuned quality criteria including a smoothness requirement. Between 5
and 3000 single-event dispersion measurements are averaged per inter-station path in
order to obtain robust, broad-band dispersion curves with error estimates. In total,
around 63000 Rayleigh- and 27500 Love-wave dispersion curves between 10 s and 350 s
have been determined, with standard deviations lower than 2 % and standard errors
lower than 0.5 %. Comparisons of phase-velocity measurements using events at opposite
back-azimuths and the examination of the variance of the phase velocity curves are
parts of the selection process. As a by-product of the quality control procedures, we
present maps for permanent and temporary broad-band stations in Central Europe
indicating possible instrumental problems at some of the stations.
The roughness often seen in the measured phase velocity curves is due to noise,
interference of the fundamental and higher modes, or scattering of the fundamental
modes. This can cause substantial errors, and we exclude the rough curves and curve
segments systematically using smoothness criteria. Comparing the average interstation
dispersion curves obtained with different degrees of smoothness enforced, we find
that rough perturbations do not normally bias the average dispersion measurement
systematically, especially at inter-station distances larger than about 300 km. It is
concluded that rough perturbations in the dispersion measurements can be treated
as random, in the sense that they do not bias phase velocities systematically towards
greater values (They do need to be removed, however, in order to reduce random errors
of the measurements).
Using our large new dataset, we construct phase-velocity maps for central and northern
Europe. According to checkerboard tests, the lateral resolution in central Europe is
≤ 150 km. Comparison of regional surface-wave tomography with independent data
on sediment thickness in North-German Basin and Polish Trough (from a compilation
of deep seismic sounding (DSS) results) confirms the accuracy of the imaging using
our short-period, phase-velocity measurements. At longer periods, the structure of
the lithosphere and asthenosphere around the Trans-European Suture Zone (TESZ) is
seen clearly. The region of the Tornquist-Teisseyre Zone (TTZ) is associated with a
stronger lateral contrast in the lithospheric thickness from the East European Platform
(EEP) towards the southwest compared to the region across the Sorgenfrei-Tornquist
Zone (STZ). The new, broad-band, phase-velocity dataset offers abundant, valuable
information on the structure of the crust and upper mantle beneath Europe.

3.2 Introduction

The rapid growth of seismic networks in western and central Europe has produced
dense coverage of the entire region with broadband stations (Fig. 3.1). The improving
coverage makes it possible to map the lithospheric structure of Europe with increasingly
high resolution (e.g. Legendre et al., 2012; Yang et al., 2007; Zhu et al., 2012).
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Phase velocities of the fundamental Rayleigh and Love surface-wave modes are essential
observables for the study of the Earth”s lithosphere and sub-lithospheric mantle. In the
period range 5−300 they are sensitive to the structure of the crust, mantle lithosphere
and asthenosphere (e.g. Aki & Richards, 1980; Ben-Menahem & Singh, 1981; Dahlen
& Tromp, 1998; Laske et al., 2011). In order to maximize the resolution, we wish to
obtain highly accurate measurements in broad period ranges and to utilize as much
data as is available. Given the large data volumes, full automation of the measurements
is thus highly desirable.
In this paper we present an automated technique for the measurement of phase velocities
of the fundamental-mode surface waves in very broad period ranges and an application
of the technique to a very large volume of data from across Europe. Phase-velocity
maps computed with the new data show detailed lateral structural variations. We
test the resolution of the images both with standard resolution tests and by means of
comparisons with tectonic boundaries and sediment thickness data.
Phase velocities of Rayleigh waves depend primarily on the velocity of vertically
polarized S-waves, but also on density and P-wave velocity. Love-wave phase velocities
depend mainly on the velocity of horizontally polarized S waves and on density. The
dispersive nature of surface waves (Gutenberg, 1924) is caused by the increasing
sensitivity of the waves at longer periods to deeper structure within the Earth, with
an additional effect from the sphericity of the Earth (Alterman et al., 1961). Main
characteristics of Rayleigh-wave dispersion curves include a phase-velocity increase from
about 2 km/s to 3 km/s at short periods below 10 s to about 4 km/s at intermediate
periods (20 - 50 s), reflecting the velocity increase across the Moho (Fig. 3.2, bottom
right). Another strong increase, to more than 5 km/s, occurs at periods longer than 100
s. The strong sensitivity of Rayleigh-wave phase velocities to the Moho depth and their
weaker but measurable sensitivity to the lithosphere-asthenosphere boundary depth
have been analyzed and discussed by, e.g., Bartzsch et al. (2011); Lebedev et al. (2013).
In these studies it was concluded that highly accurate phase velocity measurements
with errors well below 1 % are needed in order to resolve the essential details of the
S-wave velocity structure of the crust and upper mantle.
Love-wave phase velocities are higher than Rayleigh-wave phase velocities for periods
lower than about 120 s and show a steadier increase with period (see, e.g., Section 3.2).
The latter property is related to the less focussed depth sensitivity of Love compared
to Rayleigh waves: for Love waves, the sensitivity at greater depths increases with
increasing periods but the sensitivity to a specific depth range is less pronounced
compared to Rayleigh waves (e.g. Dahlen & Tromp, 1998; Lebedev et al., 2013). At
very long periods Love-wave phase velocities are normally lower than Rayleigh-wave
phase velocities.
Early systematic surface-wave measurements were carried out as single-station mea-
surements of their group velocities by Gutenberg (1924) and Ewing & Press (1950),
with group traveltimes from the source to stations estimated as a function of period in
the time domain. Time-frequency analysis for single-station group-traveltime measure-
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ments was introduced by Landisman et al. (1969). It was improved and used extensively
in the following decades (e.g. Levshin et al., 1989; Ritzwoller & Levshin, 1998; Vdovin
et al., 1999). Recent examples of single-station measurements are given by Lebedev
et al. (2006), based on waveform inversion, and by Foster et al. (2014). Single-station
measurements yield phase or group velocities along the entire source-station paths and
are affected by errors in the source location and the source mechanism, as pointed out,
e.g., by Muyzert & Snieder (1996) and Levshin et al. (1999).
In order to minimize errors due to the event location and source mechanism uncertainties,
Brilliant & Ewing (1954) measured, in the time domain, Rayleigh-wave phase differences
between stations. This eliminated the phase shifts due to the source mechanism and due
to the propagation of the fundamental modes from the source to the first of the stations.
In order to diminish the influence of the source on phase velocity measurements, Toksöz
& Ben-Menahem (1963) measured phase velocities in the frequency domain using
successive passages of surface waves at a single station. McEvilly (1964) measured
the phase difference between two stations in the frequency domain for both Love and
Rayleigh waves and discovered the so called Love-Rayleigh discrepancy (caused by
radial anisotropy, i.e., the difference in the velocities of horizontally and vertically
polarized S-waves). With the two-station method, distant sources may be used to
study the average local structure between stations in the region under consideration.
The influence of the unknown (or uncertain) source parameters is minimized and the
problem of the 2π ambiguity of phase velocity measurements is diminished because
of the relatively small inter-station distances, compared to epicentral distances in
single-station measurements.
Over the last decade, inter-station phase velocity measurements have been widely
performed using stations of broadband arrays and regional networks (e.g. Adam &
Lebedev, 2012; Agius & Lebedev, 2013; Beghein et al., 2010; Darbyshire & Lebedev,
2009; Deschamps et al., 2008; Endrun et al., 2004, 2008, 2011; Lebedev et al., 2006,
2009; Meier et al., 2004; Prindle & Tanimoto, 2006; Yao et al., 2006; Yoshizawa &
Ekström, 2010). The inter-station dispersion measurements can yield phase-velocity
curves in a very broad frequency band. For regional networks (station spacing on the
order of 100 km) the period range may span from below 10 s to 200-400 s. Lebedev
et al. (2006) compared the inter-station phase velocity measurements made using
cross-correlation with those computed from single-station measurements. In general,
the bandwidth of the dispersion curves is broader for the inter-station cross-correlation
measurements, in particular at higher frequencies. Inter-station phase velocities from
single-station measurements are complementary, extending the bandwidth towards
lower frequencies. Using local networks with finer station spacing (on the order of
10 km), phase velocities may be obtained for periods as low as 3 s (Endrun et al.,
2004).
Inter-station group or phase velocities may also be determined from cross correlation
of ambient noise or of the coda of surface waves excited by earthquakes (e.g. Campillo
& Paul, 2003; Shapiro & Campillo, 2004; Shapiro et al., 2005; Yang et al., 2007). An
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advantage of the ambient noise cross correlation is the independence from earthquake
sources of seismic waves. Inhomogeneous distributions of seismic events or ambient
noise sources may introduce a bias, which can be estimated and corrected, to an extent
(Paul et al., 2005; Roux et al., 2005; Yao et al., 2006). There is a considerable overlap of
the period ranges investigated using the cross-correlation of ambient noise (about 5 s to
50 s, in regional-scale applications) and the cross-correlation of earthquake data (from
5-10 s to 400 s, in regional to global applications). Phase velocities calculated from
cross correlations of ambient noise and of earthquake waveforms yield complementary
information and may be jointly inverted for three-dimensional S-wave velocity structure
(e.g. Köhler et al., 2012; Yang et al., 2008; Yao et al., 2006).
It has been shown that lateral heterogeneity may lead to considerable perturbations in
single-event inter-station phase-velocity measurements (Forsyth & Li, 2005; Friederich
et al., 1994; Maupin, 2011; Pedersen et al., 2013, 2006; Wielandt, 1993). In order to
overcome this problem the propagation direction in the region under consideration
may be measured, as has been suggested already by Press (1956). Several algorithms
have been proposed for single-event array analysis, including the f-k analysis based on
the assumption of a plane wave (e.g. Capon, 1970; Maupin, 2011; Sun & Helmberger,
2011), the approximation of the incoming wavefield by two interfering plane waves
Forsyth & Li (2005) or the determination of local phase velocities from phase as well as
amplitude measurements using the Helmholtz equation and allowing for curved wave-
fronts (Friederich et al., 1994). Prindle & Tanimoto (2006) measured the propagation
direction from particle motion analysis in order to correct inter-station measurements
and Foster et al. (2014) extended the single-station approach including a correction of
the propagation direction, estimated from densely spaced mini-arrays.
An alternative approach to suppress the errors due to off-path propagation is the
rejection of perturbed inter-station phase velocity measurements and the averaging of
many single-event measurements. Using sensitivity kernels for two-station measure-
ments, De Vos et al. (2013) showed that averaging of single-event measurements from
events on both sides of the station pair decreases the influence of the structure off the
inter-station path. However, some sensitivity to strong off-path lateral heterogeneity
still remains. Because of the strong frequency dependence of the diffraction effects,
they normally result in roughness of phase velocity curves. Consistent rejection of
such perturbed (non-smooth) portions of phase-velocity curves and the averaging
over many single-event measurements has been shown to yield smooth and reliable
inter-station phase velocities, provided that (1) suitably elaborate signal-processing
techniques are applied (see Section 2.1), (2) noisy and unreliable measurements are
consistently rejected, and (3) measurements are averaged for many events, from both
propagation directions when possible (Meier et al., 2004). Investigating sensitivity
kernels for two-station measurements.
The distribution of permanent and temporary broad-band stations in Europe is highly
uneven (Fig. 3.1). Furthermore, the instrumentation, the time of deployment and
also the quality of the stations are heterogeneous. Array methods can only be applied
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to sub-regions and limited time periods. Inter-station measurements, in contrast, are
well suited to determine phase velocities of fundamental modes for the entire, very
large available data volumes (Yang et al., 2007). Previous applications of broadband
inter-station cross-correlation measurements of phase velocities using earthquake signals
have been limited to relatively small regions, due to the substantial burden of the
manual data processing. Typical applications in the Baja California region, central
Europe or Ireland, for example, used 17, 10, and 24 stations, respectively (Polat et al.,
2012; Roux et al., 2011; Zhang et al., 2007). Here, we present an automated processing
scheme designed to obtain smooth, path-average fundamental mode dispersion curves
using large data sets recorded by permanent and temporary stations. The main
elements of the scheme include (1) a solution for the 2π ambiguity, (2) the automated
determination of the frequency range of reliable measurements, (3) the identification
of smooth segments of the dispersion curve and the rejection of rough perturbations,
(4) the detection of quality problems caused by wrong response information or timing
problems, and (5) the rejection of outliers.
The advantages of automated processing are the consistency in the determination of
phase velocities and the option to repeat the processing with different parameter sets,
for example, in order to examine the influence of rough phase-velocity perturbations on
path-average dispersion curves. In this study, broad-band inter-station Rayleigh and
Love phase velocities are determined for Europe. Their quality is evaluated statistically
and by the analysis of the phase velocity maps computed using the new measurements.
Our new measurements using the heterogeneous European data set offer new insight
into the potential of surface wave tomography, in the region and beyond.

3.3 Method

3.3.1 Cross-correlation measurement of phase velocities

In inter-station measurements the phase difference of Rayleigh or Love waves propa-
gating nearly along the great circle path between two considered stations, is measured
on the vertical or transverse component, respectively. The Fourier transform of the
fundamental mode waveform u0(t) may be expressed as

U0(ω) = |U0(ω)|exp(iϕ0(ω)) ≈ |U0(ω)|exp(−i
∫ ∆

0
k(ω,s)ds) (3.1)

where ϕ0(ω) is the phase spectrum of the fundamental mode, k(ω,s) is the frequency
dependent wavenumber along the path and ∆ the epicentral distance. An estimate
of the path average wavenumber, k(ω), or the average phase velocity, c(ω), may then
be obtained simply from the phase ϕ(ω) of the spectral ratio between the Fourier
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Fig. 3.1: Seismic station coverage in Europe. Triangles indicate permanent and
temporary stations that provide data since before 1990 (yellow) and after 1990 (red).
Top right: the stations of the German Regional Seismic Network (GRSN) used to
illustrate the measurements below.
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transforms of the fundamental mode waveforms recorded at the station closer to the
epicenter U01(ω) and the more distant station U02(ω) because of

U01(ω)
U02(ω) = |U01(ω)|

|U02(ω)| exp(iϕ(ω)) (3.2)

with

ϕ(ω) = ϕ01(ω)−ϕ02(ω) ≈ k(ω)(∆2 −∆1) (3.3)
and

c(ω) ≈ ω(∆2 −∆1)
ϕ(ω)+2nπ (3.4)

where ϕ01(ω) and ϕ02(ω) are the phase spectra of the fundamental modes at stations
1 and 2, respectively and ∆ 1 and ∆ 2 are the epicentral distances for station 1 and
station 2, respectively.
Because of the ambiguity in the phase, the correct n has to be determined by comparison
with phase velocities for a background model at a reference frequency that is decreasing
with increasing inter-station distance (here it is chosen to vary linearly between 0.02
Hz at 400 km and 0.0083 Hz at 3000 km inter-station distance).
We note that there are two sources of errors in the estimation of the phase velocity
according to eq. (4). The first results from deviations of the fundamental mode
propagation from a ray theoretical approximation and the second results from errors
in the estimation of the phase difference between the fundamental modes. As has
already been pointed out by Wielandt et al. (1987) and Prindle & Tanimoto (2006),
the spectral ratio method gives poor estimates of the inter-station phase difference if it
is determined from spectral ratio of the waveforms recorded at the two stations. This
is because the spectrum of the waveform is also influenced by the spectra of higher
modes Uj(ω), j > 1, and noise N(ω):

U(ω) = U0(ω)+
∑

j

Uj(ω)+N(ω). (3.5)

Therefore, Kulesh et al. (2005); Laske et al. (2011); Levshin et al. (1989) apply time-
frequency analysis, the wavelet transform or a multi-taper technique, respectively in
order to isolate the contribution from the fundamental mode in the time-frequency
domain before calculating the spectral ratio. In the time-frequency domain, u(ωn, t),
higher modes are separated from the fundamental mode. The higher modes may
therefore be downweighted in order to obtain a cleaned time-frequency representation
uw(ωn, t) that contains only the contribution of the fundamental mode and some noise

uw(ωn, t) ≈ u0(ωn, t)+n(ωn, t). (3.6)
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From the cleaned time-frequency representations the spectral ratio may be determined
in order to estimate the phase ϕw(ωn):

Uw1(ωn)
Uw2(ωn) = |Uw1(ωn)|

|Uw2(ωn)| exp(iϕw(ωn)). (3.7)

This is a much better approximation of the phase difference of the fundamental modes
than the spectral ratio of the unprocessed waveforms, although it may be perturbed
by noise.
Alternatively to eqn. (2), the phase difference of the fundamental modes may be
determined from the cross correlation of fundamental mode waveforms ρ0(t):

F{ρ0 (t)} = |U01 (ω)||U02(ω)|exp(iϕ(ω)). (3.8)

where ϕ(ω) is the same as in eqn. (3). The cross-correlation function (CCF) calculated
from waveforms, ρ(t), is not affected by uncorrelated noise and the contribution of the
fundamental mode to the CCF is enhanced because of the product of the amplitude
spectra and the large amplitudes of the fundamental mode. Time-frequency analysis
may be performed after the cross correlation in order to obtain ρ(ωn, t). Again,
windowing is applied (Laske & Masters, 1996; Meier et al., 2004; Wielandt et al., 1987)
in order to downweight cross correlations between the fundamental mode and higher
modes and between higher modes. This results in ρw(ωn, t). Time windows may be
positioned around the maximum of the filtered cross-correlation function (Meier et al.,
2004) in order to isolate the contribution of the fundamental mode. By this procedure
the contribution of higher modes and uncorrelated noise is strongly reduced and the
filtered and weighted cross-correlation function (CCF) of the seismograms ρw(ωn, t)
is approximately equal to the filtered and weighted CCF of the fundamental modes
ρ0(ωn, t):

ρw(ωn, t) ≈ ρ0(ωn, t). (3.9)
The phase difference between the fundamental modes may then be determined from
the phase of the filtered and weighted CCF, ϕCCF(ωn), in the frequency domain: for
each ωn a Fourier transform is applied to ρw(ωn, t) before measuring the phase at the
frequency ωn. The phase difference between the fundamental modes at the two stations
is then determined according to:

ϕCCF(ωn) ≈ ϕ02(ωn)−ϕ01(ωn). (3.10)

In our implementation, we apply Gaussian filters

F (ω,ωn) = exp(−αf ( ω
ωn

−1)2) (3.11)

with a width of the Gaussian filter that depends linearly on frequency: αf = γ2
fωn∆t

in order to optimize the time-frequency resolution where the parameter γf is chosen
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usually between 12 and 20 (here 16) and ∆t is the sampling interval in the time domain.
Windowing in the time domain is easy after the cross correlation because dispersion is
diminished compared to the original seismogram, narrower windows may be applied,
and the window is easier to position. We apply Gaussian windows w(t) in the time
domain according to:

w(t) = exp(−ω2
n(t− tmax)2/(4αw)) (3.12)

where tmax is the time of the maximum amplitude of the CCF after filtering and the
width of the Gaussian window is again a linear function of frequency: αw = γ2

wωn∆t.
Because the dispersion is stronger for longer inter-station paths the parameter γw

varies linearly so that it is 20 for 400 km inter-station distance and 50 for 3000 km
inter-station distance. It has been pointed out by Laske & Masters (1996); Meier
et al. (2004) that a careful selection of the frequency range in which the phase velocity
measurement is accepted has to be performed. This becomes obvious by comparing the
two examples in Figs. 3.2 and 3.3. The left panel in Fig. 3.2 shows the time series at
the two stations and the corresponding amplitude of the time-frequency representation
where the group arrival of the fundamental mode Rayleigh wave clearly emerges as
a ridge across the time-frequency map. Cross correlation of the two waveforms (top
right) reduces the dispersion strongly. The phase ϕ(ωn) is extracted from the complex
spectrum of the band-passed and weighted CCF in the frequency domain (bottom
right), and we get a bundle of candidate phase velocity curves (blue lines) due to
the inherent 2π ambiguity of the phase measurement. In manual processing, the
analyst would have to pick the correct branch, in this example easily identified by the
proximity of one branch to a background model, and select a frequency band in which
the measurement is acceptable (red segment).
The strength of the cross correlation technique becomes evident when looking at the
higher frequencies in this example. Both waveforms are strongly scattered at frequencies
above ca. 60 mHz, a typical observation reflecting heterogeneities in crustal structure
along the wave-propagation path. However, the CCF shows that these scattered waves
are highly correlated between the two stations, implying that scattering must have
primarily occurred outside of the inter station path at distant heterogeneity. The
scattered wavefields propagate still approximately on the same great circle path as
the direct wave-front. It is thus possible, despite scattered signals, to determine a
consistent phase velocity well above 60 mHz.
In contrast, the waveforms in Fig. 3.3 are less consistent. As the wavefield at both
stations is already quite disturbed, with no clear group arrival in the time-frequency
map, it is not possible to determine a smooth dispersion curve from the phase of the
CCF. Although one branch falls close to our background model, it is rather bumpy
and shows rough perturbations around the expected, smooth dispersion curve. This
is indicative of an inconsistent phase of the CCF across the frequency range of the
measurement. Obviously, this may occur due to strong noise, interference of different
modes or when scattered wavefields are not as well correlated as in Fig. 3.2, leading to
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strong variations in spectral amplitude across frequencies and larger uncertainties in
the phase determination.
As illustrated by these examples, an automated procedure for the selection of phase
velocity curves must be able to identify the correct branch (the correct n) and select
smooth segments of the curve that are in an acceptable distance to a background
model. The automated procedure allows us then to process and measure large datasets
not only consistently but also repeatedly with varying selection constraints, in order to
assess the influence of rough perturbations on path-average phase velocity curves.

3.3.2 Automated selection of individual phase velocity curves

Due to the broad depth span of the fundamental mode depth sensitivity kernels (the
Frechet derivatives of phase velocity with respect to shear wave speed as a function of
depth) and due to the gradual changes of these kernels with frequency (e.g Dahlen &
Tromp, 1998), smooth dispersion curves are expected for any realistic one-dimensional
(1-D) Earth models. In an automated inter-station method, we thus wish to select the
smooth parts of an observed dispersion curve while rejecting those parts that exceed a
certain level of roughness.
We introduce a set of criteria to automatically select smooth parts of the phase velocity
dispersion curves which are illustrated in Fig. 3.4 and formulated as follows:

1. Background model criterion
In the first step, we need to select the correct 2π branch on which the measurement
should be performed. As can be seen in the examples in Figs. 3.2 and 3.3, the
branches are strongly diverging with decreasing frequency and identification of
the desired 2π branch is thus straightforward by comparing the branches at
intermediate to lower frequencies to a reference dispersion curve. However, as
phase jumps may occur across the frequency band, we also test neighboring curves
as they may fulfill the criterion at higher frequencies and in case of segments
overlapping with respect to frequency the segment close to the reference model
is considered. After identification of the desired 2π branch, we apply our first
selection criterion, which is defined by the difference of the measured curve from
a path-specific background model:

|c(ωi)− co(ωi)
co(ωi)

|×100%< th∆C , (3.13)

where th∆C is the maximum deviation from the background model in percent,
co(ωi) is the phase velocity for the background model, and c(ωi) is the measured
phase velocity at every sample ωi in the frequency domain.
Segments of the curve that exceed the defined threshold are rejected (blue segment
in Fig. 3.4). Note that we reject also a number of frequency samples before and
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Fig. 3.2: Example of an inter-station, phase-velocity measurement for the station
pair BFO (Black Forest Observatory, Germany) and CLL (Collmberg, Germany) (see
Fig. 3.1 for station locations.). The 2-hour long seismograms and the time-frequency
representations of their waveforms are shown in the left panels. Top right: the cross
correlation function and its time-frequency representation. Bottom right: the 2π
ambiguous phase velocity curves (blue lines), plotted together with the reference model
(black dashed); red line: the manually selected portion of the curve that is accepted as
the dispersion measurement.
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Fig. 3.3: An example of a noisy inter-station measurement of phase velocity for the
station pair MOX (Moxa, Germany) and CLL (Collmberg, Germany) (Locations in
Fig. 3.1). Plotting conventions are as in Fig. 3.2.
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Fig. 3.4: Application of the selection criteria for automated dispersion measurements.
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after a violating segment, to account for the finite resolution of the measurements
in the frequency domain.
Although a global 1-D model would be sufficient for branch identification, we
apply path-specific reference models, which we calculate - for each station pair - as
path averages through a 3-D model composed of CRUST2.0 (Bassin et al., 2000)
and PREM (Dziewonski & Anderson, 1981). These models take into account
the first order structural variations to which surface wave dispersion are strongly
sensitive, primarily Moho depth or the presence of sedimentary basins along the
inter-station path. These path-averaged models proved to be sufficient to define
one globally valid parameter set in our routines.
The choice of the threshold parameter influences many of the individual mea-
surements, and we shall discuss the parameter choice and the sensitivity of the
automated measurements to it in detail in section 3.4.1. In general, we prefer to
keep this parameter as "loose" as possible, so as to account for sufficient variation
from our reference models and to avoid a bias of the measurements towards them.

2. Smoothness criterion
While criterion (i) is designed to be relatively loose, we introduce a stricter second
criterion to enforce a desired degree of smoothness on the accepted measurements.
We quantify the roughness of the curve by calculating the first derivative of phase
velocity with respect to frequency c′(ω), and compare it with the corresponding
value of the background model, c′o(ω):

S(ωi) =
ωi+d(ωi)∑

ωj=ωi−d(ωi)

∣∣∣∣∣c′(ωj)− c′o(ωj)
co(ωj)

∣∣∣∣∣ < thS , (3.14)

where thS is, again, a constant threshold. A typical value of this threshold is 150
s for both Love and Rayleigh waves.
We perform a summation of the first derivative deviation from the reference
model over a moving window in the frequency domain. The absolute value is
taken so that positive as well as negative deviations are treated equally. The
frequency range of the summation, 2d(ωi), is increasing linearly with frequency,
to account for the stronger variability of the phase velocities at lower frequencies.
Therefore, a frequency independent threshold can be applied. We note also that
this empirical criterion is sensitive to the length of the cross correlation function
in the time domain as a longer time series decreases the sampling rate in the
frequency domain and the summation in eqn. 3.14 is carried out over an increased
number of frequency samples. The length of the cross correlation is varied linearly
with inter-station distance, such that it is 1000 s for an inter-station distance of
400 km and 2000 s for an inter-station distance of 3000 km. As the sampling
interval in the frequency domain decreases with increasing length of the CCF in
the time domain, the summation in eqn. 3.14 is carried out over an increased
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number of samples. That means the criterion becomes more sensitive for larger
distances as required because the smoothness of the phase velocity curve increases
with increasing inter-station distance. Therefore, the threshold is independent
of frequency and inter-station distance and is easy to apply. Again, we reject a
number of samples before and after a violating segment as can be seen by the
green segments in Fig. 3.4.

3. Length criterion
The routine may select any number of smooth segments of the phase velocity
curve with variable length. Very short segments, however, are of little use and are
typically determined with less confidence, particularly at higher frequencies where
fluctuations in the dispersion curves may be larger due to greater heterogeneities
in the crust. In order to avoid segments too short, we apply the length criterion.
This is frequency dependent, relaxed at lower frequencies and more strict at
higher frequencies (Fig 3.4b). The length of the accepted segments has to be
greater than the threshold th∆ω: where ωm is the center frequency of the segment.
Typical values are a = 0.0088 Hz, b = 0.0524 Hz, and minthresholdvalue =
1/200 Hz . These values have been determined empirically.
With increasing inter-station distance the ambiguity in the phase velocity due
to cycle skipping is increasing. Therefore, an upper frequency limit of the
phase velocity curve is chosen such that the difference between neighboring
phase velocity curves is larger than a certain threshold which is large enough to
overcome the problem.
In the example in Fig. 3.4 two segments have passed the first two criteria, a
short segment starting at 7 mHz (orange) and a long segment starting at 20 mHz
(red). While the first segment falls below the threshold of the length criterion, the
second one passes the criterion and is accepted as a dispersion curve measurement
between 20 and 70mHz.

3.3.3 Automatic averaging of inter-station phase velocities

After measuring all available data for a given station pair, we obtain a bundle of
measurements, as in the example shown in Fig. 3.5a,b for the station pair BFO-CLL of
the German Regional Seismic Network (GRSN). In this example 20 years of data, in total
476 events, were processed (Fig. 3.5a), resulting in 368 acceptable dispersion curves.
Obviously, the measurements are highly mutually consistent, although with relatively
greater variability at frequencies below 60 mHz. We note that the measurements for
the two different propagation directions (black and red curves) are highly consistent:
the red curves cover the black curves nearly fully. To obtain a robust inter-station
curve from this bundle of measurements we need to average the single-event curves
and assess the measurement quality statistically.
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In that process we apply the following conditions and selection steps: (1) outliers are
rejected (here, the 10 % outermost values are rejected), (2) at each frequency a minimum
number of measurements (here, 5) is required, (3) the mean phase velocity and standard
deviation are calculated separately for the two directions and if the phase velocity
difference for the two directions exceeds a threshold (here, the maximum standard
deviation of the two directions) the measurement is rejected at the corresponding
frequency, (4) the standard deviation of all measurements should be smaller than a
certain threshold (here, 3%), and (5) finally the length criterion as explained in section
3.3.2 is also applied to the resulting average curve.
Fig. 3.5c,d shows the remaining curves after the application of this secondary selection
procedure. The remaining curves are highly mutually consistent and yield a final path-
average phase velocity measurement with low standard deviation (Fig. 3.5f).

3.3.4 Loose vs. conservative parameter settings

Naturally, the choice of parameters and thresholds is an essential step in fine tuning the
method for application to a large data set. Out of the three criteria, the smoothness
criterion turns out to be the most sensitive to the measurement quality. If we relax
the smoothness criterion, the bandwidth will increase, the smoothness of the curve will
decrease and the standard deviation may also increase. Therefore, there is a trade-off
between maximum bandwidth, least standard deviation and smoothness. The first
criterion, the limit on the difference with the background model, has only a minor
influence compared to the smoothness constraint. The effect of the length criterion is
obvious.
We illustrate the effects of varying smoothness parameters by comparing a "loose"
(250s) and "conservative" (150s) parameter setting. The effect becomes clear in Fig.
3.4b where the green segments of the curve would be accepted or rejected in the "loose"
or "conservative" parameter sets. Clearly, the "loose" setting finds rougher curves
acceptable.
Fig. 3.5 shows a comparison of all measurements for the station pair BFO-CLL located
in Germany using both parameter settings. Although the rejection rates are not very
different, the total bundle of curves (Fig. 3.5a,b) appears much broader and rougher in
the "loose" setting. Fig. 3.5c,d shows the resulting curves after removing outliers, now
the curve bundle is smoother as compared to Fig. 3.5a,b. The difference in average
dispersion curve between "loose" and "conservative" setting is small (Fig. 3.5f) but
a slightly increased standard deviation of the measurements persists in the "loose"
setting, as expected. However, the final measurement, the averaged dispersion curve is
almost identical in both parameter settings (3.5f) indicating that reasonable selection
parameters can be determined with few tests only. A more detailed analysis of the
effect of "loose" and "conservative" setting is discussed in detail in sec 3.4.1
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Fig. 3.5: Automatic averaging of individual dispersion measurements for station path
BFO-CLL for a "loose" (a,c) and "conservative" (b,d) set of measurement parameters.
(a,b) all selected individual measurements. (c,d) average dispersion curve and standard
deviation after outlier rejection. (e) map of station locations (triangles) and processed
events (circles) for this station pair. (f) perturbation of average curves from back-
ground model for "loose" (red) and "conservative" (blue) parameters and their standard
deviations.
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3.4 Application to central and northern Europe

We applied the method to a large data-set recorded by 1073 seismic stations in and
around Europe (Fig. 3.1, 3.6). We used the EHB (Engdahl et al., 1998) when available
and NEIC catalogues and searched for suitable events from January 1990 to October
2013. For each station pair with an inter-station distance between 1◦ and 30◦, we
conduct a search in the catalogue for all events that (1) are at a back-azimuth within 7◦

of the great circle defined by the station pair, (2) have an epicentral distance between
5◦ and 120◦, and (3) have a maximum depth of 100 km. Furthermore, the minimum
magnitude of the events is a linear function of epicentral distance. It varies between
magnitude 4 at 5◦ and 6 at 120◦. The maximum magnitude of 8 for the selected events
has been chosen.
We retrieve waveform data through the European Integrated Data Archive (EIDA)
infrastructure. An automated routine based on ObsPy (Beyreuther et al., 2010) is
used to request approximately 4.6 million waveforms through the Arclink interface of
WebDC (http://www.webdc.eu) for a total of 364.939 station pairs.
Of all requests, we retrieved around 1.37 million waveforms and performed more than
12 million inter-station measurements with acceptable measurements for 164231 station
pairs for Rayleigh waves and 133736 station pairs for Love waves. As a result, we
have obtained 1.6 million acceptable individual (single-event) and 63000 inter-station
average phase-velocity curves for Rayleigh waves and ca. 1.3 million individual and
27500 inter-station average curves for Love waves.
The number of processed events per station pair (Fig. 3.6b) is greater for station pairs
with a NE to SE azimuth, owing to the high event rates in East Asia. For paths with
a more northerly azimuth, there are significantly fewer events, with moderate event
rates in eastern Mediterranean and the northeastern Pacific. Another factor that is
seen here is that most of the older seismic stations are located in Central Europe,
covering a larger portion of the total time span of the data-set. When applying our
automated dispersion measurement procedure to the data-set, on average, 1/4 of the
measurements per inter-station path are accepted (Fig. 3.6c). Typically, this amounts
to around 200 - 400 measurements for station pairs with older stations in continental
Europe, and around 20-30 for more recently or temporarily installed stations (Fig.
3.6d).

3.4.1 Quality Control

The advantages of the automated processing are its consistency and the possibility to
study the influence of different parameters on the final average phase velocity curves.
To assess the effect of different parameter sets on the final measurements of our entire
data-set, we compare differences between two parameter sets with a "loose" and a tighter
"conservative" setting, with smoothness parameters of 250 s and 150 s, respectively. In



50 Phase velocities of Rayleigh and Love waves

0˚

0˚

5˚E

5˚E

10˚E

10˚E

15˚E

15˚E

20˚E

20˚E

25˚E

25˚E

45˚N 45˚N

50˚N 50˚N

55˚N 55˚N

0 3000 6000 9000 12000

(a)
(b)

(c)

50˚N

0 100 200 300 400 500 600

(d)

Fig. 3.6: Overview of processed data and retrieved measurements.
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Fig. 3.7 we compare the difference between "loose" and "conservative" selection for all
final average dispersion measurements of the entire data-set, for both Rayleigh and
Love waves in three frequency bands. Tables 3.1 and 3.2 compare statistical parameters
of these distributions. This comparison illustrates the influence of rough perturbations
in the individual phase velocity curves on the average phase velocity curve. The
influence of random noise is expected to cancel out during averaging. The influence of
higher modes, however, may bias the phase velocity towards higher velocities. Also,
deviations of nearly plane waves from the expected propagation directions may cause
a positive bias of the average phase velocity. Large deviations of surface-wave rays
from the predicted great-circle direction—around 20◦—are observed (e.g. Weidle et al.,
2010), but these phenomena affect only a specific frequency range, for example around
20-40 s when the wave-front is deflected by strong variations in the crustal structure or
the Moho depth. Such effects are reflected by distinct "bumps" in the individual phase
velocity measurements that are usually rejected by our selection criteria. By comparing
wave-fronts propagating in both directions between stations of a given station pair,
strong wave-front deviations are easily detectable, because the waves propagate through
different tectonic settings between the sources and the stations.
Furthermore, the approximation of the wave-front by a plane wave may be insufficient
(e.g Bodin & Maupin, 2008; Cotte et al., 2000; Forsyth & Li, 2005; Friederich et al., 2000;
Pedersen et al., 2006; Wielandt, 1993) leading to frequency dependent perturbation in
the phase velocities that may bias the phase velocities towards larger or smaller values.
Since most of these different perturbations are expected to cause rough perturbations
in the phase velocity, the proposed automated processing is well suited to test if they
bias the results towards higher velocities.
Therefore, we expect that the "loose" setting might lead to "faster" measurements,
as more deflected and scattered waves pass our measurement acceptance criteria. In
a statistical sense, when we compare distributions of velocity differences "loose" −
"conservative", the distributions should thus tend to positive values, both in the mean
and the skewness. Figure 3.7 shows this comparison and the statistical parameters are
summarized in Tables 3.1, 3.2. To assess potential effects at different frequency ranges,
we calculate the distributions in three frequency bands. Most importantly, from Fig.
3.7 and Tables 3.1, 3.2, it becomes obvious that the average value as well as the most
likely value do not change significantly between the two selections.
For Rayleigh waves the mean difference is slightly but insignificantly positive with a
maximum velocity deviation of 0.05%. Only for the intermediate period Love waves the
mean is slightly higher (0.091%). Standard deviations are overall on the order of 0.5%,
slightly elevated for long-period Love waves where number of data and measurement
quality is poorest. The skewness values tend to slightly positive values, implying more
positive outliers in the velocity differences. The kurtosis of all distributions is positive
and > 3. A kurtosis of 3 is expected for a normal distribution. The large values of the
kurtosis reflect the overall peak-like character of the distributions and imply rather few
larger outliers beyond the standard deviation. The difference in kurtosis between 10-25s
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Table 3.1: statistical parameters of the distribution shown in Fig. 3.7a (Rayleigh
waves).

period mean std var skewness kurtosis
100-200s 0.048 0.49 0.24 1.86 53.47
25-100s 0.044 0.28 0.08 2.24 46.63
10-25s 0.049 0.52 0.27 -0.08 4.86

Table 3.2: statistical parameters of distribution shown in Fig. 3.7b (Love waves).

period mean std var skewness kurtosis
100-200s 0.008 1.10 1.21 2.72 38.26
25-100s 0.091 0.63 0.40 5.34 98.98
10-25s -0.007 0.58 0.34 -0.06 9.36

and 25-100s Love waves - where the distributions in Fig. 3.7 are rather similar - is
explained by larger outliers in the 25-100s period range. The distribution for 100-200s
Love waves is significantly different as only approximately half the number of data
are available as compared to the lower period bands (ca. 3500 vs. ca. 7000). The
distribution of the difference between the "loose" and "conservative" selection implies
thus in conclusion that the variability we measure is due to data noise and rather
random perturbations in the phase velocities caused by complicated wavefields.
When we compare a potential bias in the phase velocity measurements as a function
of inter-station distance (Fig. 3.8) we note that the bias is, as seen before, very
small particularly at inter-station distances larger than approx. 300 km. At short
distances, a bias may be present but on average not larger than around 0.5% for both
Rayleigh and Love waves. We may conclude that the bias due to rough perturbations
is smaller than expected. But it is necessary to reject rough perturbations as they can
introduce significant positive or negative errors in the average phase velocity curves.
The consistent selection and averaging of individual phase velocities is an efficient tool
to obtain reliable phase velocity measurements. We note that numerical modeling
is needed to quantify a possible bias of the average phase velocity curve by smooth
perturbations in the individual curves that are similar for both propagation directions.
Such perturbations are possible but not likely as they require strong but smooth lateral
heterogeneity that varies only slightly with depth. We thus prefer the ’conservative’
setting (smoothness parameter 150 s) which results in an overall improved standard
deviation.

The data quality is not only affected by noise and complexities in the wavefield,
but also by (1) incorrect response information, (2) timing problems, and (3) wrong
polarities (polarity switch). The automated evaluation of the average deviation from the
background model and the comparison of average phase velocities for both directions,
allow us to detect stations with such data quality problems (Weidle et al., 2013).
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Fig. 3.7: Differences in phase-velocity measurements for the entire data-set obtained
with a "loose" (250 s) and a "conservative" (150 s) roughness threshold used in data
selection.
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Fig. 3.8: Difference in average inter-station phase velocities between "loose" and
"conservative" parameter sets as function of distance.
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Fig. 3.9: Average standard deviation (a) and difference between two propagation
directions (b) per station, averaged over all frequencies.
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This is illustrated in Fig. 3.9 where we show the average standard deviation of all mea-
surements per station and the frequency-averaged difference of velocity measurements
in two directions. Large values in either of these maps are mere indicators of potential
data quality problems, e.g. a difference in the velocities measured in two propagation
directions can be related to an incorrect station response information (see Weidle et al.,
2013, for details).

3.4.2 Phase velocities

When we compare all measurements processed in the entire data set it becomes clear
that, overall, Rayleigh wave dispersion curves may be automatically measured using
cross-correlation down to frequencies of around 3 mHz, while for the Love waves most
measurements have a low frequency bound at around 8-10 mHz (Fig. 3.10) close to the
cross-over frequency of Love and Rayleigh phase velocities. We get most measurements
in the frequencies between around 10-60 mHz, with fewer acceptable data at higher
frequencies due to stronger scattering from crustal heterogeneities. It is also notable
that for Love waves the spread of the measured curves at high frequencies increases,
while for Rayleigh waves the width of the curve bundle is more constant over the entire
frequency range. Some of the reasons for these findings are: (1) the measurements may
be perturbed by interference of higher order Love modes with the fundamental one at
about 12.5-16.6 mHz (60-80 seconds). (2) At this frequency, the transverse component
is also influenced by Rayleigh waves in case of lateral heterogeneity and anisotropy.
Perturbations of the measured Love-wave phase velocity at this frequency are therefore
likely and the number of Love wave phase velocities at periods larger than about 60 to
80 s is strongly reduced. (3) In addition, the noise on the horizontal components is
generally higher in amplitude than on the verticals. In total, the amount of Love wave
measurements is only about 1/5 of the number of Rayleigh wave measurements.
In Fig. 3.11 we show the 2-D histograms of the standard deviation and standard error
of all the measurements in the data-set as a function of inter-station distance. For the
standard deviation they show the expected decrease of the standard deviation with
inter-station distance. This is readily explained because according to eqn. (4) a small
error in the phase measurement ϵ will result in a phase-velocity error ϵc that amounts
to ϵc = ω(∆1−∆2)

ζ(ω) · −ϵ
ζ(ω)+ϵ , where ζ(ω) is the unwrapped (absolute) phase and thus much

larger than ϵ. As the unwrapped phase increases with increasing inter-station distance,
i.e. more 2π cycles are added to the phase, the second term and hence the phase
velocity error, decreases.
In general, we find standard deviations of < 2% for inter-station distances of and below
a few hundred kilometers, decreasing to < 1% for paths longer than about 1000 km,
both for Rayleigh and Love waves. Given the large number of measurements, the
standard error (the standard deviation of the mean) is much lower, indicating an overall
uncertainty in the estimated mean phase velocities of < 0.3% and < 0.5% for Rayleigh
and Love waves, respectively.
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Fig. 3.10: 2-D histograms of all automatically measured phase velocity curves of the
entire data-set for Rayleigh (a) and Love (b) waves. Shown are all individual curves
after outlier rejection in the averaging step.
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Fig. 3.11: Standard deviations (a, c) and standard errors (b, d) as a function of
inter-station distance for all measurements in the entire data-set for Rayleigh (a, b)
and Love (c, d) waves.
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In order to test the consistency of the phase velocity measurements, phase-velocity
maps and synthetic checkerboard tests were calculated for up to 54022 station-pairs for
Rayleigh and 23852 station pairs for Love waves following the procedure of Darbyshire
& Lebedev (2009). In Fig. 3.13 examples are plotted for Rayleigh and Love waves
at 12, 30, and 60s period. In the central and southern parts of our study area the
anomalies are well recovered in terms of amplitude and shape as compared to the north,
south east, and south west. Slight lateral smearing is visible towards the east. These
checker-board tests (Fig. 3.12) indicate therefore that the lateral resolution reaches
100 km for periods <∼ 30s Rayleigh waves in regions with high path coverage (see Fig.
3.6) and about 150 km otherwise.
At short periods of 12s, both Rayleigh and Love waves are strongly sensitive to thick
sedimentary cover, as in the North German Basin and in the Polish Trough. The
thickness of sediments, as outlined from the model EUCRUST07 (Tesauro et al., 2008)
shows that our regional surface wave tomography is consistent with compilations of
results by Deep Seismic Sounding and confirms the high resolution for the 3D crustal
structure. At longer periods, the properties of the lithosphere-asthenosphere system
in the TESZ and in Central Europe are clearly imaged. Northeast of the TESZ
high velocities indicate the thick cratonic mantle lithosphere of the East European
Craton and the Baltic Shield. It is interesting to note the lateral differences in the
lithosphere-asthenosphere system between the Sorgenfrei-Tornquist-Zone (STZ) in the
northern part of the TESZ and the Tornquist-Teysseire-Zone (TTZ). The region of the
Tornquist-Teisseyre Zone (TTZ) is associated with a stronger lateral decrease in the
lithospheric thickness from the East European Platform (EEP) towards the southwest
than the region of the Sorgenfrei-Tornquist Zone (STZ). Furthermore, the shallow
asthenosphere in Central Europe in the region of the Cenozoic volcanic centers like
Eifel or Vogelsberg and in the Pannonian Basin is clearly visible. It is also remarkable
that the Eurasian slab in the western Alps is imaged clearly, thanks to the high station
density in this region. The Love-wave phase velocities at 60 s are mainly sensitive to
the mantle lithosphere, as indicated by high velocities in central to northern Europe,
and to the shallow asthenosphere, as in the Pannonian Basin where Love-wave phase
velocities are low. Love waves also indicate a shallow asthenosphere in the Eifel region.
Altogether, these results confirm the high quality and rich information content of the
large, new set of Rayleigh and Love phase-velocity measurements. A more detailed
discussion of our tomography results and its geodynamic implications would be beyond
the scope of this paper.

3.5 Conclusions

An automated processing scheme for the determination of broadband, Rayleigh and
Love wave phase velocities is suggested, based on the cross-correlation of earthquake
data. Robust dispersion curves are computed as averages over numerous curves and
curve segments determined from data from different earthquakes and the same station



3.5 Conclusions 57

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

−100 −50 0 50 100

phase−velocity anomaly

m/s

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

E R 60s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

C R 30s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

A R 12s 45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

B R 12s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

D R 30s

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

−100 −50 0 50 100

phase−velocity anomaly

m/s

F R 60s

(a)

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

−100 −50 0 50 100

phase−velocity anomaly

m/s

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

E L 60s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

C L 30s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

A L 12s 45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

B L 12s

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

45˚N

50˚N

55˚N

D L 30s

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

0˚ 5˚E 10˚E 15˚E 20˚E 25˚E

45˚N

50˚N

55˚N

−100 −50 0 50 100

phase−velocity anomaly

m/s

F L 60s

(b)

Fig. 3.12: Isotropic checkerboard tests with anomalies of approximately 100 km (a)
and 150 km (b) size and 100m/s input amplitude. Solid and dashed outlines mark
positive and negative input anomalies, respectively.
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Fig. 3.13: Selected isotropic phase velocity maps. Some major tectonic lines are
given for orientation (TTZ: Tornquist-Teisseyre Zone, STZ: Sorgenfrei-Tornquist-Zone,
AF: Alpine Front). (a,c,e) Rayleigh and (b,d,f) Love wave phase velocity maps are
shown for (a,b) 12s, (c,d) 30s and (e,f) 60s period. The 12s maps (a,b) are overlain by
sedimentary thickness from EUCrust07 (Tesauro et al., 2008) (black).
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pair. In our algorithm for the automated determination of inter-station, fundamental
mode phase velocities, segments of the phase-velocity curves are selected based on
the following criteria. The individual phase velocity measurements should be close
to phase velocities for a path-dependent background model. They must be smooth.
Furthermore, the accepted segments should have a sufficient length: their band width
should exceed a frequency dependent threshold. The thresholds have to be fine-tuned
to the data set under consideration. The comparison of phase velocity measurements
for both propagation directions is essential in order to make sure that there are no
systematic deviations between the two, indicative of errors.
A side product of the procedure is that stations with erroneous response information
or timing problems may be detected.
Thanks to the automated processing, large data sets can be processed and the influence
of rough perturbations on the phase velocity curves can be quantified by comparing
results from two runs with different selection parameters. Rough perturbations (rough
curve segments) can have a strong influence on the average dispersion curves and should
be rejected. Interestingly, our tests suggest that the deviations can be both positive
and negative, with the overall bias due to rough perturbations relatively small and
detectable only for distances smaller than about 300 km. Averaging of many individual
(single event) phase velocity measurements combined with the rejection of outliers is
necessary to obtain reliable fundamental mode dispersion curves.
The automated procedure has been applied to all available data from 1073 permanent
stations in central and northern Europe, including more than 1.3 million waveforms. The
application of the procedure resulted in a set of high-quality inter-station fundamental
mode dispersion curves in the period range between about 10 s and 350 s for both
Rayleigh and Love waves. For most of the dispersion curves, the value of standard
deviation was below 2%, and the value of standard error below 0.5%. The low values
of the standard deviation and standard error show that the proposed criteria are well
suited to select acceptable individual phase velocities measurements.
The new automated procedure makes the processing of large data sets feasible and
enables consistent determination of inter-station phase velocity curves. The method is
applicable both to permanent stations and networks and to temporary networks, where
the smaller amount of data may require loosening of the selection parameters and the
available events may not provide sufficient observations in both directions along each
path.
According to checker board tests the lateral resolution of phase-velocity maps con-
strained by our data set varies in Central Europe between about 100 km and 150 km
and is the highest for intermediate period Rayleigh waves. This represents an increase
in the lateral resolution compared to previous tomographic studies of the lithosphere-
asthenosphere system in Central Europe. The obtained data set is complementary
to dispersion measurements from ambient noise as the considered frequency range
overlaps considerably at short periods but is extended towards longer periods. and
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may serve as input for high-resolution surface-wave tomography at local to regional
and continental scales.
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Chapter 4
This chapter is published in Advances in Geosciences (ADGEO)

4.1 summary

We apply automated two-station broadband phase velocity dispersion measurements to
all available broadband data from permanent seismic stations in Europe, as available
through the European Integrated Data Archive (EIDA, http://www.orfeus-eu.org/
eida/) infrastructure. As part of our quality control we detect several typical patterns
in our measurements that can be related to technical problems, incorrect metadata
information or uncover inconsistencies in data processing routines. These effects include
timing and various response issues, most prominently erroneous response information.
Our procedure is thus able to identify potentially problematic (meta)data from a
large set of seismic data and offers an applicable way to increase data quality at data
centers.

http://www.orfeus-eu.org/eida/
http://www.orfeus-eu.org/eida/


70 Response and timing issues at broadband stations

4.2 Automated data analysis

To tackle the ever increasing amount of available broadband seismic data from European
seismic stations for routine analysis, manual data processing and retrieval of observables
needs to be replaced by automated processing tools. Furthermore, rapid response in
case of seismic events requires automated data processing. While signal processing for
detecting and locating seismicity is routinely done on an automated basis, seismogram
analysis for structural interpretations often still requires manual screening. As locations
of earthquakes as well as studies of the Earth’s structure depend heavily on the quality
of the data, automated routines are required for data quality control as well. While
power spectral density estimates of the incoming data are well suited to detect data
gaps, large errors in the gain information or noisy stations, the detection of response
and timing problems is less evident to be detected automatically and few works have
addressed this problem in the past.
Gibbons (2006) identified and documented a temporary timing problem of < 20 s at a
single station using repeatedly occuring mining events. Identification of the issue was,
however, rather accidental as the timing problem occurred at the time of a particular
event of interest and was rather large (∼ 8 s). Although the author points out that there
exist “most likely [sources of repeating seismic signals] in the vicinity of many seismic
stations”, a systematic implementation of his routine to all available seismic data in
Europe would require a massive effort of the European seismological community.
We developed an automated routine to measure inter-station phase velocity curves
of fundamental mode surface waves, including automated quality checks of the raw
data (Soomro et al., 2013). The measurements are done by pairwise cross-correlating
instrument corrected velocity seismograms and rely on path-specific reference models.
The method is applied to all available data from permanent stations in Europe since
1990, as provided by EIDA, the European Integrated Data Archive (http://www.
orfeus-eu.org/eida/). We use an automated routine based on ObsPy (Beyreuther et al.,
2010) to download this massive dataset. Besides an unprecedented amount of regional
scale two-station dispersion measurements, which is to be exploited by surface wave
tomography, we observe in our dataset as part of our quality control a variety of
phenomena that are indicative of technical issues related to the data, metadata and/or
processing. In the following we will discuss in Sect. 2 potential expectable issues by
simulating them in synthetic examples. In Sect. 3 we present some data examples of
these phenomena and preliminary details on few stations which either have technical
issues or where the provided station metadata is incorrect. To identify stations with
odd behaviour in our automated measurements we finally present a map of stations
that are suspicious in the dispersion measurements and require a manual check to
exclude or identify errors in data or metadata information.

http://www.orfeus-eu.org/eida/
http://www.orfeus-eu.org/eida/
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Fig. 4.1: Simulation of potential data errors in the inter-station phase velocity
measurement. Synthetic waveforms are simulated in PREM (Dziewonski & Anderson,
1981) for epicentral distances of 5000 and 6000 km. For description see text.

4.3 Method and synthetic example

Very broad-band dispersion curves of fundamental modes may be measured by cross-
correlation of recordings at two stations. Frequency dependent time windows are
applied to the cross-correlation function before determination of phase velocity from
the phase of the cross-correlation function in order to optimize resolution in the time-
frequency plane. The correct 2π phase shift is identified by comparing interstation
phase velocities to path-specific reference models based on CRUST2.0 and PREM
(Bassin et al., 2000; Dziewonski & Anderson, 1981). Furthermore, the smoothness of
the dispersion curves is carefully checked and results for both propagation directions
are averaged and compared. A detailed account of the measurement procedure is given
by Soomro et al. (2013). The procedure may be applied to earthquake data as well as
ambient noise.
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Fig. 4.2: Automated phase velocity measurements between station NC602 in southern
Norway and VSU in Estonia. Curves show signature of a polarity issue with π offset
from the expected reference curve.

To understand how potential data and metadata errors affect our two-station wave-
form analysis, we calculate synthetic waveforms at 5000 and 6000 km epicentral dis-
tance in PREM (Dziewonski & Anderson, 1981) and simulate three potential issues
(Fig. 4.1):

• If data and metadata information are correct – the standard case – one 2π
branch will fall close to the reference model and will be selected to determine the
acceptable bandwidth of the measurement. Other 2π branches are neglected.

• If one of the stations has wrong polarity, an additional π-phase shift is introduced,
and the resulting measurements are symmetrically offset from the expected
reference model. Our measurements may thus fall above and/or below and have
a rather large deviation from the reference model.

• If one of the stations has a timing problem, there will be an approximately
constant offset from the expected reference curve. As we measure propagation in
both directions, velocities will differ for the two propagation directions.

• If one of the stations has a response problem, simulated here by a π/8 error for
periods above 40 s, the measurements will branch off the expected curve for low
frequencies, again with differing sign for the two propagation directions. The
same pattern, however, may similarly reflect differing bandwidths of the two
instruments involved.

A commonly debated issue in the context of two-station measurements is deviation of
the wavefront propagation direction from the greatcircle by diffraction/scattering at
large scale heterogeneities (e.g. Moho topographic variations, oceans, cratons). These
effects are indeed observed but are limited to certain frequency bands. We observe
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Fig. 4.3: Automated phase velocity measurements between station FUR and ASSE in
southern and northern Germany, respectively. Curves show signature of a timing issue
with close to constant offset of measured curves for the two propagation directions.

such deviations as “bumps” in the dispersion curve around 20–30 s if strong variations
in Moho depth are encountered, or as systematic deviations between ca.50–80 s if
contrasts in lithospheric thickness lead to deflection of the wavefield from greatcircle
propagation. These structural effect will, however, always be visible as regional patterns
at nearby stations and can thus be easily distinguished from technical issues as discussed
here.

4.4 Data examples

We present some data examples with indications of polarity, timing and response issues
at selected station pairs in Fig. 2.

a. Station NO.NC602 appears in our analysis as having a polarity problem (Fig. 4.2).
In fact, however, it turned out to be a problem with the response information and
our application of it in the instrument correction. In the SEED convention (Ahern
et al., 2012), the normalization factor A0 is defined as: A0 = 1/|H(s)|, where
H(s) is the transfer function of the instrument as a function of complex frequency
s. A0 is thus, per definition, a positive number and a positive normalization
factor is provided by ORFEUS. At station NO.NC602, a Güralp CMG-3T sensor
was installed in 2000, with poles and zeros for displacement that have a negative
transfer function. Applying a positive normalization constant introduces thus a
polarity flip in the instrument corrected data.
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Fig. 4.4: Automated phase velocity measurements between station FLT1 in northern
Germany and OKC in the eastern Czech Republic. Curves show signature of a response
issue with branching offset of measured curves for the two propagation directions.
This may reflect differing instrument types but could also point to wrong instrument
response.

The issue was recognized by Güralp in 2006 (Güralp, 2013), however, responses
for NO.NC602 provided through ORFEUS have a new, positive transfer function
only for data since June 2011.

b. A timing issue could be suspected at station ASSE in northern Germany. Based
on the offset of the measurements for the two directions we estimated the timing
error to be on the order of 3 s (see Discussion). Manual data inspection revealed,
however, an inconsistency in our data processing where a data decimation routine
within ObsPy lead to a phase shift of the data at station ASSE of 3–4 s. This
highlights the usefulness of this approach as part of our quality control and the
important fact that not every suspiciously behaving station has a (meta)data
inconsistency.

c. A response issue may reflect differing bandwidths of the two instruments involved
but also indicate potentially erroneous responses. Here, responses supplied by
ORFEUS for CZ.OKC and GE.FLT1 indicate both a STS2 seismometer, while in
fact, CZ.OKC is a Güralp CMG-3ESP (Czech Regional Seismic Network, 2013).

4.5 Discussion

To systematically check our measurements for potential station issues we average devi-
ations from the reference model and between the two directions over frequency. These
stationwise averages might reflect regional structural variations where our reference
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Fig. 4.5: Averaged deviations of measured dispersion curves in the period range
25–100 s (left) from the reference model and (right) between the two propagation
directions. Stations with large standard deviations point to data inconsitencies which
need to be manually checked. Stations with insignificant number of measurements are
omitted.

models are not accurate enough but in general highlight potentially(!) problematic
data. These data require then a detailed manual inspection to identify the issue that
causes large deviations of our measurements from the expected reference model. It is
important to stress that this procedure is designed for quality control and an anomalous
station in Fig. 4.5 has not necessarily a technical issue. Besides the example (b) for sta-
tion ASSE above, we have found at station GRFO, for example, an inconsistency in the
applied instrument correction which had a comparable signature in the measurements
as a timing or response error (Fig. 4.3, 4.4).
In principle it is straightforward to estimate the amplitude of a timing or response/phase
error. The timing/phase error is related to the offset of the measured curves for two
directions by c1,2(ω) = δ∆

t(ω)±ϵt
= ωδ∆

Φ(ω)±ϵΦ(ω) , where c1,2(ω) is phase velocity in the
two directions as function of frequency ω, δ∆ the inter-station distance, t(ω), ϵt the
inter-station traveltime and timing error (ϵt ≪ t(ω)), respectively and Φ(ω), ϵΦ(ω) the
phase and phase error, respectively.
As t increases with δ∆, the offset |c1 − c2| is strongly distance dependent with larger
offsets for shorter inter-station distance. Critical for the determination of ϵt is the
detectability of a consistent offset between curves in two directions, which we may
approximate by the standard deviation of our measurements. Soomro et al. (2013)
show that the measurements have an overall standard deviation of < 2 % at shorter
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inter-station distance. In the main frequency band of our observation (10–50 mHz), the
phase velocity c is approx. 4.0 km s−1, hence for an inter-station distance of 500 km
a timing error of ca. 2.5 s and larger would be detectable. This value is on the same
order of magnitude as suggested by Gibbons (2006) to potentially go unnoticed, as
timing errors below ∼ 2 s may be within the range of phase identification and picking
uncertainties in local to regional seismic event location.
Phase and timing errors are linked through Φ = ωt, thus the same line of arguments
can be applied to phase errors. Through ϵΦ = ωϵt the traveltime error ϵt resulting from
a given phase error increases with decreasing frequency. Therefore, the detectability of
a phase error is easier at lower frequencies as the curve offset for two directions |c1 −c2|
increases with decreasing frequency (Fig. 4.1d). Since identification of the origin of
anomalous dispersion curve behaviour is still ongoing work we refrain from discussing
other stations explicitly. However, based on the examples outlined in the previous
section we point out that – as part of quality control in our automated dispersion
measurement routine – we are able to easily identify stations with potentially technical
issues or incorrect metadata information within a large dataset. Though a systematic
analysis of all anomalous stations in our dataset, which comprises basically all currently
available data in Europe through EIDA nodes, will be timeconsuming, it might be a
viable way to uncover data and metadata inconsistencies in the databases.
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Chapter 5

Isotropic and Azimuthally
anisotropic Rayleigh and Love wave
phase velocity tomography for
central Europe

5.1 Data Set

In recent years, there is unprecedented growth in number of seismic stations and more
and more stations are being added continuously. There is very dense coverage of seismic
stations nowadays, especially in Europe. Automatic routines are mandatory to exploit
these huge data sets. In order to utilize these large data volumes Soomro et al. (2015)
automated the inter-station method of Meier et al. (2004). This resulted in high quality
very broad band highly consistent data set of Rayleigh waves (see fig. 5.1 a) and Love
waves (see fig. 5.1 b) with inter-station paths covering almost entire Europe.
Automated schemes are useful to process large data-sets, this yields consistent mea-
surements, and sensitivity to various parameters can be checked easily. By using
events from both propagation directions and variable inter-event distances, the effect of
great circle deviations and non–planar waves can be minimized. Soomro et al. (2015)
downloaded data in the time period ranging from January 1990 to October 2013,
made available by European Integrated Data Archive (EIDA) infrastructure. They
downloaded all the available events through ObSpy (Beyreuther et al., 2010) based
automated routine with a distance dependent minimum magnitude threshold of 4–6,
and a maximum magnitude of 8. The choice of distance dependent magnitude is made
due to low signal to noise ratio for the smaller magnitude events at larger distances,
which make surface waves difficult to extract. In total they downloaded 1.38 million
events with the help of Arclink interface of WebDC (http://www.webdc.eu). They
obtained 164231 inter-station paths and performed around 12 million cross correlations,
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in result they obtained ∼ 63000 and ∼27500 smooth average dispersion measurements
for Rayleigh and Love waves, respectively.

5.1.1 Data sampling

Due to automated processing of the surface wave data, we are able to obtain smooth
phase velocity dispersion curves in broad period range (8–350 s for Rayleigh waves)
(8–250 s and Love waves). The path density is period dependent, at shorter and longer
periods we have fewer phase velocity data (around ∼ ten thousand) as compared to the
intermediate periods. This is due to the fact that, at short periods there is interference
of scattered waves with direct waves, and at larger inter-station distances it is difficult
to measure high frequency waves due to short wavelength and sensitivity to shallower
structure, and at long periods (>50 s) the fundamental mode interferes with S and
multiple S- wave arrivals (Adam & Lebedev, 2012) makes difficult to obtain smooth
measurements. Soomro et al. (2015) used crust 2.0 (Bassin et al., 2000) as a reference
model. The average dispersion curve obtained through inter-station method has a
moderate dependence upon the background model used, Soomro et al. (2015) allowed
12 % deviation from the background model.
In Fig. 5.3 we showed the path density for some selected periods (8 s, 15 s, 50 s, 250 s).
In this figure (5.3) it can be seen that, we have more than 9000 inter-station paths at
8 s period, and this no. is gradually increasing and has a peak at around ∼45 seconds
(see fig. 5.2), here we have more than 40000 smooth phase velocity measurements, and
at 250 s we have around ∼7000 measurements (see fig. 5.2).
For Love wave we have approximately one-third of Rayleigh wave measurements.
Similar trend is visible here as well (see Fig. 5.4), at 8 s period we have more than
2000 phase velocity measurements, and a peak at around 30 s with more than 15000
measurements (see 5.2). This is first time that, Love wave phase velocity measurements
are performed in such a broad period range (8–200 s).
Soomro et al., 2015 processed huge amount of data covering almost entire Europe (see
fig. 5.1). The path coverage for Rayleigh wave phase velocities for broader region
is shown in fig. 5.3. We have very dense coverage in entire Europe, especially at
intermediate periods, where it is easy to obtain smooth curves as compared to short
and very long periods. The denser ray coverage is helpful to obtain high resolution
image of the region.

5.2 Tomographic Inversion

In order to estimate the effects of isotropic and anisotropic contributions to the Love
and Rayleigh wave phase velocity anomalies, we performed tomographic inversion of the
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(a) Rayleigh wave

(b) Love wave

Fig. 5.1: Data from more than 1000 permanent and temporary stations is processed
for more than 50000 inter-station paths for Rayleigh (a) and ∼23000 for Love wave
(b). Red color indicate ∼160 accepted smooth curves in one inter-station path. Gray
colored paths did not produce any smooth curves.
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Fig. 5.2: Histogram shows no. of paths as function of period for Rayleigh and Love
wave. There is a peak around ∼40 s with more than 40000 measurements for Rayleigh
waves and 15000 measurements for Love waves.

automatically obtained average phase velocity dispersion measurements by following
Deschamps et al. (2008).
In each average inter-station dispersion curve Ci(ω) represents the structure in the
vicinity of the two stations. The inversion for each period is carried out separately.
The phase velocity anomaly is given by

δC(ϕ,θ) = δCiso(ϕ,θ)+ δC2Ψ(ϕ,θ)+ δC4Ψ(ϕ,θ), (5.1)

The isotropic anomalies are represented by δCiso and anisotropic anomalies in terms of
2Ψ and 4Ψ are represented by δC2Ψ and δC4Ψ, respectively. Where

δC2Ψ = A2Ψ cos(2Ψ)+B2Ψ sin(2Ψ), (5.2)

and
δC4Ψ = A4Ψ cos(4Ψ)+B4Ψ sin(4Ψ), (5.3)
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Fig. 5.3: Path coverage for Rayleigh waves is shown for some selected periods. Data
from more than 1000 permanent and temporary stations in the period range from
January 1990 to October 2013 has been processed.

where, Ψ is local ray azimuth. The A2Ψ, B2Ψ, A4Ψ, and A4Ψ are four anisotropic
coefficients, which are defined for each latitude θ and longitude ϕ.
The amplitude Λ and angle θ of the anomalies are given by

Λ2Ψ =
√
A2

2Ψ +B2
2Ψ, (5.4)

θ2Ψ = 1
2 arctan(B2Ψ

A2Ψ
), (5.5)

Λ4Ψ =
√
A2

4Ψ +B2
4Ψ, (5.6)

θ4Ψ = 1
4 arctan(B4Ψ

A4Ψ
), (5.7)

therefore, the phase velocity curves are inverted for five parameters. We have used
triangular grid (Wang & Dahlen, 1995).
The average phase velocity along the path i is

δCi =
∫

ϕ

∫
θ
Ki(ϕ,θ)δC(ϕ,θ)dθdϕ. (5.8)
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Fig. 5.4: same figure 5.3 for Love waves. The no. of paths are roughly 1/3 of Rayleigh
wave paths.

Eqn. 5.1 gives local anomalies δC(ϕ,θ) at longitude ϕ and latitude θ. Ki(ϕ,θ) are the
sensitivity kernels which contain weights of each knot at particular path (Lebedev &
Van Der Hilst, 2008).
The sensitivity areas of the inter-station measurements are complex (Chevrot & Zhao,
2007). The sensitivity can be improved if all the possible inter-station combinations are
used, hence dense station coverage is helpful in improving the sensitivity to intermediate
and long wavelength structures, due to this fact, smoothing of the sensitivity areas
gives robust phase velocity measurements.
We have evaluated the sensitivity areas K(θ,ϕ) as Lebedev & Van Der Hilst (2008) at
knots of dense triangular integration grid. This grid with equal inter-knot spacing is
computed as by Wang & Dahlen (1995). We have chosen knot spacing of 30 km in the
integration grid. This value is sufficiently small. The grid points surrounded by any
particular point make the hexagon shape. The area of these hexagons around each
knot is calculated, and K(θ,ϕ) is calculated at each grid knot and multiplied with the
hexagon area. This gives the weight of the knot in the sensitivity area. The model
grid is also triangular but with larger knot spacing (here 70 km). This value is chosen
due to denser station coverage. Similarly, as integration grid, K(θ,ϕ) is computed by
integrating the area surrounded by neighboring grid points.
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(a) 60 s

(b) 125 s

Fig. 5.5: Assessment of optimal regularization parameters: Left and right half circles
show data variance and model norm, respectively, for various combinations of isotropic
and anisotropic damping parameters for 60 s (a) and 125 s (b). Chosen parameter
combinations are 0.4/0.5 and 0.6/0.7 for iso-/anisotropic damping at 60 s (a) and 125
s (b), respectively.
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Fig. 5.6: Effect of varying isotropic damping on Rayleigh wave phase velocity maps.
Anisotropic 2Ψ and 4Ψ damping values are fixed (here Rayleigh wave isotropic and
anisotropic 2Ψ component is plotted).

Fig. 5.7: Same as fig. 5.6. Isotropic and Rayleigh wave 4Ψ component is plotted here.
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Fig. 5.8: Effect of varying anisotropic damping on Rayleigh wave phase velocity maps.
Isotropic and 4Ψ damping is fixed (here Rayleigh wave isotropic and anisotropic 2Ψ
component is plotted).

Fig. 5.9: Effect of varying isotropic damping on Love wave phase velocity maps. Love
wave 2Ψ and 4Ψcomponents are fixed (here Love wave isotropic and anisotropic 4Ψ
component is plotted).
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Fig. 5.10: Effect of varying anisotropic damping parameters for Love wave phase
velocity maps. Isotropic and 2Ψ components are fixed. (here Love wave isotropic and
anisotropic 4Ψ component is plotted).

To solve the system of linear equations in a discrete way, I follow Deschamps et al.
(2008). To determine the lateral isotropic and anisotropic anomalies, it is noted
that,
d=Gm,
Here d is data vector which contains the path average phase anomalies for Rayleigh
and Love waves obtained from the dispersion curves at each period.
m is the model vector which contain 5 terms (one for isotropic part and two each for
2Ψ and 4Ψ anisotropy at each grid knot (see equations 5.1, 5.2, 5.3).
Suppose N is the number of paths at each period and M is the number of knots, we
can write the transposed data and model vectors in the following way:
dT = (δC1)...δCN ),
and

mT = (δCiso,1 ... δCiso,M A2Ψ.1 ... A2Ψ.M B2Ψ.M A4Ψ.1 ...A4Ψ.M B4Ψ.M ), (5.9)

We can construct the G matrix with the help of sub matrices, each for isotropic, 2Ψ,
and 4Ψ terms.
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These sub matrices can be constructed as follows

G= (Giso GC2Ψ GS2Ψ GC4Ψ GS4Ψ), (5.10)

Giso =

 K11 ... K1M

... ... ...
KN1 ... KNM

 ,

GC2Ψ =

 a1K11 ... a1K1M

... ... ...
aNKN1 ... aNKNM

 , GS2Ψ =

 b1K11 ... b1K1M

... ... ...
bNKN1 ... bNKNM

 ,

GC4Ψ =

 c1K11 ... c1K1M

... ... ...
cNKN1 ... cNKNM

 , GS4Ψ =

 d1K11 ... d1K1M

... ... ...
dNKN1 ... dNKNM

 .
Here Kij are the weights of the individual path i and knot j.
Due to automated approach we have achieved very high path density in central Europe
(see fig. 5.3).
The amount of damping affects the tomographic inversion results. Normally two types
of damping is used i.e. smoothing and gradient damping. The proper choice of these
damping parameters affects overall shape of the tomographic maps. Over-smoothing
penalizes the phase velocity maps with decreased resolution, whereas under-smoothing
may introduce some artifacts due to noise or data errors (Darbyshire & Lebedev,
2009).
The first type of damping (”smoothing”) penalizes the second lateral derivative of the
phase velocity distribution (Deschamps et al., 2008). It is calculated by minimizing
the difference at each knot with the average value of the nearest neighbors. This type
of damping is suitable to retrieve regular gradients, the small scale local anomalies are
averaged out.
In the second type of damping (”gradient damping”), the difference between two
adjacent knots is penalized (Darbyshire & Lebedev, 2009). This type of damping is
similar to taking the first derivative of the anomaly distribution.
It is subjective to quantify the amount of regularization; this depends upon the data and
area under investigation. Therefore, in order to find optimal values of the regularization,
extensive tests are needed to obtain meaningful results, which are not artifacts.
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5.2.1 Effect of regularization

In order to find the optimal regularization, we conducted series of tests. We performed
inversions by varying the lateral damping and smoothing by keeping the norm damping
small (a fixed value of 0.2). We varied the isotropic and anisotropic damping values
from 0.1 to 1.0, respectively. For each isotropic damping value we varied anisotropic
damping from 0.1 to 1, and similarly for each anisotropic damping value we varied
isotropic damping from 0.1 to 1. This forms a matrix of 81 elements with 9 rows and
9 columns, each row of the matrix represents different isotropic damping values at
particular anisotropic damping, and similarly every column represents different values
of anisotropic damping at particular isotropic damping.
For each damping value we have plotted a pie wedge plot (see fig. 5.5), the left half
circle tells us the value of the data variance and right half circle shows model norm
values. It can be observed in figure 5.5 that, in the lower left part of the plot the value
of data variance is low and solution value is high, similarly in the upper right part of
plot, the data variance is high but the solution norm has low value. This shows that,
these damping values are unacceptable and may give some artifacts in the results. The
portion with yellowish color forms a kind of ”L” shape; these values of the damping
are the preferred ones. This type of test is very helpful in finding the range of damping
parameters for both isotropic and anisotropic damping by narrowing down the models
to be viewed. We carefully looked at all the models, and our visual inspection also
confirms that, very low and very high damping parameters give unfavorable results.
When we apply small regularization, we get smaller anomalies. These small scale
anomalies do not explain the model efficiently, and very high values of damping reduce
the resolution. Therefore, with the help of this test we may come to agreeable values
of the damping parameters.
The effect of high and low damping is visible in the figure 5.5. High values of the
damping converge solution readily, with a low value of the solution. Similarly, the
low damping values make the inversion difficult to be converged, here the value of
variance is low and the value of solution is high. Therefore, it makes sense that the
intermediate values of the damping parameters provide reasonable result, which is
not over-damped and does not contain any possible artifacts. In figure 5.11 we have
plotted phase velocity maps with a range of smoothing values. It is observed that, by
increasing the isotropic and anisotropic smoothing the resolution decreases. When
we introduced high isotropic damping, we observed that, isotropic signal leaked to
anisotropic part (see fig. 5.6), similar effect of leakage in isotropic part is observed
as well when we over damped the anisotropic part (see fig. 5.8). With low value of
damping parameters, errors in dispersion measurements may dominate the resulting
phase velocity maps. High damping parameters in one hand decrease the resolution
and in other hand they provide a dominant feature of the particular region. With this
extensive testing of different values of the damping parameters helped us in finding
the optimal values.
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Fig. 5.11: Effect of smoothing on phase velocity maps. Smoothing values of 0.1, 0.4,
0.6 (our preferred value), 1.0 are plotted here.

5.2.2 Finding optimal damping parameters

The result of the L curve test (see fig. 5.5) helps to reduce the no. of models to be
looked visually in order to find the optimal parameters.

Rayleigh wave optimal damping parameters

In order to find the optimal isotropic and anisotropic damping parameters, first we
fixed anisotropic damping and varied isotropic damping in a range from 0.02 to 5. The
result of this test is shown in figure 5.6. In Fig. 5.6 (top left) the small scale anomalies
are visible. These small scale anomalies are difficult to explain. High isotropic damping
may appear in the shape of increased amplitude of anisotropic terms. This effect can
be noticed in Fig. 5.6 (bottom right) where the isotropic amplitude is strongly reduced
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and appear in the form of leakage in anisotropy. The similar leakage effect is observed
in 4Ψ anisotropic component as well (see fig. 5.7 bottom right) where the 4Ψ amplitude
is increased significantly.
From this test we can conclude that the optimal isotropic damping value for 50 s phase
velocity map is 0.3.
In order to finalize the optimal damping values for 2Ψ anisotropic components (see
fig. 5.8) we first fixed the damping values of isotropic component and anisotropic 4Ψ
component and varied the 2Ψ anisotropy from a damping value of 0.02 to 5. With low
2Ψ damping value, the anisotropy is not well constrained and have irregular directions
of the anisotropy(see 5.8 top left). With high 2Ψ anisotropic damping the effect of
leakage appears in isotropic part (see fig. 5.8 bottom right). For 50 s phase velocity
maps (see fig. 5.8), we found that a damping value of 0.5 is a reasonable choice, and
further increase in anisotropic damping reduce the anisotropic amplitude and appear
as leakage in the isotropic part whereas the fast directions remain stable. We carried
similar test at each period separately. The optimal damping parameters at each period
are presented in the tabular form (see table 5.1).
The damping parameters for different periods or range of periods are chosen differently
due to variable number of measurements at each period. In general the damping value
for higher periods is kept high due to long wavelength nature of these long periods
waves and fewer number of measurements at these periods.

Love wave optimal damping parameters

The Rayleigh wave phase velocities require both 2Ψ and 4Ψ terms but Love waves
require only 4Ψ terms (Trampert & Woodhouse, 2003). We observed significant 2Ψ
signal on the Love wave phase velocity maps. This may be due to the presence
of Rayleigh wave energy on transverse components (Adam & Lebedev, 2012), but
in general our Love wave 2Ψ signal is either lower or comparable to Love wave 4Ψ
signal.
We adapted similar procedure to find optimal damping parameters for Love waves. For
isotropic damping parameter we fixed the damping values of anisotropic components
(2Ψ and 4Ψ) and varied isotropic damping. The result of this test is shown in Fig. 5.9,
where we have plotted 50 s phase velocity maps with different damping values ranging
from the damping value of 0.02 to 5. It is clear that with low damping values the
small scale anomalies are visible which are difficult to explain, and with high isotropic
damping the isotropic signal leaks in the anisotropy with increase in the amplitude of
the anisotropy. We performed this test individually to all periods and found different
damping parameters at each period (or certain period range, shown in table 5.1).
In order to finalize the Love wave anisotropic 4Ψ component, we fixed the damping
value of isotropic and 2Ψ component and varied 4Ψ component. The result of this test
is shown in figure 5.10. Similar effect as with Rayleigh waves is observed here as well.
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Table 5.1: Damping parameters used to obtain Rayleigh and Love wave phase velocity
maps

Per. range Rayleigh Love
Iso damping Aniso damping Iso damping Aniso damping

10-40 0.2 0.3 0.4 0.5
50-70 0.3 0.4 0.5 0.6
80-100 0.5 0.6 0.6 0.7
110-300 0.6 0.7 0.7 0.8

If we look at the figure 5.10 (top left) we see an irregular pattern of the anisotropy,
and in the figure 5.10 (bottom right), we see that anisotropic signal appears in the
form of leakage in the isotropic part.
Therefore, we can conclude that for 50 s Love wave phase velocity maps a damping
value of 0.6 is reasonable choice, though it is somewhat difficult to constrain the Love
wave damping parameters as compared to Rayleigh wave, there are various reasons for
that, the most significant is the lower signal to noise ratio at horizontal components,
interference with higher order Love wave modes and with fundamental mode Rayleigh
waves.
By keeping in view these factors in mind and also with the visual inspection of the
phase velocity maps we have chosen slightly higher damping values both for isotropic
and anisotropic ones with respect to Rayleigh waves.
The final damping parameters for Love wave isotropic and anisotropic components are
listed in table 5.1.

5.2.3 Resolution tests

In order to assess the isotropic resolution of Rayleigh and Love wave phase velocity
maps, we carried out checkerboard test. The checkerboard consists of diamond-shaped
anomalies, the diamond shape is chosen due to triangular model and data grid. We
varied the size of checkers from 100 km to 3 ◦. Here we plotted anomalies with two
sizes i.e. 100 km and 150 km. The result of this test is shown in figure 5.12 for Rayleigh
and for Love waves it is shown in figure 5.13. From figure 5.12 (left) it can be noted
that the anomalies in terms of amplitude and shape at central and southern Europe
are well resolved as compared to north, north–west, and north–east. Therefore, the
resolution reaches 100 km in the regions of high path coverage (central Europe), it is
150 km otherwise. We performed this test for all periods. Here we show the result
of checkerboard test for three representative periods, i.e 12 s, 30 s, and 60 s, which
represent lower crust, upper mantle and deeper structures. The resolution at 30 s is
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Fig. 5.12: Rayleigh wave isotropic checker-board tests with anomalies of approximately
100 km (left) and 150 km (right) size and 100m/s input amplitude. Solid and dashed
outlines mark positive and negative input anomalies, respectively.
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Fig. 5.13: same figure as fig. 5.12 is plotted for Love waves.
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highest and slightly decreases at lower and higher periods. Overall we have resolution
of 150 km at all periods (see fig. 5.12).
The number of paths for Love wave is around one third of the Rayleigh wave paths,
for example, there are around 18000 inter-station paths at 30 s period for Love wave
compared to 43000 paths for Rayleigh wave at same period. Therefore, we have very
dense path coverage for the Love wave as well. Due to lower path coverage compared
to Rayleigh wave, it is generally considered that the resolution of Love wave is poor as
compared to Rayleigh wave, but if we look at the result of the checkerboard test for 30
s Love wave (see fig. 5.13), high and low anomalies are properly recovered at central
Europe even with 100 km checker size.
Therefore, we can conclude that we have 100 km resolution at some parts in the central
Europe, and overall we have resolution of 150 km for Love wave as well.

5.3 Reliability test for Rayleigh wave 2Ψ Anisotropy

The phase velocity maps obtained through the tomographic inversion that solves both
isotropic and anisotropic parameters may contain artifacts. These artifacts arise due
to leakage between isotropic and anisotropic parameters or spurious anisotropy due
to path bias (Darbyshire & Lebedev, 2009). We performed a 90 ◦ rotation test as
illustrated by Darbyshire & Lebedev, 2009 to the phase velocity maps obtained through
tomographic inversion of the surface wave data. This test is helpful to quantify the
spurious anisotropy caused by leakage between isotropic and anisotropic parameters or
due to path bias.
We rotated the 2Ψ component of the phase velocity maps by 90◦ and computed the
synthetics, and re inverted the synthetics and compared the direction and amplitude
of the anisotropy between synthetic and rotated models. The significant reduction in
amplitude and direction of the rotated anisotropy indicate the leakage between isotropy
and anisotropy or due to path bias.
We have defined mainly two criteria, in order to remove the nodes where there is
significant reduction in amplitude or shift in the direction. They are illustrated in
section 5.3.1

5.3.1 Removal of unresolved node

We introduce mainly two criteria to automatically remove unresolved nodes. 1)
deviation from the anisotropic direction, 2) deviation in anisotropic amplitude.
But before applying these above mentioned criteria, we first examine the nodes with
small amplitudes and exclude them from testing for recovery of amplitude and direction
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of the anisotropy, as it is meaningless to check nodes with smaller amplitudes. Therefore,
we keep those nodes whose amplitude is smaller than certain threshold value.
The criterion to preserve smaller amplitude nodes is formulated below

aobs > aobs ×ath, (5.11)

where aobs is the amplitude of the anisotropy of the inversion result, aobs is mean
amplitude, and ath is the threshold value. The threshold value is chosen emperically (
here it is 1/3 of the mean amplitude). We exclude the nodes which do not satisfy above
criterion, and check remaining ones for anisotropic amplitude and fast direction.

1. Deviation from the anisotropic direction
In order to test recovery of anisotropic direction, we calculate the difference
between synthetics (θsyn) and rotated anisotropy (θrot) and compare it with
certain threshold. The criterion is formulated as follows

σθrot = |θrot − θsyn|< θth, (5.12)

where θsyn is anisotropic direction of the synthetics, θrot is rotated anisotropy,
and θth is the anisotropic direction threshold for removal of the anomalous nodes
(see text for the description about thresholds and preferred value used). We
remove those nodes that violate above criterion.
To find optimal thresholds for anisotropic direction we fixed the amplitude
threshold with a relaxed value of 100%, with this threshold value we do not check
anisotropic amplitude; this will help to see the effect of anisotropic direction only.
We varied the direction of anisotropy from threshold value of 0◦ to 90◦, where 90◦

is loose threshold, and 0◦ (difference between synthetics and rotated anisotropic
directions is 0◦) is very strict, it is clear that, there is certain amount of leakage
present in the models, and there is always a certain amount of shift in the
anisotropic direction.
In order to find the optimal threshold value, we tested different values of
anisotropic direction threshold from 0◦ to 90◦ with the step of 25◦. 0◦ and
90◦ are two end members, we have to choose threshold value in between these
two levels. The thresholds we tested are: 0◦, 25◦, 50◦, 75◦, and 90◦. From this
test we conclude that 50◦ threshold value is reasonable choice. The result of this
test is shown in figure 5.14.
In order to explain the figure 5.14, first lets define some terms. The result of
the inversion: M, 90◦ rotated (synthetic): M90, 90◦ inversion result: M90rot.
In figure 5.14 mainly three thresholds are plotted, which are: σθrot = 90◦ (top),
σθrot = 50◦ (middle), and σθrot = 0◦ (bottom). As stated earlier that 0 ◦ and 90
◦ are two end members.
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In figure 5.14 top, the green color indicates the accepted nodes, as green color is
prevalent here, this shows that, this threshold value is very loose. In middle of the
figure 5.14 the threshold (σθrot) value of 50◦ is tested, with this threshold we accept
the nodes where the difference between synthetics (’M90’) and rotated anisotropy
(’M90rot’) is less than 50◦, the violating nodes are removed automatically. The
effect of applying this threshold is visible in areas where the anisotropy is
unresolved which include the nodes in north–west and north–east and some nodes
in south. The other threshold we tested is 0◦, with this threshold value we accept
the nodes (with green color) where the synthetics (’M90’) and rotated anisotropy
(’M90rot’) are at exactly 0◦, it is very difficult to achieve exactly 0◦ difference
between synthetics (’M90’) and rotated anisotropy (’M90rot’), this is visible in
the figure 5.14 bottom, that there are very few green colored nodes.

2. Deviation in amplitude
As far as the amplitude of anisotropy is concerned, there may be some reduction
in the amplitude of recovered anisotropy. Therefore, the amplitude criterion will
help to estimate the amount of reduction in amplitude and will remove those
nodes where they are below certain threshold.
The amplitude criterion is formulated as follows.

σarot =
∣∣∣∣∣ ârot −asyn

arot

∣∣∣∣∣ < ath. (5.13)

Where asyn is the amplitude of the synthetics, arot is the amplitude of the rotated
anisotropy, ârot is average anisotropic amplitude, and ath is amplitude threshold
(see text for the description about thresholds and preferred value used).
From this equation, we calculate the difference in the synthetics (’M90’) and
rotated (’M90rot’) amplitudes of the anisotropy, and compare this with a threshold
value. We remove those nodes where the difference in two amplitudes (i.e. ’M90’,
and ’M90rot’) is less than ath. The result of the test is shown in figure 5.15.
In order to find the optimal threshold value, we first fixed the threshold value
for anisotropic direction, and made it loose enough in order to see the effect by
changing different amplitude thresholds. The thresholds we tested are: 0%, 25%,
50%, 75%, and 100%, where 0% is very strict (the difference in amplitude of
synthetics ’M90’ and rotated anisotropy ’M90rot’ is zero), it is difficult to obtain
100% recovery in amplitude, this can be observed in fig. 5.15 (bottom), therefore
we need to increase the threshold value. The other end member is 100%, with
this threshold we accept almost all nodes (see fig. 5.15 top). Therefore, we have
to choose values in between 0% and 100%, where 0% is strict and 100% is loose.
From the result of this test, it is observed that a threshold value of 50% (see
fig. 5.15 middle) is a reasonable choice, with this threshold value we reject those
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(a) σθrot = 90◦

(b) σθrot = 50◦

(c) σθrot = 0◦

Fig. 5.14: Various anisotropic direction thresholds (σθrot) are tested to see the effect
of these threshold values for Rayleigh waves. On the left column the inversion result is
plotted in yellow and the shifted result is plotted in white and the nodes where the
anisotropy is resolved is plotted in green color. On the right column the result of the
resolution test is plotted. Here yellow colored bars are input to resolution test, output
of the resolution test is plotted in white, and the green colored nodes are accepted ones
after applying the amplitude and direction criteria.
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(a) σarot = 100%

(b) σarot = 50%

(c) σarot = 0%

Fig. 5.15: Different thresholds to test the recovery of amplitude of the anisotropy
for Rayleigh waves. On the left column the inversion result is plotted in yellow and
the shifted result is plotted in white and the nodes where the anisotropy is resolved is
plotted in green color. On the right column the result of the resolution test is plotted.
Here yellow colored bars are input to resolution test, and output of the resolution test
is plotted in white and the green colored nodes are accepted ones after applying the
amplitude and direction criteria.
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(a) σθrot = 45◦

(b) σθrot = 30◦

(c) σθrot = 0◦

Fig. 5.16: Same as figure 5.14 for Love waves.
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(a) σarot = 100%

(b) σarot = 50%

(c) σarot = 0%

Fig. 5.17: Effect of changing anisotropic amplitude threshold for Love waves.
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Fig. 5.18: The resulting Rayleigh wave phase velocity maps after finalizing the
threshold parameter for anisotropic amplitude and direction (parameters used σθrot =
50◦, σarot = 50%). On left column the inversion result is plotted in yellow and the
shifted result is plotted in white and the nodes where the anisotropy is resolved is
plotted in green color. On the right column the result of the resolution test is plotted.
Here yellow colored bars are input to resolution test, and output of the resolution test
is plotted in white. The green colored nodes are accepted nodes after applying the
amplitude and direction criteria.

nodes, where amplitude recovery is less than 50%. The 50% amplitude recovery
is adequate enough as our main criterion is anisotropic direction threshold.
Fig. 5.18 is plotted after finalizing the amplitude and direction threshold for
Rayleigh wave phase velocity maps. In figure (see fig. 5.18 left) the yellow bars
are the tomographic inversion result (defined as ’M’), white bars are the 90◦

rotated anisotropy (defined as ’M90’) and green colored nodes are the accepted
nodes.
In figure (see fig. 5.18 right) the yellow bars are synthetics (defined as ’M90’),
white bars are output of the resolution test (defined as ’M90rot’), and green
colored bars are the accepted nodes. The change in the amplitude and fast
direction may indicate spurious anisotropy or leakage with other components
(isotropic and 4Ψ). Therefore, this test is very useful, in order to know the areas
where anisotropy in terms of amplitude and direction is well recovered and vice
versa.
It can be observed that most of anisotropy is recovered except certain parts e.g.
north–west and south–west and some parts near the Pannonian basin. Overall
the result of this test shows that anisotropy is recovered in the areas with good
path coverage (e.g. central Europe).



104 Rayleigh and Love wave phase velocity tomography

Fig. 5.19: same as figure 5.18, here plotted for Love wave.

5.4 Reliability test for Love wave 4Ψ Anisotropy

In order to test the reliability of the fast directions for Love waves which is π/2 periodic,
we rotated the 4Ψ anisotropy by 45◦ and computed the synthetics. The synthetics is
inverted and the inversion result (’M90rot’) is compared with the synthetics (’M90’),
to identify the unresolved nodes in terms of amplitude and direction of the anisotropy
and later on remove these unresolved nodes automatically.
To accomplish this, we applied the similar procedure as for Rayleigh waves, with a
difference in threshold limits of the fast direction. For Love waves the end members
are 0 ◦ and 45 ◦, where the threshold value of 0 ◦ is strict and 45 ◦ is loose one.

5.4.1 Removal of unresolved node

To find optimal amplitude and direction threshold limits for Love wave anisotropy, we
fixed the direction of the anisotropic direction with the relaxed value of 45 ◦ and tested
different amplitude threshold ranging from 0 % to 100 %. We concluded that 50 %
deviation in amplitude similar as Rayleigh waves is optimistic choice. Fig. 5.17 shows
different amplitude thresholds for Love wave anisotropy.
To find optimal threshold parameter for anisotropic direction, we fixed amplitude to a
relaxed value of 100% and varied the threshold values for anisotropic direction from 0
◦ to 45 ◦. We found 30 ◦ threshold as optimal choice for Love wave. The result of this
test for anisotropic direction is shown in figure 5.16.
To explain the figure 5.16 first let us define some terms. The result of the inversion:M,
45◦ rotated (synthetic):M45, 45◦ inversion result:M45rot. Similar as Rayleigh wave
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(see fig. 5.18) we have plotted three thresholds, which are: σθrot = 45◦ (see fig. 5.16
top), σθrot = 30◦ (see fig. 5.16 middle), σθrot = 0◦ (see fig. 5.16 bottom).
As green color is prevalent in fig. 5.16 (top), which shows that this threshold value is
very loose, similarly in the fig. 5.16 (bottom) the yellow color is dominant; this shows
that, this threshold value is very strict one. Therefore, we have to choose the threshold
value in between these two end members.
In the figure 5.16 (middle) we have tested the deviation threshold of 30◦. With this
threshold value it can be observed that some parts in northern part of the map are not
well resolved (yellow colored bars).
The nodes where the difference between synthetics (’M45’) and rotated (’M45rot’) is
larger than 30◦ will be removed automatically. The notable regions include the areas
of less dense coverage e.g. north–east and north–west.
Fig. 5.19 is plotted after finalizing the amplitude and direction threshold for Love wave
phase velocity maps.
In figure 5.19 (left) the yellow bars are the tomographic inversion result (defined as
’M’), white bars are the 45◦ rotated anisotropy (defined as ’M45’) and green colored
nodes are the accepted nodes.
In figure 5.19 (right) the yellow bars are synthetics (defined as ’M45’), white bars are
output of the resolution test (defined as ’M45rot’), and green colored bars are the
accepted nodes.
This test is very useful to identify the areas where the anisotropy in terms of amplitude
and fast direction is not well resolved and vice versa.
From the figure 5.19 it can be seen that the most of the nodes in terms of anisotropy
and amplitude are well resolved (green colored nodes) except at some parts in e.g.
southern Europe, north–eastern Europe.

5.5 Isotropic and azimuthally anisotropic Rayleigh
and Love wave phase velocity maps for the cen-
tral and northern Europe

The anisotropy is the directional or polarization dependence upon seismic wave-speed
(Zhu & Tromp, 2013). Seismic anisotropy is helpful to constrain the deformation
in the mantle lithosphere. Anisotropy can be LPO (lattice preferred orientation)
or SPO (shape preferred orientation). LPO is also called CPO (crystallographic
preferred orientation). In SPO the material aligns with distinct isotropic properties
(heterogeneity) observable as for example cracks and melt pockets in the shallowest
crust.
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(a)

(b)

Fig. 5.20: 8 s (a) and 12 s (b) isotropic phase velocity maps. Low velocities in (a)
and (b) match quite well with CEBS (central European basin system), outlines from
EUCRUST07 Tesauro et al. (2008) are plotted on 12 s phase velocity map. Key to
labels: IS, Iapetus suture; TS, Thor suture; STZ, Sorgenfrei–Tornquist Zone; TTZ,
Tornquist–Teisseyre Zone; CDF, Caladonian deformation front; VF, Variscan front;
EL, Elbe line; RS, Rheic suture; SxTS, Saxothuringian suture; AF, Alpine front; AS,
Alpine suture; WECML, western European continental mantle lithosphere; PB, Paris
basin; PanB, Pannonian basin; PB, Paris basin.
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(a)

(b)

Fig. 5.21: 30 s (a) and 60 s (b) isotropic phase velocity maps. 30 s phase velocity
maps are characterized by homogeneous mantle lithosphere in central Europe. In 60 s
phase velocity maps central Europe is characterized by shallow asthenosphere. High
velocities in north are due to thicker lithosphere. For labels see fig. 5.20)
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(a) 60 s phase velocity maps showing Cenozoic alkaline volcanism in central
Europe. The areas with shallow mantle lithosphere matches quite well
with volcanism.

(b) 60 s phase velocity maps showing Rotliegend (Permian) volcanics of
the age ca 290 Ma in the north–western Europe. The outlines are modified
from Scheck-Wenderoth & Lamarche (2005b). High velocities match quite
well with these volcanics and the region clearly differs from central Europe.

Fig. 5.22: Key to labels: IS, Iapetus suture; TS, Thor suture; STZ, Sorgenfrei–
Tornquist Zone; TTZ, Tornquist–Teisseyre Zone; CDF, Caladonian deformation front;
VF, Variscan front; EL, Elbe line; RS, Rheic suture; SxTS, Saxothuringian suture;
AF, Alpine front; AS, Alpine suture; WECML, western European continental mantle
lithosphere; PB, Paris basin; PanB, Pannonian basin; EEC, East European Craton;
PB, Paris basin.
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60 s phase velocity maps with Mesozoic volcanism, which coincides well in the
region of high velocities.

(a)

80 s phase velocity map: High velocities (blue) in the north–west and north–east
(EEC) are due to thick lithosphere, the red part shows shallow asthenosphere
in central Europe, Pannonian basin, south–eastern France and north–western
Italy, high velocities in Bohemian massif are due to thick lithosphere compared
to neighboring areas. For labels see fig. 5.21.

(b)

Fig. 5.23
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The fast direction of the anisotropy can give us the hints of deformation in LPO or CPO.
With the change in stress regime, the fast direction changes and erases the information
of the previous deformation. Therefore, the measured anisotropy in the lithosphere
always shows last significant deformation or thermal event. After relaxation of the
thermal event, the observed anisotropy may present in the form of frozen anisotropy
(Wüstefeld et al., 2009). Due to tectonic activity the fast axis of these minerals align
with the direction of flow, or principal extensions.
Therefore, flow pattern can be understood from the anisotropy and deformation caused
in the preferred orientation of the anisotropic material. The anisotropy found in stable
tectonic regimes caused by last tectonic activity may appear as frozen in anisotropy
(Barruol et al., 1997, 1998; Heintz & Kennett, 2006; James & Assumpção, 1996; Vauchez
& Nicolas, 1991). LPO is helpful to understand the process when rock is formed or
deformed. Therefore, seismic anisotropy gives insight into dynamics of the earth.
The crust and upper mantle is composed of amphibole and olivine. The other constituent
which contribute in anisotropy in the upper mantle is orthopyroxene. These materials
are highly anisotropic because of CPO (Zhang & Karato, 1995). Olivine has a single-
crystal shear wave anisotropy of ∼ 18 %. In deep mantle in addition to olivine,
other materials also contribute in anisotropy such as perovskite, post perovskite, and
ferropericlase.
Anisotropy in the asthenoshpere is related to present day flow pattern (Debayle &
Ricard, 2013) whereas the anisotropy in lithosphere is considered as frozen in anisotropy
due to past deformation (Assumpção et al., 2001). Silver (1996); Silver & Chan (1991)
argue that anisotropy in the lithosphere may be due to present or past deformation in
mantle lithosphere.
Seismic anisotropy can be calculated using variety of methods. P-waves (e.g Babuska
& Cara, 1991; Bear et al., 1999; Bokelmann, 1995, 2002; Schulte-Pelkum et al., 2001),
receiver functions (Levin & Park, 1997), SKS splitting (Fukao, 1984; for reviews see
Silver, 1996; Savage, 1999), and with surface waves (see chapter 2 for previous surface
wave studies).
We performed the tomographic inversion on the phase velocity measurements obtained
through the automated implementation of two-station method and obtained isotropic
and azimuthally anisotropic phase velocity maps for Rayleigh and Love waves in broad
period range (8–250 s). Although we have a path coverage in almost entire Europe,
here we mainly focus on the distinct features in the central and northern Europe (see
fig. 5.1).
The surface waves are sensitive to shear wave velocity but they are sensitive to density
as well and there is a weak sensitivity to P-wvaes (Julia et al., 2000).
Here I discuss some main features of isotropic and azimuthally anisotropic phase
velocity maps.
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5.5.1 East European Craton

The north–eastern part in our phase velocity maps is characterized by higher phase
velocities as compared to north–west and central Europe.
High shear wave velocities are reported by various global and regional body and surface
wave tomographic studies (e.g. Amaru et al., 2008; Bijwaard & Spakman, 2000; Boschi
et al., 2009; Grand, 2002; Kárason & Van Der Hilst, 2000; Koulakov et al., 2009;
Kustowski et al., 2008; Lebedev & Van Der Hilst, 2008; Legendre et al., 2012; Lekic &
Romanowicz, 2011; Lekic et al., 2011; Levshin et al., 2005; Masters et al., 2000; Mégnin
& Romanowicz, 2000; Panning & Romanowicz, 2006; Peter et al., 2007; Pilidou et al.,
2005; Priestley & McKenzie, 2006; Ritsema et al., 2004; Ritzwoller et al., 2002; Schaefer
et al., 2011; Shapiro et al., 2005; Simmons et al., 2010; Woodhouse & Dziewonski, 1984;
Zhang & Tanimoto, 1993; Zhou et al., 2006; Zhu et al., 2012).
The lower period (8–15 s) phase velocities are sensitive to middle to lower crust. High
velocities in these lower period phase velocity maps are due to thick crust with little to
no sedimentary cover in the Baltic shield, make the region distinct from the central
European basin system (CEBS) and central Europe (see fig. 5.20 a). The little to no
sedimentary cover in the region is evident in 12 s phase velocity map as well (see fig.
5.20 b).
The 60 s phase velocities (see fig. 5.21 b) are sensitive to mantle lithosphere. The
lithosphere is very thick in this region with the thickness ranging from 160 to 350 km
(Grad et al., 2015) and the Moho depth in this region is around 50 km (Grad & Tiira,
2009). High velocities in this region are also visible in Love wave phase velocity maps
(see fig. 5.27).
The anisotropy at lower periods (8–15 s) (see fig. 5.24, top panel) is NW–SE, which
is different from 60 s phase velocity maps (here it is NE–SW). The prevailing high
velocities in north of TTZ may be due to thick continental old lithosphere (Precambrian)
formed by consistent fabric (Babuška & Plomerová, 2006).
80 s phase velocities (see fig. 5.23b) are sensitive to the depth of around 100 to 120 km.
High velocities at these periods in the north–eastern side (EEC) which is characterized
by thick lithosphere. There are slight variations in anisotropic fast direction between
60 s and 80 s phase velocity maps. 80 s phase velocity maps sample deeper structure,
here the anisotropic direction is changing from NE–SW to ∼N–S, this indicates a
layering of anisotropy, lithospheric layering in anisotropy was also observed by Yuan &
Romanowicz (2010) at north American Craton. As 60 s and 80 s phase velocity maps
are roughly sensitive to 90 and 120 km depth, for an exact depth estimate a depth
inversion is required, therefore, it is not clear from our phase velocity maps that the
observed layering is within the lithosphere or within the lithosphere–asthenosphere
system.
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5.5.2 Central and north–western Europe

Low velocities at lower period (8–15 s) phase velocity maps in the north–western
Europe (see fig. 5.20 a) are due to thick sedimentary cover, which represents the central
European basin system (CEBS). This basin system extending from northwest in the
north sea from Norwegian–Danish basin though North German basin extending to the
south in Polish basin (Scheck-Wenderoth & Lamarche, 2005b). The lowest period (8 s)
phase velocity map is characterized by very low velocities (see fig. 5.20 a) in the north
sea. These low phase velocities in the north–west are consistent with the outlines of
EUCrust07 (Tesauro et al., 2008) (see fig. 5.20 b), in this figure the areas with low
velocities are matching quite well with thick sediment layer compared to the regions
with little to no sediments (e.g. central Europe and EEC), and clearly show high
resolution 3–D structure. The low velocities in north–western part are also imaged by
Love wave phase velocity maps (see fig. 5.27, top panel).
Central Europe at lower period (8–15 s) phase velocity maps (see fig. 5.24, top panel)
is characterized by higher phase velocities as compared to e.g. north–west – indicative
of thick crust. The low velocities in Eifel area with thinner crust as compared to central
Europe are clearly visible in our 8 s (see fig. 5.20 a) phase velocity maps.
A homogeneous mantle lithosphere (see fig. 5.21 a) at around 30 s period Rayleigh
wave phase velocity maps is observed in central Europe as well as in Pannonian basin
with higher velocities due to a thermal event in Permian (Wilson et al., 2004), the
same is also imaged by 30 s Love wave phase velocity maps (see fig. 5.27, middle
panel).
In 60 s phase velocity maps (see fig. 5.21 b) the velocity variations are different in
the three north–western basin systems as compared to central Europe and Pannonian
basin, the former is characterized by high velocities as compared to latter. This
suggests a thick lithosphere in the north–western part and shallow asthenosphere
in central Europe as well as in Pannonian basin. The northern Europe undergone
widespread volcanism during Permian–Carboniferous times, which was accompanied by
rifting process (Scheck-Wenderoth & Lamarche, 2005a). Due to this rifting process the
asthenospheric upwelling might have occurred. The volcanic activity is abated at the
end of early Permian. During Triassic time there was low volcanic activity and virtually
no volcanic activity in early Jurassic might have resulted in thermal relaxation of the
lithosphere with lithospheric cooling (Ziegler, 1992). Due to minor volcanic activity in
the transition period from Jurassic to Cretaceous (see fig. 5.23a), might have resulted
in asthenospheric upwelling. In this region there was no volcanic activity during upper
Cretaceous–Cenozoic times resulted in lithospheric cooling (Ziegler, 1992). The outlines
of the Rotliegend volcanics in Permian (ca 290 Ma) are shown in figure (5.22 b). These
outlines match remarkably with these above mentioned three basin systems and make
north–western Europe distinct from central Europe. The low velocities in central
Europe including Eifel region are due to shallow asthenosphere (see fig. 5.21 b) with
the lithospheric thickness around 80–100 km (Plomerová & Babuška, 2010). These
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low velocities match quite well with Cenozoic volcanism (see fig. 5.22 a). The relation
between low velocities and Cenozoic volcanism was already observed by (Hoernle et al.,
1995). The low velocities along with volcanism in Eifel hotspot area are also observed
(e.g. Kaiser et al., 2005; Mathar et al., 2006; Ritter et al., 2001). The lithosphere in
the Bohemian massif is thicker than central Europe and Pannonian basin (see fig. 5.21
b).
60 s Love wave phase velocity maps (see fig. 5.27, middle panel) show high velocities
in central Europe, as the depth sensitivity of Love waves is less focused as compared
to Rayleigh waves. e.g. the 60 s Love wave carries the signal of crust as well as mantle
lithosphere.
The north–western Europe in 80 s (see fig. 5.23b) isotropic phase velocity maps is
characterized by thick lithosphere with thickness of around 100 to 120 km. The shallow
asthenosphere in central Europe and in Pannonian basin is also visible in 80 s phase
velocity maps.
Anisotropic fast directions at short periods (8–15 s) (see fig. 5.24, top panel) are
NE–SW oriented in North Sea. At around 30 s (see fig. 5.24, middle panel) low values
of the anisotropy are observed in the northwest with thin lithosphere. At 80 s (see
fig.5.24, bottom left) the anisotropic pattern completely changes to NW–SW following
Thor suture.
The anisotropic trend in the central Europe at these lower periods (8–15 s) (see fig.
5.24, top panel) is following Variscan front with the fast direction of NE–SW. This
trend abruptly changes to SE–NW near Elbe line. At central Europe the pattern of
the anisotropy at around 60 s (see fig.5.24, middle right) is similar to lower periods
(see fig. 5.24, top panel) and follows Variscan front in central Europe and Elbe line
near Bohemian massif, it follows Variscan Rheic suture in south of the central Europe.
The pattern of the anisotropy at 80 s (see fig.5.24, bottom left) period (sensitive to
asthenosphere) in central Europe is following sutures in central Europe (e.g. Rheic
suture, Saxothuringian suture), on the eastern side of central Europe the anisotropy is
following Elbe line. These patterns are more visible in the zoomed in version of the
80 s phase velocity maps (see fig. 5.26). The anisotropic pattern at these periods is
almost similar to the SKS splitting results of Vecsey et al., 2014.

5.5.3 Trans–European Suture Zone

The lower period (8–15 s) phase velocity maps in this region show lower velocities
as compared to northern and central Europe. On south–eastern part of the Trans–
European Suture Zone (TESZ), these low velocities correlate well with thick sediments
of the polish basin which are outlined in the EUCRUST07(Tesauro et al., 2008) (see
fig. 5.20 b).
30 s phase velocity maps (see fig. 5.21 a) also show low phase velocities along TTZ,
which are due to thicker crust as compared to central and north–western part. The
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thickness of the crust is around 40 to 45 km (Knapmeyer-Endrun et al., 2014) on TTZ
part whereas it is less thick on the north–western part of TESZ i.e. STZ, its thickness
is around 20 to 25 km (Grad & Tiira, 2009).
The 60 s phase velocity maps (see fig. 5.21 b) show remarkably a sharp and distinct
boundary between complex and younger Phanerozoic Europe with that of cold and
old Precambrian EEC, the boundary along north–western side is not as sharp as it
is on south–eastern side rather a gradual transition in lithospheric thickness across
STZ.
The 200 s phase velocity maps (see fig. 5.24, bottom right) around TESZ show deeper
structure, with no evidence of suture, this shows that it is lithospheric feature.
Anisotropy at lower periods (8–15 s) (see fig. 5.24, top panel) at south–east of TESZ is
in the direction of NW–SE. It is slightly northward along STZ. The anisotropic pattern
at south–east of TESZ coincides well with TESZ at this region. At 30 s the similar
pattern of anisotropy is observed along TTZ. Anisotropy is weak along north–western
part of TESZ (STZ). The low values of the anisotropy in the west of TESZ (STZ) are
also observed in SKS splitting studies by (e.g. Sroda et al., 2014; Vecsey et al., 2014;
Wüstefeld et al., 2010).
The similar pattern of anisotropy at 60 s phase velocity maps (see fig. 5.24, middle
right) is observed along TTZ and this pattern abruptly changes from NW–SE to E–W
at the region of STZ. Overall the anisotropic direction along south–eastern part of
TTZ remains similar.

5.5.4 Alps and Carpathians

The lower period (8–15 s) phase velocity maps (see fig. 5.24, top panel) at this region
show lower velocities as compared to the central Europe. Low velocities in south–west
make them distinct from the central Europe, which is characterized by high velocities.
The low velocities in south–west confirm the deeper structure in the region.
30 s phase velocity maps (see fig. 5.21 a) also show low velocities on the south–western
side due to thick crust. The low velocities in the Carpathian and Pannonion basin
are due to thin lithosphere, here the Moho is around 25 km deep (Knapmeyer-Endrun
et al., 2014).
A remarkable feature in our phase velocity maps is that European slab has started
to become visible on south–western side at periods starting from 60 s (see fig. 5.21
b).
In southern Europe the E–W trend of anisotropy following Alpine suture. In Carpathian
and Pannonion basin the anisotropy is following the Alpine and Carpathian arc. The
low value of anisotropy in the Pannonian basin may be due to the different composition
as compared to Alpine region. This anisotropic trend prevails up to 80 sec.
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In the south of the Alpine front (Po basin), there is a clear difference in the pattern
of the anisotropy in the middle (∼ 15 s) and the lower crust (∼ 30 s). At 15 sec
the anisotropic direction is E–W, whereas at 30 sec, it is changing to SE–NW. This
difference in the direction of the anisotropy is due to layering of the anisotropy, as
different processes and origins affect the anisotropy within each layer. This parallel
trend of the anisotropy may be the result of the frozen-in anisotropy due to pre-Alpine
orogenic events (Fry et al., 2010). The layering in the anisotropy is also discussed by
Fry et al., 2010.
Fry et al. (2010) observed a change in fast direction from parallel to transverse in
Alpine orogeny at the periods starting from 24 s. We zoomed in our phase velocity
maps (see fig. 5.25) to make the region similar to Fry et al., 2010, but we are unable
to observe the change in the direction of anisotropy at 30–40 s (see fig. 5.25 bottom
panel for comparison of our phase velocity maps with Fry et al. (2010)). There are
similarities in fast direction at lower periods (<15 s) with Fry et al. (2010) (see fig.
5.25, top panel for comparison of our phase velocity maps with Fry et al. (2010) at 8
sec). Fry et al. (2010) used noise data of 36 stations and phase velocity measurements
between 185 and 332, whereas we have more than 40000 inter-station paths at 40 s
(see histogram in figure 5.2).
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Fig. 5.24: Rayleigh wave phase velocity maps after applying quality control criteria
(200 s phase velocity map is isotropic only). Key to labels: IS, Iapetus suture; TS,
Thor suture; STZ, Sorgenfrei–Tornquist Zone; TTZ, Tornquist–Teisseyre Zone; CDF,
Caladonian deformation front; VF, Variscan front; EL, Elbe line; RS, Rheic suture;
SxTS, Saxothuringian suture; AF, Alpine front; AS, Alpine suture.
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Fig. 5.25: Comparison of the Rayleigh wave phase velocity maps with Fry et al. (2010).
08 s and 40 s phase velocity map are plotted on top and bottom panels respectively.
Key to labels: SxTS, Saxothuringian suture; AF, Alpine front; AS, Alpine suture.
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Fig. 5.26: Comparison of the result with SKS splitting result of Vecsey et al. (2014).
Key to labels: TTZ, Tornquist–Teisseyre Zone; VF, Variscan front; EL, Elbe line; RS,
Rheic suture; SxTS, Saxothuringian suture; BM, Bohemian massif.
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Fig. 5.27: Love wave isotropic and azimuthally anisotropic phase velocity maps with
unresolved nodes removed. Key to labels: IS, Iapetus suture; TS, Thor suture; STZ,
Sorgenfrei–Tornquist Zone; TTZ, Tornquist–Teisseyre Zone; CDF, Caladonian deforma-
tion front; VF, Variscan front; EL, Elbe line; RS, Rheic suture; SxTS, Saxothuringian
suture; AF, Alpine front; AS, Alpine suture.





Chapter 6

Conclusions and future outlook

6.1 Conclusions

An automated procedure for the determination of high quality very broad band phase
velocity dispersion measurements for both Love and Rayleigh wave in period range
from 8 s to more than 250 s is presented.
A cross correlation procedure is applied to the waveform data of the two single stations
and frequency dependent windows are applied to the cross correlation function. All
the smooth segments of the phase velocity dispersion curves for each inter-station path
are selected based upon certain number of criteria which are frequency and distance
dependent.
The averaging of all the smooth segments of the phase velocity dispersion curves
and comparison of measurements in opposite propagation direction is useful check to
overcome systematic deviations between two directions and reducing the errors due to
off path propagation, polarity, timing errors, and instrument response issues.
We have rigorously tested the new implementation of the inter-station method to a
huge data-set covering almost entire Europe where the easy access to the data through
WebDC made it possible to test the method.
Our data set comprise more than 1000 permanent and temporary stations in the period
range from January 1990 to October 2013 and around 1.38 million events from which we
obtained 164231 inter-station paths and performed 12 million cross-correlations. This
resulted in 63000 and 27500 smooth average dispersion curves in a broad period range
between 8 s to more than 250 s for Rayleigh and Love waves, respectively. The statistical
analysis on the data set show that the overall standard deviation and standard error
is less than 1.5 % and 0.5 %, respectively. With the help of automated procedure
large data volumes can be processed easily and repeated measurements with different
parameters is helpful in order to obtain consistent phase velocity measurements.
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The method is suitable to permanent as well as temporary networks where small
amount of the data may require varying the criteria as it may be difficult to obtain
observations in both propagation directions. Stations with erroneous response and
timing can be detected with this method.
We have obtained phase velocity maps for both Rayleigh and love waves in the broad
period range from 8-200 s for Rayleigh waves and Love waves, respectively.
The checker board tests suggest the lateral resolution constrained by our data set varies
between 100 km to 150 km in central Europe, it is around 100 km in the areas with
dense path coverage e.g. central Europe and 150 km elsewhere. This shows that we are
able to obtain a new level of resolution as compared to previous available tomographic
studies for study of lithospheric structure in central Europe.
Low velocities in the northern Europe coincide well with Central European basin
system (CEBS) extending from north German basin in north towards polish basin in
south. These low velocities are delineated with the outlines of EUCRUST07 (Tesauro
et al., 2008). The azimuthal anisotropy in the north is NE oriented. In the south
the low velocities are attributed to Alpine and Carpathian region. Central Europe
is characterized by a homogeneous mantle lithosphere with high velocities due to
a thermal event in Permian, and there is no imprint of Variscan suture at Moho
level.
A remarkable feature of our phase velocity maps is that the boundary between Pre-
cambrian EEC and Phanerozoic central Europe is well pronounced across southern
part of TESZ (Trans-European suture zone) i.e. Tornquist-Teisseyre Zone. The TESZ
has strong lateral contrast across the Tornquist-Teisseyre Zone (TTZ) and a gradual
transition across the Sorgenfrei-Tornquist Zone (STZ). The anisotropy is NW oriented
at south of TTZ. Another remarkable feature of our phase velocity maps is that the
European slab is clearly visible beneath western Alps at periods between 60 s and 120
s.
The 60 s phase velocity maps show high velocities in the north which characterize
thick lithosphere. The thick lithosphere in north west matches well with Rotliegend
volcanics of Permian (ca 290 Ma), here the lithosphere is around 100 to 120 km thick.
Wide spread volcanism accompanied by rifting might have resulted in asthenospheric
upwelling during Permian, lithospheric cooling in early Jurassic followed by some
volcanic activity during the transition period of late Jurassic and upper Cretaceous
might have resulted in asthenosphereic upwelling. The low velocities in central Europe
as well as in Pannonian basin are due to shallow asthenosphere. The Cenozoic inter-
plate volcanism occurs in the region of thin lithosphere.
These observations are valid for Love wave phase velocity maps as well. Though the
depth sensitivity of Love waves is less focused as compared to Rayleigh waves, some
distinct features well resolved in Rayleigh wave phase velocity maps are present in Love
wave phase velocity maps as well e.g. low velocities in CEBS and Alpine Carpathian
region and a homogeneous mantle lithosphere.
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6.2 Future outlook

The next step after obtaining isotropic and azimuthally anisotropic phase velocity
maps is to invert them for 1–D shear wave velocity structure as well as 3–D shear wave
velocity structure. As we have obtained high resolution phase velocity maps for both
Rayleigh and Love waves, therefore we wish to use these both data sets to compute
isotropic shear wave velocity model with the use of δvS = (δvSH +δvSV )/2 and radially
anisotropic variations in shear wave velocity with the use of δaS = (δvSH − δvSV )
equations.
With the 3-D shear wave velocity model, we can obtain horizontal as well as vertical
slices, which will help in obtaining shear velocity variations at particular depths as well
as particular geographic location.
We also wish to use our large amount of data in ambient noise tomography and want to
compare phase velocity dispersion measurements obtained through earthquake based
inter-station method with that of noise based method, and want to combine both
data sets in order to obtain even higher resolution image of the crust and mantle
lithosphere.
Due to automated procedure the method can be utilized to other regions in the world
as well e.g. Japan, north America – where dense station coverage may be helpful in
obtaining high resolution image of the middle to lower crust as well as lithosphere-
asthenosphere system. In addition to that I wish to utilize the method to Pakistan
where the crust as well as lithosphere - asthenosphere is not well studied, therefore, I
wish to use the method in this region, which will be helpful in providing new insights
of the region under study.
The receiver functions are sensitive to shear wave velocity structure beneath the
receivers, the surface waves are sensitive to both horizontally and vertically polarized
shear wave velocity structure beneath the source receiver, with the joint inversion of
both data-sets may provide better constraints on the lithospheric structure. Therefore,
I wish to perform a joint inversion of the receiver functions and surface wave data-
set.
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