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Abstract

Hydrological models are established tools to simulate discharge and hydrological processes of watersheds. Scenario simulations and resource management studies are carried out, assuming that hydrological processes are simulated appropriately. However, several studies revealed that satisfying discharge reproduction may be achieved despite of inappropriate simulation of the hydrological processes.

A reason for this might be an inappropriate process representation in the model due to inadequate process equations and parameters. Consequently, model deficiencies need to be identified to improve the representation of dominant hydrological processes of the specific catchment. The ultimate goal of model improvements should be to achieve hydrological consistency, which can be defined as a realistic reproduction of all hydrological processes of the study catchment together with an appropriate discharge simulation.

In this thesis, an example serves to demonstrate how appropriate discharge and process reproduction can be achieved by modifying a hydrological model. It is shown, how the model modification leads to improved discharge simulations for a lowland catchment due to the improved ability of the model to capture the groundwater processes of the study catchment. The deficient groundwater model component was modified by implementing a more complex groundwater process representation with a fast and a slow reacting aquifer. The evaluation of the new model version revealed improved model performance for the low flow phases due to delayed groundwater contribution to the discharge at low flow events and due to fast groundwater contribution at high discharge.

To achieve satisfying simulation of all discharge phases, a newly developed multi-metric framework was applied to evaluate the modified model. The advantage of this new multi-metric framework is a fair-balanced performance evaluation for high and low discharge phases simultaneously. Additionally, a new evaluation criterion for very low flows was developed. This criterion was integrated into the multi-metric framework to evaluate very low flows together with all remaining discharge phases.

Finally, diagnostic information about simulated hydrological processes was obtained by the application of a temporal parameter sensitivity analysis. For this, temporal parameter sensitivities were calculated to derive simulated processes of the modified model. The modified model was then verified by comparing simulated processes with observations and known processes of the study catchment. In this way, proper process simulation according to the observed processes of the real-world was confirmed. Due to the verified process reproduction and the improved model performance for all discharge phases, the ability of the model to capture the dominant processes of the study catchment was proved.

As a synthesis, the provided methods that were exemplarily used to improve a hydrological model were interpreted into a more general context. This synthesis lead to the main achievement of this thesis: The individual steps of model deficiency detection, improvement, evaluation, and verification were joined to a structured guideline. It is hypothesised that this guideline is applicable to any hydrological model. Consequently, other hydrological models may benefit from this structured guideline to improve their hydrological consistency.
Zusammenfassung


Abschließend wurden durch die Anwendung einer temporalen Sensitivitätsanalyse diagnostische Informationen über die simulierten hydrologischen Prozesse bestimmt. Dafür wurden temporale Parametersensitivitäten für das modifizierte Modell berechnet, um daraus simulierte Prozesse abzuleiten. Das modifizierte Modell wurde schließlich verifiziert, indem die simulierten Prozesse des veränderten Modells mit Beobachtungen und bekannten Prozessen aus dem Einzugsgebiet verglichen wurden. Dadurch wurde die adäquate Prozess-
simulation im Vergleich zu beobachteten Prozessen aus der Realität überprüft. Auf Grund der verifizierten Prozesswiedergabe und der verbesserten Modellgüte für alle Abflussphasen wurde die Fähigkeit des modifizierten Modells bestätigt, die dominanten Prozesse des Einzugsgebiets abbilden zu können.
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1 Introduction

1.1 Motivation

Hydrological models are applied to investigate several aspects of water resource management, comprising practical and scientific water-related questions (Borah and Bera, 2003). The simulation of water quantity and the identification of water flowpaths are used to analyse processes and changes in the hydrological system (e.g. Tallaksen et al., 1997; Niehoff et al., 2002; Bronstert et al., 2007; Hunter et al., 2007; Laaha and Blöschl, 2007; Volk et al., 2009; Thienen et al., 2009; Huang et al., 2013).

According to Beven (1989) simulation models aim to predict the behaviour of the real world. However, to achieve reliable and satisfying predictions the hydrological processes of the real world need to be integrated into the model appropriately. As a consequence, a precise model development lays the foundation for proper model results. For this, different development steps need to be considered and are described in the following (Fig. 1).

Based on the studies of Gupta et al. (2008) and Reusser et al. (2009), the first step of model developments is the analysis of observed and measured hydrological processes of the real world. For instance, hydrological processes that are essential to explain discharge generation for the study catchment are determined. In this way, knowledge about dominant processes within the catchment can be considered for the model development (Fig. 1a).

Recent progress in understanding of hydrological processes increased the demand to incorporate this knowledge into hydrological models (e.g. Fenicia et al.; Tetzlaff et al.; Hrachowitz et al., 2013; McMillan et al., 2013), which is especially important for the second step of model development (Fig. 1b). The detailed knowledge about hydrological processes within the catchment is transferred to a model concept that describes the individual processes preferably with physical process equations. To give an example, the exchange between the river and a groundwater aquifer may be described as a result of hydraulic gradients. This exchange may then be represented with a gradient-driven process equation. However, the degree of detail for the hydrological process representation with equations is limited since physical descriptions of processes and feedbacks require intensive investigations of the whole catchment. Furthermore, sufficient computational capacity to resolve model results in an acceptable time is often limited. As a consequence hydrological processes and their dynamics are simplified for the integration into hydrological models (Clark et al., 2008; McMillan et al., 2013), but the simplified assumptions still aim to reproduce the most important hydrological processes. Thus, it is assumed that single model equations are still able to capture the dominant processes as well as the interactions between hydrological processes (Gupta et al., 2012).

However, the formulation of single model equations to depict individual processes is just one step towards the final hydrological model. As shown by Yilmaz et al. (2008) and Reusser et al. (2009), the single model equations are hierarchically organised and joined into a model structure to describe processes with process equations and parameters (Fig. 1c). According to the purpose of the model, individual processes are emphasised and other individual processes are neglected (Fenicia et al., 2011). For example, a hydrological model that is developed...
to be suitable to groundwater dominated catchments needs a strong focus on groundwater process representation with an appropriate combination of storages. This basic suitability for the study catchment can be achieved by proper model structure development.

Going one step further in the model development, the following parameterisation of the model (Fig. 1d) is another crucial step. Parameters are estimated and selected to describe temporal process dynamics (e.g. van Werkhoven et al., 2009; Pokhrel et al., 2012) and temporal hydrological patterns (e.g. discharge). By defining appropriate parameter values, specific hydrological processes may be emphasised if the model structure is capable to allow this parameter based emphasis (Yilmaz et al., 2008; Pokhrel et al., 2012).

Finally, the parameterised model can be applied to a catchment to simulate its hydrological system and processes (Fig. 1e). Preferably, the developed model should be able to reproduce observed and measured hydrological processes. In general, discharge is the mostly used criterion in hydrology to decide whether the model was properly applied and whether adequate model behaviour has been achieved (e.g. Madsen, 2000; Krause et al., 2005; Dawson et al., 2007; Pokhrel et al., 2012). Especially for the decision about adequate model behaviour, model parameters are particularly relevant. During the parameterisation, specific parameters are used to emphasise the dominance of individual processes. For example, groundwater parameters are expected to be highly relevant to describe the discharge for groundwater dominated catchments. Consequently, the behaviour of the model should be a result of interactions between temporally dynamic processes, which are expected to be represented by specific groundwater model parameters.

Due to differing relevances of the parameters to describe the behaviour of the model and the simulated discharge, parameter sensitivity analyses are a valuable method to explain simulation results. By determining the temporal sensitivity of parameters on the discharge, information about the model’s behaviour is provided (e.g. Wagener et al., 2003; Herbst et al., 2009; Reusser et al., 2009; van Werkhoven et al., 2009; Garambois et al., 2013; Herman et al., 2013; Guse et al., 2014). In addition to proper discharge simulation, this information of parameter sensitivity is highly relevant to ensure that the simplified assumptions of the model structure are in accordance with the real world.

1.1.1 Diagnostic model analyses

Diagnostic model analyses help to determine if the reproduction of the governing hydrological processes have been achieved by the model and if they have been achieved for the right reason (e.g. Kirchner, 2006; Clark et al., 2008; Euser et al., 2013; Hrachowitz et al., 2014). For this, comparisons between observed and simulated hydrological data (Krause et al., 2005; Gupta et al., 2008; Bennett et al., 2013) are used to provide a first impression about the model’s ability to reproduce different aspects of the hydrological system. At this stage of analysis, various characteristics of the provided data is related to expected hydrological behaviour that is based on expert-knowledge (Herbst et al., 2009; Hrachowitz et al., 2014).

Diagnostic model analyses are able to provide two core results, comprising model performance and hydrological process simulation. These core results are needed for further interpretation.
of the model’s behaviour. The match between simulated and observed hydrological data can be distinguished with performance metrics and provides basic diagnostic information as the first core result of diagnostic model analyses. According to Gupta et al. (1998) and Gupta et al. (2008), diagnostic model evaluations with multiple performance metrics allow the determination of the models ability to represent dominant hydrological processes and typical patterns. Knowledge of the model’s ability to simulate hydrological processes is the second core result that is obtained from diagnostic model analyses. This identified ability of the model is then related to the model structure and its parameters (Yilmaz et al., 2008). In this context the “principle of hydrologic consistency” was introduced by Martinez and Gupta (2011) to promote the necessity of linking model performance with model parameters to represent hydrological processes that are under investigation. Beside of linking model performance with model parameters to test for hydrological consistency, this initial concept was further developed (e.g. Euser et al., 2013; Hrachowitz et al., 2014). In these studies, expert-knowledge and hydrological characteristics of the catchment were utilised to decide about realism of the applied model structures. However, all studies have in common that they aim to analyse the reproduction of discharge and discharge patterns together with hydrological process reproduction.

The detailed analysis about the representation of characteristic discharge events and discharge patterns leads to comprehensive knowledge of the model behaviour. For this, the amount of information made available from hydrological output data has to be increased (Wagener et al., 2003; Merz et al., 2011). It is investigated if all relevant discharge phases of the hydrograph and the hydrological processes can be reproduced with the existing hydrological model (e.g. Gupta et al., 1998; Yilmaz et al., 2008; Clark et al., 2011; Pechlivanidis et al., 2014).
1.1.2 Model evaluation

The classical model evaluation aims to quantify the agreement between simulated and observed data for calibration and validation purposes. Several methods for the calibration rely on this agreement to identify parameter sets for satisfying discharge reproduction (e.g. Beven and Binley, 1992; Duan et al., 1993; Vrugt et al., 2003a,b; Vrugt and Ter Braak, 2011). Comparing the available datasets leads to information how the model performs for the purpose of model application (Bennett et al., 2013). There are several evaluation criteria that are commonly used to provide a quantitative assessment of the agreement between simulated and observed hydrological characteristics (e.g. Madsen, 2000; Krause et al., 2005; Dawson et al., 2007). As shown for the discharge evaluation with the Nash-Sutcliffe efficiency (NSE, Nash and Sutcliffe, 1970), there is a strong focus on peak flows by neglecting possible underestimations during low flow (Krause et al., 2005). The same advantages and disadvantages were found for the coefficient of determination ($r^2$) due to high sensitivity to high extreme values (Legates and McCabe, 1999) such as peak flow and a reduced sensitivity to systematic model errors during low flow (Krause et al., 2005). As summarised by Moriasi et al. (2007b), additional commonly used evaluation criteria are the mean absolute error (MAE), the mean square error (MSE), and the root mean square error (RMSE). These evaluation criteria strongly react to all peak errors (Reusser et al., 2009). To reduce this strong focus on peak flow, there is the possibility to make use of logarithmic forms of the NSE for example (Krause et al., 2005). Another popular evaluation criterion is the percent bias (PBIAS), which has to be applied carefully since positive and negative errors may balance each other out (Bennett et al., 2013).

Based on the summary of commonly used evaluation criteria and according to Krause et al. (2005), there is no common performance metric to account for all discharge phases. In this context, evaluation criteria are the generic term to describe this agreement. More specifically, performance metrics use a single overall statistic to aggregate model errors over a large range of hydrologic behaviours (Boyle et al., 2000). However, this aggregation leads to implications since the overall performance metric hides information about how different model components perform (Wagener et al., 2003). Using only one single overall and aggregated performance metric prevents the analysis of single discharge events. Consequently, the decision about model performance is limited since the performance of a model may differ in extreme conditions like during floods or low flow as opposed to average conditions (Orth et al., 2015).

Dawson et al. (2007) recommend that hydrological modellers should report performance for several criteria to provide information about the fitting between simulated and observed data. Going one step further, a combination of different evaluation criteria with multi-objective evaluation (e.g. for high and low flow) seems to be more beneficial (Krause et al., 2005). However, the assessment of multiple objectives is challenging due to trade-offs between the different objectives since it is often impossible to optimise all objectives simultaneously as shown by Madsen (2000) and by Zhang et al. (2011b).

The aim of optimising multiple objectives is directly linked to the simulation of hydrological
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processes of the model. Diagnostic model analyses make use of performance metrics to analyse if the degree of realistic representation of the real world has been achieved sufficiently (Gupta et al., 2008). Multiple performance metrics are combined for the diagnostic model evaluation (Gupta et al., 1998; Boyle et al., 2000; Krause et al., 2005) to capture different phases of the hydrograph during the evaluation process. Considering model failures in different phases of the hydrograph, Reusser et al. (2009) and Reusser et al. (2011) used TIme series of GRouped ERrors (TIGER) to extract information about temporal patterns of dominant error types (e.g. peak simulation) for diagnostic model analyses. Beside of statistical error metrics it is also beneficial to include discharge-based metrics that capture hydrological functions (van Werkhoven et al., 2009).

In this context, signatures are defined as discharge response characteristics that provide insight into the hydrologic function of catchments (Yilmaz et al., 2008; Sawicz et al., 2011). For this, Yilmaz et al. (2008) developed a diagnostic approach to detect signature patterns in the watershed for which the functionality can be detected and somehow quantified from the data (e.g. discharge). According to this approach, four primary functions of a watershed system incorporating overall water balance, vertically redistribution of excess rainfall between the faster and slower runoff components, redistribution of runoff in time, and redistribution of moisture were defined to finally relate these to their incorporation into the model (Yilmaz et al., 2008). As shown by Shafii and Tolson (2015), these signatures can be used as evaluation criteria in multi-objective model calibrations. Similarly Boyle et al. (2000), Bekele and Nicklow (2007), and Zhang et al. (2011b) used several objectives to improve the calibration of models but without explicitly considering signatures. The advantage of applying signatures during model calibration is the detection of inadequacies of hydrological process simulation for the catchment despite of good performance metric values (e.g. Hrachowitz et al., 2014).

The flow duration curve (FDC) provides a cumulative distribution that depicts the relationship between the discharge magnitude and its frequency (Vogel and Fennessey, 1994; Smakhtin, 2001). Pokhrel et al. (2012) demonstrated that signatures which are derived from the FDC can be used to select parameters for a more realistic representation of the hydrologic behaviour of the watershed. The approaches of Yilmaz et al. (2008) and Pokhrel et al. (2012) highlight the applicability of signatures as additional evaluation criteria since specific hydrological characteristics of the catchment can be taken into account (Yilmaz et al., 2008; Sawicz et al., 2011; Pokhrel et al., 2012).

However, the combination of several performance metrics and signatures leads to a trade-off for the selection of the best model run since improved performance of one criteria may lead to less satisfying performance of another criteria (Gupta et al., 1998; Madsen, 2000). Regarding those conflicts for the achievement of good performance for different criteria, this can be interpreted as a sign of model deficiency (Kollat et al., 2012). This potential model deficiency needs further analyses aiming to detect why the applied model structures are not capable to achieve satisfying model performance and to resolve explanations for the model behaviour.
1.1.3 Temporal parameter sensitivity

Classical sensitivity analyses are helpful to identify parameters which have the highest impact on the model’s output during the whole time series (e.g. Saltelli et al., 2000; van Griensven et al., 2006; Nossent et al., 2011; Nossent and Bauwens, 2012). However, the diagnostic information content of classical sensitivity analyses is limited as the provided information is aggregated to the whole time series preventing to detect hydrological patterns and parameter dynamics within the investigated time series. To overcome this limitation, temporal parameter sensitivity analyses are applied. Temporal Dynamics of PArameter Sensitivity (Sieber and Uhlenbrook, 2005; Reusser et al., 2011, TEDPAS) that are resolved in a high temporal resolution provide further insights into the behaviour of the hydrological model. The sensitivity can be used as diagnostic information by assuming that temporal patterns can be interpreted to the occurrence of simulated hydrological processes.

As shown in several studies, temporal parameter sensitivity analyses were found to be a valuable method to diagnose the relevance of parameters for the simulated hydrological output (e.g. Garambois et al., 2013; Herman et al., 2013; Guse et al., 2014). For efficient model calibration, temporal parameter sensitivities are used to reduce the amount of parameters that are needed for calibration (van Werkhoven et al., 2009). Reusser et al. (2011), Massmann and Holzmann (2012), and Massmann et al. (2014) considered the relation between parameters and the model performance. Regarding calibration strategies, the temporal parameter sensitivities provide knowledge about how different parameters can be used to improve specific phases of the hydrograph. With respect to the reproduction of specific hydrological processes, the results of temporal parameter sensitivity analyses can be used to constrain parameter ranges according to the hydrological processes within the study catchment (Pokhrel et al., 2012; Hrachowitz et al., 2014). In this way, process-oriented and constrained parameter calibration prevents calibration related model deficiencies.

For the case that process-oriented and constrained parameter calibration does not lead to satisfying model performance, there is the need to identify model structure deficiencies that are caused by inappropriate process equation and parameter implementation. According to Yilmaz et al. (2008), the selected evaluation criteria must be capable to identify model components that cause model structure related performance problems. As shown by Reusser and Zehe (2011), Herman et al. (2013), and Guse et al. (2014), temporal parameter sensitivities can be linked to performance metrics to identify the deficient model component that is responsible for poor performance in specific discharge phases. In this way, insights into the model structure are provided since the dynamics of temporal parameter sensitivity for a model component can be isolated and related to the hydrological processes within the catchment pointing to the aspects of the model component that needs improvement (Gupta et al., 2008).

1.1.4 Modification of model structures for improved performance

In the case of model failures, diagnostic model analyses provide information about failing model components (e.g. Gupta et al., 1998; Wagener et al., 2003; Yilmaz et al., 2008; Pechli-
vanidis et al., 2014). The aim of model modifications is to improve the model’s hydrological process simulation (Gupta et al., 2008). As shown in studies of Fenicia et al. (2008) and Reusser et al. (2009) models can be assessed to improve the understanding of the hydrological processes in the study catchment. This knowledge provides understanding of the relation between the model structure and the catchment (Guse et al., 2014) and should be used to improve the model performance by integrating expert-knowledge about processes and results of model structure diagnostics (Hrachowitz et al., 2013).

For model development, the processes within the catchment have to be transferred into model equations and model parameters. It has to be ensured that the new model structure suits to the catchment (Euser et al., 2013; Hrachowitz et al., 2014), and that the main processes are captured while maintaining minimum levels of complexity (Fenicia et al., 2008; Zhang et al., 2011a). Regarding the problem of needed degree of complexity, an increased complexity may lead to over-parameterisation but a too simple model structure may suffer from an incomplete representation of relevant processes (Orth et al., 2015).

Examples of model structure improvements to better capture relevant processes of the real world can numerously be found. Perrin et al. (2003) present the modification of a simple four-parameter model with improved model performance for simulated low flows. A conceptual hydrological model of low complexity was modified by Koren et al. (2014) by integrating concepts of another model to better capture the effects of freezing and thawing soil on the runoff generation process in a physically-based way. The simulation of effective rainfall routing using multiple tanks instead of a linear reservoir was suggested by McMillan et al. (2011) to improve the performance in the low flow tail. A systematical stepwise update of the model structure with progressive incorporation of new hypotheses about the catchment behaviour was proposed by Fenicia et al. (2008). They found out that the improved model performance benefits from improved simulation of vertical storage distribution and storage variations in the horizontal dimension.

All summarised examples of model structure modification and adaptation have in common that the main aim is to improve the model performance in reproducing discharge or the representation of the discharge components. However, the decision if the model modification leads to a better representation of the hydrological processes is an important task after model modifications. The final decision is again supported by diagnostic model analyses, comprising a good model performance and a verification of the model’s ability to simulate the relevant hydrological processes compared to modelers’ expectations and catchment knowledge.

The confirmation of improved model structures is shown in a first step by good model performance, represented by good match between observed and simulated data. As mentioned in chapter 1.1.2, appropriate evaluation criteria have to be selected to determine the degree of improvement for the aspects of the hydrological system that were under investigation. However, the application of evaluation criteria does not guarantee that the model simulates all hydrological processes in a reasonable way. A model may be inadequate despite of good performance due to insufficient reproduction of hydrological signatures (Hrachowitz et al., 2014). Consequently, further diagnostic model analyses are needed to analyse if the modified model leads to realistic simulations of the whole hydrological system and if the process dy-
1.2 Preliminary work

The derived necessity of diagnostic methods in the field of hydrological modeling is the initial point to motivate this thesis. The introduction provided an overview of the state of the art in diagnostic model analyses to detect and improve model structure deficiencies. With respect to this overview, an example of a diagnostic model analysis is used to motivate the research questions of this thesis. In this context, the preliminary work can be understood as a summary of previous studies. Firstly the hydrological model that was under investigation is briefly described and previous studies about the poor model performance of low flow discharge phases is summarised. Based on the studies that revealed poor model performance for the low flow discharge, the demand to overcome structural deficiencies is derived.

1.2.1 The Soil and Water Assessment Tool

The Soil and Water Assessment Tool (SWAT, Arnold et al., 1998) is a semi-distributed eco-hydrological model that has been applied to several questions about integrated watershed-modeling (Arnold and Fohrer, 2005; Krysanova and Arnold, 2008; Kiesel et al., 2010; Strauch et al., 2013). The impacts of land management on the landscape can be assessed on a daily...
time step by considering the water cycle together with nutrient and pesticide fluxes (Neitsch et al., 2011).

To assess these impacts, SWAT incorporates a spatial representation of catchment information. The subbasins are spatially defined for the watershed but the hydrological response units (HRU) within these subbasins are lumped to reduce computational efforts. According to several studies about model calibration and parameter identification (e.g. Lenhart et al., 2002; White and Chauhey, 2005; van Griensven et al., 2006; Cibin et al., 2010), the SWAT model is very complex since a high number of parameters is integrated into the different model components.

The SWAT model and the similar SWIM model (Krysanova et al., 1998) were subject to a number of improvements to enhance the simulation of several aspects comprising plant growth or nutrient balance (e.g. Hesse et al., 2012; Strauch and Volk, 2013; Hesse et al., 2013). With respect to water balance simulation, Moriasi et al. (2007a) and Moriasi et al. (2012) highlight the necessity of realistic reproduction of tile drainage systems for runoff generation, which was incorporated into SWAT as a tool to design cost-effective and environment-friendly tile drain water management systems. A model integration framework was developed by Guzman et al. (2015) to improve modelling of surface and groundwater interactions. Adaptations to simulate different reservoir management options with SWIM were shown by Koch et al. (2013a). To reproduce correctly the runoff generation in a low mountain region, Eckhardt et al. (2002) found a strong underestimation of interflow due to failed partition between interflow and groundwater recharge. By adapting the soil water system to the hydrological functions of the study catchment, a more reasonable representation of the runoff components was achieved.

Regarding the adequate simulation of runoff components, Luo et al. (2012) modified the model structure of SWAT aiming to improve the baseflow simulation with two river contributing groundwater storages. The adequate simulation of low flow phases was also subject to other studies (Wu and Johnston, 2007; Zhang et al., 2011b; Conradt et al., 2012; Koch et al., 2013b), which evaluated the model performance mainly by common performance metrics such as NSE and percent bias (PBIAS, Moriasi et al., 2007b). All studies about the baseflow simulation have in common, that they assume a model structure deficit for the groundwater component of SWAT due to poor model performance in discharge phases. Consequently, the groundwater model component of SWAT needs a detailed analysis to identify the reasons for poor model performance.

1.2.2 Structural deficiency of the SWAT groundwater component

The given examples of poor model performance for the SWAT model in low flow phases of Wu and Johnston (2007), Zhang et al. (2011b), Luo et al. (2012), and Koch et al. (2013b) were related to lowland catchments with specific hydrological characteristics as represented by groundwater dominated discharge. The consideration of these specific hydrological characteristics is highly relevant for successful model application as it has to be ensured that the model structure suits to the catchment (Euser et al., 2013; Hrachowitz et al., 2014). Guse
et al. (2014) identified poor model performance for several performance metrics (Tab. 1) due to groundwater model component failure for the Treene catchment, which is a typical lowland catchment. The multi-objective evaluation revealed a poor model performance especially in low flow phases. As demonstrated in Table 1, this poor performance becomes apparent due to the use of several performance metrics which are related to different parts of the hydrograph. A detailed description of the different performance metrics and their relevance with respect to different discharge phases is summarised in Guse et al. (2014).

Table 1: Qualitative summary of model performance for the SWAT model in the Treene catchment, differentiated by discharge phase after Guse et al. (2014). The model performance is depicted qualitatively by the classes of satisfying (+), moderate (0) and poor (-) for the measures of peak difference (PDIFF), root mean square error (RMSE), mean relative error (MRE), Nash-Sutcliffe efficiency (NSE), longest common sequence (LCS), and scaled mean square error (SMSE) (cf. Dawson et al., 2007; Reusser et al., 2009; Guse et al., 2014).

<table>
<thead>
<tr>
<th></th>
<th>PDIFF</th>
<th>RMSE</th>
<th>MRE</th>
<th>NSE</th>
<th>LCS</th>
<th>SMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>peaks</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>recession</td>
<td>0</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>low flow</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

A diagnostic interpretation of this poor model performance was done in Guse et al. (2014) by combining TEDPAS with model evaluation results. The diagnostic information about model deficiencies were related to the groundwater model component and its incorporated parameters. They concluded that groundwater processes of the studied lowland catchment are not sufficiently represented in the model structure of SWAT and that the groundwater model component has the highest potential for the improvement of model performance in groundwater dominated discharge phases.
1.3 Research questions and objectives

Considering the low flow simulation of the SWAT model in lowlands, the structural deficiency of the groundwater model component was found to be the main reason for poor model performance. Based on this conclusion, this thesis aims to show in a first step how the diagnostic information of model failure can be used to derive a new concept for the groundwater model structure of SWAT. By using expert-knowledge, the focus of a model modification is the derivation of a new concept for the representation of groundwater processes. For this, theoretical concepts of groundwater processes, groundwater concepts of other hydrological models, and groundwater process knowledge that is based on field studies were used to derive possible model structure modifications for SWAT. By selecting the intensively studied Kielstau subcatchment of the Treene lowland catchment, it is ensured that characteristic hydrological processes of lowlands and knowledge about these processes are considered for the model modification. Since Guse et al. (2014) provided diagnostic information about the groundwater component failure for the Treene catchment, the first research question focuses on the utilisation of this information (Chapter 2):

- How can deficient model structures be improved with information of diagnostic model analyses?

This research question is answered exemplarily for the modification of the SWAT model groundwater component which aims to improve the groundwater dominated low flow phases. The decision if modifications of the model lead to the desired improvement, appropriate evaluation criteria for the investigated hydrological processes have to be considered. Several performance metrics are available to evaluate model results with respect to different discharge phases. Signatures are especially helpful to assess the hydrological functions of the catchment but also typical characteristics of the hydrograph. Yilmaz et al. (2008) and Pokhrel et al. (2012) emphasise that FDC segments are recommendable to analyse the simulation of defined discharge magnitudes. To evaluate low flow discharge magnitudes, it has to be ensured that the different segments of the FDC capture the discharge phases which are under investigation. However, up to now there is no established FDC segment to assess extreme low flow conditions. Especially in lowlands, these conditions are controlled mainly by groundwater. Consequently an additional segment in the low flow segment would support the identification of the model’s inability or ability to simulate accurate low flow discharge. In this thesis, a specific low flow segment of the FDC is derived to confirm improvements of the SWAT groundwater component. Based on these requirements, the second question that needs to be resolved is formulated (Chapter 3):

- How can modified model structures be evaluated by considering all relevant discharge phases?

The evaluation of results upon model modifications with performance metrics provides a first impression whether the modifications have lead to improved model performance. However,
the evaluation with performance metrics does not consider if all hydrological processes are accurately reproduced. The investigation of certain aspects of the hydrological system requires expensive measuring techniques that are often not affordable. This is in particular valid for the catchment scale. At this scale, it is generally impossible to obtain representative data of all relevant hydrological processes. The consideration of expert knowledge helps to overcome this limitation. It supports the decision if the improvement of the model structure leads to improved suitability for the study catchment. Qualitative hypotheses and rules of thumb about hydrological processes within the catchment have to be used for the comparison with modeled processes. In this way, a proper representation by the model structure is verified. Based on this assumption, the third research question is raised (Chapter 4):

- **How can modified model structures be verified with diagnostic model analyses and expert knowledge?**

Finally, the formulated research questions are interpreted in a more general context. The steps for improving the SWAT groundwater component are used to derive a general procedure for hydrologically consistent model improvements. The core idea of this procedure is to make available a guideline that incorporates the steps of model deficiency detection, model improvement and following model evaluation and verification. In this thesis, the different steps are exemplarily described for the improvement of the SWAT model groundwater component. However, these steps can be applied to any other hydrological model so that the main research question of this thesis is answered by transferring the individual results into a more general context (Chapter 5):

- **How can hydrologically consistent models be achieved?**

In this way, a general guideline to achieve hydrologically consistent models is the synthesis of this thesis. The steps to derive this guideline are described within this thesis according to Figure 2 by providing an overview about the content of the individual chapters.
1. Introduction: Aims and methods in diagnostic model analyses to improve hydrological models

Part I: Preliminary work for model failure detection

Part II: Model improvement

Chapter 2: A multi-storage groundwater concept for the SWAT model to emphasize nonlinear groundwater dynamics in lowland catchments

Hydrological Processes

Part III: Model evaluation

Verification of simulated hydrological processes with modified structure

Chapter 4: Temporal parameter sensitivity guided verification of process dynamics

Hydrology and Earth System Sciences Discussions

Part IV: Model verification

Performance evaluation of model with modified structure

Chapter 3: Smart low flow signature metrics for an improved overall performance evaluation of hydrological models

Journal of Hydrology

Part V: Summary and conclusion

Figure 2: Structure of this thesis with summarised content of the individual chapters.
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Abstract

Hydrological models are useful tools to analyze present and future conditions of water quantity and quality. The integrated modeling of water and nutrients needs an adequate representation of discharge components. In common with many lowlands, the groundwater contribution to the discharge in the North German lowlands is a key factor for a reasonable representation of the water balance especially in low flow periods. Several studies revealed that the SWAT model with its world-wide application may cause poor model performance for low flow periods. This paper deals with the extension of the groundwater module of the SWAT model to enhance low flow representation. The current two-storage concept of SWAT was further developed to a three-storage-concept. Therefore the groundwater module was modified by splitting the active groundwater storage, which contributes to the discharge, into a fast and a slow contributing aquifer. The results of this study show that the groundwater module with three storages leads to good prediction of the overall discharge especially for the recession limbs and the low flow periods. The improved performance is reflected in the signature measures for the mid segment (PBIAS: $-3.6\%$ vs. $14.0\%$) and the low segment (PBIAS: $-3.6\%$ vs. $-80.5\%$) of the flow duration curve. In comparison to the original groundwater module, the three-storage groundwater module is more process-based than the original version owing to the introduction of a fast and a slow groundwater flow component. As two of the three groundwater storages can be activated or deactivated for each subbasin, spatial heterogeneity of the landscape is taken into account. As a result the proposed three storage groundwater concept can be transferred to other catchments.

2.1 Introduction

Hydrological models are used to address questions of water quality and water quantity in practice and science (Borah and Bera, 2003). One important purpose is the modeling of water and nutrient fluxes to investigate agricultural influences on discharge and nutrient dynamics (e.g., David et al., 2009; Schilling and Wolter, 2009). Furthermore, hydrological models allow to evaluate scenarios of climate and land use change with their effects on the hydrology of catchments (Huang et al., 2013; Volk et al., 2009; Bronstert et al., 2007; Niehoff et al., 2002). With this wide application of hydrological models, the requirements for an integrated modeling of water and nutrients are increasing steadily.
The environment acts as a system with strong nonlinearity and feedbacks. Due to this complexity, rainfall-runoff models try to simplify and approximate processes (De Vos et al., 2010). Depending on the focus of the model and specific characteristics of the catchment, certain processes get emphasized or neglected. Referring to the model structure, a complex process description can help to improve the model performance. However, detailed descriptions of all processes are impossible due to raising model complexity and the lack of appropriate data. As a consequence, there is a trade-off between complexity in process representation and uncertainty introduced while parameterizing all these processes.

As is typical for lowlands, groundwater interaction is an important characteristic in many catchments of the German lowlands. Shallow groundwater tables result in a groundwater flow, which is often the major contributor to streamflow (Gonzales et al., 2009; Schmalz et al., 2008a; Hattermann et al., 2004; Wittenberg, 2003). This contribution of the groundwater storage leads to baseflow within the stream (Eckhardt, 2008) with a high fraction in dry seasons. As a consequence, knowledge about baseflow is required for the assessment of water quality and low flow conditions (Eckhardt, 2008).

Describing complex interactions between groundwater storages, fluxes and baseflow is challenging. Hydrological models often simply combine an estimated groundwater storage volume with a linear regression coefficient to determine groundwater flow (Nathan and McMahon, 1990). However, such a linear description of groundwater flow ignores the nonlinear behaviour of groundwater dynamics. A reason for nonlinearity might be that the groundwater storage includes delayed storages which are closely linked to heterogeneity of the catchments (Samuel et al., 2012). Nathan and McMahon (1990) revealed that baseflow is rather a conceptual convenience than a precise description of the natural processes. These processes may vary seasonally and could result in different recession constants. Wittenberg (2003) and Nathan and McMahon (1990) stated that the value of the reservoir or recession constant is not constant, but increases generally with falling flow until the highest recession constant characterizes the recession characteristics of the catchment.

Kirchner (2009) assumed that many of the processes and rate coefficients which control water flow in the subsurface are nonlinear and strongly dependent on storage. Analyses of streamflow recessions showed that a simple linear reservoir model does not represent the recession curve adequately (Fenicia et al., 2006). To account for the nonlinearity, baseflow could be interpreted as the outflow of two or more parallel linear and nonlinear reservoirs with different response times (Staudinger et al., 2011; Brandes et al., 2005; Wittenberg, 1999). Especially for lowlands, the nonlinear description of groundwater storages is able to improve baseflow and recession periods. This was also shown for a lowland in Northern Germany (Wittenberg, 1999).

Models for a detailed description of the groundwater processes are widely used to analyze the interaction between groundwater and river (Munz et al., 2011; Krause and Bronstert, 2007; Saenger et al., 2005). However, these approaches need detailed and time-consuming field measurements for the process calibration. In the field of integrated catchment modeling for the evaluation of climate and land-use change, conceptual models which are capable to represent all hydrologic phases in combination with agricultural practice seem to be more ad-
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2.2.1 Study area

The study area of our investigations is the Kielstau catchment, which is located within a lowland area of the federal state Schleswig-Holstein in Northern Germany. The catchment area is about 50 km² and is a subbasin of the Treene River. The mean annual precipitation and temperature are 918.9 mm and 8.2 °C (Station: Gluecksburg-Meierwik, period: 1961 - 1990; DWD, 2012). The discharge at the gauging station Soltfeld is measured since 1985 by LKN (2012). For our investigations, we used the hydrological years from 1997 to 2010.

The landscape was mainly influenced by glacial and periglacial processes of the late Pleistocene (Lundqvist, 1986). The valleys, rolling hills and depressions were formed by subglacial melt water and shearing forces of the ice shields (Riedel and Polenky, 1987; Wahnschaffe and Schucht, 1921). The topography ranges between 27 m and 78 m above mean sea level. The predominant soils in higher regions of the catchment are Haplic Luvisols and Stagnic Luvisols. Along the stream and its tributaries, Sapric Histosols are dominant (WRB; BGR, 1999).
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One important hydrological characteristic of the Kielstau catchment is the high fraction of drained agricultural area in the catchment, which is estimated to be 38% (Fohrer et al., 2007). Schmalz et al. (2008a) described the dynamics of the near-surface groundwater at a riparian wetland as a dynamic interaction between groundwater and surface water. The near-surface groundwater is generally controlled by precipitation and, close to the river, also by river water level (Schmalz et al., 2008a). Further information about the catchments and results of investigations can be found in Schmalz and Fohrer (2010) and Fohrer and Schmalz (2012).

2.2.2 The SWAT model

The SWAT model is a semi-distributed, eco-hydrological model (Arnold et al., 1998) which simulates not only the water cycle but also nutrient and pesticide fluxes, soil erosion, plant growth cycles and management practices on a daily time step (Neitsch et al., 2011). Subbasins have a distinct spatial position, while the hydrological response units (HRU) within the subbasins are lumped. SWAT is a conceptual model with empirical and process-oriented components. These different components result in a very complex model with a high number of parameters (Cibin et al., 2010). The modeling processes of SWAT are divided into a land and water phase (Neitsch et al., 2011). The first step is the calculation of the water cycle at the land phase. The water balance is calculated by changes in soil water storages for each day, based on the calculation of the relevant hydrological processes. The precipitation is the main input to the water balance. Evapotranspiration, runoff, soil water percolation and groundwater flow are the most important processes, which influence the water balance equation in each subbasin. After calculating the water balance, the subbasins are connected in the water phase and the water is routed through the subbasins along the river stream. Further details about the SWAT model concept can be found in Neitsch et al. (2011).

2.2.2.1 The groundwater module of the SWAT model

The detailed process equations of the groundwater processes are summarized in Neitsch et al. (2011). In the following description the main groundwater processes of the original SWAT version are shown, which control the groundwater contribution to the discharge of the channel. In the SWAT model, soil water percolates into groundwater, which is divided into a shallow and a deep aquifer. The shallow aquifer represents an unconfined aquifer that may discharge into the channel. On the other side, the deep aquifer is described as a confined aquifer. As a consequence, the deep aquifer does not contribute to the streamflow within the watershed. Thus, the deep aquifer is considered as inactive, because water is lost from the system within the modeled catchment.

An exponential delay function accounts for the delay between the time water exits the soil profile and enters the aquifers. The recharge is calculated with an integrated delay time (Eq. 1, cf. Neitsch et al. 2011):

\[
w_{rchr,i} = (1 - e^{\frac{-1}{\delta_{gw}}}) \cdot w_{seep} + e^{\frac{-1}{\delta_{gw}}} \cdot w_{rchr,i-1}
\]
where \( w_{rchrg,i} \) (mm \( H_2O \)) is the amount of water entering the aquifer on day \( i \). To represent the delay time of recharge due to geologic formations, the parameter \( \delta_{gw} \) (days) is used. \( w_{seep} \) (mm \( H_2O \)) is the percolation of soil water out of the last soil layer on day \( i \). The parameter \( w_{rchrg,i-1} \) (mm \( H_2O \)) is the amount of water, entering the aquifer on the day before \((i-1)\). A fraction of the daily recharge can be routed to the deep aquifer. By using a partition coefficient, the daily recharge \( w_{rchrg,i} \) is diverted to calculate the recharge of the deep aquifer (Eq. 2, cf. Neitsch et al. 2011):

\[
w_{seep,dp,i} = \beta_{dp} \cdot w_{rchrg,i}
\]

where \( \beta_{dp} \) (-) is the aquifer percolation coefficient to calculate the recharge of the deep aquifer \( w_{seep,dp,i} \) (mm \( H_2O \)). The net amount of water recharging the shallow aquifer \( w_{rchrg,sh,i} \) (mm \( H_2O \)) is then (Eq. 3, cf. Neitsch et al. 2011):

\[
w_{rchrg,sh,i} = w_{rchrg,i} - w_{seep,dp,i}
\]

In the SWAT model, the shallow aquifer contributes actively to the discharge of the channel mainly as baseflow. The groundwater flow \( Q_{gw,i} \) (mm \( H_2O \)) is the calculated groundwater contribution to the main channel on day \( i \) (Eq. 4, cf. Neitsch et al. (2011)), where \( \alpha_{gw} \) (1/days) is the baseflow recession constant and \( \Delta t \) the time step (1 day):

\[
Q_{gw,i} = Q_{gw,i-1} \cdot \exp[-\alpha_{gw} \cdot \Delta t] + w_{rchrg,sh,i} \cdot (1 - \exp[-\alpha_{gw} \cdot \Delta t])
\]

Furthermore, the equation incorporates the recharge of the shallow aquifer \( (w_{rchrg,sh,i}) \) for day \( i \). A schematic description of these conceptual groundwater processes can be found in Fig. 3. The groundwater processes in SWAT can be calculated on HRU level since every groundwater parameter value can be assigned to each HRU independently.

### 2.2.2.2 Modifications of the groundwater module

The modifications of the groundwater module are motivated by the aforementioned assumptions and suggestions of Staudinger et al. (2011), Kirchner (2009), Fenicia et al. (2006) and Wittenberg (1999). The two storage concept of the original groundwater module was extended to emphasize the nonlinearity of the baseflow. To separate the groundwater flow of the shallow aquifer into a fast and a slow component, the aquifer was split into two storages (fast shallow aquifer and slow shallow aquifer). We assumed that a part of the groundwater does not contribute to the channel as the catchment of the Kielstau is relatively small with a size of 50 km\(^2\). To realize this process of inactivated groundwater contribution for small catchments, the assumption of the original SWAT model was taken up. A part of the groundwater recharge is routed to the deep aquifer, which is not connected to the channel and considered as inactive for contribution. With this inactive aquifer, it is possible to account for groundwater flow, which leaves the catchment as proposed in Guse et al. (2013).

The extended groundwater concept (SWAT\(_{3S}\)) was implemented into the SWAT model by adding additional process equations and by modifying existing process equations. The sep-
paration of the shallow aquifer of the original SWAT into a fast shallow aquifer and a slow shallow aquifer needs modifications of the recharge for each aquifer. The amount of water \( w_{\text{rchrg,fsh}} \) recharging the fast shallow aquifer is calculated with Eq. 5:

\[
w_{\text{rchrg,fsh}} = w_{\text{rchrg,i}} - w_{\text{seep,sh,i}}
\]

To emphasize the nonlinearity, the recharge of the second groundwater storage (slow shallow aquifer) was connected with a time delay function. As a consequence, the seepage from the first to the second aquifer \( w_{\text{seep,ssh,i}} \) will be delayed independently from the delay function of the fast shallow aquifer seepage with Eq. 6:

\[
w_{\text{delay,ssh,i}} = (1 - \exp\left(\frac{-1}{\delta_{\text{gw,ssh}}}\right)) w_{\text{seep,ssh,i}} + \exp\left(\frac{-1}{\delta_{\text{gw,ssh}}}\right) w_{\text{delay,ssh,i-1}}
\]

where \( \delta_{\text{gw,ssh}} \) is the time delay of recharge due to geologic formations which may differ from the geologic formations between the soil and the fast shallow aquifer. The parameter \( w_{\text{delay,ssh,i-1}} \) represents the amount of water, percolating from the fast shallow to the slow shallow aquifer on the day before \((i - 1)\). The amount of delayed percolation water between the fast shallow and the slow shallow aquifer is then diverted into the recharge of the slow shallow aquifer and the seepage to the deep aquifer, which does not contribute to the channel. The seepage to the deep aquifer \( w_{\text{seep,dp,i}} \) is calculated by Eq. 7:

\[
w_{\text{seep,dp,i}} = \beta_{\text{dp}} \cdot w_{\text{delay,ssh,i}}
\]

The remaining part of the delayed water between fast shallow and slow shallow aquifer \( w_{\text{delay,ssh,i}} \) may then recharge the slow shallow aquifer \( w_{\text{rchrg,ssh}} \), which is calculated with Eq. 8:

\[
w_{\text{rchrg,ssh}} = w_{\text{delay,ssh,i}} - w_{\text{seep,dp,i}}
\]

After the distribution of the percolation and seepage water to the different groundwater storages the groundwater flow is calculated. The equation for the groundwater flow of the fast shallow aquifer (Eq. 9, \( Q_{\text{gw,fsh,i}} \)) is based on the original equation 4. \( \alpha_{\text{gw,fsh}} \) is the baseflow recession constant and \( \Delta t \) is the time step:

\[
Q_{\text{gw,fsh,i}} = Q_{\text{gw,fsh,i-1}} e^{\alpha_{\text{gw,fsh}} \Delta t} + w_{\text{rchrg,fsh}} (1 - e^{\alpha_{\text{gw,fsh}} \Delta t})
\]

Equally to the fast shallow aquifer, the slow shallow aquifer may contribute to the discharge as a second component by Eq. 10:

\[
Q_{\text{gw,ssh,i}} = Q_{\text{ssh,i-1}} e^{\alpha_{\text{ssh}} \Delta t} + w_{\text{rchrg,ssh}} (1 - e^{\alpha_{\text{ssh}} \Delta t})
\]

where \( Q_{\text{gw,ssh,i}} \) is the groundwater contribution of the slow shallow aquifer to the main channel on day \( i \). \( \alpha_{\text{ssh}} \) is the baseflow recession constant for the slow shallow aquifer and \( \Delta t \) is the time step. Furthermore, the equation incorporates the recharge of the slow shallow aquifer.
(\(w_{\text{rchrg,ssh}}\)) for day \(i\). A schematic description of these conceptual groundwater processes can be found in Fig. 3.

**Figure 3**: Schematic description of the concepts for groundwater processes in the original two groundwater storage SWAT model (a) and the modified three storage model SWAT\(_3\)S (b). \(Q_{\text{surf}}\), \(Q_{\text{tile}}\), \(Q_{\text{lat}}\) is the surface runoff, the tile drainage flow and the lateral flow into the channel. \(Q_{gw}\) denotes the groundwater flow into the channel, which is separated in the modified version (b) into a fast (fsh) and a slow (ssh) flow component. \(w_{\text{rchrg}}\) describes the amount of water, entering the groundwater. For SWAT\(_{\text{orig}}\), \(w_{\text{rchrg}}\) is separated into the amount of water entering the shallow aquifer and the amount of water entering the deep aquifer \(w_{\text{seep,dp}}\). The new SWAT\(_3\)S separates the \(w_{\text{rchrg}}\) into a recharge \(w_{\text{rchrg,fsh}}\) for the fast shallow aquifer and into the seepage to the slow shallow aquifer \(w_{\text{seep,ssh}}\). This seepage is split into the amount of water entering the deep aquifer \(w_{\text{seep,dp}}\) and the slow shallow aquifer \(w_{\text{rchrg,ssh}}\).
2.2.3 Model setup

We used the ArcSWAT interface (version 2012.10.1.6) to setup the initial SWAT model with its original groundwater module (Rev. 582). Within the watershed delineation, the Kielstau catchment was divided into 36 subbasins with 2214 HRUs. The HRUs were defined by using three slope classes (<2.6%, 2.6 - 4.6% and > 4.6%) to focus on the flat topography of the catchment. To reduce the number of HRUs, slope classes and soil types with a contribution of less than 5% and land use with a contribution of less than 2% for each subbasin were defined as threshold to be aggregated during HRU generation. The input for soil data was a soil map with a resolution of 1:200.000 (BGR, 1999) and the slope classes were derived from the digital elevation model (LVermA, 1995) with a raster cell size of 5 m x 5 m. Land use data was generated from a mapping campaign in 2011/2012. Based on this land use mapping, 13 different crop rotations were derived and spatially defined for each subbasin. It was assumed that these crop rotations represent the long-term agricultural practice within the catchment. The soil and crop databases were taken from the SWAT model presented in Fohrer et al. (2013), which focused on accurate agricultural representation in the catchment. To define areas with drainage tiles, the estimated spatial distribution of drainage tiles for the catchment of Fohrer et al. (2007) was used.

Climate data was obtained from measured data and regional interpolated data. The weather station Gluecksburg-Meierwik in the north of the Kielstau catchment offers a good relation between precipitation and measured discharge. Since this weather station does not offer all needed climate data for the SWAT model, data from the Statistical Regional model (STAR, Orlowsky et al. 2008) was used to fill this gap. The STAR model generates a date-to-date mapping for weather stations by which a date from the observational period is assigned a date of the future projection period. Due to the small size of the Kielstau catchment, we identified only one suitable station situated in the nearby of the catchment. The climate data of this station was used for all other weather inputs as wind speed, temperature, solar radiation, and humidity.

To run SWAT3S, the groundwater input files had to be reprocessed to add additional input parameters like the groundwater delay-time, the recession constant of the slow shallow aquifer, and the coefficient to separate the seepage of the slow shallow aquifer into seepage to the deep aquifer and the recharge of the slow shallow aquifer. The groundwater parameter values were all defined on HRU level. Due to the lack of information, we considered no spatial heterogeneity of the groundwater parameters. All groundwater parameters were equal for the whole catchment.

2.2.4 Model evaluation

For model evaluation, discharge data was divided into a calibration and a validation data set. A warm-up phase from 1996 to 1999 was used to achieve steady state conditions for the model. For calibration the discharge from 1999 to 2002 and from 2005 to 2008 was selected. For validation we choose the discharge from 2002 to 2005 and from 2008 to 2010. The selection of years for calibration and validation was based on the wetness conditions, which were...
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derived from the annual precipitation. With this selection, calibration and validation were characterized by equalled distribution of dry, regular, and wet periods. The model evaluation was then divided into the calibration and the validation process. Model evaluation was done with the R-package hydroGOF (Zambrano-Bigiarini, 2012) and a simple reproduction of the flow duration curve (Smakhtin, 2001; Vogel and Fennessey, 1994). As proposed in Moriasi et al. (2007), the Nash-Sutcliffe efficiency (NSE, Nash and Sutcliffe, 1970) and the percent bias (PBIAS, e.g., Gupta et al., 1999) were used as performance measures for the modeled discharge. Legates and McCabe (1999) stated that the NSE is characterized by disproportional weighting of high values. Krause et al. (2005) found no existing sensitivity for systematic over- or underestimation for the NSE. As a consequence, we used this performance measure only for high flow dynamics and temporal discharge dynamics evaluation. Based on the findings of Boyle et al. (2001), Bekele and Nicklow (2007), van Werkhoven et al. (2009) and Pokhrel et al. (2012), we used two additional measures for calibration. For an adequate representation of all phases of the hydrograph, additional signature measures as proposed in Yilmaz et al. (2008) and Pokhrel et al. (2012) were used to calibrate the low flow and mid flow periods. These signature measures incorporate the PBIAS of the low flow with the 10 percentile (hereafter PBIASlow) of the flow duration curve (FDC) and a PBIAS of the mid flow with a range of 20% to 70% of time flow equaled or exceeded (hereafter PBIASmid).

### 2.2.4.1 Model calibration

Both model setups (two/three storage concept) were calibrated independently. The calibration parameters (Tab. 2) were chosen after Schmalz and Fohrer (2009), Tattari et al. (2009), Bärlund et al. (2007), van Griensven et al. (2006), and Santhi et al. (2001) and based on further projects with SWAT in the Kielstau catchment (Fohrer et al., 2013; Kiesel et al., 2010).

Sets of parameter value variations were generated for calibration using the Latin Hypercube Sampling of the R-package FME (Soetaert and Petzoldt, 2010). In this sampling, the space for each parameter is subdivided into equally-sized segments and one parameter value in each of the segments is drawn randomly. Depending on each parameter, the Latin Hypercube Sampling set represents different types of variation. Certain parameters were varied by simply replacing values as other parameters were varied by multiplication with the value of the Latin Hypercube Sampling set or by adding/subtracting parameter values (Tab. 2). To obtain a realistic simulation of drainage tile simulation, the depth of the impervious layer (DEP_IMP) has to be higher than for the drainage tiles (DDRAIN). This constellation was defined before the calibration. In the case that DDRAIN depth values were larger than the DEP_IMP value due to the multiplication of the Latin Hypercube Sampling, we modified the multiplication value of the Latin Hypercube Sampling for DEP_IMP. The initial value of DEP_IMP was multiplied by the multiplication value of DDRAIN so that DEP_IMP is larger than DDRAIN. Both SWAT model versions were calibrated with 5000 model runs (Tab. 2). The generation of the parameter sets and the replacement of parameter values in the SWAT model input files were executed with the R environment (R Core Team 2013).
The selection of the best calibration runs were performed stepwise for each model setup. In the first step, all calibration runs with NSE higher than 0.60 and within a PBIAS range of \(-25\% \text{ to } 25\%\) as recommended in Moriasi et al. (2007) were selected for a reduced dataset. To select calibration runs with acceptable performance in the mid-flow, the PBIASmid was used in a range from \(-25\% \text{ to } 25\%\) on the aforementioned reduced dataset. This reduced dataset was ordered by increasing absolute values of the PBIASlow to select the best 25 calibration runs. The same selection scheme was applied on the data set of calibration for the SWAT3S.

To identify the best calibration run for validation, we analyzed the 25 calibration runs by comparing the aforementioned performance measures and by inspecting the flow duration curve.

To evaluate the overall water balance characteristics, the datasets of the 25 best calibration runs for each model version were analyzed. Therefore, the contribution to the discharge was separated by the surface runoff \((Q_{\text{surf}})\), the lateral flow \((Q_{\text{lat}})\), the tile flow \((Q_{\text{tile}})\), and the groundwater contribution of the fast shallow aquifer \((Q_{fsh}, \text{SWAT}_{3S})\) and the shallow aquifer \((Q_{sh}, \text{SWAT}_{orig})\). In addition, the contribution of the slow shallow aquifer \((Q_{ssh})\) was extracted from the model outputs of SWAT3S. Furthermore, the loss of groundwater out of the system and the mean annual loss due to evapotranspiration were extracted.

### 2.2.4.2 Model validation

After selecting the best calibration run, we used the aforementioned performance measures (NSE, PBIAS, PBIASmid, PBIASlow) for validation of the discharge from 2002 to 2005.
and from 2008 to 2010 for SWAT\textsubscript{orig} and SWAT\textsubscript{3S}. To analyze the discharge component distribution in detail, the discharge component separation was done for the best calibration run of the two storage and the three storage version. Furthermore the groundwater levels were analyzed to show differences in groundwater dynamics.

### 2.3 Results

In the first section, we present the results of general performances and characteristics of each model version, which are based on the calibration results. In the second section, we show the results of direct comparison for the best model run of each model version based on validation.

#### 2.3.1 General performance and model characteristics

The 25 best calibration runs were used to describe the tendency of discharge contribution for the different discharge components (Fig. 4a, Fig. 4b) and the evapotranspiration (Fig. 4c).

**Figure 4:** (a) Comparison of components to the discharge contribution for the original SWAT version and SWAT\textsubscript{3S} for the best 25 model runs. Components are surface runoff ($Q_{surf}$), the lateral flow ($Q_{lat}$), the tile flow ($Q_{tile}$) and the groundwater contribution of the shallow aquifer ($Q_{sh}$)/fast shallow aquifer ($Q_{fsh}$). The contribution of the slow shallow aquifer ($Q_{ssh}$) is only available for the three storage version as the two storage version does not allow contribution of the deep aquifer. Groundwater loss due to inactivated contribution by the aquifer is shown in (b). (c) shows evapotranspiration for both model versions.

The comparison of the discharge components for discharge contribution reveals that the surface runoff, the lateral flow, and the tile drainage flow is similar (Fig. 4a). The average groundwater contribution for the two storage version is about 155 mm/a. To compare the overall groundwater contribution of SWAT\textsubscript{3S}, the contribution of the fast shallow aquifer (71 mm/a) and the slow shallow aquifer (82 mm/a) were summed up. This comparison shows that both
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versions simulate nearly the same groundwater contribution (152 mm/a vs. 153 mm/a). Additionally, the inactivated aquifers are compared for each groundwater module (Fig. 4b). The annual loss of groundwater, which does not occur at the discharge gauge at the outlet of the catchment, differs for the two groundwater modules. SWAT\textsubscript{3S} predicts a mean groundwater loss to the deep aquifer of 32 mm/a and the original SWAT version a mean loss of 29 mm/a. Referring to the evapotranspiration, the two versions have only small differences in the mean evapotranspiration. As already observed in the groundwater components, variation is higher for the three storage version. In the mean, SWAT\textsubscript{3S} tends to have less evapotranspiration.

After the selection of the 25 best calibration runs for each model version, the datasets were analyzed for the tendency of measure performance (Fig. 5). In the mean, SWAT\textsubscript{3S} and SWAT\textsubscript{orig} produce the same NSE performance (0.65 vs. 0.66). Referring to the PBIAS and the PBIASmid, both model versions tend to overestimate the overall discharge and the mid flow. The most important difference between the two versions becomes obvious in the low flow period. The mean PBIASlow of SWAT\textsubscript{3S} (−1.2 %) is near to optimum value. In contrast, the best two PBIASlow value of SWAT\textsubscript{orig} are at -2.8 and 7.7 %. However, these values are at the outer range for SWAT\textsubscript{orig} since the mean PBIASlow is at 65.9 %. As a consequence most of the model runs predict remarkably less discharge in this range of the flow duration curve.

To identify differences in parameter value distribution for each model version, the total range and the range for the 25 best calibrations for all calibration parameters were summarized.
(Tab. 3). Largest differences were found for the groundwater parameters. Referring to the ranges of the best 25 model runs, SWAT$_{3S}$ and SWAT$_{orig}$ show nearly the same parameter range values except for SOL$_{-}$AWC and ESCO. SWAT$_{3S}$ uses ESCO values up to 0.95 whereas maximum values of SWAT$_{orig}$ are at 0.84. For the available soil water capacity, both model version use the same maximum increase of 0.1. Nonetheless the calibrated parameter range is smaller for SWAT$_{orig}$ than for SWAT$_{3S}$ (-0.01 vs. 0.1 vs. -0.05 vs. 0.1).

Table 3: Parameter variation values of the whole Latin Hypercube Sampling and for the 25 best calibration runs of the two storage and three storage SWAT model. Additional parameters for the three storage version are marked with * and were not used in the original two storage version of SWAT. Calibrated parameter values are shown for the best model run of each SWAT version.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Total range</th>
<th>SWAT$_{orig}$ best range</th>
<th>SWAT$_{3S}$ best range</th>
<th>SWAT$_{orig}$ calibrated value</th>
<th>SWAT$_{3S}$ calibrated value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN2</td>
<td>-10 - 10</td>
<td>-9.60 - 8.50</td>
<td>-2.4</td>
<td>-9.87 - 9.46</td>
<td>-5.2</td>
</tr>
<tr>
<td>CNURBAN</td>
<td>-15 - 0</td>
<td>-15 - -0.7</td>
<td>-13.6</td>
<td>-14.93 - -0.2</td>
<td>-11.4</td>
</tr>
<tr>
<td>SURLAG</td>
<td>0.2 - 1.2</td>
<td>0.20 - 1.20</td>
<td>0.58</td>
<td>0.21 - 1.14</td>
<td>0.85</td>
</tr>
<tr>
<td>MSKCO1</td>
<td>0.1 - 0.5</td>
<td>0.10 - 0.50</td>
<td>0.12</td>
<td>0.10 - 0.50</td>
<td>0.43</td>
</tr>
<tr>
<td>MSKCO2</td>
<td>0.5 - 3.5</td>
<td>0.53 - 3.24</td>
<td>1.58</td>
<td>0.76 - 3.38</td>
<td>1.0</td>
</tr>
<tr>
<td>MSKX</td>
<td>0.1 - 0.4</td>
<td>0.12 - 0.39</td>
<td>0.28</td>
<td>0.12 - 0.38</td>
<td>0.14</td>
</tr>
<tr>
<td>CH_N</td>
<td>0.014 - 0.035</td>
<td>0.015 - 0.034</td>
<td>0.03</td>
<td>0.018 - 0.035</td>
<td>0.033</td>
</tr>
<tr>
<td>SOL$_{-}$AWC</td>
<td>-0.07 - 0.1</td>
<td>-0.01 - 0.1</td>
<td>+0.1</td>
<td>-0.05 - 0.1</td>
<td>+0.02</td>
</tr>
<tr>
<td>SOL$_{-}$K</td>
<td>0.5 - 2</td>
<td>× 0.5 - 2.0</td>
<td>× 0.60</td>
<td>× 0.6 - 2.0</td>
<td>× 1.6</td>
</tr>
<tr>
<td>DEP$_{-}$IMP</td>
<td>0.7 - 1.3</td>
<td>× 0.84 - 1.29</td>
<td>× 1.10</td>
<td>× 0.73 - 1.22</td>
<td>× 1.06</td>
</tr>
<tr>
<td>TDRRAIN</td>
<td>0.5 - 1.5</td>
<td>× 0.52 - 1.34</td>
<td>× 0.78</td>
<td>× 0.62 - 1.50</td>
<td>× 1.14</td>
</tr>
<tr>
<td>GDRRAIN</td>
<td>0.5 - 1.5</td>
<td>× 0.50 - 1.45</td>
<td>× 0.91</td>
<td>× 0.50 - 1.50</td>
<td>× 1.46</td>
</tr>
<tr>
<td>DDRRAIN</td>
<td>0.75 - 1.25</td>
<td>× 0.79 - 1.24</td>
<td>× 1.12</td>
<td>× 0.78 - 1.24</td>
<td>× 1.24</td>
</tr>
<tr>
<td>RE</td>
<td>10 - 50</td>
<td>10 - 50</td>
<td>40.75</td>
<td>10 - 50</td>
<td>29.2</td>
</tr>
<tr>
<td>SDRRAIN</td>
<td>15000 - 45000</td>
<td>16214 - 43373</td>
<td>22923</td>
<td>15915 - 43900</td>
<td>29914</td>
</tr>
<tr>
<td>DRAINCO</td>
<td>5 - 20</td>
<td>5.2 - 17.9</td>
<td>11.00</td>
<td>5.8 - 19.2</td>
<td>13.5</td>
</tr>
<tr>
<td>LATK</td>
<td>1 - 4</td>
<td>1.46 - 3.97</td>
<td>1.70</td>
<td>1.06 - 3.78</td>
<td>1.09</td>
</tr>
<tr>
<td>ESCO</td>
<td>0.7 - 1.0</td>
<td>0.70 - 0.84</td>
<td>0.73</td>
<td>0.70 - 0.95</td>
<td>0.73</td>
</tr>
<tr>
<td>EPCO</td>
<td>0.7 - 1.0</td>
<td>0.72 - 1.00</td>
<td>0.91</td>
<td>0.71 - 1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>EVRCH</td>
<td>0.5 - 1.0</td>
<td>0.50 - 1.00</td>
<td>0.71</td>
<td>0.53 - 0.98</td>
<td>0.72</td>
</tr>
<tr>
<td>$\delta_{gw}$</td>
<td>1 - 30</td>
<td>1 - 30</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{gw}$</td>
<td>0.01 - 0.1</td>
<td>0.01 - 1.00</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{dp}$</td>
<td>0 - 0.2</td>
<td>0.08 - 0.2</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta_{gw,fsh}$</td>
<td>1 - 30</td>
<td>1 - 24</td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{gw,fsh}$</td>
<td>0.2 - 1.0</td>
<td>0.2 - 1.0</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{sh}$</td>
<td>0.2 - 0.7</td>
<td>0.5 - 0.7</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_{gw,sh}$</td>
<td>5 - 50</td>
<td>7 - 47</td>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{gw,sh}$</td>
<td>0.001 - 0.04</td>
<td>0.002 - 0.026</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{dp}$</td>
<td>0.05 - 0.5</td>
<td>0.06 - 0.49</td>
<td>0.38</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To evaluate the general performance, we selected the best 25 calibration runs of SWAT$_{3S}$ and SWAT$_{orig}$. The FDCs of the selected runs were compared with the observed discharge data (Fig. 6). The results of this comparison reveal that SWAT$_{3S}$ and SWAT$_{orig}$ performed similar in the FDC segment from 0% to 50%. In the segment from 50% to 70%, both model versions tend to overestimate the discharge. In constrast to the original SWAT model, SWAT$_{3S}$ produces less overestimation, especially with increasing flow exceedance probability (Fig. 6b). SWAT$_{orig}$ produces an systematic overestimation at 50% since no model run predicts discharge at the observed discharge level (Fig. 6a). At a flow exceedance probability with more than 70%, SWAT$_{orig}$ mainly underpredicts the discharge. This can be seen especially after the 95% exceedance probability, where SWAT$_{orig}$ tends to predict days with no discharge. In contrast, SWAT$_{3S}$ predicts discharge almost until 100% of flow exceedance probability.
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Figure 6: Flow duration curve of the observed discharge (black line) for the calibration period (1999 to 2002; 2005 to 2008). a) discharge of the best 25 calibration runs of the two storage version (red line). b) discharge of the best 25 calibration runs of the three storage version (blue line).

2.3.2 Comparison of the best model runs

For the evaluation of single model performance, we compared the best model run of each SWAT version for the validation period. The discharge dynamics are shown in hydrographs for the different model versions (Fig. 7). The original model tends to predict dry periods with days of no discharge (August 2003/2009 and July 2004). The recession limbs of the original SWAT model are overestimated in time periods of November 2002 till April 2003 and December 2009 till May 2010. SWAT\textsubscript{3S} underestimates the recession in December 2004 till May 2005 slightly. The visual comparison shows that SWAT\textsubscript{3S} is superior over the original SWAT model in reproducing late recession limbs with following baseflow. Additionally the extended groundwater module predicts higher baseflow at dry periods than the two storage version. The performance measures were used to analyse the adequacy of the models for the different phases of the hydrograph (Tab. 4).
Figure 7: Observed and modelled discharge together with residuals between observed and modeled discharge for the validation period 2003-2005 and 2009-2010. The grey line indicates the observed discharge. The red line is the modeled discharge of the original model (SWAT\textsubscript{orig}) and the blue line is the model output of the modified model (SWAT\textsubscript{3S}).

The results of the validation reveal that both SWAT versions perform similar in predicting the discharge dynamics (NSE SWAT\textsubscript{3S} 0.72 vs. NSE SWAT\textsubscript{orig} 0.73). The PBIAS is near to the optimal measure value for both model versions (SWAT\textsubscript{3S}: −4.4\% and SWAT\textsubscript{orig}: −6.3\%). Referring to the prediction of the mid segment of the flow duration curve, SWAT\textsubscript{3S} produces smaller overestimations than SWAT\textsubscript{orig} (−2.4\% vs. −15.9\%). Comparing the low flow segment of the FDC, differences become obvious. The original SWAT version predicts less discharge than observed (46.8\%). The modified version predicts a difference of only 14.8\%.

Table 4: Performance and signature measure values for the calibration and validation of the two storage and three storage SWAT version

<table>
<thead>
<tr>
<th>version</th>
<th>calibration</th>
<th>validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NSE</td>
<td>PBIAS</td>
</tr>
<tr>
<td></td>
<td>mid</td>
<td>low</td>
</tr>
<tr>
<td>SWAT\textsubscript{orig}</td>
<td>0.66</td>
<td>9.0</td>
</tr>
<tr>
<td>SWAT\textsubscript{3S}</td>
<td>0.67</td>
<td>-5.4</td>
</tr>
</tbody>
</table>
The comparison of the discharge components for discharge contribution reveals that the surface runoff and the lateral flow is similar (Fig. 8). Tile flow is reduced for SWAT\textsubscript{3S} since the contribution of the fast shallow aquifer is higher at periods with high discharge than for SWAT\textsubscript{orig}. Remarkably is the difference in groundwater contribution during the recession phase between the wet and the dry period. While SWAT\textsubscript{3S} predicts a continuous flow from the slow shallow aquifer into the stream and a fast decreasing amount of water entering the channel from the fast shallow aquifer, SWAT\textsubscript{orig} describes a slow decreasing contribution of the shallow aquifer. Furthermore, the slow shallow aquifer describes a delayed answer of the wet period since the highest contribution takes place between wet and dry period.

![Figure 8: Comparison of components to the discharge contribution in 2010 for the two and the three storage version. Components are surface runoff ($Q_{surf}$), the lateral flow ($Q_{lat}$), the tile flow ($Q_{tile}$), and the groundwater contribution of the shallow/fast shallow aquifer ($Q_{sh,fs}$). The contribution of the slow shallow aquifer ($Q_{ssh}$) is only available for the three storage version as the two storage version does not allow contribution of the second aquifer.](image)

The final values for groundwater parameters after calibration are summarized in Tab. 3. The calibrated groundwater parameter values for the different groundwater modules are differing widely. The recession constant $\alpha_{gw}$ of the two storage version is much smaller (0.01) than the $\alpha_{gw,fs}$ of the three storage version (0.58) but larger than the $\alpha_{gw,ssh}$ of the three storage version (0.004). The same pattern can be found for the partitioning coefficient of the deep aquifer $\beta_{dp}$, which is smaller for the original version than for the three storage version (0.10 and 0.38). The delay time of the original SWAT version is higher (1.2) compared to the delay times of the shallow aquifer ($\delta_{gw,fs}$: 12.1, $\delta_{gw,ssh}$: 11.4). Differences can be also seen for SOL\_K (SWAT\textsubscript{3S}: $\times$ 1.6, SWAT\textsubscript{orig}: $\times$ 0.6), CN2 (SWAT\textsubscript{3S}: -5.2, SWAT\textsubscript{orig}: -2.4) and for
SOL_AWC (SWAT$_{3S}$: 0.02, SWAT$_{orig}$: 0.1). However, the most important differences can be found for the groundwater parameters.

Comparing the best calibration runs for the groundwater level dynamics, the same tendency as for the 25 best model runs is revealed. SWAT$_{3S}$ predicts a groundwater loss to the deep aquifer of 61 mm and the original SWAT version a loss of 22 mm (Fig. 9). For the three storage concept, the fast shallow aquifer shows only little dynamics, whereas the slow shallow aquifer water levels can be described as an amplitude with its valley in the late summer period. In contrast, SWAT$_{orig}$ shows high variability in groundwater levels for the shallow aquifer. The loss to the deep aquifer is highest in winter and spring. In comparison to the three storage concept, the shallow aquifer water levels show much larger variability. The dynamic of water entering the deep aquifer is similar to the three storage version.

![Figure 9: Comparison of water levels for the three storage version (left side) and the two storage version (right side). The red line (loss aquifer) indicates the cumulative loss of groundwater, which is inactive for contribution to the channel. The black line indicates the water level of the slow shallow aquifer for SWAT$_{3S}$. The blue line shows the water levels of the fast shallow aquifer (SWAT$_{3S}$) and the shallow aquifer (SWAT$_{orig}$).](image-url)
2.4 Discussion

In the following, we discuss the results of the general performance and characteristics of the different SWAT versions in the context of the representation of groundwater processes. Firstly, we compare the groundwater parameters between both model versions, which are the dominant control parameters for the timing of the groundwater contributions. Based on the groundwater parameter dominance, we raised the role of the other model parameters and the importance of multiple performance measures to detect overall performance of model calibrations and validations. Finally, we discuss the modular structure of the new groundwater module.

The results show limitations of the original SWAT version in recession and low flow periods as already described by Guse et al. (2013), Koch et al. (2013), Eckhardt (2008), Wu and Johnston (2007), and Watson et al. (2003). The distributions of the flow duration curves reveal that this seems to be a model structure deficit since most of the model runs result in underestimation of the low flow segment. The single reservoir of SWAT is unable to describe the fast flow and the slow flow component of the groundwater contribution exactly with the same parameter set. As major improvement, the calibration of the new SWAT3S model resulted in a large number of good model runs for the low flow segment with adequate representation of the mid flow segment. As a consequence, a groundwater structure with two contributing storages seems to be better suited for lowland catchments. The fast flow component controls the recession phase mainly with the fast answer of the fast shallow aquifer. Additionally, the contributing slow shallow aquifer controls the baseflow with its delayed answer of groundwater recharge. A second control option for the baseflow is the loss to the deep aquifer which is especially important for small catchments.

The detailed comparison of the best model runs for both models revisits the topic of model structure and behaviour. The groundwater parameter setting of the single reservoir solution of SWAT differs remarkably from the concept of two contributing reservoirs. The time delay for the fast shallow groundwater recharge of SWAT3S is higher than the time delay for the shallow aquifer of the original SWAT version. The delay time implies a delay between the time, water percolates out of the soil and reaches the aquifer. Because of that, the amount of groundwater which is available for groundwater contribution to the stream is limited by the groundwater delay. As this delay time of the original SWAT is very short, a large amount of water is available for the contribution to the stream.

The baseflow recession coefficient is the second dominant parameter, which controls the groundwater contribution. For SWAT, the parameter value of $\alpha_{gw}$ is between the $\alpha_{gw,fsh}$ and $\alpha_{gw,ssh}$ values for the fast and the slow aquifer of SWAT3S. In connection with the short delay time for groundwater recharge, the small $\alpha_{gw}$ limits the groundwater flow into the channel. This shows the interacting relationship between the delay time of groundwater recharge and the baseflow recession constant, which can be also found for SWAT3S. The groundwater delay time for the fast shallow aquifer is higher than for the original SWAT but $\alpha_{gw,fsh}$ induces a fast groundwater contribution. With the second recession constant $\alpha_{gw,ssh}$, the slow shallow aquifer describes a long lasting groundwater contribution.
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Referring to model behaviour of SWAT$_{\text{orig}}$, it becomes clear, why it is challenging to reproduce different recession and low flow phases with only one contributing groundwater storage. Due to the small delay time, the recharge of the storage is very high, but the contribution has to be limited to store water in the aquifer for low flow periods by long lasting recession. This long lasting recession results in overestimation of the discharge.

As the modified version uses an additional delay for the slow shallow aquifer, the characteristic of groundwater contribution differs from the original SWAT. Less than half of the percolating water recharges the fast shallow aquifer of SWAT$_{3S}$, which contributes quickly into the channel. The remaining percolation water recharges mainly the slow shallow aquifer as only a small part of the recharge is diverted to the deep aquifer, which is not connected to the channel. In contrast to the high dynamics in the fast shallow aquifer, the slow shallow aquifer stores the seepage water and flows very slowly into the channel. The parameter setting of delay time and recession constant results in a smoothed amplitude for the groundwater levels in the slow shallow aquifer and a flattened contribution curve. The groundwater levels of the fast shallow aquifer are more or less constant at a low level. This constant water level can be explained by the high baseflow recession constant, which passes most of the recharge to the direct contribution into the channel. As both groundwater storages show the expected behavior, the parameter settings of SWAT$_{3S}$ are concise with the expected role of the newly introduced parameters. Furthermore, this model behaviour accounts for the shallow water tables of our lowland catchment, where boundaries between groundwater and fully saturated soils can be defined hardly.

Referring to the timing of contribution, the fast shallow aquifer contribution is highest in wet periods. During the dry periods, the slow shallow aquifer is the main source for baseflow. In comparison, the one storage solution shows at the transition between wet and dry condition a long stretched groundwater contribution, which decreases very slow. In general, this description may be realistic but in this case, the decrease of groundwater contribution is too small and causes the overestimation of the discharge. This problem seems to be weakened by the two storage approach since the decrease of groundwater contribution is much higher.

Referring to the proposed groundwater representation by Fenicia et al. (2006), Staudinger et al. (2011), and Brandes et al. (2005), the usage of two contributing groundwater storages and one storage for groundwater loss results in an emphasized nonlinear description of the groundwater flow.

Comparing the parameters which are not directly connected with the groundwater processes, differences for the calibrated values became obvious. Differences were found especially for the soil parameter SOL_K and SOL_AWC, but also for the surface run-off CN2. For SWAT$_{3S}$, the conductivity of saturated soils was increased and for SWAT$_{\text{orig}}$ they were reduced. Referring to the available soil water capacity SOL_AWC, SWAT$_{\text{orig}}$ shows much higher calibrated parameter values. For SWAT$_{3S}$, the reduction of CN2 was two times higher than for SWAT$_{\text{orig}}$. Despite of the different calibrated parameter values, there is no clear tendency for differences in model behaviour due to different model structures. The combination of the soil parameters for the SWAT$_{\text{orig}}$ suggests that the soil acts as a delay storage to compensate for the missing delay storage of the groundwater. However, this cannot be confirmed for the
general behaviour since the parameter ranges for the best 25 model runs are similar for both model versions for SOL_K. Furthermore, the range differences for parameter SOL_AWC were found at the lower part of the parameter space. The fact that the most obvious parameter differences were found for the groundwater module of the SWAT version indicates that our modifications mainly affect groundwater processes. This is in accordance with the findings of Guse et al. (2013) who reported that groundwater parameters are the dominant parameters during recession and low flow phases. Nonetheless the new groundwater structure of SWAT3S needs to be tested in other catchments to identify possible structure deficits. Concerning the calibration process and the selection of best model runs, the importance of the proposed combination of multiple performance measures (Pokhrel et al., 2012; van Werkhoven et al., 2009; Bekele and Nicklow, 2007; Boyle et al., 2001) was shown. Although both model versions achieved good performance for the NSE and PBIAS, many calibrations revealed poor low flow prediction. This poor performance in low flow periods was identified with the additional PBIASlow measure. Referring to recession phases, problems occurred in identifying poor model performance. Although all selected performance measures were in an acceptable range, inadequate discharge reproduction occurred between the mid flow and the low flow segment of the FDC. Further research should address combined performance measures which allow identifying good calibration runs for all phases of the hydrograph.

As already mentioned in the methods section, the groundwater module has a modular structure since the number of active contributing aquifers can be selected modularly on HRU or subbasin level. Consequently, the representation of the characteristic groundwater processes can be adapted to different catchments. Due to the extended groundwater concept, flexibility in groundwater modeling is enhanced. Referring to spatial heterogeneity, groundwater aquifers can be activated and deactivated for each subcatchment which might lead to a better representation of large catchments.

Despite of the promising results for the simulation of recession and baseflow phases with the modified version, the new concept has to be verified by field measurements. It has to be kept in mind that representation of the groundwater processes are simplified and aggregated into a conceptual model. Field measurements should clarify if the extended groundwater concept is an acceptable simplification of the groundwater processes.

2.5 Conclusion

In this paper we investigated if nonlinearities of groundwater processes can be emphasized in the current version of the SWAT model. Since nonlinearities of groundwater processes cannot be reproduced adequately by only one active groundwater storage, we implemented one additional storage including additional time delay functions. With this, it was possible to reach an enhanced representation of the low flow periods. The shallow aquifer was separated into a fast and into a slow flow component. The results show that the extended groundwater module leads to a more process-oriented groundwater modeling as it is shown in the calibration of recession limbs and subsequent low flow phases. Calibrations lead to parameters for the fast shallow aquifer, which describe fast groundwater recharge and a fast response on groundwater
recharge. Referring to the slow shallow aquifer, the calibrated parameters describe a slow groundwater flow and recharge. The calibration of the recession limb and the low flow in the original version was a trade-off between both discharge phases. As a consequence, the calibrated parameters for the only contributing aquifer describe a fast groundwater recharge process with a slow groundwater flow into the channel.

With the process-oriented extension of the groundwater module in SWAT$_{35}$, very good results of signature and performance measures were achieved. In contrast, the original SWAT version performed less adequate, especially in times of low flow. The results showed that the prediction of low flow and recession has to be verified with appropriate performance measures.
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Abstract

Hydrological models have to be calibrated accurately to provide reasonable model results. For a concise model evaluation, the different phases of the hydrograph have to be considered in multi-metric frameworks with appropriate performance metrics. Low and high flows need to be reproduced simultaneously without neglecting the other phases of the hydrograph. In this paper, we highlight the relevance of very low and low flows with separate performance metrics. We present a multi-metric evaluation framework to identify calibration runs, which represent the different phases of the hydrograph precisely. A stepwise evaluation was done with commonly used statistical performance metrics (Nash-Sutcliffe, percent bias) and signature metrics, which are based on the flow duration curve (FDC). In order to consider a fairly balanced evaluation between high and low flow phases, we divided the flow duration curve into segments of high, medium and low flow phases, and additionally into very high and very low flow phases. The model performance in these segments was evaluated separately with the root mean square error (RMSE). Our results show that this evaluation method leads to an improved selection of good calibration runs to enhance the overall model performance by the refined segmentation of FDC. By combining performance metrics for high flow conditions with low flow conditions, this study demonstrates the challenge of calibrating a model with a satisfactory performance in high and low phases simultaneously. Consequently, we conclude that an additional performance metric for very low flows should be included in model analyses to improve the overall performance in all phases of the hydrograph.

3.1 Introduction

Hydrological models are used in practice and science to assess a wide range of hydrological problems such as climate and land use change or to predict extreme events in terms of flood and low flow events for river management (Tallaksen et al., 1997; Hunter et al., 2007; Laaha and Blöschl, 2007; Thielen et al., 2009). Hydrological complexity is reflected in different phases within the discharge time series. A challenge of hydrological models is to adequately represent all phases with the same model parameter set (Madsen, 2000). To achieve a satisfying reproduction of the hydrological processes, hydrologic models have to be calibrated to the conditions of the study catchments. Generally, model parameters are calibrated for
specific catchment characteristics to the measured discharge time series. The most suitable parameters are selected with a sensitivity analysis (see van Griensven et al., 2006) or on the user’s experience respectively. The next step is the calibration of selected parameters with following evaluation of model results by visual inspection of the hydrograph fitting and the application of performance measures (e.g. Moriasi et al., 2007).

The Nash-Sutcliffe efficiency (NSE, Nash and Sutcliffe, 1970), which is often used to evaluate simulation results in hydrology, is sensitive to differences in the observed and simulated means and variances (Legates and McCabe, 1999). However, this performance measure is more sensitive to extreme values (Legates and McCabe, 1999) and tends to neglect possible deviations in low flow periods as it is not very sensitive to systematic over- and underestimations of the model (Krause et al., 2005). The root mean square error (RMSE) overemphasizes flood peaks and leads to a bad calibration of low flow periods (Boyle et al., 2000; Madsen, 2000; Bekele and Nicklow, 2007). As a consequence, a better performance for high flows than for low flows may result in an underestimation in long dry periods (De Vos et al., 2010). Furthermore, a good performance in some periods with high flows is able to dominate the global performance and masks the poor performance in other periods like low flow periods (Zhang et al., 2011).

Referring to high and low flow calibration, the application of one single criterion tends to measure the difference between the simulated and observed hydrographs by matching one aspect of the hydrograph at the expense of another (Boyle et al., 2000; Wagener et al., 2001). Furthermore, the application of one single performance measure is insufficient to take into account the representation of all relevant processes (Gupta et al., 1998; Wagener and Gupta, 2005; Gupta et al., 2008). This was also stated by Madsen (2000), who found no overall best performance measures during the calibration process. The reason for this shortcoming is the loss of valuable information by projecting from the high dimension of the data set down to the single dimension of the residual-based summary statistic (Gupta et al., 2008; Herbst and Casper, 2008). Since matching of all parts of the hydrograph is favourable, a trade-off between different phases of the hydrograph has to be accepted. This trade-off effect can be minimized in multi-objective approaches with multiple performance measures, whose importance for discharge calibration was revealed in Boyle et al. (2000), Bekele and Nicklow (2007), De Vos et al. (2010), Zhang et al. (2011), and Guse et al. (2013).

To assess different phases of the hydrograph van Werkhoven et al. (2009) and Zhang et al. (2012) included statistical and hydrological metrics into the calibration process. They defined statistical metrics for the base and peak flow, hydrological metrics for the midrange flow and long-term water balance. The different parts of the hydrograph reflect different catchment functions (e.g. baseflow recession during dormant season of the vegetation) that can be captured in individual model components through parameter selection informed by careful hydrograph analysis (Carrillo et al., 2011). The importance of different performance metrics was also mentioned in van Werkhoven et al. (2009), Martínez and Gupta (2011), and Herman et al. (2013), who proposed a multiple criteria application for diagnostic model analysis. In a diagnostic analysis on differing watershed behavior during rainfall and dry periods, the hydrograph can be separated into driven, non-driven quick, non-driven slow discharge as defined by Boyle et al. (2000). Also Bekele and Nicklow (2007) applied specific objective
functions to fit different portions of time series. *Madsen et al.* (2002) separated performance measures for high and low flows, which were only considered in periods above or below a threshold for high or low flows, respectively. *Yilmaz et al.* (2008) used the overall water balance, vertical redistribution, temporal and spatial redistribution as signatures measures for major behavioural functions. Signature measures are defined as hydrologic response characteristics that provide insights into the hydrologic function of catchments (*Sawicz et al.*, 2011). *Pokhrel et al.* (2012) stated that several signature measures give a better overall representation of the hydrologic characteristics of the catchment. Both studies used the flow duration curve (FDC) to diagnose model performance for different flow characteristics of the catchment. There are several suggestions for splitting up the FDC into segments, which describe characteristic hydrological processes within the catchment (*Yilmaz et al.*, 2008; *Yokoo and Sivapalan*, 2011; *Cheng et al.*, 2012; *Pokhrel et al.*, 2012).

Dividing the flow duration curve into segments leads to a process-based calibration for the dominant processes within the catchment, which are reflected by the different parts of the hydrograph. However, *van Werkhoven et al.* (2009) see the limitations of the FDC to fully reflect the quality of simulations, since it includes no information on accurate flow timing. In contrast to time series, FDC indicates only that the right distribution of flow levels occurred throughout the record (*van Werkhoven et al.*, 2009). Thus, *van Werkhoven et al.* (2009) proposed a combination of statistical and signature metrics to capture the different parts of the hydrograph as well as their timing.

*Dunn* (1999) found high uncertainty for low flow predictions without specific consideration of a low flow criterion. Especially in lowlands, distinct low flow periods occur frequently but with high variability in the minimum discharge. In this case, it is uncertain, if the traditional segmentation (low flow: 70% time flow equalled or exceeded) of the FDC is sufficient to calibrate low flow periods. For an adequate representation of the very low flow periods with respect to very high flows, additional segmentations could be an approach to calibrate a fairly balanced representation of extreme periods. In our investigations we took up these questions and focused on following topics:

- How can all phases of the hydrograph be combined in a multi-metric framework evaluation?

- Does a multi-metric framework detect calibration runs with a reasonable reproduction of all phases of the hydrograph?

- Does the additional segmentation of the FDC into low flow segments lead to an improved reproduction of low flows?

### 3.2 Materials and methods

#### 3.2.1 Study area

Our investigations were carried out in the Kielstau catchment (50 km²), which is located within a lowland area of the federal state Schleswig-Holstein in Northern Germany. The to-
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The catchment is characterized by a flat landscape with rolling hills and depressions, ranging between 27m and 78m above mean sea level. In the higher regions of the Kielstau catchment, Haplic and Stagnic Luvisols are the dominant soils. Along the stream and its tributaries, Sapric Histosols are primarily found (BGR, 1999). Due to this flat topography, the groundwater is a specific characteristic of this lowland catchment. Schmalz et al. (2008) describe the dynamics of the near-surface groundwater at a riparian wetland as a dynamic interaction between groundwater and surface water. The near-surface groundwater is generally controlled by precipitation and, close to the river, also by river water level (Schmalz et al., 2008). Due to high water levels, a high fraction of approximately 38% of the agricultural area is drained (Fohrer et al., 2007). Further information about the catchments and results of investigations can be found in Schmalz and Fohrer (2009) and Fohrer and Schmalz (2012).

The hydrological characteristics are typical for a northern German lowland. The mean annual precipitation and temperature are 918.9 mm and 8.2°C (DWD, 2012). The annual discharge is characterized by a mean outlet discharge at the gauging station Soltfeld of 0.42 m$^3$s$^{-1}$, a mean low flow discharge of 0.05 m$^3$s$^{-1}$ and a mean high flow discharge of 2.75 m$^3$s$^{-1}$ (LKN, 2013). Referring to the seasonality of the discharge, high flow events take place from November to January (LKN, 2013). The lowest discharge is observed from June to the late August (LKN, 2013). For our study, we used the mean daily discharge of the gauging station Soltfeld from 1999 to 2010.

3.2.2 The SWAT model

For our multi-metric framework development, we used the Soil and Water Assessment Tool (SWAT2012; Arnold et al., 1998). With this semi-distributed, eco-hydrological model, the discharge and the water cycle was simulated on a daily time-step for the Kielstau catchment. SWAT is a process-based conceptual model with abstracted, empirical components. These different components result in a very complex model with a high number of parameters (Cibin et al., 2010). The model concept of SWAT divides the processes into a land and a water phase (Neitsch et al., 2011). The water balance at the land phase is calculated by changes in soil water storages for each day, based on the calculation of the relevant processes. The main water input is the precipitation. To solve the water balance equation, the most important processes such as evaporation, runoff, soil water percolation and groundwater flow are considered. After calculating the water balance, the subbasins are connected in the water phase and the water is routed through the subbasins.

Several studies reveal that the SWAT model has limitations in simulating low flows (Wu and Johnston, 2007; Eckhardt, 2008; Guse et al., 2013; Koch et al., 2013; Pfannerstill et al., 2013). The reason for poor model performance in low flow periods may be the usage of only one groundwater storage, which contributes to the channel (Guse et al., 2013; Pfannerstill et al., 2013). As we try to consider the performance measures especially for low flow periods, we applied the modified SWAT3S version (Pfannerstill et al., 2013). SWAT3S is characterized by a multi-storage groundwater concept, which emphasizes nonlinear groundwater dynamics. For this, an additional active groundwater storage was introduced into the groundwater
module of SWAT. The application of this version in the Kielstau catchment leads to substantial improvement of reproduction for the low flow periods by the model (Pfannerstill et al., 2013). Further information about the concept and process equations are reported in Pfannerstill et al. (2013).

3.2.3 Model setup and calibration

The SWAT model input files were setup with the ArcSWAT interface (version 2012.10.1.6; Winchell et al., 2010). For the watershed delineation, the Kielstau catchment was divided into 36 subbasins with 2214 HRUs, which were defined by using three slope classes (< 2.6 %, 2.6 - 4.6 % and > 4.6 %). Major input data was soil (1:200.000, BGR, 1999), a digital elevation model (5 m x 5 m cell size, LVermA, 1995) and the land-use data from 2012. The estimation of spatial distribution for drainage tiles within the catchment from Fohrer et al. (2007) was used to define drainage locations in the SWAT setup. The weather station Gluecksburg-Meierwik in the north of the Kielstau catchment was used for precipitation data. Measured climate data were used from the Statistical Regional model (STAR, Orlowsky et al., 2008) such as wind speed, temperature, solar radiation and relative humidity as additional input. Because we applied the groundwater modified SWAT3S version, the groundwater input files had to be reprocessed to add additional input parameters. A detailed description of the groundwater parameters for the additional groundwater process equations can be found in Pfannerstill et al. (2013).

The calibration parameters for SWAT3S were chosen after Santhi et al. (2001), White and Chaubey (2005), van Griensven et al. (2006), Bärlund et al. (2007), Schmalz and Fohrer (2009), Tattari et al. (2009) and based on further SWAT projects in the Kielstau catchment (Kiesel et al., 2010; Fohrer et al., 2013). The R-package FME (Soetaert et al., 2010) was used to generate a set of variations for the calibration parameters with the Latin Hypercube Sampling of the R-package FME (Soetaert et al., 2010) for 5000 model runs. The SWAT model input files were rewritten for each calibration run with varied parameter values from the calibration parameter set with the R environment (R Core Team, 2013) as already used in Pfannerstill et al. (2013) and Guse et al. (2013).

The discharge data was divided into a calibration and validation data set. A warm-up phase from 1996 to 1999 was used to achieve steady state conditions for the model. For calibration, the discharge data from 1999 to 2002 and from 2005 to 2008 was selected, and for validation we choose the discharge data from 2002 to 2005 and from 2008 to 2010. The selection of years for calibration and validation was based on the wetness, which was derived from precipitation for every year. With this selection, calibration and validation was characterized by equaled distribution of dry, regular and wet periods.

3.2.4 Model evaluation

3.2.4.1 Commonly used performance metrics

Generally, model simulations are evaluated by performance metrics, which can be divided into statistical metrics and signature metrics (cf. Yilmaz et al., 2008; van Werkhoven et al.,
3.2 Materials and methods

2009). Moriasi et al. (2007) cites possible statistical metrics to quantify the accuracy of simulated discharge and provided target ranges. Statistical metrics quantify the distance between the observed and simulated flow time series based on assumptions about the statistical characteristics of the model residuals, but do not necessarily indicate how well the hydrological function (e.g. water balance and flow regime) of the system is maintained by the model (van Werkhoven et al., 2009). Tab. 5 and Tab. 6 give an overview for additional possible performance metrics, which were used in studies for model calibration. There are several commonly used statistical metrics to quantify the accuracy of high flow events and their timing (NSE, RMSE, MSE). In order to apply a metric which is less focused on high flows, the RSR is used additionally. The RSR standardizes the RMSE using the standard deviation of the observed discharge (Moriasi et al., 2007). Due to this scaling, the values of the RSR can be applied to various constituents (Moriasi et al., 2007). Many indices are also used for calibration of low flow events. One possibility is to use the performance metrics for high flow events with a logarithmic transformation of the discharge data to emphasize low flow periods. The mean relative error (MRE) can be used to assess the model performance in the lower magnitudes of datasets (Dawson et al., 2007). Beyond these classical statistical metrics Yilmaz et al. (2008) argue that it is also necessary and important to actually formulate quantitative representations in the form of signature metrics to summarize the relevant and useful diagnostic information present in the data. The FDC can be used to calibrate the discharge volume of different flow periods. Yokoo and Sivapalan (2011) divided the FDC into fast and slow flow segments which are governed by different components of climate and landscape. Further segmentation of the FDC was done by Yilmaz et al. (2008) and Cheng et al. (2012) into a fast flow segment, which is controlled by large precipitation events and a mid flow segment, which is controlled by moderate size precipitation events and also related to the intermediate-term primary and secondary base flow relaxation response of the watershed. The slow flow segment considers retention due to catchment storages segment and is controlled by catchment parameters (Yilmaz et al., 2008; Cheng et al., 2012). Also Pokhrel et al. (2012) divided the flow duration curve into high flow, mid flow and low flow segments.
Table 5: Application examples of commonly used performance metrics for evaluation of different phases of the hydrograph. $Q_i$ is the observed value, $\bar{Q}_i$ is the modelled, $\bar{Q}$ is the mean of the observed data.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Equation</th>
<th>Range</th>
<th>Sensitive hydrograph phase</th>
<th>Application examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash-Sutcliffe efficiency</td>
<td>$\text{NSE} = 1 - \frac{\sum_{i=1}^{N} (Q_i - \bar{Q})^2}{\sum_{i=1}^{N} (Q_i - \bar{Q})^2}$</td>
<td>$-\infty$</td>
<td>peaks and discharge dynamic</td>
<td>Krause et al. (2005); Bekele and Nicklow (2007); Zhang et al. (2011); van Werkhoven et al. (2009); Yadav et al. (2007)</td>
</tr>
<tr>
<td>root mean square error</td>
<td>$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\bar{Q}_i - Q_i)^2}$</td>
<td>$0 - \infty$</td>
<td>flood peaks</td>
<td>Madsen (2000); van Werkhoven et al. (2009); Bekele and Nicklow (2007); Yadav et al. (2007); Boyle et al. (2000)</td>
</tr>
<tr>
<td>ratio of root mean square error and standard deviation</td>
<td>$\text{RSR} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Q_i - \bar{Q})^2} / \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\bar{Q}_i - \bar{Q})^2}$</td>
<td>$0 - \infty$</td>
<td>flood peaks</td>
<td>Moriasi et al. (2007)</td>
</tr>
<tr>
<td>mean square error</td>
<td>$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (Q_i - \bar{Q}_i)^2$</td>
<td>$0 - \infty$</td>
<td>high flow</td>
<td>Pokhrel et al. (2012)</td>
</tr>
<tr>
<td>percent bias in FDC high-segment volume</td>
<td>$\text{BiasFHV} = \frac{\sum_{i=1}^{N} (\bar{Q}<em>{\text{high},i} - Q</em>{\text{high},i}) \times 100}{\sum_{i=1}^{N} Q_{\text{high},i}}$</td>
<td>$0 - \infty$</td>
<td>high flow volume</td>
<td>Pokhrel et al. (2012); Yilmaz et al. (2008)</td>
</tr>
<tr>
<td>slope flow duration curve</td>
<td>$\text{SFDCE} = \frac{[\log(\bar{Q}<em>{m1}) - \log(\bar{Q}</em>{m2})] - [\log(Q_{m1}) - \log(Q_{m2})]}{[\log(Q_{m1}) - \log(Q_{m2})]} \times -\infty \times -100$</td>
<td>$-\infty - \infty$</td>
<td>flow from moderate size precipitation events</td>
<td>Yilmaz et al. (2008); Pokhrel et al. (2012)</td>
</tr>
<tr>
<td>log root mean square error</td>
<td>$\text{logRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\log(Q_i) - \log(\bar{Q}_i))^2}$</td>
<td>$0 - \infty$</td>
<td>emphasizing low flows with log of discharge</td>
<td>Bekele and Nicklow (2007)</td>
</tr>
<tr>
<td>mean square error of log discharge</td>
<td>$\text{MSEL} = \frac{1}{N} \sum_{i=1}^{N} \log(10(\bar{Q}_i) - \log(10(Q_i))^2$</td>
<td>$0 - \infty$</td>
<td>low flow</td>
<td>Pokhrel et al. (2012)</td>
</tr>
<tr>
<td>transformed root mean square error</td>
<td>$\text{TRMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left(\frac{(1+\bar{Q}_i)^{0.3} - 1}{0.3} - (1+Q_i)^{0.3} - 1\right)^2}$</td>
<td>$0 - \infty$</td>
<td>low flow</td>
<td>van Werkhoven et al. (2009)</td>
</tr>
</tbody>
</table>
Table 6: Application examples of commonly used performance metrics for evaluation of different phases of the hydrograph. $Q_i$ is the observed value, $\tilde{Q}_i$ is the modelled, $\bar{Q}$ is the mean of the observed data.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Equation</th>
<th>Range</th>
<th>Sensitive hydrograph phase</th>
<th>Application examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>percent bias in FDC low-segment volume</td>
<td>$\text{BiasFLV} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{Q}<em>{\text{low},i} - Q</em>{\text{low},i}}{\bar{Q}_{\text{low}}} \right) \times 100$</td>
<td>$-\infty$ – $\infty$</td>
<td>low flow volume</td>
<td>Pokhrel et al. (2012); Yilmaz et al. (2008)</td>
</tr>
<tr>
<td>coefficient of determination</td>
<td>$r^2 = \frac{\sum_{i=1}^{N} (\tilde{Q}<em>i - \bar{Q})^2}{\sum</em>{i=1}^{N} (Q_i - \bar{Q})^2}$</td>
<td>$0$ – $1$</td>
<td>discharge dynamics</td>
<td>Krause et al. (2005)</td>
</tr>
<tr>
<td>percent bias</td>
<td>$\text{PBIAS} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{Q}_i - Q_i}{Q_i} \right) \times 100$</td>
<td>$-\infty$ – $\infty$</td>
<td>average tendency of over- and underestimation</td>
<td>Zhang et al. (2011); Gupta et al. (1999)</td>
</tr>
<tr>
<td>runoff coefficient error</td>
<td>$\text{RR} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{Q}_i - Q_i}{Q_i} \right) \times 100$</td>
<td>$-\infty$ – $\infty$</td>
<td>overall water balance</td>
<td>Pokhrel et al. (2012); van Werkhoven et al. (2009); Yilmaz et al. (2008)</td>
</tr>
<tr>
<td>mean absolute error</td>
<td>$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N}</td>
<td>\tilde{Q}_i - Q_i</td>
<td>$</td>
<td>$0$ – $\infty$</td>
</tr>
<tr>
<td>mean relative error</td>
<td>$\text{MRE} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\tilde{Q}_i - Q_i}{Q_i} \right)$</td>
<td>$-\infty$ – $\infty$</td>
<td>overall discharge</td>
<td>Dawson et al. (2007)</td>
</tr>
</tbody>
</table>
3.2.4.2 Additional performance metrics

Since our investigations took place in a catchment with reoccurring low flow periods, we focused on the development of additional performance metrics to account for low flow discharge. Although there are many common used performance metrics, there is still a limitation for the previously mentioned low flow metrics: these indices primarily use the whole discharge series for evaluation. For the diagnostic model analysis it is necessary to identify the discharge levels of poor model performance. This identification can be done by using discharge segments of the FDC. In our study, we used the exceedance probability of the FDC for segmentation. The exceedance probability is within the range of 0 to 100%, where $Q_{100}$ denotes an exceedance probability of 100% for the discharge.

Yilmaz et al. (2008) mentioned that the metrics of the FDC are designed for calibrating the overall water balance without incorporating the timing of discharge events. They investigated the applicability of the FDC segments, especially for high flow events with a range of flow exceedance probability between 0 and 0.02%. The low flows are considered within a range of flow exceedance probability between 70 and 100% with logarithmic discharge volumes without further subdivision.

As a consequence, we designed an additional segmentation of the FDC. Laaha and Blöschl (2006) used the flow exceedance probability of 95% ($Q_{95}$) for regionalizing low flows of Austria, because the $Q_{95}$ is a low flow characteristic which is widely used due to its relevance for multiple topics of water resources management (Gustard et al., 1992; Smakhtin, 2001; Gustard and Demuth, 2009). Consequently, the FDC was additionally segmented by the $Q_{95}$ probability. To obtain a fair balance between very high flows and very low flows, the very high flow segment was shifted from the $Q_2$ to the $Q_5$. With this shift, the very low and the very high flows are segmented in the flow duration curve in equal ranges. To account for the high flow and low flow periods, two additinal flow ranges were integrated. The high flow range was defined between $Q_5$ and $Q_{20}$, and the low flow range between $Q_{70}$ and $Q_{95}$ (Fig. 10a). These 5 FDC metrics (hereafter 5FDC) were used to determine the effect of the newly introduced FDC ranges by comparing the selection of best calibration with 4 FDC metrics (herafter 4FDC) The 4FDC approach uses the low flow segmentation which is based on Yilmaz et al. (2008) with a range from $Q_{70}$ to $Q_{100}$ (low flow, Fig. 10b). The performance of the model runs within these FDC segments were analyzed with the RMSE, as this performance measure is due to its quadratic character strongly sensitive to extreme positive and negative error values (Tab. 7, Fig. 10a). Consequently, the RMSE is used to identify poor model performance due to sensitivity for highest under- and overestimation of simulated discharge volume for each FDC segment. The model performance of the different FDC segments for the best calibration runs was compared with the relative metric RSR.
Table 7: Newly defined performance metrics for five segment (5FDC) and four segment (4FDC) model evaluation of different phases of the hydrograph and performance metrics for evaluation of control segments for newly introduced FDC segmentation.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>5FDC</th>
<th>4FDC</th>
<th>Sensitive hydrograph phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE_Q5</td>
<td>x</td>
<td></td>
<td>very high flow discharge volume</td>
</tr>
<tr>
<td>RMSE_Q20</td>
<td>x</td>
<td></td>
<td>high flow discharge volume</td>
</tr>
<tr>
<td>RMSE_mid</td>
<td>x</td>
<td></td>
<td>mid flow discharge volume</td>
</tr>
<tr>
<td>RMSE_Q70</td>
<td>x</td>
<td></td>
<td>low flow discharge volume</td>
</tr>
<tr>
<td>RMSE_Q95</td>
<td>x</td>
<td></td>
<td>very low flow discharge volume</td>
</tr>
<tr>
<td>RMSE_low</td>
<td></td>
<td>x</td>
<td>overall low flow discharge volume</td>
</tr>
</tbody>
</table>
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3.2.5 Multi-metric evaluation for calibration

The model evaluation of the calibration runs was performed with the R-package hydroGOF (Zambrano-Bigiarini (2012)) and a simple reproduction of the FDC (Vogel and Fennessey, 1994; Smakhtin, 2001). Based on the approach of Pokhrel et al. (2012), we determined adequate discharge simulation results by a stepwise evaluation with several performance metrics. This evaluation was applied for two different performance metric combinations with different segmentations in the low flow segment of the FDC.

3.2.5.1 Five segment evaluation (5FDC)

In the following, we present exemplarily the proposed methodical concept for the evaluation with five segments of the FDC (hereafter 5FDC) as shown in Fig. 11 and described in detail as follows:

In the first step, a ranking from best performance metric to worst performance metric value was calculated for the NSE, RMSE_Q5, RMSE_Q20, RMSE_mid, RMSE_Q70 and RMSE_Q95 (Fig. 11). The best performance for NSE is 1 and for all RMSE the best performance is 0.

In the second step, a value above the threshold defined by the 1000 best model runs was applied to select the best simulation runs for each performance metric independently. These selections were plotted with the NSE against PBIAS for every performance metric. Afterwards, these selections were intersected with each other to identify the simulation runs with the best
Figure 11: Description of the model evaluation procedure to select best calibration runs. The first column depicts the ranking for each of the seven performance metrics for the whole dataset. For each simulation run, the different ranking values were summed to a joined ranking to perform a plausibility check after the selection procedure. In a second step, simulation runs with the best 1000 ranking for each performance metric were selected. The selected best calibration runs for each performance metrics were intersected with each other to obtain a final selection of the overall best simulation runs. The plausibility check clarifies, if the selected best model runs have the best joined ranking values.

combination, where all performance metrics have a value above the threshold as determined by the 1000 best simulation runs. For every intersection, the simulation runs were plotted with the NSE against PBIAS. These plots were used to analyze the distribution of the model performance for the selected simulation runs. To optimize the visualisation, all calibration runs with NSE lower than 0 were excluded from the data set.

In the third step, we summed up the different ranking values of the performance metrics for each calibration run to obtain a joined ranking. The previously identified best calibration runs were used for a plausibility check by analyzing the joined ranking values of the selected best simulation runs. For a consistent model evaluation, the intersection of all selections of the different performance metrics should result in a small joined ranking value but also in a combination of optimum values for all performance metrics.

3.2.5.2 Four segment evaluation (4FDC)
To investigate whether the additional segmentation for low flows (RMSE_Q95) improves the reproduction of this low flow period, we repeated the described multi-metric evaluation
with four FDC segments (4FDC). In comparison to the 5FDC approach, we used the definition of the low-flow segment in accordance to Yilmaz et al. (2008). For this, the additional segmentation in the low flow segment was neglected. Thus, we repeated the evaluation in the same way as in the 5FDC approach but with the exception that RMSE_low was used instead of RMSE_Q70 and RMSE_Q95. The maximum ranking number of 600 was applied to achieve a selection of best calibration runs for the model evaluation without the additional segmentation of the low flow segment.

### 3.2.6 Multi-metric evaluation for validation

To evaluate the model performance for the calibration with and without additional very low segments of the validation period, we applied the same performance metrics which were used for the calibration evaluation. The selection of the best model run for validation was based on these performance metrics and the visual inspection of the modelled hydrograph in comparison to the observed discharge. Furthermore, we analyzed the FDC of the best calibration runs visually.

### 3.3 Results

First we show the results of the model evaluation procedure for the newly introduced metrics of the FDC segments (5FDC). In the first step, the multi-metric evaluation for calibration revealed the best 1000 calibration runs for each performance metric. In the second step, these selected calibration runs were intersected to identify a small group of best calibration runs. Thus, this group of runs includes only calibration runs which are among the best 1000 runs for all considered performance metrics. Secondly, we present the results which were achieved from the application of the 4FDC model evaluation procedure by neglecting the very low segment of the FDC.

#### 3.3.1 Calibration

##### 3.3.1.1 Performance metric based selection

The results of the 5FDC performance metric selection are shown in Fig. 12. For each performance metric, the best calibration runs are identified by the ranking threshold of 1000 (Fig. 12, second column). In Fig. 12 (second column), 5000 model runs are shown as relationship between NSE and PBIAS. Positive values of the PBIAS reflect an underestimation. All runs which are among the 1000 best model runs are highlighted in black. Since this filter was applied for each performance metric independently, there are different selections of identified best 1000 calibration runs (Fig. 12, third column).

Applying the RMSE_Q95, the selected simulation runs tend to lower PBIAS less than $-5\%$ and a NSE to between 0.03 and 0.7. This selection is similar to the RMSE_Q70, which differs slightly due to rejection of simulation runs with high NSE combined with low PBIAS values. The RMSE_mid selection rejects all simulation runs with PBIAS lower than $-20\%$ by allowing the whole range of NSE. When applying the RMSE_Q20, the selection is focused on runs with a high NSE and a small PBIAS. This tendency is also reflected with the
RMSE_Q5, which selects simulation runs with high NSE values but with a sharp frontier at an NSE of 0.4 together with simulation runs less than 0%. The NSE enhances this tendency, as a frontier at an NSE of 0.6 is also present. In contrast to the RMSE_Q5 metric, the NSE allows also simulation runs with a positive PBIAS.

3.3.1.2 Stepwise intersection of best 1000 calibration runs

After the application of the best 1000 runs threshold on each performance metric, the single selections were intersected with each other stepwise (Fig. 12, second column). The intersection of the RMSE_Q95 with the RMSE_Q70 identified calibration runs within a PBIAS range of 0 and $-40\%$ and a range of NSE between 0.25 and 0.7. The amount of acceptable performing model runs was remarkably reduced from 1000 to 266. It is remarkable that only 266 runs are included in the best simulations runs after the intersection of the two low flow metrics (RMSE_Q95, RMSE_Q70). The further intersection with RMSE_mid and RMSE_Q20 reduced the density of simulation runs to 57. With this selection, simulation runs with high NSE values and and negative PBIAS values were strongly rejected. The impact of the RMSE_mid and RMSE_Q20 on the reduced selection was nearly equal (RMSE_mid: n=105, RMSE_Q20: n=57). Intersecting the selection with the RMSE_Q5 resulted in the further reduction due to rejection of simulation runs (n=20) in which NSE are mainly below a value of 0.6. Consequently, the major difference between the last selection and the intersections with RMSE_Q5 is the removal of runs with poor performance in relation to the NSE as expected. This threshold was also important for the last intersection with the NSE selection, since all model runs below a NSE of 0.6 were fully rejected (Fig. 12). However, this additional intersection with the NSE does not lead to a strong reduction of n (20 to 11) but to a cluster of favourable simulation runs with similar NSE and PBIAS.

3.3.1.3 Joined ranking

The joined ranking, which is the sum of the different ranking values of the performance metrics for each calibration run, was used as a plausibility check for intersection results. The first intersection with RMSE_Q70 reduced the selection of simulation runs remarkably (ranking: 1 - 3366). The application of RMSE_mid reduced the range of the joined ranking values again (1 - 1853). The further application of RMSE_Q20 had less effect on joined ranking values (1-1418). The most important influence on the joined ranking was revealed by the RMSE_Q5 and NSE, as the ranking values range were reduced remarkably (RMSE_Q5: 1 - 138, NSE: 1 - 28).

3.3.1.4 Best calibration runs

The stepwise intersection of the best 1000 selections resulted in a small group of best calibration runs (Tab. 8). For plausibility check of the described selection, the joined ranking values are listed with the performance metrics. The joined rankings are within a range of 1 to 28. The NSE values are very similar and the PBIAS, are between -8.7 and 4.4%. The variations of the RMSE within each segment are small. Highest RSR values were found in
Figure 12: Stepwise evaluation of discharge calibration results. The first column shows the relevant discharge phases of each performance metric of the RMSE_Q5, RMSE_Q20, RMSE_mid, RMSE_Q70 and RMSE_Q95. The second column shows the best 1000 calibration runs for each performance metric (black points). The gray points indicate the complete dataset of 5000 simulation runs. The third column shows the reduction of best model runs by the amount (n) of remaining model runs (black) for each intersection with the RMSE_Q5, RMSE_Q20, RMSE_mid, RMSE_Q70 and RMSE_Q95 and the NSE together with the range of the joined ranking values for the selected model runs.
3.3 Results

Table 8: Final selection of best calibration runs after applying 5FDC performance metric based selection of best 1000 calibration runs with subsequent stepwise intersection of best 1000 selections. The maximum value for NSE and the smallest PBIAS, RMSE of all best calibration runs are marked in gray. The RSR values of each FDC segment are integrated for comparison of segment performance.

<table>
<thead>
<tr>
<th>Calibration run</th>
<th>Joining ranking</th>
<th>NSE</th>
<th>PBIAS</th>
<th>Q5</th>
<th>Q20</th>
<th>RMSE</th>
<th>RSR</th>
<th>Q70</th>
<th>Q95</th>
<th>Q5</th>
<th>Q20</th>
<th>mid</th>
<th>Q70</th>
<th>Q95</th>
</tr>
</thead>
<tbody>
<tr>
<td>140</td>
<td>28</td>
<td>0.71</td>
<td>-8.7</td>
<td>0.245</td>
<td>0.105</td>
<td>0.066</td>
<td>0.018</td>
<td>0.032</td>
<td>0.518</td>
<td>0.514</td>
<td>0.432</td>
<td>0.679</td>
<td>4.122</td>
<td></td>
</tr>
<tr>
<td>147</td>
<td>5</td>
<td>0.65</td>
<td>4.4</td>
<td>0.228</td>
<td>0.023</td>
<td>0.024</td>
<td>0.004</td>
<td>0.030</td>
<td>0.474</td>
<td>0.110</td>
<td>0.158</td>
<td>0.163</td>
<td>3.791</td>
<td></td>
</tr>
<tr>
<td>166</td>
<td>1</td>
<td>0.71</td>
<td>-0.9</td>
<td>0.207</td>
<td>0.075</td>
<td>0.031</td>
<td>0.006</td>
<td>0.034</td>
<td>0.430</td>
<td>0.365</td>
<td>0.204</td>
<td>0.215</td>
<td>4.322</td>
<td></td>
</tr>
<tr>
<td>211</td>
<td>7</td>
<td>0.72</td>
<td>-2.4</td>
<td>0.248</td>
<td>0.065</td>
<td>0.032</td>
<td>0.011</td>
<td>0.033</td>
<td>0.515</td>
<td>0.315</td>
<td>0.213</td>
<td>0.440</td>
<td>4.257</td>
<td></td>
</tr>
<tr>
<td>283</td>
<td>2</td>
<td>0.69</td>
<td>-5.9</td>
<td>0.238</td>
<td>0.038</td>
<td>0.031</td>
<td>0.031</td>
<td>0.450</td>
<td>0.694</td>
<td>0.249</td>
<td>0.423</td>
<td>3.992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1925</td>
<td>12</td>
<td>0.65</td>
<td>-8.2</td>
<td>0.098</td>
<td>0.080</td>
<td>0.043</td>
<td>0.023</td>
<td>0.022</td>
<td>0.225</td>
<td>0.389</td>
<td>0.284</td>
<td>0.869</td>
<td>2.524</td>
<td></td>
</tr>
<tr>
<td>2030</td>
<td>3</td>
<td>0.62</td>
<td>-7.0</td>
<td>0.159</td>
<td>0.109</td>
<td>0.039</td>
<td>0.011</td>
<td>0.018</td>
<td>0.331</td>
<td>0.530</td>
<td>0.257</td>
<td>0.409</td>
<td>2.294</td>
<td></td>
</tr>
<tr>
<td>2571</td>
<td>20</td>
<td>0.67</td>
<td>-5.4</td>
<td>0.272</td>
<td>0.048</td>
<td>0.036</td>
<td>0.023</td>
<td>0.041</td>
<td>0.564</td>
<td>0.233</td>
<td>0.239</td>
<td>0.890</td>
<td>2.225</td>
<td></td>
</tr>
<tr>
<td>2791</td>
<td>13</td>
<td>0.69</td>
<td>-5.0</td>
<td>0.240</td>
<td>0.061</td>
<td>0.042</td>
<td>0.017</td>
<td>0.030</td>
<td>0.499</td>
<td>0.296</td>
<td>0.276</td>
<td>0.635</td>
<td>3.842</td>
<td></td>
</tr>
<tr>
<td>2964</td>
<td>8</td>
<td>0.66</td>
<td>-5.4</td>
<td>0.255</td>
<td>0.090</td>
<td>0.031</td>
<td>0.008</td>
<td>0.026</td>
<td>0.530</td>
<td>0.440</td>
<td>0.207</td>
<td>0.320</td>
<td>3.284</td>
<td></td>
</tr>
<tr>
<td>4378</td>
<td>25</td>
<td>0.66</td>
<td>-8.1</td>
<td>0.238</td>
<td>0.108</td>
<td>0.044</td>
<td>0.022</td>
<td>0.026</td>
<td>0.495</td>
<td>0.528</td>
<td>0.291</td>
<td>0.831</td>
<td>3.374</td>
<td></td>
</tr>
</tbody>
</table>

the RSR_Q95 segment. For the RSR_Q5 and the RSR_Q20, the metric values are similar. The lowest values were identified in the RSR_mid.

For visualizing the general performance of the best calibration runs, the simulated discharges of Tab. 8 were compared with the observed discharge (Fig. 13). The overlay of the selected calibration runs resulted in small discharge band, because all of the simulated discharges are similar. All simulation runs tend to overpredict high peak events of the hydrograph from 1999 to 2002. Generally, the low flow and recession events are predicted satisfactorily except for recession in May 2001. Furthermore, Fig. 13 shows the distribution of phases, where the different performance metrics of the flow duration curve are relevant, as bands with different shades of gray. Comparing the very high (RMSE_Q5) and the very low phases (RMSE_Q95) periods, the very low flow periods occurred less often, but the duration was much longer than for the very high flow events. Comparing the low (RMSE_Q70) and the high flow events (RMSE_Q20), the same tendency was found. High flow phases occurred more often than the low flow phases, but the duration was longer for low flow events. Furthermore, the five patterns of the FDC segments emphasize wet and dry years within the calibration period. The Q95 occurs in summer and autumn. Long periods of Q95 are observed in 2000 and 2008, while the Q95 was not reached from September 2006 to June 2008. The pattern of the Q95 cluster clearly shows that the Q95 segment considers the low flows occurring after long dry phases, as shown in summer 2000. Remarkably, there are phases in which the low flow does not fall below the very low flow threshold (September 2006 to June 2008), but the high flow exceeds the very high flow threshold. The opposite can be seen for April 2000 to November 2001, where very high flow occurs, but high flow does not exceed the very high flow threshold.
Figure 13: Observed (black) and simulated discharge (gray) for the selected eleven best calibration runs. Additionally, the discharge phases of the observed discharge as divided by the segments of the FDC are shown as color patterns. The segments were selected accordingly to the performance metrics of the FDC used for calibration.
The discharge volume distribution of the selected calibration runs was used to compare the overall volume based performance (Fig. 14a). Referring to the extreme events, the very high flow discharge is well presented by all selected simulation runs. The very low flow discharge shows an underestimation, with the best model run reaching only 98% of flow exceedence probability (Fig. 14b). In the high and low flow phases, the discharge distribution tends to overpredict. The mid flow segment of the flow duration curve shows an underestimation in the part of 50% flow exceedence probability.

3.3.1.5 Comparison of 5FDC and 4FDC segment evaluation

The stepwise intersection without additional segmentation in the low flow segment of the FDC (4FDC) revealed a selection of twelve best simulation runs. These simulation runs were compared with the twelve best simulation runs from the model evaluation framework with the additional RMSE_Q95 low flow metric (5FDC, Fig. 14a,c). To highlight the difference in the very low flow segment Q95, we illustrated the best simulation runs, which were identified with the RMSE_low (Fig. 14b,d).

The overall performance for both FDC ensembles is very similar, except for the Q95 segment of the FDC. This can be seen especially in the direct comparison of Fig. 14b and Fig. 14d. The stepwise intersection without the RMSE_Q95 metric revealed mainly simulation runs with a discharge simulation ending close at the Q95 point of the FDC. In contrast, the model evaluation with the RMSE_Q95 metric selected simulation runs, which predict discharge until the Q100 probability.

3.3.2 Validation of 5FDC and 4FDC

For the validation of the 5FDC segmentation, we selected calibration run 2571. As we focus on the integration of low flow metrics to improve overall model performance, we selected the calibration run with the smallest Q95. Furthermore, our selection is based on visual agreement between observed and modelled discharge for the hydrograph and the FDC. Referring to low flow performance of the model, the hydrograph for the validation periods reveals underestimations from February 2004 until July 2004, as well as for May 2005 (Fig. 15). In contrast, the model overestimates the discharge in September till November 2003. The general dynamic of the discharge is well reproduced.
Figure 14: Flow duration curve for the observed discharge (black) and the selected best calibration runs (gray) of the evaluation framework with additional 5FDC segmentation (a) and without additional low flow segment of 4FDC (c). The low flow segment of the FDC is shown for the framework with additional segmentation in the low flow phase (b) and without application (d).
Figure 15: Observed (gray) and simulated discharge (black) for the validation of model run no. 2571. Additionally, the discharge phases of the observed discharge as divided by the segments of the FDC are shown as color patterns. The segments were selected according to the performance metrics of the FDC used for calibration.
The reproduction of the discharge volume was also analyzed by the FDC (Fig. 16). The FDC shows that the model performs markedly well in the very high flow segment. In the high flow segment, the discharge volume is underestimated. The mid flow segment shows an overestimation for the flows of high exceedance probability and an underestimation for the flows of low exceedance probability. The low and the very low flow segments show an underestimation, especially at 98% of flow exceedance probability. In comparison, the application of the RMSE_low metric revealed poor model performance especially in the mid and low flow phases (Fig. 16). The validation of the best simulation run with the RMSE_low evaluation (4FDC) underestimates the discharge with increasing exceedance probability of the FDC.

The model performance for the validation period is also reflected in the performance metrics (Tab. 9). For the evaluation of the simulation run, which was selected by the 5FDC framework with additional FDC segmentation, the NSE and PBIAS indicate good model performance. In comparison to the calibration periods, the model performed better for all FDC metrics. The performance of the simulation run, which was evaluated by the 4FDC method with the RMSE_low metric, shows better performance for the NSE and the high flow segments of the FDC. To identify the performance in the low flow segment, we additionally applied the RMSE_Q95. It becomes apparent, that the model performed poorer in low flow phases than the model which was identified with the RMSE_Q95 metric. Furthermore, the validation run of the 5FDC procedure revealed better performance for the RMSE_low segment than the validation run of the 4FDC procedure.
Table 9: Validation results with performance metric values of the multi-metric framework for the best calibration run of the 5FDC and 4FDC evaluation procedure.

<table>
<thead>
<tr>
<th>Calibration run procedure</th>
<th>Evaluation NSE</th>
<th>PBIAS</th>
<th>RMSE</th>
<th>RMSE</th>
<th>RMSE</th>
<th>RMSE</th>
<th>RMSE</th>
<th>RMSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2571 5FDC</td>
<td>0.72</td>
<td>4.4</td>
<td>0.090</td>
<td>0.092</td>
<td>0.037</td>
<td>0.011</td>
<td>0.013</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>147 4FDC</td>
<td>0.75</td>
<td>6.0</td>
<td>0.069</td>
<td>0.036</td>
<td>0.044</td>
<td>0.024</td>
<td>0.026</td>
<td>0.025</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Discussion

Based on our stated main research objectives, the discussion focuses firstly on the combined multi-metric evaluation framework. We secondly refer to the different performance metrics to quantify the overall model performance and finally discuss the performance of certain discharge phases of the hydrograph, especially in low flow phases.

In our study, we showed the application of an evaluation framework, which integrates several performance metrics to achieve a satisfying reproduction of the overall discharge. The joined ranking method revealed the plausibility of the multi-metric evaluation. Theoretically, the joined ranking allows the combination of a poor performed flow segment with a satisfying flow segment due to the independence of all performance metrics. Nonetheless, the multi-metric based identification of good simulation results are all characterized by a preferable joined ranking index. The coincidence in the selected model runs of the ranking based multi-metric evaluation framework with the joined ranking supports our methodical approach.

Referring to the threshold value to select the best model runs for each performance metric, the value of 1000 was found to be preferable for our study. However, the application of the evaluation framework without the additional low flow segmentation needed a reduction of this threshold to identify an manageable set of simulation runs for further analysis. The threshold for selecting best model runs of each performance metric depends on the number of applied performance metrics and the number of valuable calibration runs.

Furthermore, the stepwise intersection revealed that all applied performance metrics were relevant for the calibration process, since every performance metric is characterized by specific distribution patterns and a specific rejection of simulation runs with poor performance as shown in Fig 12. We conclude, that the developed multi-metric framework is a helpful tool to identify model runs with satisfying performance in all phases of the hydrograph.

Referring to the applied performance metrics, every metric influenced the final selection of the best calibration runs. As mentioned in Boyle et al. (2000), Krause et al. (2005), Bekele and Nicklow (2007), Moriasi et al. (2007), De Vos et al. (2010) and Zhang et al. (2011), the importance of multi-objective discharge calibration with multiple performance metrics is a key to accounting for different discharge events. Our investigations support these findings, as the independent ranking of several performance metrics, followed by a threshold selection, showed characteristic distribution patterns by combining the NSE with PBIAS. Furthermore, every metric showed an characteristic impact on the final calibration run selection. The very high flow metric (RMSE_Q5) selected only simulation runs with high NSE values together with high discharge overestimation as reflected in negative PBIAS values. The high flow segment (RMSE_Q20) showed the same tendency, but allowed slight
discharge underestimation without high overestimation. The mid flow segment (RMSE_mid) emphasized simulation runs with less discharge overestimation. In contrast, the very low (RMSE_Q95) and low flow metric (RMSE_Q70) allowed calibration runs with large overall volume overestimation (PBIAS of more than −40%), but rejected model runs with less overestimation. The focus of the different performance metrics reveals the importance of the multi-metric evaluation, which is also shown by Madsen (2000) and van Werkhoven et al. (2009). The application of only one or two performance metrics to find the best model run would likely result in emphasizing single discharge periods by neglecting other important discharge periods.

The necessity of several performance metrics was especially shown by the application of the overall low flow metric (RMSE_Q70) within the 4FDC evaluation, which selected simulation runs with high underestimation in the Q95 segment of the FDC. As a consequence, the application of the additional FDC segments as signature metrics as shown in the 5FDC approach is a helpful strategy to achieve a good model performance for the whole discharge period including very low flows. As it requires minimal effort for a more accurate result, we propose this method to be integrated into model performance analysis. Our analysis clearly shows which periods are emphasized by the different performance measures. Furthermore, the demand for the use of separate performance measures for extreme high and low flows (Q5, Q95) is highlighted.

Owing to the characteristic focus of the different performance metrics, the selection of best model runs were consequently different. The stepwise intersection of these metric based ranking groups resulted in a decreasing number of possible good model runs. There is no solution with the highest possible NSE and the lowest PBIAS, because the intersection attempts to find the best solution by optimizing each performance metric equally. It is a trade-off between the best single performance of a measure and the other remaining performance metrics. The RMSE_Q5 tends toward higher PBIAS values together with high NSE. In contrast the RMSE_Q95 tends toward lower PBIAS values and a wide range of NSE.

Although our performance metrics are all in a satisfying range, this finding is an indicator for a deficit in the model structure. In our case, the very low and the very high metrics could be used as tool for model diagnostic (Gupta et al., 2008; Yilmaz et al., 2008; Pokhrel et al., 2012). Analyzing the NSE and the PBIAS as indicator for model performance, both flow segments show different tendencies in the distribution of satisfying model performances. Similar differences in distribution patterns could be found for the low, mid, and high flow segments. The RMSE_mid rejects simulation runs, which have a PBIAS lower than −30%. In contrast, the RMSE_Q70 and RMSE_Q20 allow PBIAS values much lower than −30%, but the RMSE_Q20 rejects several model runs with a NSE less than 0.4.

The visual inspection of the best calibration runs gave additional information about the overall performance in discharge prediction. The calibrated models showed deficits, especially in the simulation of peaks events. While the discharge series are mainly preferable for evaluating the timing performance, the FDC gives the possibility to analyse the deficits in volume prediction. Yilmaz et al. (2008) already showed that the use of a close FDC segment for the very high flow events is helpful for the calibration of peak events. With the extended
segmentation of the FDC in the low flow, the discharge volume analysis revealed the largest errors in the very low flow segment. By comparing the 4FDC and the 5FDC evaluation approach, it became apparent that the application of two low flow segments (RMSE\_Q70, RMSE\_Q95) is preferable to control the model behaviour in low flow phases. This emphasizes the importance for the segmentation of the FDC into two low flow segments. Based on our additional segmentation of the FDC, the very low and low performance metrics should be used to control the baseflow governing process equations for the improvement of low flow simulation. Referring to processed based evaluation of model behaviour (Yilmaz et al., 2008; Pokhrel et al., 2012), we recommend the incorporation of the very low flow segment into the discussion for an improved model structure analysis.

3.5 Conclusion

In this study, we present a multi-metric framework to improve the overall model evaluation. To achieve this, we subdivided the flow duration curve into five different segments. The results showed that the segmentation of very low/high and low/high flow allows analysis of the model performance for every important discharge event precisely. We conclude that the additional segmentation of the flow duration curve into low and very low flows is essential for taking into account long low flow periods events. The identification of calibration runs with a satisfying reproduction of the whole hydrograph was improved due to combined evaluation of performance metrics for low and high flow periods. Furthermore, the combination of performance metrics for very high and very low discharge periods revealed that it is challenging to calibrate a model for a good performance in very high phases together with very low phases. Thus, the control of the model behavior in these special discharge conditions can be improved by analyzing the parameters of the governing process equations with these appropriate performance metrics.

Thus, we recommend this approach for analyses of the model behavior for all phases of the hydrograph including both extreme conditions. The differentiation into very low and low flow indices is recommended as additional low flow indices for common practice of model evaluation to enhance the overall model performance.
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Abstract

To ensure reliable results of a hydrological model, it is essential that the model reproduces the hydrological processes adequately. Information about process dynamics is provided by looking at the temporal sensitivities of the corresponding model parameters. For this, the temporal dynamics of parameter sensitivity are used to describe the dominance of parameters for each time step. The parameter dominance is then related to the corresponding hydrological process, since the temporal parameter sensitivity represents the modelled hydrological process. For a reliable model application it has to be verified that the modelled hydrological processes match the expectations of real-world hydrological processes.

We present a framework, which distinguishes between a verification of single model components and of the overall model behaviour. We analyse the temporal dynamics of parameter sensitivity of a modified groundwater component of a hydrological model. The results of the single analysis for the modified component show that the behaviour of the parameters of the modified groundwater component is consistent with the idea of the structural modifications. Additionally, the appropriate simulation of all relevant hydrological processes is verified as the temporal dynamics of parameter sensitivity represent these processes according to the expectations. Thus, we conclude that temporal dynamics of parameter sensitivity are helpful for verifying modifications of hydrological models.

4.1 Introduction

Hydrological models are driven by different interacting processes that are implemented into the model. To investigate the reliability of model results, it is essential to understand how these processes are represented. It needs to be analysed whether the model results are consistent with the hydrological processes in the catchment. These analyses are performed for the model structure, which is described by the model equations and different model parameters.

Knowledge about the model structures is crucial, especially when hydrological processes that control a response variable are not simulated appropriately (Hrachowitz et al., 2014). Model diagnostic analyses as proposed by (Gupta et al., 2008; Yilmaz et al., 2008) determine the appropriateness of process descriptions in the model structure. Thus, diagnostic methods help to detect failures in models and the corresponding components that need to be improved (Fenicia et al., 2008; Reusser and Zehe, 2011; Guse et al., 2014).

A first step to evaluate modifications to the model structures is the comparison between simulated and observed discharge. However, this comparison is not sufficient. It is essential to investigate if the newly introduced parameters match the expected sequence of processes. More specifically, there is the need to analyse how well they represent the corresponding real-world processes.

As stated by Yilmaz et al. (2008), a systematic approach is needed to analyse the adequacy of model structure and model improvements. There is a need to diagnose, if the modified model structures and
their newly introduced parameters are consistent with the expected sequence of hydrological processes according to the model concept. This is a step towards a general framework for model accuracy verification as emphasized by Wagener et al. (2001) and Yilmaz et al. (2008).

The relevance of model structure analysis for model improvement is highlighted by Clark et al. (2011) since the processes are not always reproduced appropriately. According to Massmann et al. (2014), the detection of periods in which a parameter or a set of parameters controls the model output provides diagnostic information. Guse et al. (2014) showed that this information is obtained by TEmporal Dynamics of PArameter Sensitivity (TEDPAS, Sieber and Uhlenbrook, 2005; Reusser et al., 2011). TEDPAS detects dominant parameters by analysing their sensitivity in a high temporal resolution. Since typical patterns of temporal parameter sensitivity change over time, the parameters can be related to corresponding hydrological processes. These hydrological processes and discharge phases vary temporally and hence the dominance of model components (Boyle et al., 2000, 2001; Wagener et al., 2003, 2009; Reusser et al., 2011; Garambois et al., 2013; Guse et al., 2014). The high temporal resolution supports the confirmation of the expected sequence of processes that is related to changing hydrological conditions.

In this context, Guse et al. (2014) used TEDPAS (Reusser et al., 2011) and temporal model performance analysis (TIGER (Reusser et al., 2009)) to detect the component of a hydrological model, which was responsible for poorly simulated baseflow in dry years. Although the simulated sequence of temporal parameter sensitivity was reasonable, the model performed poor for several performance metrics in phases of groundwater dominance (Guse et al., 2014). Based on this temporal diagnostic analysis, Pfannerstill et al. (2014a) modified the aquifer structure of the model to emphasise non-linear dynamics of the groundwater processes. The analysis of Pfannerstill et al. (2014b) showed that the modification improved the simulation of the discharge with respect to different performance metrics. Despite the well fitted discharge, there is the need to analyse if the hydrological processes are adequately represented by the model structure.

To fill this gap in knowledge, we present a framework that makes use of TEDPAS to verify improvements when model components were modified. TEDPAS provides temporal sensitivities of the newly introduced parameters. Furthermore, the sequence of high temporal parameter sensitivity can be interpreted to a sequence of processes. These results are then used for the verification. Hypotheses of the expected sequence of parameter sensitivity are derived from the model structure and the expected sequence of hydrological processes are derived from observations and known processes within the modelled catchment. The verification is performed by comparing the simulation results with the hypotheses of expected sequence of parameter sensitivity and expected sequence of hydrological processes within the catchment. For this, we assume that hypotheses for the sequence of parameter sensitivity sequence and hypothesised hydrological processes represent expectations derived by the analysis of the model structure and the known processes within the catchment. The framework distinguishes between verification of single model components (TEDPAS\textsubscript{single}) and verification of the overall model behaviour (TEDPAS\textsubscript{all}). TEDPAS\textsubscript{single} is used to assess the consistency between expected and simulated sequence of temporal parameter sensitivity for a single, newly introduced model component. TEDPAS\textsubscript{all} is used to verify if the implementation of the modified component into the model structure is appropriate by analysing the sequence of processes of the modified component in relation to the other model components. For both approaches, the expectations for the verification are hypothesised on the basis of model structure and hydrological processes within the studied catchment.
Since the parameter sensitivities are related to the hydrological processes, the consistency in representing the whole hydrological system is investigated. For this, we propose a general framework for the verification of hydrologically consistent model modifications which are in principal applicable to any model in any catchment. We demonstrate:

- how a single component of a model, which was modified or newly introduced, can be verified by relating the sequence of high temporal parameter sensitivity to the expected sequence according to its underlying process equations (TEDPAS\textsubscript{single}).
- how temporal parameter sensitivities can be used to assess the consistency between expected and simulated sequence of processes by analysing the model component based overall hydrological process representation (TEDPAS\textsubscript{all}).

4.2 Methods

The general idea to achieve hydrologically consistent model structures with model diagnostics and model improvements includes three steps (Fig. 17). Firstly, the reason for poor model performance for distinct discharge periods is detected (cf. Guse et al., 2014). The temporal parameter sensitivities are used to identify the corresponding model component, which is responsible for the poor model performance due to model structure deficiencies (cf. Guse et al., 2014). Secondly, the structure of a single model component that is responsible for the poor hydrological process representation is modified to improve the model performance (cf. Pfannerstill et al., 2014a). Thirdly, the modified model component is verified by comparing simulated and hypothesised temporal parameter sensitivities using a framework, which is demonstrated in this study. This framework integrates two elements of consecutive TEDPAS analyses that is described in the following. In this context, we define TEDPAS as a diagnostic method, which provides results in terms of temporal dynamics of parameter sensitivity.

4.2.1 TEDPAS methods

As shown in recent studies (Gupta et al., 2008; Yilmaz et al., 2008; Herbst et al., 2009; Reusser et al., 2009; van Werkhoven et al., 2009; Garambois et al., 2013; Herman et al., 2013; Pfannerstill et al., 2014b; Guse et al., 2014), a high temporal resolution is essential for proper diagnostic model evaluation. Therefore, TEDPAS aims to improve the understanding of model dynamics and to identify temporal dynamics of parameter sensitivity. For each time step, the sensitivity of the model output (e.g. discharge) is calculated on different parameters (cf. Reusser et al., 2009; Guse et al., 2014).
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The temporal parameter sensitivities are related to hydrological processes. It is assumed that the parameter sensitivity represents the hydrological process that is described by process equations of the model and the corresponding parameters. The temporal dynamics of parameter sensitivity can be attributed to the temporal dynamics of hydrological processes. Accordingly, the dominant model processes for different periods of time can be determined (Sieber and Uhlenbrook, 2005; Cloke et al., 2008; Reusser et al., 2011).

There are three distinguishable goals in sensitivity analysis, namely factor prioritisation, factor fixing and factor mapping (Saltelli et al., 2006). The presented study focuses on the factor prioritisation setting to identify dominant model processes. These processes can be related to parameters that are dominant for the analysed time series (Reusser and Zehe, 2011). Thereby, periods of time that are especially useful for model calibration can be determined (Guse et al., 2014). The first-order partial variance is estimated to determine a measure of sensitivity (Saltelli et al., 2006). Parameters are simultaneously modified during partial variance estimations. Thus, TEDPAS investigates how a variation in model parameter values influences the variance of the model output (Eq. 11, from Reusser and Zehe (2011)). According to Reusser and Zehe (2011), the first-order partial variance is estimated by dividing the changes due to a specific parameter with the total variance \( V \) that is described by all model runs.

\[
V = \sum_i V_i + \sum_{i<j} V_{ij} + \cdots + V_{1,2,3,\ldots,n}
\]

For all parameters, the first-order partial variance is summed up. The sum of all partial variances cannot be higher than one by definition. However, it can be smaller than one due to parameter interactions. This is the case for the sensitivity of one parameter that is affected by other parameters. As shown by Saltelli et al. (2006); Nossent et al. (2011); Reusser and Zehe (2011); Sudheer et al. (2011); Herman et al. (2013); Massmann et al. (2014), the (extended) Fourier Amplitude Sensitivity Test (FAST) and Sobol’s method are applicable to determine the effect of parameter interactions. In this study, the FAST method was used. The FAST method considers non-linearities as an important factor in hydrology (Cukier et al., 1973, 1975, 1978) and has a high computational efficiency. In contrast with other methods such as Sobol’s, the number of required model runs is lower, which is of particular relevance for complex models (Saltelli and Bolado, 1998; Reusser and Zehe, 2011). Since this algorithm has been implemented in the R-package FAST (Reusser, 2012), all analyses were made within the R environment. Readers are referred to Reusser and Zehe (2011) for further details.

4.2.2 TEDPAS as a framework for the verification of model improvements

The presented framework for the verification of model improvements is based on the main assumption that the provided information about high parameter sensitivity in a certain time period indicates the dominance of the corresponding model component. The presented framework for a TEDPAS-based verification aims to provide insights into the modelled hydrological system in a high temporal resolution by using generally available data (e.g. daily discharge). In general, TEDPAS is applicable with or without measured data.

Parameters with a strong impact on the selected model output are assumed to be relevant for the process description in the model and can be related to model components. The provided diagnostic information is then used for two different TEDPAS-based analyses, TEDPAS\textsubscript{single} and TEDPAS\textsubscript{all}.
4.2.2.1 TEDPAS\textsubscript{single}
TEDPAS\textsubscript{single} aims to analyse the temporal parameter sensitivity within a modified or newly introduced model component. The main outcome of this analysis is a sequence of temporal parameter sensitivity, which is compared with the concept of the analysed model component. Focusing on the parameters of an individual model component, the relevance of each parameter can be identified precisely since possible interactions with parameters of other model components are excluded.

4.2.2.2 TEDPAS\textsubscript{all}
TEDPAS\textsubscript{all} is used to verify the simulated sequence of hydrological processes using knowledge about the real processes. The main assumption of the TEDPAS\textsubscript{all} is that the sequence of hydrological processes is represented by temporal parameter sensitivities of different model components. A high temporal parameter sensitivity of a model component is assumed to reflect the hydrological process that is simulated by the model component. By applying TEDPAS\textsubscript{all}, an accurate process implementation can be verified, especially for the modified or newly introduced model component.

4.2.2.3 Expected temporal parameter sensitivity and expected sequence of processes
To verify the single model component using TEDPAS\textsubscript{single}, it is necessary to firstly define hypotheses about the expected temporal parameter sensitivity of the model. These hypotheses are derived from the concept of the model structure. By comparing the calculated parameter sensitivities with the hypothesised parameter sensitivities, the consistency between model parameter behaviour and the idea of the improved model structure is estimated.

To determine the hydrological consistency for the whole hydrological model with respect to the modified, single model component, the results of TEDPAS\textsubscript{all} are analysed. Therefore, the expected sequence of processes is hypothesised based on the knowledge of general hydrological and catchment specific processes. The hypotheses are compared with the results of TEDPAS\textsubscript{all}, which provide information about the simulated sequence of hydrological processes.

4.3 Framework demonstration example

4.3.1 Catchment description and data
The Kielstau catchment comprises an area of about 50 km\textsuperscript{2} and is located in the federal state of Schleswig-Holstein in the North Germany. It is a subbasin of the Treene catchment to which TEDPAS has been applied by Guse et al. (2014). The catchment is characterised by a maritime climate with a mean annual precipitation of 918.9 mm and mean annual temperature of 8.2°C (Station: Gluecksburg-Meierwik, period: 1961 - 1990; DWD, 2012).

As reported by Kiesel et al. (2010), the catchment has a high water retention potential. However, due to the flat topography (27 m to 78 m above mean sea level), the water tables are very high in this region (Kiesel et al., 2010) and a high fraction of the agricultural area is drained (Fohrer et al., 2007). The installed tile drainages contribute to fast runoff and consequently increase peak flows, especially in winter (Kiesel et al., 2010). During drier periods decreasing tile drainage flow has been observed from April and May before tile drainage flow stops in summer months (Kiesel et al., 2009).

Another main characteristic of the Kielstau catchment is the close interaction between river and groundwater, which is due to high groundwater water tables that are directly connected to the river (Schmalz et al., 2008). The near-surface groundwater is controlled by precipitation, especially in winter (Schmalz et al., 2008). A more detailed description of the catchment can be found in Fohrer and Schmalz (2012).

Catchment specific input data for the model includes a soil map (resolution 1:200.000, BGR, 1999).
and a digital elevation model (resolution 5 m; LVermA, 1995). To define land use and crop rotations, data from mapping campaigns of 2011/2012 and 2012/2013 were available from Pfannerstill et al. (2014a,b). The soil and crop databases, and the spatial distribution of tile drainages were obtained from Fohrer et al. (2013, 2007).

Precipitation data was provided by the Gluecksburg-Meierwik weather station located north of the Kielstau catchment (DWD, 2012). Additional weather input from the STAtistical Regional model (STAR, Orlowsky et al. 2008) was used to fill gaps of needed data. The STAR data were already used as recent climate data for the SWIM model (e.g. Huang et al., 2010; Martinkova et al., 2011). In this study, wind speed, temperature, solar radiation, and humidity of STAR were used to fill data gaps.

4.4 Model description and setup

In the following, the hydrological model is described, which was used to exemplarily show the application of TEDPAS for verification of a modified model component. The semi-distributed, eco-hydrological SWAT model (Arnold et al., 1998) uses distinct spatial positions for the subbasins within the catchment. Within the subbasins, Hydrological response units (HRU) are used to describe areas of the same land use, slope and soil. The different components of the SWAT model have an empirical and process-oriented character. Due to the incorporation of several model components, there is a high number of parameters which increase the complexity of the SWAT model (Cibin et al., 2010).

The water balance is driven mainly by the processes of precipitation, evapotranspiration, runoff, soil water percolation, drainage and groundwater flow. Runoff is routed through the main reaches of the subbasins to the catchment outlet. A detailed description of process implementation and the theory about the SWAT model can be found in Neitsch et al. (2011).

To set up the model, 36 subbasins and 2214 HRUs, which were determined using three slope classes (< 2.6%, 2.6 - 4.6 % and > 4.6%), were defined with ArcSWAT interface (version 2012.10.1.6). For the application of the TEDPAS-based model verification, the SWAT3S version (Pfannerstill et al., 2014a) with its modified groundwater structure was used. Therefore, the groundwater input files were reprocessed using a script in the R environment (R Core Team, 2013) to add the additional groundwater input parameters required by SWAT3S. To obtain equilibrium for the different storages of the model, a warm-up period from 1997 to 2000 was chosen. The temporal sensitivity analysis was performed for the hydrological years of 2001 to 2004.

4.4.1 Demonstration of verification framework

The verification framework for a modified model component is demonstrated by applying TEDPAS\textsubscript{single} and TEDPAS\textsubscript{all} to the modified groundwater component of SWAT\textsubscript{3S}. TEDPAS\textsubscript{single} was used to verify the sequence of temporal parameter sensitivity for the groundwater module. With TEDPAS\textsubscript{all} the expected sequence of processes of surface runoff, tile drainage flow, evaporation and soil water storage is analysed. For TEDPAS\textsubscript{single} and TEDPAS\textsubscript{all}, the model parameters (Tab. 10) and their ranges were selected according to previous SWAT model studies (Guse et al., 2014; Pfannerstill et al., 2014a).

4.4.1.1 TEDPAS\textsubscript{single} for model parameter verification

In the following, the SWAT\textsubscript{3S} groundwater component with its parameters (Fig. 18) is briefly described. Also, we formulate hypotheses about the expected sequence of temporal parameter sensitivity. These hypotheses are the basis for the verification with TEDPAS\textsubscript{single}. For the detailed process equations we refer to the appendix. A brief description of the main groundwater processes of the original SWAT version can be found in the supplement.
Table 10: Selection of parameters and its ranges for the temporal sensitivity analyses. The variation type distinguishes between replacing ($r$), multiplication ($m$) and addition/subtraction ($as$). The parameters are assigned according to the hydrological process including surface runoff (SR), soil water storage (SW), drainage flow (DF), evapotranspiration (ETP), and groundwater flow (GW).

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Abbreviation</th>
<th>Process</th>
<th>Range</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curve number</td>
<td>CN2</td>
<td>SR/SW</td>
<td>-15 - 15</td>
<td>as</td>
</tr>
<tr>
<td>Surface runoff lag coefficient</td>
<td>SURLAG</td>
<td>SR</td>
<td>0.2 - 4.0</td>
<td>r</td>
</tr>
<tr>
<td>Available soil water capacity</td>
<td>SOL_AWC</td>
<td>SW</td>
<td>-0.07 - 0.10</td>
<td>as</td>
</tr>
<tr>
<td>Tile drain lag time</td>
<td>GDRAIN</td>
<td>DF</td>
<td>0.5 - 2.0</td>
<td>m</td>
</tr>
<tr>
<td>Distance between two tile drains</td>
<td>SDRAIN</td>
<td>DF</td>
<td>10000 - 45000</td>
<td>r</td>
</tr>
<tr>
<td>Multiplication factor for $K_r$</td>
<td>LATKSATF</td>
<td>DF</td>
<td>0.6 - 2.0</td>
<td>r</td>
</tr>
<tr>
<td>Soil evaporation compensation</td>
<td>ESCO</td>
<td>ETP</td>
<td>0.5 - 1.0</td>
<td>r</td>
</tr>
<tr>
<td>Delay fast shallow aquifer</td>
<td>GW_DELAY_fsh</td>
<td>GW</td>
<td>1 - 15</td>
<td>r</td>
</tr>
<tr>
<td>Recession fast shallow aquifer</td>
<td>ALPHA_BF_fsh</td>
<td>GW</td>
<td>0.3 - 1</td>
<td>r</td>
</tr>
<tr>
<td>Percolation slow shallow aquifer</td>
<td>RCHRG_ssh</td>
<td>GW</td>
<td>0.65 - 0.80</td>
<td>r</td>
</tr>
<tr>
<td>Delay slow shallow aquifer</td>
<td>GW_DELAY_ssh</td>
<td>GW</td>
<td>15 - 60</td>
<td>r</td>
</tr>
<tr>
<td>Recession slow shallow aquifer</td>
<td>ALPHA_BF_ssh</td>
<td>GW</td>
<td>0.0001 - 0.3000</td>
<td>r</td>
</tr>
<tr>
<td>Percolation deep aquifer</td>
<td>RCHRG_dp</td>
<td>GW</td>
<td>0.1 - 0.4</td>
<td>r</td>
</tr>
</tbody>
</table>

Figure 18: Description of the main groundwater processes and its parameters (highlighted in italic) of SWAT$_{3S}$ (cf. Pfannerstill et al. (2014a))
According to the concept for the SWAT groundwater module, the delay in the recharge of groundwater (GW\_DELAY\_fsh) is expected to be the first sensitive parameter. The delayed recharge is then partitioned (RCHRG\_ssh) into a recharge to a fast shallow aquifer and to conceptually underlying aquifers (slow shallow and deep). Next, a recession constant (ALPHA\_BF\_fsh) controls the contribution of the fast shallow aquifer to the stream. Based on the groundwater model concept, we expect the sequence of temporal parameter sensitivity to follow the order: GW\_DELAY\_fsh, RCHRG\_ssh and ALPHA\_BF\_fsh for the fast shallow aquifer (Hypothesis H1: sequence fast).

SWAT simulates also a delayed recharge (GW\_DELAY\_ssh) for aquifers conceptually located beneath the fast shallow aquifer (slow shallow and deep aquifer). The delayed recharge is partitioned (RCHRG\_dp) into a recharge to a slow shallow and a deep aquifer. Finally, the contribution of the slow shallow aquifer is controlled by a recession constant (ALPHA\_BF\_ssh). Consequently, we expect the temporal dynamics of parameter sensitivity to be similar to the expected sequence of the shallow aquifer parameters (H2: GW\_DELAY\_ssh, RCHRG\_dp and ALPHA\_BF\_ssh for sequence slow).

In general, the fast shallow aquifer was implemented to represent fast reacting groundwater processes in times of high discharge. In contrast, the slow shallow aquifer is intended to control the low flow phases by contributing delayed groundwater recharge. This concept should lead to an explicit sequence of temporal parameter sensitivity for the different aquifers. We hypothesise, that the parameters controlling the fast shallow aquifer (GW\_DELAY\_fsh, RCHRG\_ssh, and ALPHA\_BF\_fsh) are most relevant directly after a precipitation event, before the parameters controlling the slow shallow aquifer (GW\_DELAY\_ssh, RCHRG\_dp, and ALPHA\_BF\_ssh) become dominant later (H3: relation fast to slow).

4.4.1.2 TEDPAS\_all for model component verification

The consistency between the expected and the simulated sequence of processes is verified with TEDPAS\_all. The sensitivity of parameters controlling the processes of surface runoff, tile drainage flow, evaporation and soil water storage is related to the groundwater processes. Thereby, the groundwater component is verified in the context of the overall process representation of the hydrological cycle. The results of TEDPAS\_all are compared with hypotheses of temporal process patterns, which were developed for the case study catchment. These hypotheses are based on the concept of vertical water redistribution (Yilmaz et al., 2008) and on qualitative knowledge of the catchment processes. The vertical redistribution of water after excess rainfall between faster and slower runoff components is one of the primary functions of the watershed system (Yilmaz et al., 2008). Accordingly, we distinguish between the different processes of surface runoff, tile drainage flow, fast (primary) and slow (secondary) groundwater flow and evapotranspiration (Fig. 19).

Based on Fig. 19 and findings of Kiesel et al. (2010) for the study catchment, it is hypothesised that the surface runoff (CN2) and the surface runoff lag (SURLAG) are relevant whenever the amount of precipitation exceeds the soil infiltration capacity (H4: surface runoff upon rainfall).

The amount of water that does not run off on the surface infiltrates into the soil and is stored (SOL\_AWC) for a limited time and depending on soil water storage capacity. The storage capacity is directly connected with tile drainage and groundwater dynamics as shown by Kiesel et al. (2009, 2010); Schmalk et al. (2008) for the study catchment. In winter, groundwater tables are high which results in a high potential for groundwater extraction through the tile drainages (Kiesel et al., 2010). Based on the observations of Kiesel et al. (2009), it is expected that tile drainage flow leads to peak flows in winter due to groundwater ponding and a high soil water content. Consequently, we hypothesise that the effective lateral hydraulic conductivity factor (LATKSATF), the spacing for tile drainages
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Figure 19: Schema of the expected sequence of processes after a precipitation event based on the concept of vertical water redistribution.

(SDRAIN), and their storage and lag time (GDRAIN) to be of high relevance mainly in winter (H5: tile drainage flow in winter).

In addition, high groundwater tables are the most important characteristic in the study catchment. During winter periods, the groundwater dynamics are mainly controlled by precipitation inputs due to a direct hydraulic connection between groundwater and river (Schmalz et al., 2008). In contrast, the dynamics of groundwater interaction decreases in summer but groundwater storage remains the main contributor of flow to the river. Based on these assumptions, we hypothesise a high relevance of fast groundwater flow represented by $GW_{\text{DELAY}}^{fsh}$, $RCHRG^{ssh}$, and $\text{ALPHA}_BF^{fsh}$ in winter and high relevance of the slow groundwater flow represented by $GW_{\text{DELAY}}^{ssh}$, $RCHRG^{dp}$, and $\text{ALPHA}_BF^{ssh}$ in the beginning of summer (H6: variable recession slope).

More specifically, $GW_{\text{DELAY}}^{fsh}$ is expected to be the first dominant parameter controlling fast groundwater recharge during high discharge periods in winter. This fast groundwater recharge is followed by increasing dominance of $RCHRG^{ssh}$ and $\text{ALPHA}_BF^{fsh}$ which control the outflow from the aquifer at decreasing high discharge (H7: fast groundwater flow at high discharge). At the beginning of the recession, the delayed recharge ($GW_{\text{DELAY}}^{ssh}$) is expected to be the main process controlling the discharge generation, followed by an increasing relevance of $RCHRG^{dp}$, and $\text{ALPHA}_BF^{ssh}$ (H8: flat recession at low discharge).

Since Kiesel et al. (2009) observed that tile drainage flow decreases during April and May before tile drainages run completely dry in the summer period, we expect decreasing relevance of the drainage model component. Also, due to the climatic conditions in the Kielstau catchment, the summer periods are characterized by dry soil layers and extraction of soil water by vegetation (Kiesel et al., 2010). As a consequence, groundwater recharge is very limited and the dominance of the groundwater module is decreasing. Based on this observation, we hypothesise high relevance of the soil water storage capacity (SOL_AWC) and the soil evaporation compensation (ESCO) in dry summer months until the beginning of resaturation phases (H9: evaporation at resaturation).
Table 11: Hypotheses for model verification, derived from model concept, theory of vertical water redistribution and known hydrological processes within the catchment with related model parameters

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Source</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>sequence fast</td>
<td>model concept</td>
<td>GW_DELAY_fsh, ALPHA_BF_fsh, RCHRG_ssh</td>
</tr>
<tr>
<td>H2</td>
<td>sequence slow</td>
<td>model concept</td>
<td>GW_DELAY_ssh, ALPHA_BF_ssh, RCHRG_dp</td>
</tr>
<tr>
<td>H3</td>
<td>relation fast to slow</td>
<td>model concept</td>
<td>GW_DELAY_fsh + ssh, ALPHA_BF_fsh + ssh, RCHRG_ssh + dp</td>
</tr>
<tr>
<td>H4</td>
<td>surface runoff upon rainfall</td>
<td>vertical water redistribution</td>
<td>CN2, SURLAG</td>
</tr>
<tr>
<td>H5</td>
<td>tile drainage flow in winter</td>
<td>observation in catchment</td>
<td>GDRAIN, SDRAIN, LATKSATF</td>
</tr>
<tr>
<td>H6</td>
<td>variable recession slope</td>
<td>observation in catchment</td>
<td>GW_DELAY_fsh, GW_DELAY_ssh</td>
</tr>
<tr>
<td>H7</td>
<td>fast groundwater flow at high discharge</td>
<td>vertical water redistribution</td>
<td>GW_DELAY_fsh, ALPHA_BF_fsh, RCHRG_ssh</td>
</tr>
<tr>
<td>H8</td>
<td>flat recession at low discharge</td>
<td>vertical water redistribution</td>
<td>GW_DELAY_ssh, ALPHA_BF_ssh, RCHRG_dp</td>
</tr>
<tr>
<td>H9</td>
<td>evaporation at resaturation</td>
<td>observation in catchment, vertical water redistribution</td>
<td>ESCO, SOL_AWC</td>
</tr>
</tbody>
</table>
4.5 Description and discussion of the results

4.5.1 Temporal sensitivity of groundwater parameters (TEDPAS\textsubscript{single})

The sensitivity of all six groundwater parameters varied considerably between different discharge phases (Fig. 20). Based on the temporal parameter sensitivities, a pattern of parameter relevance could be observed. The delay time of the fast shallow aquifer (GW\_DELAY\textsubscript{fsh}) had the strongest effect on high discharge events caused by large amounts of precipitation (Fig. 20a). Next, the relevance for controlling the percolation to the fast and slow shallow aquifers (RCHRG\textsubscript{ssh}) increased. Finally, the recession constant ALPHA\_BF\textsubscript{fsh} was sensitive at the end of high discharge phases (Fig. 20c). Thus, hypothesis H1 is verified, as the expected sequence of temporal parameter sensitivity of GW\_DELAY\textsubscript{fsh}, RCHRG\textsubscript{ssh}, and ALPHA\_BF\textsubscript{fsh} was confirmed.

Regarding hypothesis H2, the expected sequence of temporal parameter sensitivity of GW\_DELAY\textsubscript{ssh}, RCHRG\textsubscript{dp}, and ALPHA\_BF\textsubscript{ssh} were confirmed as well. In comparison to the fast shallow aquifer, this sequence is much clearer as the sensitivity of the parameters of the slow shallow aquifer showed a much higher temporal variability (Fig. 20).

The most important finding about the overall parameter sensitivity is an earlier reaction of the parameters for the fast shallow aquifer compared to the slow shallow aquifer, which was the expectation of the modified groundwater concept and hypothesised with H3. Overall, the fast aquifer parameters were most sensitive during recession phases following discharge peaks. In contrast, the slow aquifer parameters dominated the low flow periods. Thus, hypothesis H3 was confirmed as well, which expected an earlier reaction of the parameters controlling the response of the fast shallow aquifer to precipitation events compared to the parameters controlling the response of the slow shallow aquifer.
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Figure 20: Temporal sensitivity for groundwater parameters of the fast (fsh) and the slow shallow aquifer (ssh). The different groundwater processes are separated into recharge delay (a), the partition of groundwater recharge (b), and the groundwater outflow (c) according to the fast (fsh) and the slow shallow aquifer (ssh). The observed discharge and precipitation are shown additionally from 2001 to 2004 in the last subplot.
4.5.2 Overall process verification (TEDPAS\textsubscript{all})

TEDPAS\textsubscript{all} is used to determine the sequence of processes by analysing the temporal sensitivities of the different model components. The results show that the impact of the different components on discharge changed remarkably over time. The impact of the model component controlling surface runoff (SURLAG and CN2) was observed during discharge peaks throughout the year (Fig. 21). The model component for surface runoff is the first component to become sensitive during a rainfall event, which confirms hypothesis H4. The expected sequence of processes, which was based on the observations of Kiesel et al. (2010) for the study catchment are confirmed by the sensitivity of the two parameters, which is clearly linked to short peak flow events during the whole simulation period (Fig. 21).

All other parameters showed a characteristic sequence of parameter sensitivity, which depends on to the discharge magnitude and the moisture conditions. The impact of tile drainages (GDRAIN, SDRAIN and LATKSATF) was very low in phases of low discharge during summer. This finding verifies hypotheses H5 and H9: tile drainages are inactive due to low water tables, which do not rise during the short and low precipitation events in summer periods. The highest dynamic of sensitivity and influence on the discharge was observed during wet periods in winter and spring (Fig. 21), where rising water tables are expected due to sufficient precipitation.

The low impact of the tile drainages can be further explained by the groundwater dominance at low flow periods, which is the next step in the sequence of processes as described by the concept of vertical water redistribution (see Fig. 19). The high impact of groundwater on discharge for the studied lowland catchment is particularly visible at the beginning and the end of the long lasting low flow periods, which is in accordance with hypothesis H8.

Additionally, there is a clear separation for the relevance of the fast and the slow shallow aquifers. The time delay for recharge of the fast shallow aquifer (GW\_DELAY\textsubscript{fsh}) becomes less relevant as soon as the influence of the time delay parameter of the slow shallow aquifer (GW\_DELAY\textsubscript{ssh}) increases. This result was expected, as the model structure expects a recharge to the fast shallow aquifer at high discharge with fast groundwater contribution (ALPHA\_BF\textsubscript{fsh}), followed by a delayed recharge to the slow shallow aquifer at recession phases with slow groundwater contribution (ALPHA\_BF\textsubscript{ssh}, hypotheses H6, H7, H8). Consequently, the low flow during dry periods is controlled by flow from the slow shallow aquifer to the channel (Fig. 21). This finding supports hypothesis H6, which expects a high relevance of the slow shallow aquifer parameters in the beginning of the low flow period in summer but low relevance in winter.

In general, the fast shallow aquifer had very limited impact on the discharge. In comparison to the results of TEDPAS\textsubscript{single}, the impact of the fast shallow aquifer is lower, because the tile drainage flow controls the water amount for the groundwater recharge. Consequently, the process of fast discharge generation is controlled by both, the tile drainage flow and the fast shallow aquifer. This result was partly expected, since the parameters of the fast shallow aquifer were expected to be mainly relevant in winter (H5). Due to the low parameter sensitivity of the fast shallow aquifer, hypothesis H5 is partly verified. The overlap of high sensitivity of the parameters controlling tile drainage flow and the fast shallow aquifer emphasizes the relevance of a single model component analysis as performed with TEDPAS\textsubscript{single}.

The partitioning of recharge of the slow shallow and the deep aquifer (RCHRG\textsubscript{dp}) was especially important at the beginning of recession phases (Fig. 21), because it controls the water amount available for groundwater flow. According to the model structure, the total amount of recharge to the slow shallow and deep aquifers is affected by the partitioning of the recharge in the fast shallow aquifer. The more water flows into the fast shallow aquifer, the less is available for the slow shallow and the inactive deep aquifer. This behaviour is consistent with the model concept since the recharge to
the fast shallow aquifer is intended to be more important during wet phases with fast groundwater recharge (H6, H7). In contrast, the slow shallow aquifer is designed to control the slow recharge before recession phases (H6, H8).

The processes expected to become relevant last according to the concept of vertical water redistribution (Fig. 19) is the storage function of the soils and evaporation. The evaporation and soil water availability (ESCO and SOL_AWC) are most relevant during low flow periods in late summer and during phases of resaturation in the beginning of autumn. During these periods, the influence of all other processes is very limited. This highlights the relevance of additional storages besides the groundwater storages for the generation of baseflow in dry periods. Since the parameter sensitivities of the groundwater component is very low in these periods, hypothesis H9 is verified.
Figure 21: Temporal sensitivities for the groundwater parameters together with additional parameters for surface runoff (SURLAG, CN2), tile drainage flow (GDRAIN, SDRAIN and LATKSATF) and evaporation (ESCO, SOL_AWC). The parameters are ordered according to the processes of surface runoff (a), tile drainage flow (b), the process dynamics of the fast shallow aquifer (c) and the slow shallow aquifer (d), and the evaporation together with soil water storage (e). The observed discharge and precipitation are shown additionally from 2001 to 2004 in the last subplot.
4.6 Relevance of TEDPAS for the verification of model modifications

TEDPAS is a central method for model diagnostics and the verification of model improvements (Fig. 17). We build a framework with two different TEDPAS applications. In the following, it is discussed, whether the results of the presented TEDPAS framework provides diagnostic information for model verification upon modified or newly introduced model components. In this context, it is discussed if the application of TEDPAS can be interpreted as the last step for model verifications. In this study, we exemplify the analysis of a modified model in regard to two different aspects: (i) the hydrological consistency within the model and (ii) the hydrological processes within a catchment. The general application of this framework is shown by abstracting our findings into a more general context. We hypothesise that this framework is applicable for any hydrological model in any catchment, which needs further demonstration.

Based on our analysis results of the modified model component, it was shown that there is the necessity to analyse the role of the newly introduced parameters. We interpret the results of the demonstration example to focus on the hydrological processes which are identified with high temporal resolution. Due to the daily resolution, the hydrological processes of a single model component were clearly identified (fast and slow reacting aquifer). According to the model structure and our derived hypotheses, TEDPAS\textit{single} confirmed the expected sequence of parameter sensitivity. Furthermore, the case study results revealed a simulated sequence of processes that is consistent with the concept of vertical water redistribution (Fig. 19) and according to our knowledge based process understanding for the study catchment. The simulated sequence of processes consistently exhibited the order with surface runoff as first process, followed by tile drainage. Finally, this sequence of processes continues with fast groundwater flow and slow groundwater flow (Fig. 20 and 21). However, the low sensitivity of the parameters for the fast shallow aquifer limits the verification to a small extent. Nonetheless, the sequence of processes is identifiable. Consequently, the confirmation of the consistency is the core result of the diagnostic analysis. It indicates that the simplified representation of the groundwater processes is in accordance with the concept of vertical process dynamics.

In this study, TEDPAS\textit{single} and TEDPAS\textit{all} were applied using commonly available, daily observed discharge data. The high temporal resolution facilitated the diagnosis of the model structure and its ability to simulate the processes occurring in the catchment. Thereby, TEDPAS provided additional diagnostic information to understand the representation of processes within the analysed model. Additionally, the presented example highlights the potential of the TEDPAS framework to evaluate the consistency of parameters and process structure using qualitative data. We used observed processes occurring the catchment, as well as the concept of vertical water redistribution (Fig. 19) and the theoretical foundations of the modified model structure (Fig. 18) to derive hypotheses for the model verification. This procedure can be transferred to any model and can be performed for studies in any catchment.

The results of this study show, that TEDPAS\textit{single} and TEDPAS\textit{all} are needed for the extraction of comprehensive model diagnostic information. The TEDPAS\textit{single} method is used to check the consistency between expected and simulated sequence of temporal parameter sensitivity for the modified or newly introduced model component. With this approach, the role of each parameter can be clearly identified, especially due to the high temporal resolution. The application of TEDPAS\textit{all} in our demonstration example revealed, that the highest sensitivity of single parameters of a modified model component and parameters of other model components may occur simultaneously. This finding emphasizes the importance of TEDPAS\textit{all}, since this method is able to identify the overlapping dominance of different model components and the corresponding hydrological processes.
4.7 Conclusion

The main capability of model diagnostics is the determination of the adequacy of process descriptions in model structures. In this study, we used temporal dynamics of parameter sensitivities (TEDPAS) as a verification method in model diagnostics. We propose three steps for model diagnostics and the verification of model improvements. Firstly, inappropriate model structures are detected (cf. Guse et al. (2014)) and secondly, the related process description within the model is modified to improve the representation of hydrological processes (cf. Pfannerstill et al. (2014a). The third step is the model verification with a TEDPAS-based framework, which is presented in this study.

Based on our results, we propose TEDPAS as a method to provide relevant diagnostic information after a modification of a model component. The presented framework includes the application of TEDPAS\textsubscript{single} and TEDPAS\textsubscript{all}. In a high temporal resolution, TEDPAS\textsubscript{single} aims to provide information about the reasonable sequence of temporal parameter sensitivities within a single model component. Thereby, the intended role of parameters within a modified or newly introduced model component is verified. TEDPAS\textsubscript{all} is applied to analyse the sequence of processes including not only the modified, but all model components.

The main outcomes of this study are:

- TEDPAS provides diagnostic information for the verification of the consistency between the expected and simulated sequence of processes. The expected sequence of processes is derived from the model concept, qualitative knowledge of the catchment, and the concept of vertical water redistribution.
- TEDPAS\textsubscript{single} provides the sequence of temporal parameter sensitivity within a single modified or newly introduced model component.
- TEDPAS\textsubscript{all} provides the simulated sequence of processes of the whole model for the verification with the expected sequence of processes.

We recommend the use of TEDPAS as a part of a verification framework for model diagnostics, since it provides relevant information, which leads to an improved understanding of the relationship between modified model structure and the processes occurring in a catchment.

4.8 Appendix

4.8.1 The groundwater component for SWAT\textsubscript{3S}

The idea of the modified groundwater component of SWAT\textsubscript{3S} (Pfannerstill et al., 2014a) is the integration of two aquifers that may contribute to the river and one aquifer that accounts for percolation into deep geologic formations. For this, the shallow aquifer was split into a fast and a slow reacting storage. A detailed description of the groundwater processes of SWAT\textsubscript{3S} can be found in Pfannerstill et al. (2014a). For comparisons with the original SWAT version, the governing process equations are described in the supplement.

In the following, the modified groundwater processes of SWAT\textsubscript{3S} are briefly described. In a first step, a delay for soil water that percolates out of the soil $w\text{perc,i}$ (mm $H_2O$) is considered in Eq. 13. The parameter $GW\text{\_DELAY}_{fsh}$ (days) describes the time delay for percolating water, entering the geologic formation of the fast shallow aquifer. The amount of water, percolating to the aquifer on the day before $(i-1)$ is represented by $w\text{delay,fsh,i-1}$ (mm $H_2O$).
\[
\begin{align*}
    w_{\text{delay,fsh},i} &= (1 - \exp\left[\frac{-1}{GW_{\text{DELAY}}_{\text{fsh}}}\right]) \cdot w_{\text{perc},i} \\
    &+ \exp\left[\frac{-1}{GW_{\text{DELAY}}_{\text{fsh}}}\right] \cdot w_{\text{delay,fsh},i-1} 
\end{align*}
\]

SWAT\textsubscript{3S} considers the delayed percolation water \(w_{\text{delay,fsh},i}\) (mm \(H_2O\)) which is split into recharge of the fast shallow aquifer and into recharge that is entering the geologic formation of the slow shallow aquifer. Water percolating to the slow shallow aquifer is represented by \(w_{\text{seep,ssh},i}\) (mm \(H_2O\), Eq. 14). The parameter RCHRG\textsubscript{ssh} is a partitioning coefficient, which is used to calculate the percolation into the slow shallow aquifer. The recharge of the fast shallow aquifer \(w_{\text{rchrg,fsh},i}\) (mm \(H_2O\)) is calculated by subtracting the water that is percolating into the geologic formation of the slow shallow aquifer with Eq. 15.

\[
w_{\text{seep,ssh},i} = RCHRG_{\text{ssh}} \cdot w_{\text{rchrg},i} \tag{14}
\]

\[
w_{\text{rchrg,fsh},i} = w_{\text{rchrg},i} - w_{\text{seep,ssh},i} \tag{15}
\]

The concept of SWAT\textsubscript{3S} assumes a delay of the calculated seepage to the slow shallow aquifer \(w_{\text{seep,ssh},i}\) (Eq. 14, Eq. 17). Thereby, the time delay of recharge due to different geologic formations is described with \(GW_{\text{DELAY}}_{\text{ssh}}\) (days).

\[
w_{\text{delay,ssh},i} = (1 - \exp\left[\frac{-1}{GW_{\text{DELAY}}_{\text{ssh}}}\right]) \cdot w_{\text{seep,ssh},i} \\
    + \exp\left[\frac{-1}{GW_{\text{DELAY}}_{\text{ssh}}}\right] \cdot w_{\text{delay,ssh},i-1} \tag{16}
\]

To consider percolation to the slow shallow aquifer on the day before, the parameter \(w_{\text{delay,ssh},i-1}\) (mm \(H_2O\)) is used. SWAT\textsubscript{3S} incorporates the simulation of groundwater recharge to deep geologic formations. The percolation to the deep aquifer \(w_{\text{seep,dp},i}\) (mm \(H_2O\)) is calculated with Eq. 18.

\[
w_{\text{seep,dp},i} = RCHRG_{\text{dp}} \cdot w_{\text{delay,ssh},i} \tag{18}
\]

The delayed recharge to the slow shallow aquifer \(w_{\text{rchrg,ssh},i}\) (mm \(H_2O\)) is then simulated with Eq. 19.

\[
w_{\text{rchrg,ssh},i} = w_{\text{delay,ssh},i} - w_{\text{seep,dp},i} \tag{19}
\]

Finally, the groundwater flow into the stream is calculated. As SWAT\textsubscript{3S} considers two contributing groundwater storages, there are two equations for the simulation of groundwater flow. The groundwater flow out of the fast shallow aquifer is calculated with Eq. 21. The parameter ALPHA\textsubscript{BF\textsubscript{fsh}} (1/days), which is the baseflow recession constant, is used to describe the outflow of the aquifer \(Q_{gw,fsh,i}\) (mm \(H_2O\)).

\[
Q_{gw,fsh,i} = Q_{gw,fsh,i-1} \cdot \exp[-ALPHA_{\text{BF}_{fsh}} \cdot \Delta t] \\
    + w_{\text{rchrg,fsh},i} \cdot (1 - \exp[-ALPHA_{\text{BF}_{fsh}} \cdot \Delta t]) \tag{20}
\]
The contribution of the slow shallow aquifer to the discharge is calculated with Eq. 23:

\[
Q_{gw,ssh,i} = Q_{gw,ssh,i-1} \cdot \exp[-\text{ALPHA}_\text{BF}_{ssh} \cdot \Delta t] + w_{rchrg,ssh,i} \cdot (1 - \exp[-\text{ALPHA}_\text{BF}_{ssh} \cdot \Delta t])
\]

The modified SWAT3S calculates the groundwater contribution of the slow shallow aquifer to the river \(Q_{gw,ssh,i}\) (mm H\(_2\)O) using \(\text{ALPHA}_\text{BF}_{ssh}\) (1/days), which is the baseflow recession constant for the slow shallow aquifer. The recharge of the slow shallow aquifer is described with the parameter \(w_{rchrg,ssh,i}\) (mm H\(_2\)O).

### 4.9 Acknowledgements

The contribution of the slow shallow aquifer to the discharge is calculated with Eq. 23:

The modified SWAT3S calculates the groundwater contribution of the slow shallow aquifer to the river \(Q_{gw,ssh,i}\) (mm H\(_2\)O) using \(\text{ALPHA}_\text{BF}_{ssh}\) (1/days), which is the baseflow recession constant for the slow shallow aquifer. The recharge of the slow shallow aquifer is described with the parameter \(w_{rchrg,ssh,i}\) (mm H\(_2\)O).

### 4.9 Acknowledgements

The Government-Owned Company for Coastal Protection, National Parks and Ocean Protection (LKN-SH) of Schleswig-Holstein provided the discharge data for this study. The digital elevation model and the river net were obtained from the land survey office of Schleswig-Holstein. We thank the German Weather Service (DWD) for providing the climate data and the Potsdam Institute for Climate Impact Research (PIK) for providing the STAR data.

The first author was supported by a scholarship of the German Environmental Foundation (DBU). The DFG funded project GU 1466/1-1 (Hydrological consistency in modeling) supported the work of the second author. Dominik Reusser was supported by the BMBF via its initiative Potsdam Research Cluster for Georisk Analysis, Environmental Change and Sustainability (PROGRESS – Grant: 03IS2191B). We want to thank the community of the open source software R, which was used for the calibration of the SWAT model and following analysis.

### 4.10 References


LVermA: Landesvermessungsamt Schleswig-Holstein Digitales Geländemodell fuer SchleswigHolstein. Quelle: TK25. Gitterweite 25 m x 25 m und TK50 Gitterweite 50 m x 50 m sowie ATKIS-DGM2-1 m x 1 m Gitterweite und DGM 5 m x 5 m Gitterweite, abgeleitet aus LiDAR-Daten, 1995.


Reusser, D.: Implementation of the Fourier Amplitude Sensitivity Test (FAST), R-package, 0.61, 2012.


4.11 Supplement: The original groundwater module of the SWAT model

The detailed process equations of the groundwater processes for the original SWAT model are summarized in Neitsch et al. (2011). In the following description, the main groundwater processes of the original SWAT version are shown. For this, we focus on the equations that control the groundwater contribution to the discharge of the river.

In the SWAT model, soil water percolates into a conceptual aquifer structure, which is divided into a shallow and a deep aquifer. The shallow aquifer represents an unconfined aquifer that may discharge into the channel. The deep aquifer is described as a confined aquifer. As a consequence, the deep aquifer does not contribute to the streamflow within the watershed. Thus, the deep aquifer is considered as inactive, because it does not deliver water back to the modeled catchment.

Water that percolates out of the soil is delayed with an exponential delay function before it recharges \( w_{rchrg,i} \) (mm \( H_2O \)) the groundwater system (Eq. 24, cf. Neitsch et al. (2011)):

\[
 w_{rchrg,i} = (1 - \exp(-\frac{1}{\delta_{gw}})) \cdot w_{seep} + \exp(-\frac{1}{\delta_{gw}}) \cdot w_{rchrg,i-1}
\]  

(24)

The parameter \( \delta_{gw} \) (days) describes the delay of recharge that accounts for geologic formations. Eq. 24 considers the percolation out of the last soil layer on day \( i \) (\( w_{seep} \), mm \( H_2O \)) and the parameter \( w_{rchrg,i-1} \) (mm \( H_2O \)) which represents the amount of water that enters the aquifer on the day before \( (i-1) \).

With Eq. 25 (cf. Neitsch et al. (2011)), the daily recharge \( w_{rchrg,i} \) is partitioned by a percolation coefficient \( \beta_{dp} \) (-) to calculate the recharge of the deep aquifer (\( w_{seep,dp,i} \), mm \( H_2O \)):

\[
 w_{seep,dp,i} = \beta_{dp} \cdot w_{rchrg,i}
\]  

(25)

The remaining amount of recharge (\( w_{rchrg,sh,i} \), mm \( H_2O \)) that enters the shallow aquifer is then calculated with Eq. 26 (cf. Neitsch et al. (2011)):

\[
 w_{rchrg,sh,i} = w_{rchrg,i} - w_{seep,dp,i}
\]  

(26)

In the SWAT model, groundwater contribution to the river (\( Q_{gw,i} \), mm \( H_2O \)) is simulated with the shallow aquifer (Eq. 27, cf. Neitsch et al. (2011)). The recharge of the shallow aquifer (\( w_{rchrg,sh,i} \)) is used together with the parameter \( \alpha_{gw} \) (1/days) and a one day time step (\( \Delta t \)) to describe a recession-based outflow out of the aquifer storage.

\[
 Q_{gw,i} = Q_{gw,i-1} \cdot \exp[-\alpha_{gw} \cdot \Delta t] + w_{rchrg,sh,i} \cdot (1 - \exp[-\alpha_{gw} \cdot \Delta t])
\]  

(27)
5 Summarising discussion and conclusion

5.1 Summary of key achievements

The reliability of models to investigate the hydrological system strongly depends on the ability of the model structure to capture the relevant hydrological processes of the study catchment. This ability can be tested by (i) applying appropriate evaluation criteria during model calibration and (ii) by ensuring coincidence between simulated and observed hydrological processes. This thesis demonstrates how this goal can be achieved by making use of diagnostic model analyses.

The motivation of this thesis is based on a model structure deficiency of the SWAT model that was identified by Guse et al. (2014) with TEDPAS and TIGER. The groundwater model component with its parameters were found to be the main reason for poor model performance at low flow phases. The main aim of this thesis was the development of a guideline for hydrologically consistent models, which is the synthesis of three research questions. The core results of the three research questions that were raised to build up the proposed guideline are answered in a summary to finally resolve the answer for the main question.

• How can deficient model structures be improved with information of diagnostic model analyses?

The findings of several studies that reported poor model performance for the low flow phases of SWAT and the diagnostic model analyses of Guse et al. (2014) were utilised to adapt the model structure of the SWAT groundwater component. As described in Chapter 2, the presented model modification emphasises the non-linearity of the SWAT groundwater component by integrating an additional groundwater storage. The new SWAT$_{3S}$ version integrates two active groundwater storages that contribute to the discharge and one inactive groundwater storage that accounts percolation into deep geologic formations.

The raised research question of how the information of diagnostic model analyses can be used to improve deficient model structures was answered by realising a more suitable groundwater description with SWAT$_{3S}$. Based on a literature review, the common recommendation of incorporating multiple storages into hydrological models to describe non-linear groundwater processes was transferred to the SWAT model. According to this recommendation, a more complex storage structure with an improved suitability for lowland catchments was achieved. The results of this modification show the improvement of low flow reproduction by SWAT$_{3S}$.

The developed groundwater component of SWAT$_{3S}$ is characterised by a flexible structure that allows consideration of spatial heterogeneity of groundwater processes and the description of groundwater processes itself. Individual parameter settings can be used to adapt the simulated groundwater processes to the catchments (e.g. emphasised groundwater relevance vs. no groundwater contribution). Furthermore, groundwater aquifers can be activated and deactivated on the subcatchment and HRU level to account for heterogeneity within large catchments.

Referring to the performance evaluation of the original SWAT and the new SWAT$_{3S}$, common performance measures (NSE, PBIAS) were applied. Furthermore, the presented study of Chapter 2 describes the utilisation of the FDC to evaluate different discharge phases. The applied evaluation method provided a first possibility to determine model performance for the mid flow and the low flow segment of the FDC. However, since the adapted groundwater component of SWAT$_{3S}$ aims to improve the low flow reproduction, the need to determine the model performance for low flow in a more detailed way was emphasised. Based on this finding further research to address combined evaluation criteria that allow the detailed evaluation of the low flow phases together with the remaining phases of the hydrograph was motivated. Consequently, the second questions focused on:
5.1 Summary of key achievements

- How can modified model structures be evaluated by considering all relevant discharge phases?

Chapter 3 describes the evaluation of the modified groundwater component of SWAT$_{3S}$ with a newly developed multi-metric framework. This framework integrates metrics for different discharge phases to achieve a satisfying reproduction of the overall discharge. According to Gupta et al. (1998), Boyle et al. (2000), Madsen (2000), Wagener and Gupta (2005) and Gupta et al. (2008) the application of one single evaluation criterion is insufficient to take into account the representation of all relevant processes. As a consequence, the newly developed multi-metric framework makes use of a stepwise intersection of best model runs that are determined separately for each performance and signature metric to make sure that all phases of the hydrograph are considered.

As the low flow phases were found to be an important indicator for the proper simulation of groundwater contribution to the river, the development of the multi-metric framework integrates additional FDC segments in comparison to the common FDC segmentation (e.g. Yilmaz et al., 2008). Low flow phases are further separated into a low flow segment and a very low flow segment that considers the flow exceedance probability between 95% and 100%. In this way, the model performance evaluation for discharge volume reproductions at low flow phases is improved. Regarding the common FDC segmentation with a very high flow segment with the flow exceedance probability of 5%, extreme events of very high and very low flow are equally weighted.

The main outcome of the multi-metric evaluation is that the application of FDC segments is a helpful strategy to evaluate the model performance for the whole discharge period including very high and very low flows. As it requires minimal effort for a more accurate model evaluation, this method is proposed to be integrated into model performance analysis. With respect to the evaluation of the modified model structure of SWAT$_{3S}$, the additional segmentation of the FDC with very low and low performance metrics improves the evaluation of low flows.

Despite of improved evaluation of simulated discharge phases, satisfying model performance for discharge reproduction does not automatically guarantee hydrologically realistic process reproduction. According to a more processed based evaluation of model behaviour as proposed by Yilmaz et al. (2008) and Pokhrel et al. (2012), further diagnostic analysis are recommendable. For this, additional diagnostic information needs to be extracted from simulated and observed hydrological data to evaluate hydrological models in a way that goes beyond model performance only for discharge simulation. This finding leads to the third question:

- How can modified model structures be verified with diagnostic model analyses and expert knowledge?

As shown in Chapter 3, the application of a multi-metric framework is useful to consider all phases of the hydrograph and consequently it is determined if a (modified) model structure is able to simulate hydrological characteristics (e.g. discharge) properly. However, as mentioned by Clark et al. (2008) and Hrachowitz et al. (2014) the appropriate discharge simulation does not guarantee for appropriate reproduction of hydrological processes. For this, Chapter 4 proposes the analysis of the modified SWAT$_{3S}$ groundwater model component in regard to two different aspects: (i) the hydrological consistency within the model and (ii) the consistent simulation of hydrological processes for the study catchment. In a first step, TEDPAS was used to analyse the modified groundwater model component with respect to the implemented model parameters and their temporal relevance. Hypotheses about the temporal parameter sensitivity and their temporal sequence were derived from the modified model structure. The results of TEDPAS for the groundwater model component confirmed the expected sequence of parameter sensitivity: parameters of the fast reacting groundwater storage were sensitive before the parameters of the slow reacting groundwater storage. In the second step, TEDPAS was
used to analyse the process sequence according the hypotheses of vertical water redistribution concept and additional expert-knowledge of hydrological processes within the study catchment. The results revealed a simulated process sequence that is consistent with the derived hypotheses for the study catchment. The simulated process sequence consistently exhibited the order with surface runoff as first process, followed by tile drainage. This process sequence continued with fast groundwater flow and slow groundwater flow. Finally the simulated process sequence showed evapotranspiration and soil water storage as the last relevant process.

Considering the third question, the results of TEDPAS were combined with the knowledge about the hydrological processes and their occurrence timing for the study catchment. The derived hypotheses were used to evaluate the modified model structure in a qualitative way. By proving the coincidence between simulated and hypothesised sequence of parameter sensitivity and hydrological process sequence, the presented approach can be interpreted to a final step of hydrological model improvements. With this step, the hydrological consistency is confirmed. Finally all three questions may be combined to answer the main research question of this thesis:

- **How can hydrologically consistent models be achieved?**

The results that were obtained from the three research questions are transferred into a more general context to propose the demonstrated procedure as a general guideline for hydrologically consistent models. Diagnostic model analyses can be interpreted as the foundation of this guideline. As exemplarily shown for the SWAT groundwater component, diagnostic model analyses may be used to identify model structure deficiencies that need improvement for satisfying model performance. Chapter 2 illustrates how the information of model diagnostic analyses can be transformed into the idea for a model structure improvement.

However, the modifications of individual model components need further analysis to make sure that the improvements lead to improved model performance together with hydrologically consistent simulation of the hydrological processes. For this, the thesis proposes two different approaches. In a first step, the modified model is evaluated with appropriate performance and signature metrics. A prerequisite for this evaluation is the selection of proper evaluation criteria as shown in Chapter 3. Additionally, the hydrological consistent simulation of the hydrological processes needs to be verified. The consistency is verified with hypotheses about the parameter relevance and the hydrological process sequence for specific discharge phases of the study catchment. This approach makes use of TEDPAS which can be assigned to tools of diagnostic model analyses. The provided results allow the qualitative comparison between simulated and hypothesised sequence of parameter sensitivity and observed hydrological processes of the study catchment.

Complying the proposed steps of model improvement due to identified model structure deficiencies, performance evaluation and process verification, the guideline leads to a hydrologically consistent model. In general, this guideline can be applied in principal to any hydrological model in any catchment.

### 5.2 Discussion

According to the summarised main achievements of this thesis, the results of Chapter 2, 3, and 4 are discussed in a more general context. Finally, the discussion provides the foundation for the synthesis that leads to the main outcome of this thesis: A guideline for hydrologically consistent models. The thesis is then closed by pointing out aspects that are recommendable for future research.
5.2 Discussion

5.2.1 The modified groundwater structure of SWAT$_{3S}$ as an example for model improvements

The modification of the groundwater component for the new SWAT$_{3S}$ was motivated by the analyses of Guse et al. (2014) with TEDPAS and TIGER. This diagnostic model analysis and the following interpretation of diagnostic information to derive requirements for model modifications agree with recommendations of Gupta et al. (2008). As proposed by Gupta et al. (2008), diagnostic model analyses should clearly depict the aspects of a model that need to be improved and how the model should be improved. According to this recommendation, Chapter 2 describes the development of a more complex groundwater component incorporating knowledge and theories about groundwater processes.

According to the presented results of this thesis and according to the application by Haas et al. (2015), the groundwater structure of SWAT$_{3S}$ with two contributing storages was proved to better capture complex groundwater processes, especially in lowlands. There is a clear separation of groundwater storage activity for the study catchments: the fast reacting groundwater flow controls the recession phase. By contrast, the slow groundwater flow controls the baseflow with its delayed answer of groundwater recharge, which can be further controlled with a loss to the deep aquifer.

The newly developed groundwater structure leads to an improved discharge simulation, but there are still some aspects that need further discussion. Despite of the emphasised complexity of SWAT$_{3S}$, the model is still characterised by a conceptual model structure with simplified process descriptions. As shown by Orth et al. (2015) an increased complexity may lead to over-parameterisation but a too simple model structure may suffer from an incomplete representation of relevant processes. Consequently, the models need to have simple structures but adequate complexity (Orth et al., 2015). Referring to the new groundwater structure of SWAT$_{3S}$ it has to be discussed if the increased complexity is justifiable with respect to the available information that are provided by knowledge of the catchment and model input data.

Depending on the knowledge of the catchment and available model input data, the different groundwater storages of SWAT$_{3S}$ may be activated or deactivated. This flexibility takes up the idea of flexible model structure approaches for hydrological modeling as introduced by Fenicia et al. (2011). The introduced framework of Fenicia et al. (2011) proposes the selection of appropriate model structures with respect to the known processes within the study catchment. In this context, the opportunity of SWAT$_{3S}$ to depict groundwater processes with adapted model structures provides a high degree of flexibility. SWAT$_{3S}$ is able to represent groundwater processes with one or two storages that may contribute to the river. Furthermore, groundwater percolation into deep geologic formations may be considered with a third storage. Consequently, the modeler is free to decide which degree of complexity for the groundwater and how many model parameters are needed. As shown in this thesis and by Haas et al. (2015), the groundwater structure of two contributing storages and one storage for percolation into deep geologic formations is favourable to depict the nonlinear processes of typical lowlands. However, other catchments may not need this complex groundwater structure due to less complex groundwater processes. In this case, the number of used groundwater storages and consequently the number of parameters may be reduced. To conclude, SWAT$_{3S}$ provides opportunities to apply more complex model structures if needed. However, this flexibility increases the responsibility of the modeler. The complexity of the applied groundwater structure need to be selected carefully to prevent unrealistic process simulation.

In this context, Hrachowitz et al. (2014) found out that increasing model complexity does not necessarily leads to improved model performance and process simulation. This is especially the case when the parameter values for complex model structures are not reasonably constrained. As a conclusion, increased complexity of model structures should not be the ultimate goal of model development. De-
5.2 Discussion

Depending on available information of landscape features and knowledge about hydrological processes within the catchment, it has to be ensured that the model structure suits to the catchment (Euser et al., 2013; Hrachowitz et al., 2014). Additionally, the main processes have to be captured while maintaining minimum levels of complexity (Fenicia et al., 2008).

Considering the hydrological processes of the catchment, the complexity can be further interpreted in a spatial point of view. For example, a typical pathway for water flow is driven by gradients from hills to valleys. Additionally, there are interactions between the river and the subsurface system of the valley. The HRU concept of SWAT does allow the integration of landscape heterogeneity during the model-setup and by setting parameter values according to expected groundwater processes. In this way, different characteristics that are related to groundwater processes (e.g. soil permeability, tile drainages, slope) may be taken into account at the HRU generation to emphasise spatial complexity.

Recent developments of SWAT lead to integrations of landscape routing options (Volk et al., 2007; Bosch et al., 2010; Arnold et al., 2010) and grid-based model setups (Rathjens et al., 2015). However, the advantage of integrating more spatial complexity is often limited due to inavailability of appropriate data. Consequently, the modeller has to make sure that the complexity of the applied model structure matches the available data to derive reasonable spatial distributed parameter values and to achieve reasonable process simulation.

Referring to reasonable process simulation, this thesis points out the advantage of SWAT \textsuperscript{3S} for the study catchment since improved discharge reproduction was achieved with emphasised groundwater relevance on the discharge. The presented application of SWAT \textsuperscript{3S} revealed a major improvement that can be identified for the simulation of the low flow segment with adequate representation of the mid flow segment. The groundwater structure of two contributing groundwater storages is essential for the study catchment to depict the groundwater dominance which is typical for lowland catchments. The diagnostic information that is provided by Guse et al. (2014) was used to improve the model through the inclusion of particular processes as recommended by Orth et al. (2015). To investigate the applicability and to proof the flexibility of SWAT \textsuperscript{3S} to represent contrary hydrological conditions, additional applications in catchments with other hydrological characteristics are recommendable.

5.2.2 Diagnostic model analyses - the key to hydrologically consistent models?

To perform diagnostic model analyses, several methods and tools are available to extract information about model behaviour and to identify the reasons for specific behaviour (e.g. Wagener et al., 2003; Clark et al., 2008; Fenicia et al., 2008; Herbst et al., 2009; Clark et al., 2011; Massmann and Holzmann, 2012; Euser et al., 2013; Garambois et al., 2013). In this thesis, it is shown how diagnostic model analyses help to achieve hydrologically consistent model improvements making use of model performance evaluation and temporal parameter sensitivity analysis. The applied temporal parameter sensitivity analysis was found to be a valuable method to extract diagnostic information. As shown by Haas et al. (2015), the application of temporal parameter sensitivity analyses is not limited to hydrological aspects. The study of Haas et al. (2015) clearly showed, that this kind of diagnostic model analysis is helpful to understand nitrate processes of SWAT \textsuperscript{3S}.

To apply diagnostic model analyses, multiple evaluation criteria can be used to compare simulated and observed hydrological processes. This kind of model evaluation aims to identify specific phases of the hydrograph or specific hydrological processes that are poorly reproduced by the model. Considering the provided example of Guse et al. (2014), the poor model performance is systematically evaluated to extract additional diagnostic information. Referring to the investigation of very low flow phases, this thesis provides a newly developed evaluation criterion for this specific discharge phase. Since the very low flow is of high interest such as for water resource management or eco-hydrology (e.g. Smakhtin, 2001; Laaha and Blöschl, 2006) the newly developed evaluation criterion particularly helps
to investigate the model performance for this specific discharge phase.

However, it has to be mentioned that the application of the newly developed evaluation criterion is just one step in diagnostic model analyses. Beside of model evaluation, additional methods need to be applied to extract information about accurate process integration within the model structures. Temporal parameter sensitivity analyses on the model’s output (e.g. discharge) provide further insights into possible structural model deficits (e.g. Guse et al., 2014). In this way, it is investigated which parameter controls which discharge phase. Considering the motivation and the presented studies of this thesis, the relevance of temporal parameter sensitivity analysis is highlighted. The preliminary work of Guse et al. (2014) revealed that the groundwater parameters were highly sensitive on the discharge for the low flow phases. On the modeler’s perception these results are in accordance with the intended model behaviour to represent hydrological processes of a lowland. Despite of reasonable temporal parameter sensitivity, the applied model was not able to simulate the baseflow driven low flow phases properly. The groundwater parameters were found to have the highest potential for model improvement by improving the groundwater process representation. Consequently, TEDPAS is a recommendable method to identify model structure deficiencies.

However, the role of TEDPAS for diagnostic model analyses is not limited to the identification of model structure deficiencies. In Chapter 4 of this thesis, TEDPAS was further developed to a method that provides information to investigate the hydrological consistency of a modified model. After modifying the model component that is responsible for poor model performance, the process representation was improved. The improvement was quantified and verified by integrating the newly developed evaluation criterion for very low flows. Nonetheless, satisfying model performance for one hydrological process (e.g. discharge) is not always related to a high consistency if other processes are inappropriately represented (Yilmaz et al., 2008; Euser et al., 2013; Hrachowitz et al., 2014). Consequently, in following diagnostic model analyses the ultimate goal was to ensure hydrological consistency for the modified model to make sure that the model results are improved for the right reason (Clark et al., 2008; Martinez and Gupta, 2011; Euser et al., 2013). Again it was investigated if all model parameters are relevant at the desired time and if the hydrological process are properly simulated. According to Gupta and Nearing (2014), this analysis aims to investigate if consistency between the model and the real world is achieved (Gupta et al., 1998, 2008; Martinez and Gupta, 2011).

The decision if the hydrological processes of the real world have been achieved by the applied model requires high diagnostic information content that demands for more power in identification methods (Wagener and Gupta, 2005). In this context, future developments of diagnostic model analyses that were applied in this thesis need to be discussed. The demonstrated TEDPAS application within this thesis provided daily time series of partial parameter sensitivity on the discharge. Individual parameter sensitivities of model components were analysed and parameter sensitivities were interpreted into simulated processes. However, up to now there are more opportunities to increase the information content of the temporal parameter sensitivities. A first step is to consider different temporal resolutions as presented by Herman et al. (2013) and Massmann et al. (2014). With these approaches it is highlighted that individual processes are relevant at different time scales. Consequently, the parameter sensitivity is expected to be observed according to the individual time scale. In addition, there is room for further visualisation techniques. As presented in this thesis, the evaluation is based on daily time series. Future work could focus on the visualisation of temporal parameter sensitivity with respect to different discharge events or discharge magnitudes together with seasonal aspects of the discharge magnitude to extract information about seasonality of parameter sensitivity more clearly.

Discussing the model improvement that was presented in this thesis, the newly developed evaluation framework with an newly developed low flow evaluation criterion and the investigated temporal parameter sensitivity analysis suggest hydrologically consistent model results. As a conclusion, the
raised question if diagnostic model analyses can be interpreted to the key for hydrologically consistent models can be positively answered in terms of model performance and parameter timing. However, this conclusion relies to a huge extent on the simulated discharge and on the modeler’s perception, when parameters should be sensitive. As shown in Chapter 4, the additional utilisation of real world observations provides further crucial information for the decision if hydrological consistency has been achieved or not. The knowledge of hydrological processes of the real world can lead to a more well-founded final decision. For this, a way of integrating expert-knowledge into diagnostic model analyses is needed.

5.2.3 Advanced diagnostic model analyses with expert-knowledge

Model evaluation and verification is preferably performed with measured data, which comprises mainly the easily available discharge data for the studied catchment. Based on the discharge, the most appropriate model structures for a given problem are identified (e.g. Clark et al., 2008; Fenicia et al., 2008; Stoelzle et al., 2015) by analysing the reliability of model results with diagnostic analysis of the model structures. However, considering the discharge as evaluation and verification criterion limits the validity of the performed diagnostic model analysis. Of course, the ultimate goal should be the integration of additional measured data such as soil water content, groundwater levels or the separated discharge components. For example, Rathjens et al. (2015) recommend the utilisation of remote sensing data information such as evapotranspiration or soil water content to validate the grid-based landscape SWAT version. The separation of discharge components with the help of tracers or diatoms (e.g. Klaus et al., 2015) may help to determine the appropriateness of the different modelled discharge components. Especially for the cases of model structure modifications, the inclusion of additional observational information is essential (Krause et al., 2005). However, a spatial distribution of this additional and valuable information is often not available since gathering this data is expensive and unaffordable even for small catchments.

Considering this limitation, solutions have to be found to analyse models and model structures beyond discharge reproduction. The first step of improving the diagnostic model analyses is achieved by extracting as much information as possible from simulated and observed data. As mentioned by Rathjens et al. (2015), rapidly developing techniques of geographical information systems and remote sensing provide an increasing amount of spatially and temporally detailed data. For example, remotely sensed land cover data may be used together with observed land cover data to interpolate data gaps to finally obtain a complete time series of land cover change (Rathjens et al., 2014). However, it has to be questioned if these approaches are able to provide a complete data set about the hydrological processes within the catchment. A detailed investigation of the model behaviour provides a first idea of how processes are simulated. For this, performance metrics can be linked to hydrological processes (e.g. Yilmaz et al., 2008; Hrachowitz et al., 2014). This approach is especially important to make sure that the well reproduced discharge was achieved by reproducing the hydrological processes properly (Clark et al., 2008). However, this linkage between hydrological processes and performance metrics is not the common practice. Up to now, there are no general recommendations for a comprehensive library of performance metrics that are capable to evaluate hydrological process reproduction. Due to this limitation, the certainty about a well reproduced hydrological system is still limited. For example, temporal aspects for the hydrological process occurrence are important to make a final decision about the hydrologically consistent model improvement. Up to this point, the decision for hydrologically consistent model improvement is derived by considering the real world with respect to quantification of reproduced discharge magnitude and overall timing.

For the case that additional measured data is unavailable, it needs to be discussed how the decision about hydrological consistency can be further assisted. Seibert and McDonnell (2002) and Hrachowitz
et al. (2014) propose the integration of soft data into the modeling process, which can be defined as qualitative data that is derived from visual observation of hydrological processes within the catchment. According to Chapter 4, the proposed concept of qualitative data can be further interpreted to a hypothesis test for TEDPAS-based diagnostic model analyses. According to Clark et al. (2011) hypotheses about the processes within the catchment are in this context not a formal statistical test but a qualitative evaluation of expert knowledge.

The idea of the presented TEDPAS-based diagnostic model analysis is based on the assumption that patterns of temporal parameter sensitivity can be interpreted to a simulated process. However, the innovation of Chapter 4 is the linkage between simulated hydrological processes and the observed hydrological processes of the real world. In this context, observed hydrological processes of the real world are defined as expert-knowledge of the catchment that is derived from previous studies. Despite the expert-knowledge of process occurrence, the provided information remains qualitative since the process occurrence is not assigned to a certain date of the discharge series but assigned to a hydrological condition of the catchment as a result of pre-conditions and events within the catchment.

Although this expert-knowledge has a qualitative character, it is valuable information as shown in model calibration approaches that aimed for improved model performance together with improved hydrological consistency (e.g. Seibert and McDonnell, 2002; Yilmaz et al., 2008; Hrachowitz et al., 2014). This concept was further developed in this thesis (Chapter 4) by verifying the ability of a model to reproduce and describe the temporal aspects of hydrological processes within the catchment. At the same time, it is verified that the model structure is suitable to the study catchment.

This idea of TEDPAS-based model analyses is in the same line with the examples provided by Reusser et al. (2011), Massmann and Holzmann (2012), Herman et al. (2013) and Guse et al. (2014) who interpreted the visualised temporal parameter sensitivities on the discharge. A further development was presented by Massmann and Holzmann (2012) by applying temporal parameter sensitivity analysis on additional model outputs such as discharge components. This is a first step to increase the information content that is extracted out of the model and in accordance with Gupta et al. (1998) who propose the evaluation of several output fluxes of the model to identify shortcomings in representing hydrological processes. However, it still has to be mentioned that the results of this interpretation are still limited in their usability as long as measurements are not available for this model output.

To conclude, expert-knowledge can be used for model diagnostics to overcome the lack of measured data within the catchment. Observed events and hydrological processes are interpreted into model verification data to compare simulated and observed behaviour of the hydrological system. In this way, the hydrological consistency of the model can be determined in a qualitative way.

5.2.4 Synthesis - a guideline for hydrologically consistent model improvements

Based on the main achievements and preliminary studies, a synthesis is carried out to derive a general guideline for hydrologically consistent model improvements. According to the presented studies and conclusions, different steps were identified for this guideline comprising model failure detection and model modification followed by model evaluation and the final verification of hydrological consistency (Fig. 22) The first step of this guideline is focused on the model failure detection aiming to identify the model component that needs structural improvements (e.g. Reusser and Zehe, 2011; Guse et al., 2014). In the particular case, TIGER and TEDPAS are used to identify the reasons for poor model performance. These methods take up the ideas of Gupta et al. (1998) and Gupta et al. (2008), who propose additional information for diagnostic model analyses that is extracted from model output and related to real world processes. Consequently, models can be assessed to improve the understanding of the hydrological processes in the study catchment and their incorporation into models (Fenicia et al., 2008; Reusser et al., 2009).
Figure 22: Steps for a hydrological consistent model improvement.

The second step of the guideline is based on the diagnostic information of TIGER and TEDPAS. As shown in Chapter 2, model structures with their equations and parameters are modified to overcome limitations of process representation. The provided example lead to increased complexity of the groundwater component of SWAT to realise a more complex process representation. In this way, the diagnostic information is used to improve the model through the inclusion of particular processes for a specific model component (Orth et al., 2015).

After modifying the model structure, the third step of the presented guideline needs to be applied. It has to be ensured that the modification leads to improved model results. For this, the model has to be evaluated with appropriate evaluation criteria. The evaluation should be preferably based on multiple criteria (Gupta et al., 1998; Krause et al., 2005) to evaluate the model performance for model output. Additionally, there should be a second focus on the ability of the model to capture the hydrological processes and functions of the catchment (Yilmaz et al., 2008; Sawicz et al., 2011).

In a last step, the proper reproduction of the hydrological processes is further investigated. This step verifies that hydrological consistency is achieved with good model performance and proper process simulation. According to Hrachowitz et al. (2014), this step follows the idea of a systematic use of hydrological signatures and expert knowledge to achieve model consistency. Observed processes of the catchment are interpreted as expert-knowledge to compare simulated and observed hydrological processes in a qualitative way. In this way, it is verified that the improved model performance of the modified model is achieved by reproducing the hydrological processes of the catchment.
With respect to consistency in hydrological modelling, the approaches of Euser et al. (2013) and Hrachowitz et al. (2014) are focused on model calibration and testing of model structure suitability for the catchment. However, the new guideline can be seen as a more broader approach as it guides through a complete sequence starting with model structure identification and ending by the verification of hydrological consistency for a modified model structure. Consequently the proposed guideline can be interpreted as an additional component in diagnostic model analysis for the case that poor model performance is related to model structure deficiencies. Due to the general description of how the different steps of this guideline have to be applied, it can be hypothesised that it is applicable for any hydrological model in any catchment.

5.3 Further research questions

Based on the previous discussions, future research questions are derived in the following to encourage further applications and developments of SWAT3S and the presented diagnostic methods. According to the discussion, the demand and recommendation for further studies about the applicability of the new SWAT3S is highlighted. The modified groundwater component provides a highly flexible structure to depict temporal characteristics of groundwater processes and their spatial heterogeneity within the catchments. Up to now, SWAT3S was applied especially to lowland catchments. Further studies should focus on different catchments with groundwater processes that are different to lowland catchments. Furthermore, additional efforts to integrate spatial information about landscape features to finally derive spatial heterogeneity of groundwater processes are of high relevance to verify the flexibility of SWAT3S.

To evaluate the model performance and reliability at low flow conditions, the newly developed performance metric explicitly focuses on the very low flow phase. The very low flow metric is based on discharge magnitude probabilities and highly relevant to ensure model reliability for drought and baseflow simulations. The presented multi-metric framework evaluates the model performance by weighting all discharge phases equally. The applicability of this framework would benefit from investigations of how this framework can be used in a more flexible way to emphasise specific discharge phases that might be of higher interest with respect to other discharge phases.

At the same time, it has to be mentioned that the very low flow reflects a catchment answer under specific hydrological conditions. These conditions are caused by specific hydrological processes. For further research, it is recommendable to link the very low flow segment of the FDC and the associated performance metric explicitly with the hydrological process to evaluate the simulated catchment behaviour. This is a step towards a more process-based model evaluation contrary to the discharge focused model evaluation.

In addition to the model evaluation, the presented TEDPAS application takes up the idea of a detailed process analysis. As shown in this thesis, TEDPAS can be used to verify a realistic model behaviour. However, there is still space for further developments. To perform a fully process-oriented diagnostic model analysis, it has to be questioned how the different temporal and spatial scales of hydrological processes can be considered. On the one hand, the investigated processes have to be analysed at the appropriate temporal resolution which might be influenced by the spatial extent where the process takes place. On the other hand, the investigated processes have to be analysed by the appropriate model output since discharge does not include all information to analyse each process in detail. Consequently, the ultimate goal is to better focus on the verification and evaluation of the simulated processes by using available information that is beyond discharge.

The integration of additional catchment information into model diagnostics was exemplarily shown with the proposed guideline of this thesis. Observed processes and hydrological conditions are utilised to increase the available information content for the diagnostic model analysis. In this context, the
proposed guideline can be seen as one aspect in model diagnostic analyses. It is hypothesised that the general procedure is applicable to any model and any catchment. For this, future work should focus on providing an open-source package that makes available all methods that are needed for the described structured guideline. This freely available package would support the needed testing of the hypothesis that the structured guideline can be used universally. Since testing of this hypothesis is limited for complex models due to huge data requirements and computational demands, the proof has to be performed in further studies with other hydrological models for other catchments.
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