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Chapter 1

Introduction

This thesis contributes to the existing theoretical and empirical literature on New Keynesian Macroeconomics in the field of news shocks and internal amplification effects in conjunction with and without (optimal) monetary policy. It is based on five articles of which three are published and two are currently under review. The thesis is organized in two parts. The first part (chapters 2 to 4) deals with anticipated disturbances (i.e. news shocks) and their volatility implications. The second part (chapters 5 and 6) deals with two amplification mechanisms that amplify the effects of monetary and non-monetary disturbances.

Part I – News shocks and their volatility implications

Several empirical studies emphasize the importance of news shocks for business cycle fluctuations. These shocks materialize in the future, but their size and maturity time is anticipated in advance by the agents. Most prominently, Schmitt-Grohö and Uribe (2012)\(^1\) find in an estimated real business cycle model that about 50 percent of economic fluctuations can be attributed to anticipated disturbances. A theoretical branch of the literature indicates that news shocks destabilize the economy, i.e. lead to a higher volatility than unanticipated shocks of the same form. Fève et al. (2009) demonstrate in a purely rational expectations model that news shocks increase the volatility with increasing length of anticipation.

In light of these findings, this part begins to deal with the nonfundamentalness problem that is associated with news shocks in chapter 2. The remainder of this part studies the (de)stabilizing effects of anticipated disturbances in case of optimal monetary policy and bounded rationality (chapter 3) and in case of anticipated monetary disturbances that are not fully anticipated (chapter 4).

\(^1\)The list of references for each article is attached at the end of each chapter right after the corresponding conclusions.
Chapter 2 – News shocks, nonfundamentalness, and volatility

Rational expectations models with news shocks may generate moving average (MA) representations that are nonfundamental, i.e. some roots of the MA determinant lie inside the unit circle. Such representations cannot be obtained from the inversion of estimated vector autoregression (VAR). In fact, given an autocovariance structure, there exist infinitely many MA representations compatible with it, where fundamental representations present only a thin subset. The nonfundamentalness typically arises from the lag polynomial that is associated with news shocks.

This chapter contributes to the existing literature in three ways: First, it derives an analytical solution formula for this special type of polynomial and discusses its main properties. Our solution formula may be used to convert a nonfundamental representation into a fundamental one by means of a Blaschke-type transformation matrix that flips the roots of the determinant of the moving average process. Second, we find that the roots do not change with increasing length of anticipation. We, therefore, conclude that the destabilizing effects of news shocks are exclusively due to its anticipation characteristic. Finally, as a terminological remark, we relate the lag polynomial associated with news shocks to the class of cyclotomic polynomials. The literature maintains that news shock polynomial is cyclotomic. We argue that this is not the case.

This chapter is based on the paper entitled “News shocks, nonfundamentalness, and volatility” which is joint work with Hans-Werner Wohltmann and has been published 2013 in Economics Letters 119(1), 17-19. The research question whether the destabilizing effects of news shocks are related to the problem of nonfundamentalness was initially raised by a referee to the paper of Winkler and Wohltmann (2012). Prof. Wohltmann further developed this idea and provided most of the analytical analysis. My contribution consists of linking the lag polynomial to the class of cyclotomic polynomials, the simulations, and most of the writing.

Chapter 3 – Volatility effects of news shocks in (B)RE models with optimal monetary policy

This chapter studies the volatility implications of anticipated cost-push shocks in a New Keynesian model under optimal unrestricted monetary policy with forward-looking rational expectations (RE) and backward-looking boundedly rational expectations (BRE). Bounded rationality assumes that agents have cognitive limitations and use simple heuristics (rule of thumps) to guide their behavior. We analyze how the relative volatility results of news shocks change if rational expectations are replaced by boundedly rational expectations.

We find that the (volatility) effects of news shocks on the economy and, thus, their

---

2See Lippi and Reichlin (1994).
importance for business cycle fluctuations depend on the assumption of forward-looking rational expectations. If the degree of backward-looking price setting behavior is sufficiently small (large), anticipated cost-push shocks lead to a higher (lower) volatility in the output gap and in the central bank’s loss than an unanticipated shock of the same size. The inversion of the volatility effects of news shocks between rational and boundedly rational expectations follows from the inverse relation between the price-setting behavior and the optimal monetary policy. By contrast, if the central bank does not optimize and follows a standard Taylor-type rule and the price setters are purely (forward-) backward-looking, the volatility of the economy is (increasing with) independent of the anticipation horizon. The volatility results for the inflation rate are ambiguous.

This chapter is based on the paper entitled “Volatility effects of news shocks in (B)RE models with optimal monetary policy” which is joint work with Hans-Werner Wohltmann and has been published 2015 as *Economics Working Paper* 2015-07, Christian-Albrechts-University of Kiel, Department of Economics. The initial idea to study news shock under bounded rationality was developed by myself and further exploited in collaboration with Prof. Wohltmann. My contribution further consists of substantial parts of the analytical analysis, the simulations, and most of the writing.

Chapter 4 – Partially anticipated monetary policy shocks – Are they stabilizing or destabilizing?

This chapter studies the volatility effects of anticipated monetary disturbances which are not fully anticipated by the public. So far, the literature has only considered two extreme cases of anticipation. Either the public has perfect information and fully anticipates the shock process (as in chapters 2 and 3) or the public is completely uninformed and does not anticipate the shock process at all. This paper introduces an intermediate scenario of partial anticipation, which covers both extreme scenarios as special cases. Under partial anticipation, the public has imperfect information about the magnitude, the start, and/or the end of the future monetary policy intervention. We use a dynamic Dornbusch-type model framework of a small open economy as model framework.

Our main results are as follows: First, partially anticipated monetary policy shocks may be stabilizing, i.e. lead to a lower volatility than a fully anticipated monetary policy shock of the same form. Second, we typically obtain a trade off in volatilities such that a simultaneous stabilization of inflation and output is not possible. If the public underestimates (overestimates) the size of the shock, output (inflation) may be stabilized. Our results imply that the central bank may have an incentive to withhold information from the public about the true central bank’s intentions.

This chapter is based on the paper entitled “Partially anticipated monetary policy shocks – Are they stabilizing or destabilizing?” which is joint work with Hans-Werner Wohltmann and has been accepted for publication in the Journal of Economics and
Statistics. The research idea to study partially anticipated disturbances was developed by myself and further exploited in collaborations with Prof. Wohltmann who's initial idea was to study risk premium shocks. My contribution further consists of the simulations, substantial parts of the analytical analysis, and most of the writing.

Part II – Amplification channels of monetary and non-monetary disturbances

This part of the thesis considers two extensions of the standard business cycle models. Both extensions give rise to an internal amplification effect that may amplify the effects of exogenous shocks. Chapter 6 introduces a money and credit market into the baseline New Keynesian model which gives implicitly rise to a credit channel that may amplify monetary disturbances. Chapter 7 estimates a medium-scale real business cycle model with endogenous firm or product entry in order to quantify the amplification mechanism associated with endogenous firm entry.

Chapter 5 – Money and credit in the New Keynesian model

This chapter introduces a money and loan market into a static approximation of the New Keynesian framework. The demand side of the money and loan market follows from a money-and-credit-in-the-utility approach, where real balances and borrowing contribute to the household’s utility. Contrarily to the baseline New Keynesian model, the central bank has no direct control over the bond rate. Instead, the central bank’s instrument variables are the monetary base, the refinancing rate, and the central bank’s inflation target. The introduced money-and-credit-in-the-utility approach implicitly gives rise to a credit channel as an additional transmission mechanism of monetary shocks in which the (current and future) bond and loan rate directly affect current goods demand.

Our main results are as follows: First, the central bank’s influence on the bond rate and on a broader money aggregate is reduced. Changes in the refinancing rate and in the monetary base lead to less than proportional changes in the bond rate and in broad money, respectively. Accompanied by a contractionary credit supply shock, the effects of a monetary expansion are further reduced and may lead to a nearly complete neutralization. Second, in line with Bernanke and Blinder (1988), the credit channel amplifies the (output) effects of isolated monetary disturbances. Third, a rise in inflation (bond and loan rate) expectations decrease (increase) the effectiveness of expansionary monetary policy. Hence, if the monetary impulse is accompanied by a sufficiently large adjustment in inflation expectations in the same direction, the credit channel dampens the output effects. Fourth, in a dynamic version of our model, in which expectations are formed endogenously, we find that the credit channel amplifies output responses.

This chapter is based on the article entitled “Money and credit in the New Keynesian
Chapter 6 – Endogenous firm entry in an estimated model of the U.S. business cycle

This chapter studies the empirical importance of endogenous firm entry as amplification mechanism for business cycle fluctuations. To this end, we use the firm entry model by Bilbiie et al. (2012), extend it with several real frictions and estimate the model on U.S. data with Bayesian methods. In this model, the amplification mechanism of firm entry works through a competition and a variety effect. The variety effect describes the productivity gains from additional varieties. An increase in the number of firms increases output more than proportional due to increasing returns to specialization. The so-called competition effect captures the inverse relation between the number of producers and price mark-ups. An increase in the number of producers erodes market power. Price mark-ups fall which in turn boosts aggregate demand. To quantify the amplification mechanism and to disentangle the competition and the variety effect, we specify two counterfactual model frameworks, where either the competition effect or both the competition and the variety effect are switched off. We measure the amplification as percentage volatility difference across the three model variants.

We find that the amplification mechanism associated with firm entry substantially amplifies fluctuations in output and consumption, but dampens fluctuations in investment. For output, the total increase is given by 8.5 percent. The competition effect accounts for most of the amplification, amplifying output by 7 percent, whereas the increase through the variety effect only amounts to 1.5 percent. Both effects are statistically significant. If we consider each structural shock in isolation, the results are mixed. On the one hand, the competition and the variety effect amplify the impacts of labor productivity and wage mark-up shocks on output. This follows from the fact that for these shocks, output and firm entry are positively correlated. On the other hand, the competition and the variety effect dampen the output effects of aggregate demand and investment-specific technology shocks, for which the conditional correlation between firm entry and output is negative.

This chapter is based on the paper entitled “Endogenous firm entry in an estimated model of the U.S. business cycle” which is joint work with Roland Winkler and has been published 2015 as Economics Working Paper 2015-06, Christian-Albrechts-University of Kiel, Department of Economics. The initial research idea to quantify the importance of firm entry was developed by Roland Winkler. He also provided most of the theoretical
model derivation. My contribution consists of the estimation and most of the programming and simulations. Both authors contributed equally to the writing.
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Rational expectations models with news shocks may generate moving average representation that are nonfundamental. The nonfundamentalness typically arises from the lag polynomial associated with news shocks. This paper provides an exact solution formula for this special type of polynomial and discusses its main properties. In the presence of news shocks, the solutions may be used to convert a nonfundamental moving average representation into a fundamental one and vice versa. From the properties of these solutions, we conclude that the destabilizing effects of news shocks are exclusively due to its anticipation characteristic.
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Abstract

This paper studies the volatility implications of anticipated cost-push shocks (i.e. news shocks) in a New Keynesian model under optimal unrestricted monetary policy with forward-looking rational expectations (RE) and backward-looking boundedly rational expectations (BRE). If the degree of backward-looking price setting behavior is sufficiently small (large), anticipated cost-push shocks lead to a higher (lower) volatility in the output gap and in the central bank’s loss than an unanticipated shock of the same size. The inversion of the volatility effects of news shocks between rational and boundedly rational expectations follows from the inverse relation between the price-setting behavior and the optimal monetary policy. By contrast, if the central bank does not optimize and follows a standard Taylor-type rule and the price setters are purely (forward-) backward-looking, the volatility of the economy is (increasing with) independent of the anticipation horizon. The volatility results for the inflation rate are ambiguous.

JEL classification: E32, E52
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3.1 Introduction

Several empirical studies emphasize the importance of news shocks for business cycle fluctuations. These shocks materialize in the future, but their size and maturity time is anticipated in advance by the agents. Most prominently, Schmitt-Grohé and Uribe (2012) find in an estimated real business cycle model that about 50 percent of economic fluctuations can be attributed to anticipated disturbances.\footnote{Their finding is supported by several VAR-based studies including Beaudry and Lucke (2010) and Barsky and Sims (2011). Beaudry and Portier (2006) and Jaimeovich and Rebelo (2009) demonstrate that news shocks may help to explain recessions without relying on technological regress. However, there is no consensus about the importance of news shocks. Studies that find that news shocks only play a minor role include Fujiwara et al. (2011) and Forni et al. (2014). Kahn and Tsoukalas (2012) find in a structural DSGE model that news shocks account for less than 15 percent of the variance in output growth, but explain more than 60 percent in hours worked and inflation. For an extensive literature review on news shocks, readers are referred to Barsky and Portier (2013).}

A theoretical branch of the literature indicates that news shocks destabilize the economy, i.e. lead to a higher volatility than unanticipated shocks of the same form. Fève et al. (2009) demonstrate in a purely forward-looking rational expectations model that news shocks increase the volatility with increasing length of anticipation. With both backward- and forward-looking expectations, the volatility results are ambiguous as it is shown by Winkler and Wohltmann (2012) in an univariate model. However, they find that the anticipation of cost shocks – as considered here – greatly amplifies the volatility of all key macroeconomic variables in the estimated model of Smets and Wouters (2003).\footnote{Further related to this branch of literature is the paper by Offick and Wohltmann (2013), who study the properties of the lag polynomial associated with news shocks.}

These (empirical and theoretical) findings rely on the assumption of forward-looking rational expectations. By contrast, under purely backward-looking boundedly rational expectations, the volatility is independent of the anticipation horizon.\footnote{To see this, consider the model \( y_t = \rho y_{t-1} + \varepsilon_{t-q} \), where \( \varepsilon_{t-q} \sim N(0, \sigma^2) \) is an i.i.d. news shock that is anticipated \( q \) periods in advance. Assuming stationarity, the variance of this model is given by \( \text{Var}(y_t) = \sigma^2/(1 - \rho^q) \), i.e. independent of \( q \).} Boundedly rationality assumes that agents have cognitive limitations and use simple heuristics (rule of thumbs) to guide their behavior and are recently under growing investigation.\footnote{De Grauwe (2012) e.g. combines boundedly rational expectations with the theory of discrete choice, which allows agents to choose between a set of heuristics. His model is able to create non-normally distributed movements in output growth. Lengnick and Wohltmann (2014) use a similar approach in a New Keynesian model with financial markets.}

In light of these findings, our paper contributes to the existing literature in three ways: First, we combine the theory of news shocks and optimal monetary policy in a New Keynesian framework. Second, we study the (de)stabilizing effects of anticipated cost shocks in a multivariate environment. Third, we analyze how the relative volatility results of news shocks change if rational expectations are replaced by boundedly rational expectations. We introduce boundedly rationality by assuming that a fraction of price setters have static expectations as in Leitemo (2008). We provide analytical results for...
the limit case of purely forward- and purely backward-looking price setting behavior.

So far, optimal monetary policy has been studied almost exclusively in the presence of unanticipated disturbances. One exception is the study of Winkler and Wohltmann (2011), who analyze optimal simple interest rules. They find that the inclusion of forward-looking elements in an instrument rule is welfare enhancing in the case of anticipated shocks. However, they focus on purely forward-looking private expectations and the resulting welfare effects. By contrast, we study the relation between news shocks, volatility, optimal unrestricted monetary policy, and (boundedly) rational expectations.

### 3.2 News shocks and optimal monetary policy

We assume that the inflation rate is governed by a standard hybrid New Keynesian Phillips curve of the form

$$\pi_t = \beta(1 - \phi_\pi)E_t\pi_{t+1} + \beta\phi_\pi\pi_{t-1} + \kappa x_t + \epsilon_{t-q}$$

(3.1)

where $\pi_t$ and $x_t$ are the inflation rate and the output gap measured as percentage deviations from the steady state, respectively. $\phi_\pi$ measures the degree to which price setters are boundedly rational and have backward-looking expectations. For $\phi_\pi = 0$ ($\phi_\pi = 1$), the price-setting behavior is purely forward-looking (backward-looking). $\epsilon_{t-q}$ is a white noise cost-push shock with unit variance which is anticipated $q$ periods in advance. The shock is unanticipated for $q = 0$.

For convenience, we assume that the central bank aims to minimize the weighted sum of variance of the inflation rate and the output gap. The central bank’s loss is given by

$$Loss_q = \lambda_1 Var_q(\pi_t) + \lambda_2 Var_q(x_t)$$

(3.2)

As in Leitemo (2008), the optimal targeting rule then includes forward- and backward-looking elements and reads as

$$\pi_t = -\frac{\lambda_2}{\lambda_1\kappa}(x_t - x_{t-1}) - \frac{\lambda_2}{\lambda_1\kappa}\phi_\pi x_{t-1} + \frac{\lambda_2}{\lambda_1\kappa}\beta^2\phi_\pi E_t x_{t+1}$$

(3.3)

The central bank optimization is independent of the form of the IS equation and of the

---

5This includes Leitemo (2008), who finds an inverse relation between the private pricing behavior and the optimal monetary strategy. If the private sector is backward-looking, monetary policy should be forward-looking, and vice versa. This general result also holds for news shocks.

6Further noteworthy is the paper by Winkler and Wohltmann (2009), who show how to solve rational expectations models with news shock under optimal monetary policy.

7Note that we limit our discussion to cost-push shocks for which the central bank faces a trade off between output and inflation stabilization even without instrument target as considered here. This type of shock is also found to be highly relevant for business cycle fluctuations, see e.g. Schmitt-Grohé and Uribe (2012).
lead time $q$. Equations (3.1) and (3.3) fully describe the dynamics of the output gap and the inflation rate.

Before we turn to the general case of hybrid private price-setting behavior, we discuss the limit case of purely forward-looking price setting. Note that in both limit cases ($\phi_\pi = 0$ and $\phi_\pi = 1$) the system remains hybrid. This is due to the inverse relation between the price-setting behavior and the optimal monetary strategy as described in Leitme (2008).

### 3.2.1 Purely forward-looking price setters

For $\phi = 0$, the system can be reduced to an univariate hybrid equation of the form

$$x_t = aE_t x_{t+1} + bx_{t-1} + c\varepsilon_{t-q}$$

(3.4)

with $a = \beta b$, $b = \lambda_2/(\lambda_2(1+\beta)+\lambda_1\kappa^2)$, and $c = -\lambda_1\kappa/(\lambda_2(1+\beta)+\lambda_1\kappa^2)$. Since $1 > \beta > 0$, $\text{sgn}(a) = \text{sgn}(b)$. This implies that the variance of $x_t$ is unambiguously increasing in $q$ as it is shown by Winkler and Wohltmann (2012).

The volatility of the inflation rate, on the other hand, may also be decreasing in $q$. Its variance is given by

$$\text{Var}(\pi_t) = \frac{2\beta_0^2}{(1+\alpha)(1+\delta)(1-\alpha\delta)} \left( \frac{\lambda_2}{\lambda_1\kappa} \right)^2 \left[ 1 - \frac{1 - \alpha\delta}{\alpha - \delta} \delta^{\alpha\delta} + \frac{(1 - \alpha)(1 + \delta)\delta\alpha}{\alpha - \delta} (\alpha\delta)^{\alpha\delta} \right]$$

(3.5)

where $|\alpha| < 1$ is the stable root of $\alpha_{1,2} = (1 \pm \sqrt{1 - 4ab})/(2a)$, $\beta_0 = c/(1 - a\alpha)$, and
\[ \delta = a/(1 - \alpha \alpha) \] An unanticipated shock may generate a higher inflation volatility than a cost-push shock that is anticipated in the infinite past:

\[ \text{Var}_{q=0}(\pi_t) > \text{Var}_{q\to\infty}(\pi_t) \quad \text{if} \quad \frac{\lambda_1 \kappa^2}{\lambda_2} > \sqrt{1 + 4 \beta} - (1 + \beta) \quad (\lambda_2 > 0) \quad (3.6) \]

The reason for the ambiguity in the inflation volatility are two opposing effects: On the one hand, the longer the length of anticipation, the higher is the variance of the output gap, which in isolation also leads to a higher variance in inflation. On the other hand, the response of the output gap becomes smoother, i.e. \( x_t \) is more autocorrelated, with increasing \( q \). Since the inflation rate depends via the targeting rule on the change in the output gap, this reduces in isolation the variance of inflation.\(^9\) Condition (3.6) does not imply that an anticipated shock gives a lower inflation volatility for all anticipation horizons. That is, the inflation variance may not be monotonic in \( q \). The maximum is reached in \( q = \max(q^*, 0) \) where\(^{10}\)

\[ q^* = \frac{1}{\log \alpha - \log \delta} \left\{ \log \left( \frac{2 \delta (1 - \alpha \delta)}{(1 - \alpha) \alpha (1 + \delta)} \right) + \log \left( \frac{\log \delta}{\log \alpha \delta} \right) \right\} \quad (3.7) \]

Despite the fact that the variance of inflation may be decreasing in \( q \), the loss (3.2) is always increasing in \( q \). Only under strict inflation targeting (\( \lambda_2 = 0 \)) does the central bank perfectly stabilize the inflation rate and the loss is zero, independently from \( q \).

Figure 3.1 illustrates the above results for high and low price rigidity. Under low (high) price rigidity, the Phillips curve parameter \( \kappa \) is relatively large (small) such that condition (3.6) is (not) satisfied.

### 3.2.2 Hybrid price-setting behavior

If we allow for backward-looking price-setting behavior (i.e. \( \phi_t > 0 \)), the results under purely forward-looking price setting of the previous subsection may be reversed. This reversion can be seen in figures 3.2 and 3.3. Figure 3.2 shows the differences in the loss and in the volatilities of the output gap and the inflation rate between an anticipated and an unanticipated cost shock for different degrees of hybridity and anticipation horizons. If \( \phi_t \) — the degree of backward-lookingness — is sufficiently large, all three differences are negative for arbitrary anticipation horizons. Contrarily to the output gap, the volatility in inflation may not be monotonic in \( q \) for \( \phi_t > 0 \).

Figure 3.3 compares the volatilities and the loss of an unanticipated (\( q = 0 \)) and an

\(^{8}\)Note that the output gap can be written as an ARMA(1,q) process of the form \( x_t = \alpha x_{t-1} + \sum_{k=0}^{q} \delta k \varepsilon_{t+k-q} \). A stable solution requires \( |\alpha| < 1 \). For a full derivation of the results under purely forward-looking price setting, see appendices 3.A and 3.B.

\(^{9}\)The two opposing effects can be directly seen by taking the variance of the targeting rule: \( \text{Var}(\pi_t) = 2 \lambda_2^2 / (\lambda_2^2) \text{Var}(x_t) - E(x_t x_{t-1}) \), where both \( \text{Var}(x_t) \) and \( E(x_t x_{t-1}) \) are increasing in \( q \).

\(^{10}\)Note that equation (3.7) assumes that \( q \) is continuous.
3. Volatility effects of news shocks in (B)RE models with optimal monetary policy

Figure 3.2: Loss and variances for different degrees of hybridity

Parameter calibration: $\beta = 0.99$, $\sigma = \eta = 2$, $\omega = 0.75$, $\kappa = (\sigma + \eta)(1 - \omega)(1 - \omega\beta)/\omega$, $\lambda_1 = 1$, $\lambda_2 = 0.5$.

Figure 3.3: Parameter sensitivity

Note: In left plot we set $\omega = 0.75$ and change the central bank’s weight of output stabilization $\lambda_2$ ranging from 0.05 to 0.75. In the right plot we set $\lambda_2 = 0.5$ and change the degree of price rigidity $\omega$ ranging from 0.5 to 0.8. The remaining parameters are calibrated as follows: $\beta = 0.99$, $\sigma = \eta = 2$, $\kappa = (\sigma + \eta)(1 - \omega)(1 - \omega\beta)/\omega$, $\lambda_1 = 1$. Note that $\oplus$ means that both $\text{Var}_{20}(x_t)$ and $\text{Loss}_{20}$ are smaller, $\otimes$ means that both $\text{Var}_{20}(\pi_t)$ and $\text{Loss}_{20}$ are smaller, and the combination of all three symbols means that both variances and the loss are smaller for $q = 20$ than for $q = 0$. 
anticipated \((q = 20)\) shock – additionally to \(\phi_\pi\) – for different degrees of price rigidity \(\omega\) and for different weights \(\lambda_2\) the central bank puts on output stabilization. We find that the volatility in the output gap and the loss are less variant to changes in \(\lambda_2\) and \(\omega\). In case of purely backward-looking price setting, the volatility in output and the loss are decreasing in \(q\) for all parameter constellations under consideration. Contrarily, the volatility results for the inflation rate are ambiguous for both limit cases.\(^{11}\)

In summary, if \(\phi_\pi\) is sufficiently large, it holds that: (i) The variance of the output gap and the loss decrease monotonically with increasing lead time \(q\). (ii) The variance of the inflation rate is decreasing (increasing) in \(q\) if the weight \(\lambda_2\) and/or the degree of price rigidity \(\omega\) are sufficiently large (small). The reason for this inversion of volatility results is the inverse relation between the private pricing behavior and the optimal monetary policy strategy as described in Leitemo (2008).

### 3.3 Concluding remarks

This paper studies the volatility implications of anticipated cost-push shocks in a hybrid New Keynesian model with forward- and backward-looking price setters and optimal (unrestricted) monetary policy response. In particular, it is analyzed how the relative volatility results of news shocks under optimal monetary policy change if rational expectations are replaced by boundedly rational expectations.

We find that the destabilizing effects of anticipated cost-push shocks crucially depend on the type of private expectations. Under purely forward-looking rational expectations, the volatility in the output gap and the central bank’s loss are unambiguously increasing with increasing anticipation horizon. Contrarily, under bounded rationality, we obtain the reversed result: If the degree of backward-looking price setting behavior is sufficiently large, the anticipation of cost-push shocks leads to a stabilization of the output gap and the central bank’s loss. If – in addition – the central bank’s weight on output stabilization and/or the degree of price rigidity is sufficiently large, we also obtain a stabilization of the inflation rate.

The inversion of the volatility effects of news shocks between rational and boundedly rational expectations follows from the optimization of the central bank. This optimization leads to an inverse relation between the price-setting behavior and the optimal monetary policy. By contrast, if the central bank follows an ad hoc or optimized standard Taylor-type rule and the price setters are purely (forward-) backward-looking, the volatility of the economy is (increasing with) independent of the anticipation horizon.\(^{12}\)

Two remarks on the robustness of our results in order: First, without instrument target

---

\(^{11}\) Analytical results for this limit case can be found in appendix 3.C.

\(^{12}\) Specifically, the Taylor-type rule must not contain any (backward-) forward-looking element for this to hold.
in the loss function of the central bank, the form of the targeting rule is independent of the form of the dynamic IS equation. Hence, our volatility results also hold for non-separable utility functions as in Jaimovich and Rebelo (2009) and Schmitt-Grohé and Uribe (2012). Second, we argue that our results also hold for more complex backward-looking price-setting behavior as in De Grauwe (2012). For reasons of space, we model boundedly rational expectations only as static expectations.\footnote{We also studied the (de)stabilization effects of news shocks in a boundedly rational model with switching, in which the price setters are able to choose from a set of backward-looking expectations heuristics. The model setup is taken from Lengnick and Wohltmann (2014). Contrarily to the model in De Grauwe (2012) and Lengnick and Wohltmann (2014), we include forward-looking rational expectations through the optimal monetary strategy. We do not obtain qualitative changes in comparison to the model without purely backward-looking model without switching. Results are available upon request.}
3.4 References


3. Volatility effects of news shocks in (B)RE models with optimal monetary policy


3. Appendix: Hybrid univariate model

A hybrid univariate model of the form

\[ y_t = aE_t y_{t+1} + by_{t-1} + c\varepsilon_{t-q} \]  \hspace{1cm} (3.8)

with \( \varepsilon_t \sim N(0, \sigma^2) \) can be written as MA(\( \infty \)) of the form

\[ y_t = \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q} \delta^k \beta_0 \varepsilon_{t-s+k-q} = \sum_{s=0}^{\infty} \alpha^s h_{t-s} \] \hspace{1cm} (3.9)

where \( \alpha = (1 - \sqrt{1 - 4ab}) / (2a) \), \( \beta_0 = c / (1 - a\alpha) \), and \( \delta = a / (1 - a\alpha) \). The variance of \( y_t \) can be derived as follows:

\[ \text{Var}(y_t) = \sum_{s=0}^{\infty} \sum_{k=0}^{q} \alpha^s \sum_{k=0}^{q} \beta_0^2 \delta^k \delta^k E(\varepsilon_{t-s+k-q} \varepsilon_{t-s+k-q}) \]

\[ = \beta_0^2 \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q} \delta^k \sigma^2 + 2 \beta_0^2 \sum_{s=0}^{\infty} \sum_{j=0}^{q-1} \sum_{k=0}^{q-1-j} \alpha^{2s+j+1} \delta^2k+j+1 \sigma^2 \]

\[ = \beta_0^2 \nu_t \sigma^2 + 2 \beta_0^2 \nu_t \sigma^2 \] \hspace{1cm} (3.12)

\( \nu_t \) and \( \nu_t \) can be simplified to

\[ \nu_t = \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q} \delta^k = \frac{1}{1 - \alpha^2} \frac{1 - \delta^{2(q+1)}}{1 - \delta^2} \] \hspace{1cm} (3.13)

\[ \nu_t = \sum_{s=0}^{\infty} \sum_{j=0}^{q-1-j} \alpha^{2s+j+1} \delta^2k+j+1 \]

\[ = \frac{\alpha \delta}{1 - \delta^2} \sum_{s=0}^{\infty} \alpha^{2s} \sum_{j=0}^{q-1} \left( \frac{\alpha \delta}{\delta} \right)^j - \frac{\delta^{2(q+1)} \alpha^{2s} \sum_{j=0}^{q-1} \left( \frac{\alpha \delta}{\delta} \right)^j}{1 - \delta^2} \]

\[ = \frac{\alpha \delta}{1 - \delta^2} \frac{1}{1 - \alpha^2} \frac{1 - (\alpha \delta)^q}{1 - \alpha \delta} - \frac{\alpha \delta^{2(q+1)} \alpha^{2s} \sum_{j=0}^{q-1} \left( \frac{\alpha \delta}{\delta} \right)^j}{1 - \delta^2} \] \hspace{1cm} (3.16)

In summary, the variance of \( y_t \) is given by \( \text{Var}(y_t) = V(q) \) where

\[ V(q) = \frac{\beta_0^2}{(1 - \alpha^2)(1 - \delta^2)} \left\{ 1 - \delta^{2(q+1)} + 2 \frac{\alpha \delta}{1 - \alpha \delta} [1 - (\alpha \delta)^q] + 2 \frac{\alpha}{\alpha - \delta} [\delta^{2(q+1)} - \delta^2(\alpha \delta)^q] \right\} \sigma^2 \] \hspace{1cm} (3.17)

Note that \( V(q) \) can also be written as

\[ V(q) = \frac{1}{1 - \alpha^2} [\text{Var}(h_t) + 2\alpha \text{Cov}(x_{t-1}, h_t)] \] \hspace{1cm} (3.18)
where

\[ \text{Var}(h_t) = \frac{\beta_0^2}{1 - \delta^2} (1 - \delta^{2(q+1)}) \sigma^2 = \beta_0^2 \sigma^2 \sum_{k=0}^{q} \delta^{2k} \]  

\[ \text{Cov}(x_{t-1}, h_t) = \frac{\beta_0^2}{1 - \delta^2} \left\{ \frac{\delta}{1 - \alpha \delta} \left[ 1 - (\alpha \delta)^q \right] + \frac{1}{\alpha - \delta} \left[ \delta^{2(q+1)} - \delta^{2(\alpha \delta)^q} \right] \right\} \sigma^2 \]  

\[ = \beta_0^2 \sigma^2 \delta \sum_{j=0}^{q-1} (\alpha \delta)^j \sum_{k=0}^{q-1-j} \delta^{2k} \]  

(3.19)  
(3.20)  
(3.21)

3. B Appendix: Purely forward-looking price setting

The model (3.1) and (3.3) in case of purely forward-looking price setting reads

\[ \pi_t = \beta E_t \pi_{t+1} + \kappa x_t + \varepsilon_{t-q} \]  

(3.22)  
\[ \pi_t = -\frac{\lambda_2}{\lambda_1 \kappa} (x_t - x_{t-1}) \]  

(3.23)

The output gap \( x_t \) can be written as hybrid univariate model equation of the form (3.8) with

\[ a = \beta b \]  

(3.24)  
\[ b = \frac{\lambda_2}{\lambda_2(1 + \beta) + \lambda_1 \kappa^2} \]  

(3.25)  
\[ c = -\frac{\lambda_1 \kappa^2}{\lambda_2(1 + \beta) + \lambda_1 \kappa^2} \]  

(3.26)

Hence, the variance of \( x_t \) is given by \( \text{Var}(x_t) = V(q) \), where

\[ \delta = \frac{2a}{1 + \sqrt{1 - 4ab}} \]  

(3.27)  
\[ \alpha \delta = \frac{1 - \sqrt{1 - 4ab}}{1 + \sqrt{1 - 4ab}} \]  

(3.28)  
\[ 1 - 4ab = \frac{(1 - \beta)^2 + 2(1 + \beta)z + z^2}{(1 + \beta + z)^2} \]  

(3.29)  
\[ z = \frac{\lambda_1 \kappa^2}{\lambda_2} \]  

(3.30)

Since \( d\text{Var}_q(h_t)/dq > 0 \) and \( d\text{Cov}_q(x_{t-1}, h_t)/dq > 0 \), it holds \( d\text{Var}_q(x_t)/dq > 0 \).
The variance of the inflation rate can be deduced from the targeting rule (3.23):

\[
\text{Var}(\pi_t) = 2 \left( \frac{\lambda_2}{\lambda_1 \kappa} \right)^2 (\text{Var}(x_t) - E(x_tx_{t-1})) \\
= \frac{2}{1 + \alpha} \left( \frac{\lambda_2}{\lambda_1 \kappa} \right)^2 [\text{Var}(h_t) - (1 - \alpha)\text{Cov}(x_{t-1}, h_t)] \\
= \frac{2}{1 + \alpha} \left( \frac{\lambda_2}{\lambda_1 \kappa} \right)^2 \beta_0^2 \sigma^2 \left[ \sum_{k=0}^{q} \delta^{2k} - (1 - \alpha)\delta \sum_{j=0}^{q-1} (\alpha\delta)^j \sum_{k=0}^{q-1-j} \delta^{2k} \right] 
\tag{3.33}
\]

To derive the condition for \(\text{Var}_{q=0}(\pi_t) > \text{Var}_{q=\infty}(\pi_t)\), note that

\[
\text{Var}_{q=0}(h_t) = \beta_0^2 \sigma^2 \\
\text{Cov}_{q=0}(x_{t-1}, h_t) = 0 \\
\text{Var}_{q=\infty}(h_t) = \frac{\beta_0^2}{1 - \delta^2} \sigma^2 \\
\text{Cov}_{q=\infty}(x_{t-1}, h_t) = \frac{\beta_0^2}{1 - \delta^2} \frac{\delta}{1 - \alpha \delta} \sigma^2 
\tag{3.37}
\]

Using the definitions (3.24) to (3.26), \(\text{Var}_{q=0}(\pi_t) > \text{Var}_{q=\infty}(\pi_t)\) is equivalent to

\[
(1 - \alpha)\text{Cov}_{q=\infty}(x_{t-1}, h_t) > \text{Var}_{q=\infty} h_t - \text{Var}_{q=0} h_t \iff \frac{1 - \alpha}{1 - \alpha \delta} > \delta \iff \\
1 - \beta^{-1}a - 2\beta^{-1}a^2 > [(2 + \beta^{-1})a - 1] \sqrt{1 - 4\beta^{-1}a^2} \iff \sum_{k=0}^{q} \delta^{2k} - (1 - \alpha)\delta \sum_{j=0}^{q-1} (\alpha\delta)^j \sum_{k=0}^{q-1-j} \delta^{2k} \\
(\beta^2 - \beta) + (1 + 2\beta) \frac{\lambda_1 \kappa^2}{\lambda_2} + \frac{\lambda_1^2 \kappa^4}{\lambda_2^2} \geq \left( \beta - \frac{\lambda_1 \kappa^2}{\lambda_2} \right) \sqrt{(1 - \beta)^2 + 2(1 + \beta)\frac{\lambda_1 \kappa^2}{\lambda_2} + \frac{\lambda_1^2 \kappa^4}{\lambda_2^2}} 
\tag{3.39}
\]

Let \(z = \lambda_1 \kappa^2 / \lambda_2\), then inequality 3.40 can be simplified to

\[
z^2 + 2(1 + \beta)z + \beta(\beta - 2) > 0 
\tag{3.41}
\]

and holds if

\[
z = \frac{\lambda_1 \kappa^2}{\lambda_2} > \sqrt{1 + 4\beta} - (1 + \beta) \tag{3.42}
\]

Although the variance of the inflation rate may decrease with increasing anticipation horizon \(q\), it can be shown that the loss

\[
\text{Loss}_q = \lambda_1 \text{Var}_{q}(\pi_t) + \lambda_2 \text{Var}_{q}(x_t) \tag{3.43}
\]
is always smaller for $q = 0$ than for $q \to \infty$. It holds:

$$
Loss_{q \to \infty} = \left\{ \frac{\lambda_1}{1 + \alpha} \left\{ \frac{\lambda_2}{\lambda_1 \kappa} \right\}^2 \frac{1 - \delta}{1 - \alpha \delta} \left[ \frac{1 - \bar{\lambda}_2 \frac{1}{1 - \alpha \delta} \frac{1}{1 - \lambda_1 \kappa}}{1 - \bar{\lambda}_2 \frac{1}{1 - \alpha \delta} \frac{1}{1 - \lambda_1 \kappa}} \right] \right\} \beta_0^2 \sigma^2 \quad (3.44)
$$

$$
Loss_{q = 0} = \left\{ \frac{\lambda_1}{1 + \alpha} \left\{ \frac{\lambda_2}{\lambda_1 \kappa} \right\}^2 \frac{1 - \delta}{1 - \alpha \delta} \left[ \frac{1 - \bar{\lambda}_2 \frac{1}{1 - \alpha \delta} \frac{1}{1 - \lambda_1 \kappa}}{1 - \bar{\lambda}_2 \frac{1}{1 - \alpha \delta} \frac{1}{1 - \lambda_1 \kappa}} \right] \right\} \beta_0^2 \sigma^2 \quad (3.45)
$$

Then $J_{q \to \infty} > J_{q = 0}$ is equivalent to

$$
\frac{2\lambda_2}{\lambda_1 \kappa} [1 - \alpha(1 + \bar{\delta})] < \frac{2\alpha + \delta(1 - \alpha \delta)}{(1 - \alpha)(1 - \bar{\delta})} \Leftrightarrow \frac{2b\sqrt{1 - 4ab} - b}{(1 - \alpha)(1 - \bar{\delta})} < \frac{b}{(1 - \alpha)(1 - \bar{\delta})}
$$

$$
(3.46)
$$

Since $b = 1/[1 + \beta + z]$, $1 - 4ab = 1 - 4\beta/[1 + \beta + z]^2$, (3.46) is equivalent to

$$
0 < 4\beta(1 - \beta)^2 + \beta(2 - \beta)(1 + \beta + z) + 4(1 + \beta + z)
$$

$$
(3.47)
$$

This inequality is always satisfied since $z = \lambda_1 \kappa^2 / \lambda_2 > 0$.

### 3.C Appendix: Purely backward-looking price setting

The model (3.1) and (3.3) in case of purely backward-looking price setting reads

$$
\pi_t = \beta \pi_{t-1} + \kappa x_t + \varepsilon_{t-q} \quad (3.48)
$$

$$
\pi_t = -\frac{\lambda_2}{\lambda_1 \kappa}(x_t - \beta^2 E_t x_{t+1}) \quad (3.49)
$$

The inflation rate can be written as a hybrid univariate equation of the form

$$
\pi_t = aE_t \pi_{t+1} + b\pi_{t-1} + c(\varepsilon_{t-q} - \beta^2 E_t \varepsilon_{t-q+1}) \quad (3.50)
$$

with $c = \varphi/(1 + \varphi + \varphi\beta^3)$, $b = \beta c$, $a = \beta^2 c$, and $\varphi = \lambda_2 / (\lambda_1 \kappa^2)$. The system can again be written as

$$
\pi_t = \sum_{s=0}^{\infty} \alpha^s h_{t-s} \quad (3.51)
$$

where $\alpha = (1 - \sqrt{1 - 4ab})/2a$ and

$$
h_t = \sum_{k=0}^{q} \delta^k \beta_0 \varepsilon_{t+k-q} - \beta^2 \sum_{k=0}^{q-1} \delta^k \beta_0 \varepsilon_{t+k-q+1} \quad (3.52)
$$
The variance of the inflation rate can be derived as follows:

\[ Var(\pi_t) = E \left( \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q} \delta^k \beta_0 \varepsilon_{t-s+k-q} - \beta^2 \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q-1} \delta^k \beta_0 \varepsilon_{t-s+k-q+1} \right)^2 \]  

\[ = V(q) - 2\beta^2 Z + \beta^4 V(q - 1) \]  

(3.53) \hspace{1cm} (3.54)

where \( V(\cdot) \) is given by (3.17) and

\[ Z = E \left[ \left( \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q} \delta^k \beta_0 \varepsilon_{t-s+k-q} \right) \left( \sum_{s=0}^{\infty} \alpha^s \sum_{k=0}^{q-1} \delta^k \beta_0 \varepsilon_{t-s+k-q+1} \right) \right] \]

\[ = E \left[ \left( \sum_{s=0}^{\infty} \alpha^s \beta_0 \varepsilon_{t-s-q} \right) \left( \sum_{s=0}^{\infty} \alpha^s \beta_0 \varepsilon_{t-s+k-q+1} \right) \right] + \delta V(q - 1) \]

\[ = \frac{\alpha}{1 - \alpha^2} \frac{1 - (\alpha \delta)^q}{1 - \alpha \delta} \beta_0^2 \sigma^2 + \delta V(q - 1) = \frac{\alpha}{1 - \alpha^2} \beta_0^2 \sigma^2 \sum_{j=0}^{q-1} (\alpha \delta)^j + \delta V(q - 1) \]  

(3.55) \hspace{1cm} (3.56) \hspace{1cm} (3.57)

Then \( Var_q(\pi_t) \) can be written as

\[ Var(\pi_t) = V(q) - 2\beta^2 \frac{\alpha}{1 - \alpha^2} \frac{1 - (\alpha \delta)^q}{1 - \alpha \delta} \beta_0^2 \sigma^2 + (\beta^4 - 2\beta^2 \delta) V(q - 1) \]  

(3.58)

### 3.D Appendix: Hybrid price-setting behavior

The model (3.1) and (3.3) in case of both forward- and backward-looking price setting can be written in matrix form

\[ \Phi s_{t+1} = \Psi s_t + g \varepsilon_{t+1} \]  

(3.59)

where \( s_{t+1} = (\eta^{(q)}_{t+1}, \bar{x}_{t+1}, \tilde{\pi}_{t+1}, E_t x_{t+1}, E_t \pi_{t+1})', \tilde{\eta}^{(q)}_{t+1} = (\eta^{(0)}_{t+1}, \eta^{(1)}_{t+1}, \ldots, \eta^{(q-1)}_{t+1}, \eta^{(q)}_{t+1})' \) with \( \eta^{(j)}_t = \varepsilon_{t-j} \) \( \forall j = 0, \ldots, q \) and \( g = (1, 0, \ldots, 0)' \), and

\[ \Phi = \begin{pmatrix} I_{q+3} & 0_{2 \times (q+3)} \\ 0_{(q+3) \times 2} & \Phi_{22} \end{pmatrix} \]  

(3.60)

\[ \Psi = \begin{pmatrix} \Psi_{11} & 0_{(q+1) \times 5} \\ 0_{4 \times q} & \Psi_{22} \end{pmatrix} \]  

(3.61)
with \(0_{n \times m}\) as \((n \times m)\)-dimensional zero matrix, \(I_n\) as \(n\)-dimensional identity matrix, and

\[
\Phi_{22} = \begin{pmatrix}
\frac{\lambda_2 \beta^2 \phi}{\lambda_1 \kappa} & 0 \\
0 & \beta(1 - \phi) 
\end{pmatrix}
\]  

(3.62)

\[
\Psi_{11} = \begin{pmatrix}
0_{1 \times q} \\
I_q
\end{pmatrix}
\]  

(3.63)

\[
\Psi_{22} = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & -(1 - \phi) \frac{\lambda_2}{\lambda_1 \kappa} & 0 & \frac{\lambda_2}{\lambda_1 \kappa} & 1 \\
-1 & 0 & -\beta \phi & -\kappa & 1
\end{pmatrix}
\]  

(3.64)

Let \(w_{t+1} = (\tilde{\eta}_{t+1}^{(q)}, \tilde{x}_{t+1}, \tilde{\pi}_{t+1})'\) contain the backward-looking variables. The variance-covariance matrix \(Cov(w_t) = \Sigma_w\) in vectorized form is given by

\[
vec(\Sigma_w) = (I_{(q+3)^2} - M \otimes M)^{-1} vec(gg') \sigma^2
\]  

(3.65)

where \(M = Z_{11} S_{11}^{-1} T_{11} Z_{11}^{-1}\). According to Söderlind (1999) \(Z_{11}, S_{11},\) and \(T_{11}\) follow from the Generalized Schur decomposition \(\Phi = \overline{Q} S \overline{Z}\) and \(\Psi = \overline{Q} T \overline{Z}\) with

\[
S = \begin{pmatrix}
S_{11} & S_{12} \\
0 & S_{22}
\end{pmatrix}, \quad T = \begin{pmatrix}
T_{11} & T_{12} \\
0 & T_{22}
\end{pmatrix}, \quad Z = \begin{pmatrix}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{pmatrix}
\]  

(3.66)

\(\overline{Q}\) and \(\overline{Z}\) are the complex-conjugates of \(Q\) and \(Z\), respectively. The \((q + 3 \times q + 3)\)-dimensional matrices \(S_{11}\) and \(T_{11}\) contain the stable eigenvalues of the system (3.59).
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Abstract

This paper uses a dynamic framework of a small open economy to study the volatility effects of partially anticipated monetary policy shocks in which the public has imperfect information about the size and/or the timing of the future expansionary policy intervention. Our two main results are as follows: (i) Partially anticipated monetary policy shocks may be stabilizing, i.e. lead to a lower volatility than a fully anticipated monetary policy shock of the same form. (ii) However, we typically obtain a trade off in volatilities such that a simultaneous stabilization of inflation and output is not possible. If the public underestimates (overestimates) the size of the shock, output (inflation) may be stabilized. Our results imply that the central bank may have an incentive to withhold information from the public about the true central bank’s intention.
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4. Partially anticipated monetary policy shocks

4.1 Introduction

This paper studies the volatility effects of monetary policy disturbances, which are not fully anticipated by the public. So far, the literature has only considered two extreme cases of anticipation. Either the public has perfect information and fully anticipates the shock process or the public is completely uninformed and does not anticipate the shock process at all. This paper introduces an intermediate scenario of partial anticipation, which covers both extreme scenarios as special cases. Under partial anticipation, the public has partially correct and partially incorrect expectations about the exact evolution (i.e. about size and timing) of the monetary shock process. To the best of our knowledge, we are the first to study this kind of partially anticipated shocks.\(^1\)

The importance of anticipated shocks in general (like pre-announced future monetary policy interventions), also known as news shocks, for business cycle fluctuations is confirmed by several empirical studies. Most prominently, Schmitt-Grohé and Uribe (2012) find in an estimated real business cycle model that about 50 percent of economic fluctuations can be attributed to fully (or possibly partially) anticipated disturbances.\(^2\) Milani and Treadwell (2012) focus on anticipated monetary policy. They find that anticipated monetary policy shocks have a larger impact on output fluctuations than unanticipated monetary policy shocks.\(^3\) They conclude that the central bank’s communication can be an effective monetary policy tool.\(^4\)

Central banks may not be able or not willing to communicate the exact timing and/or size of a (future) monetary intervention in advance so that the public needs to form expectations about it. For example, in July 2012 at the Global Investment Conference in London, the President of the European Central Bank, Mario Draghi, signalized further purchases of government bonds by stating that “the ECB is ready to do whatever it

\(^1\)The terminology of partial anticipation was already introduced by Fischer (1979). However, he defines partially anticipated shocks as fully anticipated shocks with reduced length of anticipation. Contrarily, we assume that partially and fully anticipated shocks have the same length of anticipation. The public may, however, have wrong expectations about the length of anticipation.

\(^2\)A partially anticipated shock can also be viewed as a combination of a fully anticipated and a non-anticipated shock, where the non-anticipated shock reflects the correction in expectations. Let \(\varepsilon^t_i\) be a random innovation that is anticipated in \(t\) but materializes in \(t + i\) (notation of Schmitt-Grohé and Uribe (2012)). Then, if \(\varepsilon^t_i\) (non-anticipated shock) and \(\varepsilon_{t-i}^t\) are from the same source, this is an indication of partial anticipation. \(\varepsilon^t_i > 0\) and \(\varepsilon_{t-i}^t > 0\) may not be two distinct shocks, but instead may be one partially anticipated shock where the public initially underestimates the shock size in \(t - i\) and corrects its expectations in \(t\). The difference \(\varepsilon^t_i - \varepsilon_{t-i}^t\) could be interpreted as expectations bias. Note that the variances of \(\{\varepsilon_{t-i}^t\}\) can be identified separately for different values of \(i\), see Schmitt-Grohé and Uribe (2012).

\(^3\)Further empirical studies include Beaudry and Poter (2006), Beaudry and Lucie (2010), Bansky and Sims (2011), Fujiwara et al. (2011), and Khan and Tsoukalas (2012). The main bulk of the literature, however, emphasizes the role of anticipated technology shocks as in Schmitt-Grohé and Uribe (2012) or of anticipated fiscal policy shocks as in Leeper et al. (2008) and Mertens and Ravn (2010). The idea of these shocks playing an important role in driving business cycle fluctuations goes back to Pigou (1927) and was revived by Beaudry and Poter (2004).

\(^4\)For a survey on central bank communication, see Blinder et al. (2008).
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takes to preserve the euro” to bring down risk premiums on government bonds. However, Draghi is mute about the exact threshold of risk premiums at which the ECB is planning to intervene. This limited information strategy leaves room for public misperceptions such that the monetary intervention may only be partially anticipated.\(^5\)

The main aim of this paper is twofold: First, we aim to study the (de)stabilizing effects of partially anticipated monetary disturbances on inflation and output fluctuations, where we define stabilization as follows: Partial anticipation (de)stabilizes a particular variable if the variable’s volatility under partial anticipation is (larger) smaller than under fully correct anticipation of the same shock process. Second, we aim to derive the optimal central bank’s communication strategy. Is it possible to obtain a lower central bank’s loss by either directly deceiving the public or witholding information about the true monetary policy intentions?

To this end, we consider several partial anticipation scenarios, in which the public initially has incorrect expectations about the size and/or the timing of the monetary disturbances. With interest rates at the zero lower bound, central banks are forced to use unconventional policy instruments to stimulate the economy. In line with this change in policy, we model monetary policy interventions as (temporary) increases in the money growth rate. To discuss the limited information strategy of the ECB during the European sovereign debt crisis, we consider increases in the money growth rate not only in isolation but also as response to increasing risk premiums on government bonds, where the public may have incorrect expectations about the start of the monetary intervention.\(^6\)

As model framework, we use a continuous-time Dornbusch-type\(^7\) model of a small open economy. This framework has been used in several papers to study the dynamic impacts of (fully) anticipated shocks. Early studies include Turnovsky (1986a,b). More recent studies include Clausen and Wohltmann (2005), who study anticipated and unanticipated monetary and fiscal policy in an asymmetric monetary union and Clausen and Wohltmann (2013), who study anticipated oil price shocks in a similar model of a small open monetary union. Recently, the continuous-time formulation also has gained some attention in the New Keynesian literature. Posch et al. (2011) formulate and solve the New Keynesian model in continuous time.

Our two main results are as follows: (i) Partially anticipated monetary policy shocks may stabilize inflation and output fluctuations, i.e. lead to a lower volatility than a fully anticipated monetary policy shock of the same form. (ii) However, we typically obtain a

\(^5\)As a contrary example to the ECB’s communication policy, the recent decision of the Swiss National Bank in January 2015 to discontinue the minimum exchange rate of CHF 1.20 per euro was not announced at all and came as a complete surprise to the market participants. As a result, the Swiss Franc sharply appreciated by roughly 20 percent.

\(^6\)Recently, the European Central Bank (ECB) indicated to oppose the deflationary risk in the European Union by expanding the ECB’s Outright Monetary Transactions (OMT) program. The Federal Reserve, on the other hand, is starting to cut down its asset-purchasing program since December 2013.

\(^7\)The model is a variant of the famous overshooting model introduced by Dornbusch (1976).
trade off in volatilities such that a simultaneous stabilization of output and inflation is not possible. If the public underestimates (overestimates) the size of the shock, output (inflation) may be stabilized.

Our results are in line with the literature: The existence of a trade off in volatilities of inflation and output is well known and already described in Taylor (1979) and revisited in Taylor (1994). He finds the trade off in volatilities — in contrast to the trade off in levels — to be stable in the long run for the U.S. economy. Further related to this paper is the literature on news shocks which studies the potential destabilizing effects of completely anticipated shocks. Féve et al. (2009) show in a purely forward-looking discrete-time framework with rational expectations that anticipated shocks destabilize the economy, i.e. lead to a higher volatility than non-anticipated shocks of the same size. The volatility increases with increasing length of anticipation. This result does not hold unambiguously for the hybrid case with backward-looking elements as it is shown by Winkler and Wohltmann (2012). They find the same trade off in volatilities of inflation and output in the estimated Euro area model of Smets and Wouters (2003). With increasing anticipation horizon, output volatility increases, but inflation volatility decreases. Our paper may help to explain why this trade off in volatilities occurs and why anticipated shocks may lead to a (de)stabilization of the economy.

For the aforementioned results of this paper, we implicitly assume a stable relation between base and broad money such that the central bank can perfectly control the money stock. However, since the outburst of the financial crisis in 2008, such a stable relation in the Euro area is questionable as e.g. De Grauwe and Ji (2013) demonstrate. We, therefore, also study partially anticipated changes in the monetary base that have no effect on the money stock. We find that changes in the monetary base may still have real effects on the economy and may impose cyclical adjustment movements even if the relation between base and broad money is non-existent. This requires, however, that the public indeed believes in a stable relation.

The remainder of the paper is organized as follows: Section 4.2 describes the model framework. Section 4.3 introduces our (partial) anticipation scenarios and studies the responses to a temporary increase in the money growth rate. Section 4.4 introduces our volatility measure and discusses the (de)stabilizing effects of partially anticipated changes in the monetary growth rate for different degrees of expectation biases. Section 4.5 introduces two communication strategies in which the central bank either deceives the public or withhold information from the public to obtain a lower central bank’s loss. As a digression, section 4.6 discusses the responses to partially anticipated increases in the monetary base in the presence of an unstable relation between base and broad money. Section 4.7 discusses six modifications including a simultaneous increase in the risk premium on

---

8 Also related to this literature is the paper by Offick and Wohltmann (2013), who investigate the sources of these destabilizing effects.
government bonds and in the money growth rate. The last section concludes.

4.2 Model framework

As model framework we use a dynamic continuous-time Dornbusch-type model for a small open economy. The economy is described by the following set of log-linearized equations:

\[ y = (a_0 + a_1 y - a_2 (i - E(\dot{p}))) + g + (b_0 - b_1 y + b_2 y^* - b_3 \tau) \]  
\[ \tau = p - (p^* + e) \]  
\[ m - p = l_0 + l_1 y - l_2 i \]  
\[ i = i^* + E(\dot{e}) + s \]  
\[ \dot{p} = \pi + \delta (y - \bar{y}) \]  
\[ \pi = \dot{m} \]  
\[ \bar{y} = f_0 + f_1 \tau \]  

All variables, except for the (nominal and real) interest rate and the inflation rate, are in logarithm. The notation is as follows: \( y \) = real output, \( \bar{y} \) = natural output level, \( i \) = nominal interest rate, \( i - E\dot{p} \) = real interest rate, \( \tau \) = terms of trade, \( g \) = government spending, \( p \) = price level, \( e \) = exchange rate, \( m \) = nominal money stock, \( \dot{p} \) = inflation rate, \( \pi \) = augmentation term of the Phillips curve, \( s \) = risk premium shock. Foreign variables \( (i^*, \ y^*, \ p^*) \) are denoted by a superscript star. A dot above a variable \( (\dot{p}, \ \dot{e}, \ \dot{m}) \) stands for the time derivative (differentiated from the right) of that variable, a bar above a variable \( (\bar{y}, \ \bar{\tau}) \) stands for its long-run value, and \( E \) is the expectations operator. We assume rational expectations. In a deterministic framework this implies \( E\dot{p} = \dot{p} \) and \( E\dot{e} = \dot{e} \). Depending on the assumed anticipation scenario, expectations on the exogenous evolution of the money growth may deviate from the true evolution.\(^9\) Further details will be provided in the subsequent sections.

Equation (4.1) is a standard IS equation, determining the short-run development of output. The first term in brackets stands for real private absorption depending on real income and the real interest rate. The second term in brackets stands for the trade balance depending on domestic and foreign income and the terms of trade. The terms of trade are defined in equation (4.2). Equation (4.3) represents the money market equilibrium and is a traditional LM curve. Equation (4.4) is the uncovered interest rate parity (UIP), and equation (4.5) represents a Phillips-type inflation equation. Equation (4.6) specifies the augmentation term in the Phillips curve, which we set equal to the expected long-term rate of inflation. According to monataristic theory, we assume that inflation is solely determined

\(^9\)Turnovsky (1977) labels these expectations as structural where the public has correct information about the structure of the model but false information about the underlying exogenous processes.
by the money growth rate in the long run.\textsuperscript{10} In the short to medium run, inflation might temporarily deviate from its long-term rate. However, inflation is, as we will see in the subsequent sections, rather tied to the money growth rate.\textsuperscript{11} For completeness, the last equation describes the long-run relation between output and the terms of trade. Since changes in the money growth rate do not alter the steady state of output and the terms of trade, we can neglect this equation until section 4.7, where we also consider changes in the risk premium on government bonds.\textsuperscript{12}

The model can be reduced to a two-dimensional system of ordinary differential equations with the terms of trade $\tau$ and the real money stock $m^r = m - p$ as state variables. For the parameter calibration given in table 4.1, the reduced model exhibits one stable and one unstable eigenvalue. The system then describes a saddle point system. To ensure stability of the system, we assume that the terms of trade are forward-looking and the real money stock is backward-looking such that the number of unstable eigenvalues equals the number of forward-looking variables.\textsuperscript{13}

\begin{table}[h]
\centering
\begin{tabular}{lll}
\hline
Parameter & Value & Definition \\
\hline
$a_1$ & 0.7 & Income elasticity of private consumption \\
$a_2$ & 0.3 & Real interest rate (semi-)elasticity of private absorption \\
$b_1$ & 0.2 & Income elasticity of the trade balance \\
$b_3$ & 0.1 & Terms of trade elasticity of the trade balance \\
l_1 & 1.0 & Income elasticity of money demand \\
l_2 & 4.0 & Interest rate (semi-)elasticity of money demand \\
$\delta$ & 0.2 & Slope of the Phillips curve \\
\hline
\end{tabular}
\caption{Parameter calibration}
\end{table}

In the subsequent simulations, we use the calibration given in table 4.1.\textsuperscript{14} We focus on deviations from the initial steady state. Therefore, we do not need to specify $a_0$, $b_0$, and $b_2$. For the remaining parameters, we broadly follow the textbook calibration given in Gali (2008) and Walsh (2010) and the estimates from Moons et al. (2007), who estimate a stylized open-economy New Keynesian model for the euro area.

The income elasticity and the interest rate semi-elasticity of the money demand are set to $l_1 = 1$ and $l_2 = 4$, respectively, which are the values proposed by Gali (2008). He derives the microfounded money demand equation from a money-in-the-utility approach,

\textsuperscript{10}See Friedman (1977).

\textsuperscript{11}As a modification, we assume in section 4.7 that the augmentation term is alternatively given by the expected inflation rate of the consumer price index, i.e. $\pi = \bar{p}_c$ with $\bar{p}_c = \gamma p + (1 - \gamma)(p^r + e)$. $1 - \gamma$ measures the degree of openness.

\textsuperscript{12}For details on the model equation and the underlying assumptions, see Clausen and Wohlmann (2005) and Clausen and Wohlmann (2013). They study monetary and fiscal policy in a continuous-time model of an asymmetric monetary union that is of a similar form as the above model.

\textsuperscript{13}For details on the model reduction and solution for fully anticipated, partially anticipated, and non-anticipated changes in the money growth rate and in the risk premium, see appendix 4 B.

\textsuperscript{14}All computations have been performed by using MATLAB. The codes are available from the authors upon request.
Table 4.2: Evolution of the exogenous increase in the money growth rate

<table>
<thead>
<tr>
<th>0 ≤ t &lt; T</th>
<th>T ≤ t &lt; t₁</th>
<th>t &gt; t₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>̇m = 0</td>
<td>̇m = c</td>
<td>̇m = 0</td>
</tr>
</tbody>
</table>

which implicitly gives rise to an income elasticity of unity. Estimates of \( l_1 \) reported in Walsh (2010) suggest values greater than unity, whereas Ball (2001) finds a value of 0.5. Estimates of \( l_2 \) reported in Walsh (2010) range from 1 to 10, which is in line with the estimate of 5 found by Ball (2001).\(^{15}\) The income elasticity of private consumption is set to \( a_1 = 0.7 \), which we implicitly derived from an income tax rate of 0.3, a consumption output ratio of 0.7, and a consumption rate of 0.7.\(^{16}\) The income elasticity of the trade balance is set to 0.2.\(^{17}\) Then, the net effect of the real interest rate and of the terms of trade on goods demand are given by \( a_2/(1 - a_1 + b_1) = 0.6 \) and \( b_3/(1 - a_1 + b_1) = 0.2 \), respectively. Both values match the estimates given in Moons et al. (2007). The former is close to the values given in Galí (2008) and Walsh (2010) and is also in line with Smets and Wouters (2003), who find a mean intertemporal elasticity of substitution of 0.7 with a 90 percent probability band ranging from 0.52 to 1.05.\(^{18}\) The slope of the Phillips curve is set to \( \delta = 0.2 \) proposed by Galí (2008) and which is also close to the estimate given in Moons et al. (2007).\(^{19}\) In section 4.7, we investigate how our results change for different parameter values for \( \delta, l_2, a_2, \) and \( b_3. \)

4.3 Anticipation scenarios and responses to a monetary shock

This section introduces our anticipation scenarios and discusses the responses to a temporary increase in the money growth rate in the above model framework.

The realized but not necessarily correctly anticipated shock process is the same across all anticipation scenarios. The evolution of the shock process is described in Table 4.2. The increase in the money growth is implemented at a constant rate \( c \) over the implementation

\(^{15}\)Note that the interest rate is – contrarily to output – not logarithmized. Given that the steady state interest rate is relatively small, the interest rate semi-elasticity is typically much larger than the income elasticity of money demand \(( l_2 > l_1 )\).

\(^{16}\)More details on the derivation of \( a_1 \) can be found in appendix 4.A.

\(^{17}\)Note that \( a_1 > b_1 \) is not a necessary condition for stability. For stability, it is sufficient that \( l_2 < l_1/\delta \) or \( a_2 < (1 - a_1 + b_1)/\delta \) hold. Further details are given in appendix 4.B.

\(^{18}\)Taking habit formation into account, Smets and Wouters (2003) find that the impact of the real interest rate on consumption is reduced to 0.3.

\(^{19}\)From microfoundation, the slope of the Phillips curve can be expressed as \( \delta = \frac{(1 - \theta)(1 - \beta \theta)}{\sigma + \eta} \). Assuming a quarterly interest rate of 1 percent (implying a discount factor of \( \beta = 0.99 \)), a Calvo parameter of \( \theta = 0.75 \), an inverse elasticity of substitution of \( \sigma = 1.5 \), and a Frisch elasticity of labor supply of \( \eta = 1.5 \), we obtain a slope of \( \delta = 0.25 \). Estimates in Smets and Wouters (2003) and Smets and Wouters (2007) for \( \theta, \sigma, \) and \( \eta \) suggest that \( \delta \) may vary between 0.03 and 0.5. Differences in \( \delta \) mainly result from differences in the Calvo parameter, which ranges from 0.7 to 0.9.
Table 4.3: Set of anticipation scenarios

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>FA</th>
<th>NA</th>
<th>PA-MAG</th>
<th>PA-START</th>
<th>PA-EXIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(c)$</td>
<td>$c$</td>
<td>0</td>
<td>$\neq c$</td>
<td>$c$</td>
<td>$c$</td>
</tr>
<tr>
<td>$E(T)$</td>
<td>$T$</td>
<td>-</td>
<td>$\neq T$</td>
<td>$T$</td>
<td>$T$</td>
</tr>
<tr>
<td>$E(t_1)$</td>
<td>$t_1$</td>
<td>-</td>
<td>$\neq t_1$</td>
<td>$t_1$</td>
<td>$\neq t_1$</td>
</tr>
<tr>
<td>$E(c(t_1 - T))$</td>
<td>$c(t_1 - T)$</td>
<td>-</td>
<td>$\neq c(t_1 - T)$</td>
<td>$\neq c(t_1 - T)$</td>
<td>$\neq c(t_1 - T)$</td>
</tr>
<tr>
<td>Breakpoint</td>
<td>$t^*$</td>
<td>-</td>
<td>$T$</td>
<td>$T$</td>
<td>$\min[E(T), T]$</td>
</tr>
</tbody>
</table>

period $T < t < t_1$ and is temporary in the sense that $\dot{m} = 0$ for $t > t_1$. In $t = 0$, the increase is fully or partially anticipated, or non-anticipated at all by the public. We, therefore, refer to the time period $0 < t < T$ as anticipation period.

In the long run, a temporary increase in the money growth rate does not alter the steady state of the real variables. The steady state of the nominal money stock changes according to

$$d\bar{m} = \int_0^\infty \dot{m}(z)dz = c(t_1 - T)$$

which implies a change in the steady-state values of the price level and the nominal exchange rate of equal size, i.e. $\frac{\partial \bar{m}}{\partial m} = \frac{\partial \sigma}{\partial \bar{m}} = 1$. In the following, we refer to the expression $c(t_1 - T)$ as the size of the shock process. $c$ is the magnitude, $T$ is the start, and $t_1$ is the end or exit of the shock process.

We consider five anticipation scenarios: one full anticipation scenario in which the public correctly anticipates the full monetary policy intervention (denoted as FA), three partial anticipation regimes in which the public has partially correct and partially incorrect expectations (denoted as PA), and one non-anticipation scenario in which the policy intervention completely comes as a surprise (denoted as NA). Table 4.3 summarizes the complete set of anticipation scenarios. In the three scenarios of partially correctly anticipated shocks, the public forms incorrect expectations either about the magnitude $c$ (scenario PA-MAG), about the starting point $T$ (scenario PA-START), or about the exit point $t_1$ (scenario PA-EXIT) of the increase in the money growth rate. Note that in all three partial anticipation scenarios, the public has incorrect expectations about the size of the shock.

Since we aim to study only temporary and not permanent anticipation errors, we

---

20 This nominal neutrality follows from the long-run stability condition that the real money stock and the terms of trade do not change in the long run. In case of a permanent increase in the money growth rate, the steady state of the real money stock changes, but the steady state of most other real variables (including output, terms of trade, and the real interest rate) remains unchanged.

21 Note that in scenario NA, the public does not anticipate the increase in the money growth rate at all and therefore has no expectations on the start of the implementation. This is highlighted by a minus sign in table 4.3.
have to define how the public switches to correct expectations. For simplicity, we assume that the switch from partially incorrect to fully correct expectations occurs at once at some particular breakpoint \( t^* \).\(^{22}\) Hence, the public has correct expectations for \( t > t^* \) and may have incorrect expectations for \( t < t^* \) about the shock process. In line with non-anticipated shocks, we assume that the switch to correct expectations occurs when the public realizes for the first time that the expected evolution of the shock process deviates from the true one. In scenarios NA and PA-MAG, the public’s expectations deviate from the true shock process for the first time at the start of implementation, i.e. \( t^* = T \). In scenario PA-START, the public has incorrect expectations about the start of the monetary intervention. If the public expects an earlier start, i.e. \( E(T) < T \), the public already switches in \( t^* = E(T) \) to fully correct expectations. If the public expects a later start, i.e. \( E(T) > T \), the public switches in \( t^* = T \). In scenario PA-EXIT, the public correctly expects the start \( (T) \) and the magnitude \( (c) \), but has incorrect expectations about the end \( (t_1) \) of the shock process. Since \( E(t_1) > T \), the public does not switch to correct expectations before \( T \). If the public expects an earlier end of the shock process, i.e. \( E(t_1) < t_1 \), the public switches in \( t^* = E(t_1) \), where \( t^* > T \). If the public expects a later end of the shock process, i.e. \( E(t_1) > t_1 \), the public switches in \( t^* = t_1 \).

In the following, we subsequently study the responses to the above temporary increase in the money growth rate under the partial anticipation scenarios PA-MAG, PA-START, and PA-EXIT in comparison to the full anticipation scenario FA.

### 4.3.1 Scenario PA-MAG and NA

Figure 4.1 depicts the responses to a temporary increase in the money growth rate under the full anticipation scenario FA and the partial anticipation scenario PA-MAG, where the public either underestimates \( (E(c) < c) \) or overestimates \( (E(c) > c) \) the magnitude of the shock. As a special case of PA-MAG, the figure also includes the non-anticipation scenario NA, where the public does not expect the increase at all \( (E(c) = 0) \). The first (upper-left) plot displays the development of the terms of trade and the real money stock in the phase plane. The remaining plots show the responses in the time domain. The second (upper-right) plot displays the initially expected evolution of the money growth based on the information set in \( t = 0 \). Note that in the FA scenario, the anticipated evolution of the money growth is equal to the realized money growth. We set \( c = 3 \), \( T = 2 \), and \( t_1 = 5 \).

To start with, the adjustment process in the anticipation scenario FA can be described as follows: In \( t = 0 \), the increase in the money growth rate is announced and correctly anticipated by the public. The anticipation of a future expansionary monetary shock leads to an immediate (real) devaluation of the home currency (fall in the terms of trade).

\(^{22}\)In section 4.7, we modify the mechanism with which the public switches to correct expectations and assume that the public sequentially adapts its expectations in several steps.
Figure 4.1: Responses to a monetary shock in scenario PA-MAG
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Since prices are assumed to be sluggish and do not change on impact, this is represented by a vertical downward adjustment in the phase. The real devaluation continues until the start of the implementation $T$. Simultaneously, the real money stock continuously declines, which is equivalent to a continuous upward adjustment of prices. The devaluation of the home currency leads via the UIP to a rise in the nominal interest rate. The inflation response on impact and during the anticipation phase is relatively small such that the real interest rate rises. Despite the contractionary real interest rate effect, output unambiguously stays above its steady state value on impact and during the anticipation phase. This immediately follows from the inverse Phillips curve

$$y = \frac{1}{\delta} \hat{m}'$$  \hspace{1cm} (4.9)

which determines output by the change in the real money stock.

In $t = T = 2$, the money growth rate increases as expected. Inflation expectations shoot up and induce a sharp rise in the inflation rate, which overshoots the rise in the money growth rate and in the nominal exchange rate. The overshooting continues over the whole implementation phase leading to a further decline in the real money stock and to a continuous real devaluation. Note that the terms of trade are assumed to react discontinuously only to new information. In the FA scenario, the shock process is completely known by the public in $t = 0$ such that the terms of trade behave continuously for the remaining course of adjustment ($t > 0$). Due to the fall in the real interest rate, output shoots up in $T$, but continuously decreases over the implementation phase.

After the implementation phase ($t > t_1 = 5$), we observe reverse adjustments and all shown variables return to their initial steady state. The real money stock starts to increase and converges from below to its initial steady state. The terms of trade start to decrease and converge from above to their initial steady state.

Note that the impact and the anticipation reaction of inflation are relatively small compared to the inflation reaction during the implementation phase. This is mainly due to our assumption that long-term inflation expectations are exclusively driven by changes in the money growth rate.

In the following, we denote this FA scenario as benchmark scenario and compare the responses of the remaining three anticipation scenarios to this benchmark scenario. Since we only change the nature of anticipation and leave the realized shock process unchanged, differences to the full anticipation case mainly occur on impact and during the anticipation period. After the occurrence of the shock, differences to the benchmark scenario are less visual.

In the expectation scenario PA-MAG, the public has incorrect expectations about the magnitude $c$, but is correct about the start and the end of the shock process. In case the public underestimates the magnitude ($E(c) = 1.5 < c = 3$), the public implicitly
underestimates the size \( c(t_1 - T) \) as well. On impact and during the anticipation phase, the economy is driven by expectations. The underestimation of the size of the shock, therefore, leads to a smaller impact and anticipation reaction for all variables in comparison to the benchmark scenario. In \( t = T = 2 \), the shock occurs with larger magnitude than (originally) expected. We, therefore, assume that the public switches in \( t^* = T \) to correct expectations and correctly anticipates the remaining evolution of the shock process. Since the real money stock is assumed to be predetermined, all other variables and, hence, the system as whole are not able to jump on the solution path of the benchmark scenario.\(^{23}\) The decline in the real money stock is, however, steeper than in the benchmark scenario, converging towards the FA solution path. The terms of trade are, on the other hand, allowed to react discontinuously to this new information. To compensate for the sluggishness of the real money stock, the terms of trade undershoot its benchmark value.\(^{24}\) Likewise, output and inflation overshoot and the real interest rate undershoots their benchmark values. During the implementation phase, the real money stock, output, inflation and the nominal interest rate stay above, and the terms of trade and the real interest rate stay below the benchmark responses.

If the public overestimates the magnitude (and the size) of the shock \( (E(c) = 4.5 > c = 3) \) until \( T = 2 \), we see reverse adjustments. During the anticipation phase, the system responds more strongly than in the FA scenario. In \( t^* = T \), the public switches to fully correct expectations. The terms of trade overshoot the benchmark value, but the real money stock stays below the FA scenario.

Scenario NA, where the public does not anticipate the increase in the money growth at all, is equivalent to the special case \( E(c) = 0 \) in scenario PA-MAG. Until \( T \), all variables remain constant. In \( t = T \), the policy intervention completely comes as a surprise. Therefore, we neither have an impact nor an anticipation reaction.

### 4.3.2 Scenarios PA-START and PA-EXIT

Figure 4.2 depicts the responses for scenario PA-START. For reference purposes, we again include the benchmark scenario FA, where the public has fully correct expectations. In scenario PA-START, the public has incorrect expectations about the start of implementation. The end \( t_1 \) and the magnitude \( c \) of the shock process are, on the other hand,

\(^{23}\)To illustrate this, consider the LM equation and note that output \( y \) and the interest rate \( i \) are non-predetermined, whereas the real money stock \( m^* \) is predetermined. Let the subscript PA (FA) denote the solution under partial (full) anticipation. According to the LM equation, the difference in the real money stock between the PA and FA scenario in \( t^* = 0 \) is then given by \( m^*_{PA}(t^*) - m^*_{FA}(t^*) = l_1[y_{PA}(t^*) - y_{FA}(t^*)] - l_2[i_{PA}(t^*) - i_{FA}(t^*)] \). If the non-predetermined output and the interest rate jump on the FA solution path in \( t^* \), i.e. \( y_{PA}(t^*) = y_{FA}(t^*) \) and \( i_{PA}(t^*) = i_{FA}(t^*) \), this would imply that the real money stock jumps on the FA solution path as well (i.e. \( m^*_{PA}(t^*) = m^*_{FA}(t^*) \)). This, however, would contradict that the real money stock is predetermined.

\(^{24}\)Without price stickiness, the real money stock would be able to react discontinuously to new information. The system then would jump in \( t^* \) directly onto the solution path under full anticipation.
correctly anticipated. This implies that the public overestimates (underestimates) the size of the shock \( c(t_1 - T) \) if the public expects an earlier (later) start of the monetary intervention.\(^{25}\)

Consequently, if the public expects a later start of the monetary policy shock \( E(T) = 4 > T = 2 \), the impact and the anticipation reaction are smaller than in the FA scenario. In \( t^* = T < E(T) \), the shock occurs earlier than expected and the public immediately switches to correct expectations. As in scenario PA-MAG, the terms of trade react discontinuously to this change in expectations, jumping on a lower trajectory. To compensate for the sluggishness of prices, the terms of trade undershoot the benchmark response of scenario FA, which leads to an overshooting of output and inflation.

If the public expects an earlier start of the shock process \( E(T) = 1 < T = 2 \), which implies a larger expected shock size, the system overreacts until \( t^* \). This time, however, the switch to correct expectations already occurs during the anticipation phase in \( t^* = E(T) < T \), which is the time the public originally expected an increase in the

\(^{25}\)In section 4.7, we also consider the scenario PA-ST/EX where we change \( E(T) \) and \( E(t_1) \) simultaneously such that the length and the size of the shock are correctly anticipated. The responses and the relative volatilities are very similar to scenario PA-START.
money growth rate, but no change in the money growth rate occurred. Consequently, output and inflation undershoot the benchmark responses already during the anticipation phase.

As a last scenario, figure 4.3 shows the responses under scenario PA-EXIT. In this scenario, the public has incorrect expectations about the end of the monetary intervention. The start and the magnitude of the shock process are, on the other hand, correctly anticipated. This implies that the public overestimates (underestimates) the size of the shock $c(t_1 - T)$ if it expects a later (an earlier) end of the monetary intervention implying a stronger (smaller) reaction on impact and during the anticipation phase.

The main difference to the other two partial anticipation scenarios is that the switch to correct expectations now occurs during the implementation phase and not during the anticipation phase. Since the start and the magnitude are correctly anticipated, the public expectations about the shock process and the true shock process do not deviate from one another until $t^* = \min(E(t_1), t_1) > T$. Hence, if the public expects a later end of the shock process ($E(t_1) = 6 > t_1 = 5$), output and inflation stay above the benchmark response over the whole anticipation and implementation phase. If the public expects an earlier end ($E(t_1) = 4 < t_1 = 5$), output and inflation stay below the benchmark responses until
\[ t^* = E(t_1) > T. \]

### 4.4 Measuring the (de)stabilization effects

In order to study the (de)stabilizing effects of partially anticipated monetary policy interventions, we use a relative volatility measure, which relates the volatility under partial anticipation to the volatility under full anticipation. The relative volatility for \( x \in \{ y, \pi \} \) in scenario \( S \in \{ \text{PA-MAG}, \text{PA-START}, \text{PA-EXIT} \} \) is defined as

\[
RV(x|S) = \frac{V(x|S)}{V(x|\text{FA})}
\]  

(4.10)

where \( V(x|S) \) and \( V(x|\text{FA}) \) measure the quadratic deviations of \( x \) from its initial steady state \( \overline{x}_0 \) over the time domain \( D \) given the expectation assumptions of scenario \( S \) and FA, respectively.\(^{26}\)

\[
V(x) = \int_{t \in D} (x(t) - \overline{x}_0)^2 dt
\]  

(4.11)

Figure 4.4 shows the relative volatility of output and inflation as defined in (4.10) for all three partial anticipation scenarios for different degrees of expectation biases. We compute the relative volatility for \( E(c) \) ranging from -1 to 6 in scenario PA-MAG, for \( E(T) \) ranging from 0.5 to 3.5 in scenario PA-START, and for \( E(t_1) \) ranging from 2.5 to 7 in scenario PA-EXIT. With correct expectations \((E(c) = c = 3, E(T) = T = 2, \text{and } E(t_1) = t_1 = 5)\), the relative volatility of output and inflation intersect at unity. Values greater (smaller) than unity means that the volatility in the partial anticipation scenario is larger (smaller) than in the FA scenario. The four columns of figure 4.4 correspond to four different phases. The first column shows the overall relative volatility over the whole adjustment process \((0 < t < \infty)\). The remaining columns show the relative volatility in the three distinct phases: (i) the anticipation phase \((0 < t < T)\), (ii) the implementation phase \((T < t < t_1)\), and (iii) the return phase \((t > t_1)\).

Let us first have a look at the overall relative volatility over the whole adjustment process. In scenarios PA-MAG and PA-START, we have a trade off between output and inflation stabilization. If the public underestimates the size of the shock \( c(t_1-T) \) (either by \( E(c) < c \) or \( E(T) > T)\), the volatility in inflation is higher and the volatility in output may be smaller than in the FA scenario. If the public overestimates the size of the shock (either by \( E(c) > c \) or \( E(T) < T)\), inflation is stabilized and output is destabilized. Contrarily, in scenario PA-EXIT, both inflation and output may be stabilized simultaneously if the

\(^{26}\)Let the time domain \( D \) be defined over the interval \([a, b]\). Then, we can approximate (4.11) by \( V(x) \approx \frac{1}{n} \sum_{j=1}^{n} (x(j/n) - \overline{x}_0)^2 - \frac{1}{n} \sum_{j=1}^{n} (x(j/n) - \overline{x}_0)^2 \) for a sufficiently small step length \( 1/n \). During the computation, we set \( n = 100 \).
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Figure 4.1: Relative volatilities in scenarios PA-MAG, PA-START, and PA-EXIT
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Implementation phase \(T < t < t_1\)
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Overall \(0 < t < \infty\)
public expects an earlier end (implying a smaller expected shock size).

Next, we consider the relative volatility during the three subperiods. Two points are common in all three scenarios: First, the trade off in volatilities that we obtain based on the overall adjustment process in scenarios PA-MAG and PA-START is not present if we consider the three phases in isolation. In all three subperiods, output and inflation are both either stabilized or destabilized. Second, during the anticipation and return phase, the relative volatility in output and inflation is even identical.\textsuperscript{27} Differences in the relative volatility only occur during the implementation phase. This follows from the structure of the Phillips curve (4.5), where the expected future inflation is pinned down by the money growth rate. During the anticipation and return phase, the money growth rate is at its steady state level such that changes in the inflation rate are proportional to changes in output.\textsuperscript{28} During the implementation phase ($T < t < t_1$) the money growth is different from its steady state and, therefore, we obtain different relative volatilities in inflation and output.

During the anticipation phase ($0 < t < T$), the system is driven by expectations and, hence, in all three scenarios, the volatility in inflation and output is reduced if the public underestimates the shock size $c(t_1 - T)$ (either by $E(c) < c$, $E(T) > T$, or $E(t_1) < t_1$). Contrarily, the volatility in output and inflation is enhanced during the anticipation phase if the public overestimates the shock size.

During the implementation phase ($T < t < t_1$), the underestimation of the shock size leads to a destabilization of inflation and output in scenarios PA-MAG and PA-START. Recall from the previous section that the non-predetermined variables overreact for $t > t^*$ (i.e. do not jump on the FA solution path) to compensate for the sluggishness in prices. In scenarios PA-MAG and PA-START, a smaller (stronger) reaction during the anticipation phase causes the system to respond more strongly (less strongly) during the implementation phase.

This trade off between stabilizing the system during the anticipation (and return) phase and during the implementation phase is not present in scenario PA-EXIT. The main reason is that in this scenario the switch to correct expectations occurs much later during the implementation phase. If the public underestimates the shock size ($E(t_1) < t_1$), not only the reaction on impact and during the anticipation phase is smaller, but also partly during the implementation period.\textsuperscript{29}

\textsuperscript{27}Graphically, the dashed and solid curves completely overlap such that only one solid graph is visual during the implementation and return phase.

\textsuperscript{28}Formally, the volatility of inflation over the time domain $D$ can be written as

$$V(\pi) = \int_{t \in D} (\pi(z) - \bar{\pi}_0)^2 dz = \int_{t \in D} [\hat{n}(z) - \bar{m}_0 + \delta(y(z) - \bar{y}_0)]^2 dz$$

For $0 < t < T$ and $t > t_1$, $\hat{n}(t) = \bar{m}_0$ such that $V(\pi) = \delta^2 V(y)$ and $RV(\pi) = RV(y)$.

\textsuperscript{29}If we let the switch already occur in $t^* = T$, the same trade off occurs as in the other two scenarios. See next section 4.5 for details.
During the return phase \((t < t_1)\), the volatility results are qualitatively the same as during the anticipation phase, which follows from the fact that responses are reversed compared to the anticipation phase and no new information is revealed such that the terms of trade behave continuously for \(t > t_1\).

The question arises, why do we face in scenarios PA-MAG and PA-START a trade off between inflation and output over the whole adjustment process, but not in any of the three subperiods separately. This trade off in overall volatilities results from the combination of the following two arguments: First, as described above, output and inflation can not be stabilized in all three subperiods simultaneously. A smaller (stronger) reaction during the anticipation phase causes the system to respond more strongly (less strongly) during the implementation phase. Second, inflation strongly responds to realizations in the money growth rate during the implementation phase, whereas the anticipation effect on inflation is relatively small. The difference between the anticipation and the implementation reaction is less pronounced for output. Under fully correct expectations, the volatility share of the anticipation phase contributing to overall volatility only amounts to 0.2 percent for inflation and to almost 12 percent for output.\(^{30}\) Therefore, we find that the anticipation effect is dominant for output, whereas the opposite implementation effect is dominant for inflation.

### 4.5 Two communication strategies

In the last section, we have shown that the volatility in inflation and output under partial information can be reduced below the volatility under full anticipation, although not necessarily simultaneously. This section discusses the policy implication of partially anticipated monetary shocks. We introduce two communication strategies and show how these strategies may improve the central bank’s loss compared to the FA scenario. The first communication strategy presumes that the central bank has a sufficiently strong influence on private expectations and is, thereby, able to control the expectations \(E(c)\), \(E(T)\), and \(E(t_1)\) directly. Since this strategy involves to create biased news about the future monetary intervention, we refer to this strategy as deception strategy.

In the second communication strategy, the central bank does not create, but is confronted with biased expectations about its future monetary intervention. The central bank now controls the breakpoint, at which the central bank is revealing the true evolution of the monetary shock and the public switches to fully correct expectations. We denote this breakpoint as \(t^*_B\) to make clear that it is now set exogenously by the central bank and to distinguish it from the breakpoint \(t^*\), at which the public (independently from the

\(^{30}\)The volatility share of the implementation phase contributes with 99 percent to overall inflation volatility and with 69 percent to overall output volatility. For more details, see section 4.7 and table 4.4 in appendix 4.C.
central bank) realizes its expectation biases by itself. This strategy presumes that the central bank is able to correctly monitor the private expectation biases. In this strategy the central bank does not actively deceive the public, but (only) withhold information from the public. We, therefore, refer to this strategy as withholding strategy.

The central bank aims to stabilize inflation and output. In particular, we assume that the central bank’s loss function is given by

$$L_0 = \int_{t=0}^{\infty} \left\{ (\pi(z) - \overline{\pi}_0)^2 + \alpha(y(z) - \overline{y}_0)^2 \right\} dz = V(\pi) + \alpha V(y)$$  \hfill (4.12)

During the simulation, we set $\alpha = 0.5$. That is, the central bank’s main objective is the stabilization of inflation (flexible inflation targeting). To compare the loss between partially and fully anticipated increases in the money growth rate, we compute the relative loss, which is the ratio of the loss under partial anticipation and under full anticipation.

We start with the deception strategy. Figure 4.5 shows the relative loss for different values of $E(c)$, $E(T)$, and $E(t_1)$ in scenarios PA-MAG, PA-START, and PA-EXIT, respectively. Values smaller (greater) than unity mean that the loss under partial anticipation is lower (higher) than in the FA scenario. We further add the (overall) relative volatilities of output and inflation that were already shown in the last section.

In all three partial anticipation scenarios, it is possible to improve the central bank’s loss in comparison to scenario FA. The lowest loss is obtained in scenario PA-EXIT if the public expects an earlier end (lower size) of the shock process, i.e. $E(t_1) < t_1 = 5$. This is not surprising since in scenario PA-EXIT the volatility in inflation and output can be reduced simultaneously (cf. figure 4.4). Contrarily, in scenarios PA-MAG and PA-START, the central bank faces a trade off between output and inflation stabilization, which may, however, be more favorable than in the FA scenario. Although inflation stabilization is

---

See e.g. Svensson (1999).
assumed to be the primary central bank’s objective ($0 < \alpha < 1$), we find that the central bank can improve its loss if the public expects a smaller shock size (either by $E(c) < c = 3$ or $E(T) > T = 2$) and, thereby, can reduce the volatility in output at the cost of a higher volatility in inflation.

Next, we discuss the withholding strategy. Until now, we have assumed that the public switches to fully correct expectations in the very last possible moment in $t^*$, i.e. when the public realizes for the first time that the expected evolution of the shock process deviates from the true one. We now discuss how the central bank’s loss and the volatility in inflation and output change if the switch to correct expectations occurs earlier than assumed so far ($t_{CB}^* \leq t^*$). Figure 4.6 shows the relative loss and the relative volatility for output and inflation for different values of $t_{CB}^*$ for all three scenarios. The earliest possible time to switch is $t_{CB}^* = 0$, which is equivalent to the FA scenario. The latest possible time to switch (which we have used so far) depends on the anticipation scenario. In the top three plots of figure 4.6, the central bank is confronted with a public that initially

---

32 We have used $t^* = T$ in scenario PA-MAG, $t^* = \min(E(T), T)$ in scenario PA-START, and $t^* = \min(E(t_1), t_1)$ in scenario PA-EXIT (cf. table 4.3 of section 4.4).
underestimates the shock size (either by $E(c) < c$, $E(T) > T$, or $E(t_1) < t_1$). In the lower three plots, the central bank is confronted with a public that initially overestimates the shock size (either by $E(c) > c$, $E(T) < T$, or $E(t_1) > t_1$).

If the central bank reveals the true shock process during the anticipation phase ($0 < t^{*}_{CB} < T$), we have a trade off between output and inflation stabilization in all three anticipation scenarios including scenario PA-EXIT. If the public underestimates the shock size (either by $E(c) < c$, $E(T) > T$, or $E(t_1) < t_1$), output is stabilized and inflation is destabilized. If the public overestimates the shock size (either by $E(c) > c$, $E(T) < T$, or $E(t_1) > t_1$), output is destabilized and inflation is stabilized. The difference between output and inflation volatility decreases with decreasing length of withholding the true shock process (with decreasing $t^{*}_{CB}$). In scenario PA-EXIT, the switch to correct expectations may also occur during the implementation phase ($T < t^{*}_{CB} < t_1$). For a sufficiently late switch ($t^{*}_{CB}$ sufficiently large), the trade off between output and inflation stabilization vanishes.

Under the loss function (4.12), the best communication strategy is as follows: If the public overestimates the size of the shock (lower three plots), the FA scenario produces the best outcome, i.e. the best central bank’s policy is to inform the public as soon as possible about the true evolution. If, on the other hand, the public underestimates the size of the shock (upper three plots), the best central bank’s policy is to inform the public as late as possible. Note that this communication strategy typically stabilizes output, but destabilizes inflation (unless $t^{*}_{CB} > T$) and, therefore, is only optimal if the central bank’s concern about output stabilization is sufficiently strong. If e.g. the central bank’s only objective is to achieve inflation stability (strict inflation targeting), this strategy typically does not achieve an optimal outcome.$^{33}$

This section has shown that the central bank may have the incentive to improve the central bank’s loss by either actively deceiving private expectations (deception strategy) or by withholding information about the true evolution of the shock process (withholding strategy). However, this section should not be understood as a policy advice since both strategies may involve drawbacks that have not been mentioned so far, including the following: First, both strategies, particularly the deception strategy, may involve reputational costs by reducing the central bank’s credibility in future periods. Second, the central bank has to be able to correctly monitor the expectations bias. Withholding information about the true shock process may, therefore, lead to a higher central bank’s loss if the public is biased in the opposite direction.

$^{33}$Under strict inflation targeting ($\alpha = 0$), the central bank’s best communication strategy is typically reversed to the strategy under flexible inflation targeting: If the public overestimates the size of the shock (lower three plots), the best strategy is to inform the public in $t^{*}_{CB} = T$. If the public overestimates the size of the shock (upper three plots), the best strategy is to inform the public as soon as possible (unless $t^{*}_{CB} > T$ is possible).
4.6 Unstable money multiplier

Until now, we have assumed that the central bank can perfectly control the money growth rate, which requires a stable relation between the (adjusted) monetary base and broad money. This stable relation implies that the asset purchases from central banks – without neutralization – lead to increases in the money stock. Since the financial crisis in 2008, we do not observe such a stable relation between base and broad money in the euro zone.\footnote{See e.g. De Grauwe and Ji (2013), who finds a stable relation prior to 2008 and an unstable relation thereafter.} Therefore, we consider in this section the case $c = 0$, which implies that the money growth rate and the money stock do not change (see table 4.2 in section 4.3).

Central bank interventions (e.g. asset purchases) that lead to an expansion of the monetary base then have no effect on the economy if the public correctly anticipates this unstable relation. Figure 4.7 shows two scenarios in which expansions in the monetary base have real effects even without a stable money multiplier. In both scenarios, we presume that the public initially believes in a stable money supply multiplier and expects in $t = 0$ that the central bank interventions will indeed lead to a monetary expansion at a particular future time $T = 2$. In the first scenario, the public immediately switches to fully correct expectations in a single step after its expectations failed for the first time. In the second scenario with multiple expectations adjustments, the public sequentially updates its expectations and expects a later start (and end) of the increase in the money stock before it switches to fully correct expectations. For reference purposes, we also include the responses to a fully anticipated increase in base money with stable money multiplier from figure 4.1 in section 4.3.

In the following, we discuss the two scenarios in more detail. On impact and during the anticipation phase, the two scenarios produce the same responses as under a stable money multiplier since the initial expectations on the increase in the money growth rate are the same. In $T = 2$, the public realizes that – contrarily to its expectations – no increase in the money stock occurred. In the first scenario (single expectations adjustment), the public, therefore, immediately switches in $T$ to fully correct expectations and correctly expects no change in the money growth rate (i.e. $E(c) = 0$ for $t > T$). In the phase plane, we see an immediate vertical jump upwards onto the original saddle path and a subsequent adjustment from above along the saddle path to the old and new steady state. Similarly, output and inflation jump downward in $T$ and converge from below to the old steady state.

In the second scenario (multiple expectations adjustment), the public believes in $T$ still in a stable money multiplier and sequentially expects a later start of the increase in the money stock. Note that we assume that the public also sequentially updates its expectations on the end of the increase in the money growth rate $t_1$ such that the expec-
Figure 4.7: Unstable money multiplier (MM) with single and multiple expectations adjustments
tations on the size of the shock remain the same. In $T = 2$, the public expects a start in $T_1 = 4 > T$. In $T_1$, no change in the money stock occurred and the public expects a start in $T_2 = 6 > T_1$ and so forth. This sequential updating of expectations leads to a cyclical adjustment path. Whenever the public updates its expectations (in $T, T_1, T_2, \ldots$), the system jumps on a higher trajectory in the phase plane, which corresponds with an immediate output contraction. During two contractions, output gradually increases in anticipation of the expansionary increase in the money stock. Only after several expectations adjustments (in $t = 8$) does the public realize that no change in the money stock will occur and switches to fully correct expectations. Not until then does the system jump on the initial stable saddle path and converges from above towards the initial steady state.

To sum up, this section has shown that changes in the monetary base may have real effects on the economy and may impose cyclical adjustment movements even if a stable relation between the monetary base and a broader money aggregate is non-existent. This requires, however, that the public indeed believes in a stable relation between base and broad money and expects a future increase in the money growth rate.

4.7 Modifications

In this section, we apply six modifications. First, we change our parameter calibration. Second, we modify the length of anticipation relative to the length of the implementation phase. Third, we consider a further partial anticipation scenario PA-ST/EX which is an intermediate scenario of PA-START and PA-EXIT. Fourth, we change the mechanism with which the private expectations switch to correct expectations. Fifth, we modify the augmentation term in the Phillips curve. Finally, we consider a simultaneous increase in the risk premium $s$ and in the money growth rate $m$. Figures and tables to which we refer in this section can be found in the appendices below.

1. Parameter calibration: To check the robustness of our volatility results, we simulate our model for different parameter calibrations for scenario PA-MAG, where the public has incorrect expectations about the magnitude $c$ of the increase in the money growth rate. We consider the following alternative parameter specifications: We use $b_2 = \{1, 10\}$ for the interest rate semi-elasticity of the money demand, $\delta = \{0.1, 0.5\}$ for the slope of the Phillips curve, $a_2 = \{0.1, 0.6\}$ for the interest rate semi-elasticity of private absorption, and $b_3 = \{0.03, 0.6\}$ for the terms of trade elasticity of the trade balance. Figures 4.8 and 4.9 show the relative volatility of output and inflation. Figures 4.10 and 4.11 show the corresponding responses to a fully anticipated increase in the money growth.

\[c\] In particular, we consider nine different parameter sets. In eight of these nine sets, we only change one parameter at a time and keep the remaining parameters at their baseline values. In the ninth set, we change all four parameters simultaneously.
rate. Table 4.4 gives the volatility share of the three subperiods on overall inflation and output volatility in the full anticipation scenario.

The volatility results for the alternative parameter specifications are as follows: First, we do not find any qualitative change in the relative volatility during the three subperiods. During the anticipation phase, the differences are so small that they are not visual. Second, for all parameter specifications, we find that an isolated stabilization of output and inflation is possible while a simultaneous stabilization is not possible. Indeed, we obtain the same trade off in overall volatility as in the baseline calibration. This trade off vanishes only when the anticipation effect of output is sufficiently small, i.e. the volatility share of the anticipation phase has to be at least below 1.3 percent. Third, the anticipation effect of inflation remains very small for all parameter sets under consideration. Therefore, we obtain no qualitative change in the overall inflation volatility.

2. Anticipation length: In this modification, we change the length of the anticipation phase relative to the length of the implementation phase in scenario PA-MAG. Until now, we have assumed that the anticipation and implementation period are of similar length, where we set the anticipation length to $T = 2$ and the implementation length to $t_1 - T = 3$. We now consider two different length of anticipation. In figure 4.12 and figure 4.13, we set the relative length of anticipation to $1/10$th of the length of implementation phase (i.e. $T = 0.3$ and $t_1 = 3.3$). In figure 4.14 and figure 4.15, we set the relative length anticipation to 10 times the length of the implementation phase (i.e. $T = 30$ and $t_1 = 33$). We find that the volatility differences increase with increasing length of anticipation. Our volatility results, however, do not change qualitatively. For $T = 0.3$ and $T = 30$, we obtain the same trade off in volatilities as for $T = 2$.

3. Scenario PA-ST/EX: In this modification, we consider the partial anticipation scenario PA-ST/EX, which is a combination of scenarios PA-START and PA-EXIT. So far, in each of the three partial anticipation scenarios, the public has implicitly incorrect expectations about the size of the shock. In scenario PA-ST/EX, the public has incorrect expectations about the start and the end of the monetary shock, but is correct about the length and the size. That is, the expectations bias on the start and the end of the shock has to be the same. Figure 4.16 depicts the responses to a temporary increase in the money growth rate and figure 4.17 shows the relative volatility in this scenario. Both, the responses and the relative volatility are very similar to scenario PA-START.

---

36 For a volatility share of 1.3 percent, the trade off in volatilities still remains. Only at the border of the parameter space (e.g. if we simultaneously set $\beta_2 = 1$, $\delta = 0.5$, $\beta_3 = 0.03$, and $\alpha_2 = 0.6$) do we find that the anticipation effect of output is small enough (below 0.1 percent) so that output and inflation may be stabilized simultaneously.

37 The same assumption is made in the previous section in the scenario with multiple expectations adjustments.
Consequently, not only the expected size of the shock, but also the expected timing of the shock matters.

4. Sequential correction of expectations: So far, we have assumed that the switch to correct expectations occurs immediately at one particular point in time $t^*$. We now assume that the public sequentially adapts its expectations over time in several steps. With each step the public gains more information about the true evolution of the shock process. For simplicity, we assume that the information gain is equally distributed over time. Figure 4.18 shows the response of the three anticipation scenarios (PA-MAG with $E(c) < c$, PA-START with $E(T) < T$, and PA-EXIT with $E(t_i) < t_i$) for three different degrees of frequency, i.e. number of expectations adjustments: (i) With frequency one, which is equivalent to the one-step adjustment of section 4.3, (ii) with frequency two, and (iii) with a frequency of 200, which gives a quasi-continuous expectations adjustment. To save space, we only show the responses in the phase plane.

The more frequent the public adjusts its expectations, the smaller is the discontinuous adjustment in the non-predetermined variables for $t < t^*$ and the smoother is the adjustment path during the anticipation phase. In the limit case of a continuous adjustment of expectations, the non-predetermined variables behave continuously after the impact during the anticipation phase ($0 < t < T$).

For all three scenarios, we compute the relative volatility using continuous expectations adjustments instead of the single adjustment frequency of section 4.3. Figure 4.19 summarizes our results. We find no notable differences to the relative volatility analysis from section 4.4. In section 4.5, we have seen that our volatility results crucially depend on whether the switch to correct expectations occurs during the anticipation or during the implementation phase. However, this modification has shown that the pace with which the switch occurs is somewhat irrelevant.

5. Inflation expectations based on consumer price index: Until now, we have assumed that the augmentation term in the Phillips curve is given by the trend rate of inflation $\pi = \dot{m}$. Figures 4.20 to 4.23 show the responses and the relative volatilities if the formation of inflation expectations in the Phillips curve is based on the (short-run) consumer price index $p_c$ for scenarios PA-MAG, PA-START, and PA-EXIT. The augmentation term then reads as

$$\pi = \dot{p}_c = \gamma \dot{p} + (1 - \gamma)(\dot{p}^* + \dot{\epsilon})$$

(4.13)

where $1 - \gamma$ measures the degree of openness and $\gamma$ is set equal to 0.6.

We do not observe a qualitative change in the relative volatility during the three subperiods. Furthermore, an isolated reduction in the overall volatility of output and
inflation is possible. Again, a simultaneous stabilization of output and inflation is not possible, even in scenario PA-EXIT. However, this trade off in volatilities is reversed compared to our baseline model: If the public underestimates (overestimates) the size of the shock, output (inflation) may be destabilized, i.e. not stabilized as in our baseline model.

The reason for this reversed trade off in volatilities is as follows: First, inflation responds now much more strongly during the anticipation phase than in our baseline model. Inflation expectations in the Phillips curve are not anchored anymore to the exogenous money growth, which does not change until $T$. Instead, inflation expectations that are based on CPI inflation already change during the anticipation phase. The last row of table 4.4 shows that more than 50 percent of overall inflation volatility is accumulated during the anticipation phase in case $\pi = \check{p}_c$ (in contrast to 0.2 percent in our baseline model). Therefore, the relative volatility during the anticipation phase contributes much more to the overall volatility and dominates the volatility effects during the implementation phase.

Second, the volatility share of the anticipation phase also increases for output, i.e. output reacts more strongly during the anticipation phase. However, the relative output volatility during the implementation phase is now much more sensitive to anticipation errors than in our baseline model. Therefore, the implementation effect is now dominant for output and overall output volatility may only be stabilized if it is stabilized during the implementation phase.

6. Risk premium shock: In the sixth and last modification, we apply our volatility analysis to the recent developments during the European sovereign debt crisis, where several (southern) European countries are suffering from increasing risk premiums on government bonds. To oppose these risk premiums, the President of the ECB, Mario Draghi, signalized in July 2012 further purchases of government bonds at the Global Investment Conference in London. He is, however, mute about the exact threshold $\bar{\pi}$ of risk premiums at which the ECB is willing to intervene. This leaves room for private misperceptions such that the public may only partially anticipate the size and the timing of the announced monetary intervention. We aim to study the consequences of this limited information strategy with respect to the volatility of inflation and output.

To this end, we consider a simultaneous increase in the risk premium and in the money growth rate. The true, but not necessarily correctly anticipated evolution of the increase in the risk premium and in the money growth rate is summarized in table 4.5: In $t = t_0$, the risk premium starts to gradually increase. In $t = T$, the risk premium reaches the threshold $\bar{\pi}$ at which the monetary authority starts to purchase government bonds at a constant rate $c$. Without neutralization and stable money supply multiplier, this is equivalent to a temporary increase in the money growth rate and a permanent increase in the money stock. We assume that this monetary intervention leads quasi-endogenously
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... to a gradual decline in the risk premium until it reaches its initial level in $t = t_1$.

In $t = 0$, the public starts to form expectations about both the risk premium and the monetary policy intervention. The public correctly anticipates and observes the increase in the risk premium, but may have incorrect expectations about the start $T$ of the monetary intervention and, therefore, on the start of the decline in the risk premium. Contrarily to an isolated monetary shock in scenario PA-START, the public overestimates (underestimates) the size of the risk premium shock and the monetary intervention if the public expects a later (an earlier) monetary intervention. Table 4.6 summarizes the expectation biases under partial anticipation.

The responses under full and partial anticipation are shown in figure 4.24. Figures 4.25 and 4.26 summarize our volatility results: If the public expects an earlier intervention of the central bank to bring down the risk premiums on government bonds, the volatility in output and inflation may be reduced. Under flexible inflation targeting, the best central bank’s communication policy then is to withhold information about the true shock process as long as possible. If, on the other hand, the public expects a later monetary intervention, output is and inflation may be destabilized. Under flexible inflation targeting, the fully correct anticipation scenario then typically gives the lowest central bank’s loss. Hence, the best policy is to inform the public as soon as possible about the true intentions of the central bank.\(^{38}\)

### 4.8 Conclusion

In this paper, we use a continuous-time Dornbusch-type model of a small open economy to study the (de)stabilizing effects of fully anticipated, fully non-anticipated, and partially anticipated increases in the money growth rate. Under partial anticipation, the public has either imperfect information about the magnitude, the start, and/or the end of the future monetary policy intervention, and, therefore, has implicitly imperfect information about the size of the shock.

Our main results are as follows: (i) Partially anticipated monetary policy shocks may stabilize inflation and output fluctuations, i.e. lead to a lower volatility than a fully anticipated monetary policy shock of the same form. (ii) However, we typically obtain a trade off in volatilities of output and inflation over the whole adjustment process such

---

\(^{38}\)If the size of the monetary intervention is sufficiently small, inflation and output may be simultaneously stabilized. The reason is that the anticipation and implementation reaction of the inflation rate in response to an isolated increase in the risk premium is of similar magnitude. If the monetary intervention is sufficiently large compared to the increase in the risk premium, we obtain a trade off between inflation and output stabilization. During the simulation, we set $\sigma = 3$, $c = 1$, $t_0 = 2$, $T = 5$, and $t_1 = 8$, implying that the change in the money stock is given by $dn = 3$. Note that the interest rate and the risk premium shock are not logarithmized. Assuming a interest rate steady state of $\bar{T}_0 = 0.01$ implies that the risk premium shock is 100 times larger than the monetary shock in terms of percentage deviations from the steady state.
that a simultaneous stabilization of output and inflation is not possible. If the public underestimates (overestimates) the size of the shock, output (inflation) may be stabilized. (iii) This trade off in volatilities does typically not exist during the three subperiods (anticipation phase, implementation phase, and return phase) separately. If the public underestimates (overestimates) the size of the shock, both output and inflation are stabilized (destabilized) during the anticipation phase and are destabilized (stabilized) during the implementation phase. (iv) The volatility gain/loss from partial anticipation is (much) larger for output than for inflation. Under flexible inflation targeting, the best central bank’s communication strategy, therefore, is typically to stabilize output fluctuations. If the public underestimates the size of the shock, the central bank then has an incentive to withhold information from the public about the true central bank’s future policy intentions.

The aforementioned results can be explained as follows: First, during the anticipation phase the economy is driven by expectations. If the public overestimates (underestimates) the shock size, both output and inflation respond more strongly (less strongly) than under fully correct expectations. Under price stickiness, the economy is not able to jump on the solution path of fully correct expectations. To compensate for this price stickiness, the system (including output and inflation) overreacts when the true shock process is revealed and typically leads to smaller (larger) reaction of output and inflation during the implementation phase. This leads to the opposite volatility pattern during the anticipation and the implementation phase as described in result (iii). Second, we find that the anticipation response of inflation is relatively small compared to the anticipation response of output. Therefore, the volatility share of the anticipation contributing to overall volatility is smaller for inflation than for output. In combination with result (iii), this gives rise to an overall trade off in output and inflation volatility.

We find two exceptions in which results (ii) and (iii) do not or only partially hold: First, when the public underestimates the shock for a sufficiently long time (i.e. the expectations are biased also during the implementation of the shock), overall output and inflation may be stabilized in all three subperiods simultaneously. Therefore, a simultaneous stabilization of output and inflation over the whole adjustment process is possible and the overall trade off in volatilities vanishes. Second, if the anticipation effect of inflation (output) is sufficiently large (small), result (ii) may be reversed. That is, inflation (output) may be stabilized if the public underestimates (overestimates) the shock.

We further study partially anticipated monetary interventions in the presence of an unstable money multiplier. We find that changes in the monetary base may have real effects on the economy and may impose cyclical adjustment movements even if the relation between the monetary base and a broader money aggregate is non-existent. This requires, however, that the public indeed believes in a stable relation between base and broad money and expects a future increase in the money growth rate.
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4.A Appendix: Calibration

The income elasticity $a_1$ of private consumption takes the tax rate into account. Let us assume that consumption follows $C = \gamma_0 + \gamma_1(1 - t)Y$, where $\gamma_0 > 0$, $0 < \gamma_1 < 1$, and $t$ is the tax rate. In growth rates, the consumption equation reads

$$\frac{dC}{C} = \gamma_1(1 - t)\frac{Y}{C} dY$$

$$\iff \frac{dC}{C} = \gamma_1(1 - t)\frac{Y}{C} dY = a_1$$

We assume that the consumption share on output $(C/Y)$ is 0.7, the tax rate $(t)$ is 0.3, and the marginal propensity of consumption is set to $\gamma_1 = 0.7$. These values imply that $a_1 = 0.7$.

4.B Appendix: Model solution

In this section, we reduce the model two a two-dimensional system of differential equations, apply the Jordan decomposition, and solve the model under fully and partially anticipated increases in the money growth rate and in the risk premium.

Model reduction

Using the terms of trade $\tau$ and the real money stock $m^r = m - p$ as state variables, we can simplify the model to a two-dimensional system:

$$y = a_0 + a_1 y - a_2(i - E(\hat{p})) + g + b_0 - b_1 y + b_2 y^* - b_3 \tau$$

$$\iff \lambda y = (a_0 + b_0 + g + b_2 y^*) - a_2 r - b_3 \tau$$

where $r = i - \hat{p}$ and $\lambda = 1 - a_1 + b_1$.

$$\hat{p} = \pi + \delta(y - \bar{y}) \iff y = \bar{y} - \frac{1}{\delta} \dot{m}^r$$

with $\bar{y} = f_0 + f_1 \tau$. Since $\tau = p - (p^* + \epsilon)$ and $\hat{p}^* = 0$ (implying $\hat{\tau} = \hat{p} - \hat{\epsilon}$),

$$i = i^* + E(\hat{\epsilon}) + s \implies r = i^* + E\hat{\epsilon} - \hat{p} + s = i^* + E\hat{\tau} - \hat{p} + s$$

Replacing $y$ and $r$ in the IS equation gives:

$$\lambda \left( f_0 + f_1 \tau - \frac{1}{\delta} \dot{m}^r \right) = (a_0 + b_0 + g + b_2 y^*) - a_2(i^* + E\hat{\tau} - \hat{p} + s) - b_3 \tau$$

$$\iff \lambda(\bar{y} + f_1 \tau) - (a_0 + b_0 + g + b_2 y^*) + a_2(i^* + s) + b_3 \tau = a_2\hat{\tau} + \frac{\lambda}{\delta} \dot{m}^r$$
Replacing \( y \) and \( i \) in the LM equation \( m^r = l_0 + l_1 y - l_2 i \) gives:

\[
m^r = l_0 + l_1 \left( f_0 + f_1 \overline{\pi} - \frac{1}{\delta} \bar{m}^r \right) - l_2 (i^* + E(\dot{\hat{e}}) + s - \dot{\hat{p}} + \hat{p} - \dot{\bar{m}} + \bar{m})
\]

(4.21)

\[
m^r - l_0 - l_1 (f_0 + f_1 \overline{\pi}) + l_2 (i^* + s) + l_2 \bar{m} = l_2 \dot{\bar{r}} + \left( l_2 - \frac{l_1}{\delta} \right) \bar{m}^r
\]

(4.22)

In matrix form

\[
\begin{pmatrix}
a_2 \\
l_2 - l_1 / \delta
\end{pmatrix}
\begin{pmatrix}
\dot{\bar{r}} \\
\bar{m}^r
\end{pmatrix}
= \begin{pmatrix}
b_3 & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
\tau \\
m^r
\end{pmatrix}
+ \begin{pmatrix}
c_1 \\
c_2
\end{pmatrix}
\]

(4.23)

where

\[
c_1 = \lambda f_0 + \lambda f_1 \overline{\pi} - a_0 - g - b_2 y^* + a_2 (i^* + s - \dot{\hat{p}}^*)
\]

(4.24)

\[
c_2 = -l_0 - l_1 f_0 - l_1 f_1 \overline{\pi} + l_2 (i^* + s - \dot{\hat{p}}^*) + l_2 \bar{m}
\]

(4.25)

and \( \Delta = \det A = a_2 (l_2 - l_1 / \delta) - l_2 \lambda / \delta \). \( \Delta < 0 \) if \( \delta \) is sufficiently small such that either \( l_2 < l_1 / \delta \) or \( a_2 < \lambda / \delta \). In the steady, implying \( \dot{\bar{r}} = \bar{m}^r = 0 \), we have

\[
\overline{\pi} = \frac{1}{b_3 + \lambda f_1} \left[ -\lambda f_0 + a_0 - b_0 + g + b_2 y^* - a_2 (i^* + s - \dot{\hat{p}}^*) \right]
\]

(4.26)

\[
\overline{m}^r = l_0 + l_1 f_0 + l_1 f_1 \overline{\pi} - l_2 (i^* + s - \dot{\hat{p}}^*) - l_2 \bar{m}
\]

(4.27)

Let \( \overline{\pi}_0 \) denote the initial steady state of \( x \in \{ \tau, m^r, y, i, r, e, p, m \} \). Since the risk premium \( s \) and the money growth \( \dot{\bar{m}} \) are the only exogenous variables that we consider to change over time, differences between the current and the initial steady state are given by

\[
\left( \begin{array}{c}
\overline{\pi} - \overline{\pi}_0 \\
\overline{m}^r - \overline{m}^r_0
\end{array} \right) = - \left( \begin{array}{c}
\frac{a_2}{b_3 + \lambda f_1} s \\
\left( l_2 + \frac{l_1 f_0 + \lambda f_1}{b_3 + \lambda f_1} \right) s + l_2 \bar{m}_0
\end{array} \right) = - \left( \begin{array}{c}
\frac{a_2}{b_3 + \lambda f_1} \\
\left( l_2 + \frac{l_1 f_0 + \lambda f_1}{b_3 + \lambda f_1} \right) l_2 \\
- D
\end{array} \right) \left( \begin{array}{c}
s \\
\bar{m}_0
\end{array} \right)
\]

(4.28)

assuming for simplicity \( s_0 = \bar{m}_0 = 0 \). System (4.23) then can be written as

\[
\begin{pmatrix}
\dot{\bar{r}} \\
\dot{\bar{m}}^r
\end{pmatrix}
= A^{-1} B \begin{pmatrix}
\tau - \overline{\pi}_0 \\
m^r - \overline{m}^r_0
\end{pmatrix}
+ A^{-1} B D \begin{pmatrix}
s \\
\bar{m}_0
\end{pmatrix}
\]

(4.29)

where

\[
A^{-1} B = \frac{1}{\Delta} \begin{pmatrix}
l_2 - l_1 / \delta & -\lambda / \delta \\
-\lambda f_1 & a_2
\end{pmatrix} \begin{pmatrix}
b_3 & 0 \\
0 & 1
\end{pmatrix}
= \frac{1}{\Delta} \begin{pmatrix}
(l_2 - l_1 / \delta) b_3 & -\lambda / \delta \\
-\lambda f_1 b_3 & a_2
\end{pmatrix}
\]

(4.30)
The above two dimensional system can be solved with the Jordan decomposition method as we will show in the subsequent section. Given a solution for $\tau - \tau_0$ and $m^r - \bar{m}_0$, the solutions of the remaining variables can be computed as follows:

- **Output:**

$$y - \bar{y}_0 = \bar{y} - \bar{y}_0 - \frac{1}{\delta} \dot{m}^r$$

where

$$\bar{y} - \bar{y}_0 = f_1(\tau - \tau_0) = -\frac{f_1 a_2}{b_3 + \lambda f_1} s$$

- **Real interest rate:**

The UIP and the definition of the terms of trade in differentiated form give

$$r - \tau_0 = i - \dot{p} - \tau_0 = r^* - \hat{r} + s - \tau_0 = -\hat{r} + s \quad (\text{with } \tau_0 = r^* = 0)$$

- **Inflation rate:**

$$\dot{p} - \bar{p}_0 = \dot{p} = \dot{m} - \dot{m}^r \quad (\text{with } \bar{p}_0 = 0)$$

- **Nominal interest rate**

$$i - \tau_0 = (r - \tau_0) + (\dot{p} - \bar{p}_0)$$

### Jordan decomposition

By applying the Jordan decomposition, we can decompose the system into two independent subsystems. The Jordan decomposition of $A^{-1}B$ in (4.29) gives

$$A^{-1}B = H \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix} H^{-1}$$

where

$$H = \begin{pmatrix} h_{11} & h_{12} \\ 1 & 1 \end{pmatrix}$$
is the matrix of eigenvectors, and \( r_1 \) and \( r_2 \) are the corresponding eigenvalues. Let us define the auxiliary variables

\[
\begin{pmatrix} x \\ v \end{pmatrix} = H^{-1} \begin{pmatrix} \tau - \bar{\tau}_0 \\ m^r - \bar{m}_0^r \end{pmatrix}
\]

implying

\[
\begin{align*}
\tau(t) - \bar{\tau}_0 &= h_{11} x(t) + h_{12} v(t) \\
m^r(t) - \bar{m}_0^r &= x(t) + v(t)
\end{align*}
\]

Then we can rewrite the system (4.29) as two independent differential equations (premultiply with \( H^{-1} \)):

\[
\begin{pmatrix} \dot{x} \\ \dot{v} \end{pmatrix} = \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix} \begin{pmatrix} x \\ v \end{pmatrix} + \begin{pmatrix} f_{11} & f_{12} \\ f_{21} & f_{22} \end{pmatrix} \begin{pmatrix} s \\ \dot{m} \end{pmatrix}
\]

(4.41)

where \( F = H^{-1} A^{-1} BD \).

**General solution**

The general solution of the differential equations (4.41) are

\[
\begin{align*}
x(t) &= e^{r_1 t} K_1 + \int_0^t e^{r_1(t-z)} d_1(z) dz \\
v(t) &= e^{r_2 t} K_2 + \int_0^t e^{r_2(t-z)} d_2(z) dz
\end{align*}
\]

(4.42)

(4.43)

with

\[
\begin{align*}
d_1(z) &= f_{11} s(z) + f_{12} \dot{m}(z) \\
d_2(z) &= f_{21} s(z) + f_{22} \dot{m}(z)
\end{align*}
\]

(4.44)

(4.45)

The evolution of the money growth is of the following form:

\[
\dot{m}(t) = \begin{cases} 
\dot{m}_0 = 0 & 0 < t < t_0 \\
\dot{m}_0 = 0 & t_0 < t < T \\
\dot{m}_1 = c & T < t < t_1 \\
\dot{m}_2 = 0 & t > t_1
\end{cases}
\]

(4.46)

If the increase in the money growth rate is temporary, then \( \dot{m}_2 = 0 \).
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The evolution of the risk premium is of the following form:

\[
s(t) = \begin{cases} 
  s_0 = 0 & 0 < t < t_0 \\
  s_0 + \beta_0(t - t_0) & t_0 < t < T \\
  \overline{s} - \beta_1(t - T) & T < t < t_1 \\
  s_1 = \overline{s} - \beta_1(t_1 - T) & t > t_1 
\end{cases}
\] (4.47)

where \( \overline{s} = s_0 + \beta_0(T - t_0) \). Note that the risk premium shock is permanent for \( \beta_1 = 0 \). In order to mute the risk premium shock during the simulation where we consider isolated increases in the money growth, we set \( \beta_0 = \beta_1 = 0 \). Note that for \( \beta_0 = \beta_1 \) and \( T - t_0 = t_1 - T \), the risk premium shock is symmetric and temporary (i.e. \( s_1 = s_0 = 0 \)).

Solution under FA scenario

First, we derive the solution in the case of fully correct expectations (FA scenario). If the above shock process is known to the public, the solution path for the auxiliary variables reads as

\[
x(t) = \begin{cases} 
  e^{\gamma_1 t} K_{11} + \int_0^t e^{\gamma_1 (t-z)} d_1(z)dz & 0 < t < t_0 \\
  e^{\gamma_1 t} K_{12} + \int_0^t e^{\gamma_1 (t-z)} d_1(z)dz & t_0 < t < T \\
  e^{\gamma_1 t} K_{13} + \int_T^t e^{\gamma_1 (t-z)} d_1(z)dz & T < t < t_1 \\
  e^{\gamma_1 t} K_{14} + \int_{t_1}^t e^{\gamma_1 (t-z)} d_1(z)dz & t > t_1 
\end{cases}
\] (4.48)

and

\[
v(t) = \begin{cases} 
  e^{\gamma_2 t} K_{21} + \int_0^t e^{\gamma_2 (t-z)} d_2(z)dz & 0 < t < t_0 \\
  e^{\gamma_2 t} K_{22} + \int_0^t e^{\gamma_2 (t-z)} d_2(z)dz & t_0 < t < T \\
  e^{\gamma_2 t} K_{23} + \int_T^t e^{\gamma_2 (t-z)} d_2(z)dz & T < t < t_1 \\
  e^{\gamma_2 t} K_{24} + \int_{t_1}^t e^{\gamma_2 (t-z)} d_2(z)dz & t > t_1 
\end{cases}
\] (4.49)

where

\[
d_1(z) = \begin{cases} 
  f_{11}s_0 & 0 < z < t_0 \\
  f_{11}[s_0 + \beta_0(z - t_0)] & t_0 < z < T \\
  f_{11}[\overline{s} - \beta_1(z - T)] + f_{12}\hat{m}_1 & T < z < t_1 \\
  f_{11}s_1 + f_{12}\hat{m}_2 & z > t_1 
\end{cases}
\] (4.50)
and

\[ d_2(z) = \begin{cases} 
  f_{21}s_0 & 0 < z < t_0 \\
  f_{21}[s_0 + \beta_0(z - t_0)] & t_0 < z < T \\
  f_{21}[\bar{s} - \beta_1(z - T)] + f_{22}\dot{m}_1 & T < z < t_1 \\
  f_{21}s_1 + f_{22}\dot{m}_2 & z > t_1 
\end{cases} \tag{4.51} \]

**Solving the integrals for the solution of \( x_t \)**

Solving the integrals in (4.48) gives:

- For \( 0 < t < t_0 \):
  \[
  \int_0^t e^{r_1(t-z)}d_1(z)dz = -\frac{f_{11}s_0}{r_1} \left[ 1 - e^{r_1t} \right] \tag{4.52}
  \]

- For \( t_0 < z < T \):
  \[
  \int_{t_0}^t e^{r_1(t-z)}d_1(z)dz = f_{11}(s_0 - \beta_0 t_0) \int_{t_0}^t e^{r_1(t-z)}dz + f_{11}\beta_0 \int_{t_0}^t e^{r_1(t-z)}zdz \tag{4.53}
  \]

with
\[
\int_{t_0}^t e^{r_1(t-z)}dz = \frac{1}{r_1} \left[ e^{r_1(t-t_0)} - 1 \right] \tag{4.54}
\]

and
\[
\int_{t_0}^t e^{r_1(t-z)}zdz = \int_{t_0}^t u(z)v'(z)dz = u(t)v(t) - u(t_0)v(t_0) - \int_{t_0}^t u'(z)v(z)dz \tag{4.55}
\]

where \( u(z) = z, \ u'(z) = 1, \ v'(z) = e^{r_1(t-z)} \) and \( v(z) = -\frac{1}{r_1}e^{r_1(t-z)} \). Hence

\[
\int_{t_0}^t e^{r_1(t-z)}zdz = -\frac{1}{r_1} + t_0\frac{1}{r_1}e^{r_1(t-t_0)} - \int_{t_0}^t \frac{1}{r_1}e^{r_1(t-z)}dz \tag{4.56}
\]

\[
= -\frac{1}{r_1} + t_0\frac{1}{r_1}e^{r_1(t-t_0)} - \left[ \frac{1}{r_1} - \frac{1}{r_1}e^{r_1(t-t_0)} \right] \tag{4.57}
\]

\[
= \frac{1}{r_1} \left[ t_0e^{r_1(t-t_0)} - t \right] + \frac{1}{r_1} \left[ e^{r_1(t-t_0)} - 1 \right] \tag{4.58}
\]

such that

\[
\int_{t_0}^t e^{r_1(t-z)}d_1(z)dz = \frac{f_{11}}{r_1} \left( s_0 - \beta_0 t_0 + \frac{\beta_0}{r_1} \right) \left[ e^{r_1(t-t_0)} - 1 \right] \]

\[
+ \frac{f_{11}\beta_0}{r_1} \left[ t_0e^{r_1(t-t_0)} - t \right] \tag{4.59}
\]
• For $T < t < t_1$: Analogously,
\[
\int_T^t e^{r_1(t-z)} d_1(z) dz = \int_T^t e^{r_1(t-z)} \{ f_{11}[\bar{s} - \beta_1(z - T)] + f_{12}\dot{m}_1 \} dz
\]
\[
= [f_{11}\bar{s} + f_{11}\beta_1 T + f_{12}\dot{m}_1] \int_T^t e^{r_1(t-z)} dz - f_{11}\beta_1 \int_T^t e^{r_1(t-z)} z dz
\]
where
\[
\int_T^t e^{r_1(t-z)} dz = \frac{1}{r_1} [e^{r_1(t-T)} - 1]
\]
and
\[
\int_T^t e^{r_1(t-z)} z dz = \frac{1}{r_1} [Te^{r_1(t-T)} - t] + \frac{1}{r_1^2} [e^{r_1(t-T)} - 1]
\]
such that
\[
\int_T^t e^{r_1(t-z)} d_1(z) dz = \frac{f_1^*_s}{r_1} [e^{r_1(t-T)} - 1] - \frac{f_{11}\beta_1 r_1^2}{r_1} [Te^{r_1(t-T)} - t]
\]
\[
- \frac{f_{11}\beta_1}{r_1^2} [e^{r_1(t-T)} - 1]
\]
\[
= \left( \frac{f_1^*}{r_1} - \frac{f_{11}\beta_1}{r_1^2} \right) [e^{r_1(t-T)} - 1] - \frac{f_{11}\beta_1}{r_1} [Te^{r_1(t-T)} - t]
\]
with $f_1^* = f_{11}\bar{s} + f_{11}\beta_1 T + f_{12}\dot{m}_1$ and $\bar{s} = s_0 + \beta_0(T - t_0)$.

• For $t > t_1$:
\[
\int_{t_1}^t e^{r_1(t-z)} d_1(z) dz = \frac{f_{11}s_1 + f_{12}\dot{m}_2}{r_1} [e^{r_1(t-t_1)} - 1]
\]
with $s_1 = \bar{s} - \beta_1(t_1 - T)$.

**Solving the integrals for the solution of $\nu_t$**

Analogously, the solution of the integrals in (4.49) is given by

• For $0 < t < t_0$:
\[
\int_0^t e^{r_2(t-z)} d_2(z) dz = -\frac{f_{21}s_0}{r_2} [1 - e^{r_2t}]
\]
• For $t_0 < t < T$:

$$\int_{t_0}^{t} e^{r_2(t-z)} d_2(z) dz = \frac{f_{21}}{r_2} \left( s_0 - \beta_0 t_0 + \frac{\beta_0}{r_2} \right) [e^{r_2(t-t_0)} - 1] + \frac{f_{21} \beta_0}{r_2} [t_0 e^{r_2(t-t_0)} - t]$$

(4.68)

• For $T < t < t_1$:

$$\int_{T}^{t} e^{r_2(t-z)} d_2(z) dz = \left( \frac{f_{21}^2}{r_2} - \frac{f_{21} \beta_1}{r_2^2} \right) [e^{r_2(t-T)} - 1] - \frac{f_{21} \beta_1}{r_2} [Te^{r_2(t-T)} - t]$$

(4.69)

with $f_{21}^2 = f_{21} \overline{\sigma} + f_{21} \beta_1 T + f_{22} \overline{\eta}_1$ and $\overline{\sigma} = s_0 + \beta_0 (T - t_0)$

• For $t > t_1$:

$$\int_{t_1}^{t} e^{r_2(t-z)} d_2(z) dz = \frac{f_{21} s_1 + f_{22} \overline{\eta}_2}{r_2} [e^{r_2(t-t_1)} - 1]$$

(4.70)

with $s_1 = \overline{\sigma} - \beta_1 (t_1 - T)$.

**Determining the constants for the solution of $x_t$**

In order to obtain a unique and stable solution, we assume that the real money stock $m^r$ is continuous over the whole adjustment process, and the terms of trade $\tau$ are continuous for $t > 0$, but may behave discontinuously in $t = 0$. Denote

$$q(t-) = \lim_{\varepsilon \to 0} q(t - \varepsilon)$$

(4.71)

$$q(t+) = \lim_{\varepsilon \to 0} q(t + \varepsilon)$$

(4.72)

with $\varepsilon > 0$ for $q \in \{x, v\}$. From our continuity assumptions on $m^r$ and $\tau$, we can specify the constant $K_{11}$, $K_{12}$, and $K_{13}$ as follows:

$$x(t_0-) \overset{1}{=} x(t_0+)$$

(4.73)

$$\Leftrightarrow \quad K_{11} = K_{12} - \frac{f_{11} s_0}{r_1} \left[ 1 - e^{-r_1 t_0} \right]$$

(4.74)

$$x(T-) \overset{1}{=} x(T+)$$

(4.75)

$$\Leftrightarrow \quad K_{12} = K_{13} - \frac{f_{11}}{r_1} \left( s_0 - \beta_0 t_0 + \frac{\beta_0}{r_1} \right) [e^{-r_1 t_0} - e^{-r_1 T}]$$

$$- \frac{f_{11} \beta_0}{r_1} [t_0 e^{-r_1 t_0} - T e^{-r_1 T}]$$

(4.76)
\[ x(t_1-) \overset{1}{=} x(t_1+) \quad (4.77) \]

\[ \Leftrightarrow K_{13} = K_{14} - \left( \frac{f_{11}}{r_1} - \frac{f_{11}\beta_1}{r_1^2} \right) [e^{-r_1T} - e^{-r_1t_1}] + \frac{f_{11}\beta_1}{r_1} [Te^{-r_1T} - t_1e^{-r_1t_1}] \quad (4.78) \]

\( K_{14} \) follows from the stability condition of \( x \). For \( t > t_1 \):

\[ x(t) = e^{r_1t}K_{14} + \int_{t_1}^{t} e^{r_1(t-z)} d_1(z)dz = e^{r_1t} \left[ K_{14} + \frac{f_{11}s_1 + f_{12}\hat{m}_2}{r_1} e^{-r_1t_1} \right] - \frac{f_{11}s_1 + f_{12}\hat{m}_2}{r_1} \quad (4.80) \]

Since \( r_1 > 0 \), convergence of \( x(t) \) for \( t \to \infty \) requires

\[ K_{14} = -\frac{f_{11}s_1 + f_{12}\hat{m}_2}{r_1} e^{-r_1t_1} \quad (4.81) \]

**Determining the constants for the solution of \( v_t \)**

Analogously, we can determine the constant \( K_{21}, K_{22}, K_{23}, \) and \( K_{24} \). Continuity of \( m^v(t) \) in \( t = 0 \) implies

\[ m^v(0+) - m^v_0 = x(0) + v(0) \overset{1}{=} 0 \quad (4.82) \]

Since \( x(0) = K_{11} \) and \( v(0) = K_{21} \), we have \( K_{21} = -K_{11} \).

\[ v(t_0-) \overset{1}{=} v(t_0+) \quad (4.83) \]

\[ e^{r_2t_0}K_{21} + \int_{t_0}^{t_0} e^{r_2(t_0-z)}dz = e^{r_2t_0}K_{22} \quad (4.84) \]

\[ e^{r_2t_0}K_{21} - \frac{f_{21}s_0}{r_2} \left[ 1 - e^{r_2t_0} \right] = e^{r_2t_0}K_{22} \quad (4.85) \]

\[ K_{22} = K_{21} - \frac{f_{21}s_0}{r_2} (e^{-r_2t_0} - 1) \quad (4.86) \]

\[ v(T-)^{1} = v(T+) \quad (4.87) \]

\[ e^{r_2T}K_{22} + \int_{t_0}^{T} e^{r_2(T-z)}d_2(z)dz = e^{r_2T}K_{23} \quad (4.88) \]

\[ K_{23} = K_{22} + \frac{f_{21}}{r_2} \left( s_0 - \beta_0 t_0 + \frac{\beta_0}{r_2} \right) \left[ e^{-r_2t_0} - e^{-r_2T} \right] + \frac{f_{21}\beta_0}{r_2} \left[ t_0 e^{-r_2t_0} - Te^{-r_2T} \right] \quad (4.89) \]
\begin{equation}
  v(t_1^-) \overset{!}{=} v(t_1^+)
\end{equation}
\begin{equation}
  e^{r_2 t_1} K_{23} + \int_{T}^{t_1} e^{r_2 (t_1-z)} d_2(z) \, dz = e^{r_2 t_1} K_{24}
\end{equation}

\begin{equation}
  K_{24} = K_{23} + \left( \frac{f_2^2}{r_2} - \frac{f_{21} \beta_1}{r_2^2} \right) \left[ e^{-r_2 T} - e^{-r_2 t_1} \right] - \frac{f_{21} \beta_1}{r_2} \left[ Te^{-r_2 T} - t_{1e} e^{-r_2 t_1} \right]
\end{equation}

Note that constants $K_{11}, \ldots, K_{14}$ and $K_{21}, \ldots, K_{24}$ need to be solved recursively, starting with $K_{14}$.

**Solution under scenarios NA and PA**

In the anticipation scenarios NA and PA, the public has incorrect expectations on the parameters of the shock process. In particular, we assume that the public only may have incorrect expectations on $T, t_1, s_1, \tilde{m}_1, \tilde{m}_2$, and $\beta_1$. We denote expected values that may deviate from the corresponding true parameter by a superscript $ant$. At the breakpoint $t^*$, the public switches to fully correct expectations. That is, the public has correct expectations about all shock parameters for $t > t^*$ and may have incorrect expectations for $t < t^*$. In the following, we assume that $t_0 < t^* < T$.

**Solution of $x_t$**

The solution for $x_t$ under incorrect expectations, then reads

\begin{equation}
  x(t) = \begin{cases} 
    e^{r_1 t} K_{11}^{PA} + \int_0^t e^{r_1 (t-z)} d_1(z) \, dz & 0 < t < t_0 \\
    e^{r_1 t} K_{12}^{PA} + \int_{t_0}^t e^{r_1 (t-z)} d_1(z) \, dz & t_0 < t < t^* \\
    e^{r_1 t} K_{13}^{PA} + \int_{t^*}^t e^{r_1 (t-z)} d_1(z) \, dz & t^* < t < T \\
    e^{r_1 t} K_{14}^{PA} + \int_{t_1}^t e^{r_1 (t-z)} d_1(z) \, dz & t > t_1 
  \end{cases}
\end{equation}

For $t < t^*$, the solution of $x_t$ is exclusively based on (incorrect) private expectations. Hence, the constants $K_{11}^{PA}$ and $K_{12}^{PA}$ are of the same form as the constants $K_{11}$ and $K_{12}$ under fully correct expectations. The only difference is that the constants are based on the anticipated values $\beta_1^{ant}, s_1^{ant}$, and $t_1^{ant}$, instead of the true values $\beta_1$, $s_1$, and $t_1$. This

---

\[\text{Note that in the discussed scenario PA-EXIT, the switch to correct expectations occurs during the implementation of the monetary shock ($T < t^* < t_1$). An explicit solution for scenario PA-EXIT is not shown here, but could be derived analogously.}\]
is highlighted by a superscript PA. The constants can be computed recursively:

\[
K_{11}^{PA} = K_{12}^{PA} - \frac{f_{11}s_0}{r_1} \left[1 - e^{-r_1t_0}\right] \\
K_{12}^{PA} = K_{13}^{PA} - \frac{f_{11}}{r_1} \left(s_0 - \beta_0t_0 + \frac{\beta_0}{r_1}\right) \left[e^{-r_1t_0} - e^{-r_1T} - \theta_1 \right]
\]

\[
K_{13}^{PA} = K_{14}^{PA} - \left(\frac{f_{11}}{r_1} - \frac{f_{11\beta_0}}{r_1^2}\right) \left[e^{-r_1T} - e^{-r_1t_1}\right] + \frac{f_{11\beta_1}}{r_1} \left[Te^{-r_1t_1} - t_1e^{-r_1t_1}\right] \\
K_{14}^{PA} = -\frac{f_{11}s_1^{*\text{ant}} + f_{12h_2^{*\text{ant}}}}{r_1} e^{-r_1t_1^{\text{ant}}}
\]

with

\[
f_{11}^{*,\text{ant}} = f_{11}s_0^{\text{ant}} + f_{11\beta_1 T}^{\text{ant}} + f_{12h_1^{\text{ant}}} \\
\bar{s}_{}^{\text{ant}} = s_0 + \beta_0(T^{\text{ant}} - t_0)
\]

The remaining constants \(\tilde{K}_{12}^{PA}, \tilde{K}_{13}^{PA},\) and \(\tilde{K}_{14}^{PA}\) follow from the continuity of \(x(t)\) in \(T\) and \(t_1\) and from the stability condition.

\[
\tilde{K}_{12}^{PA} = \tilde{K}_{13}^{PA} - \frac{f_{11}}{r_1} \left(s_0 - \beta_0t_0 + \frac{\beta_0}{r_1}\right) \left[e^{-r_1t^{\cdot}} - e^{-r_1T}\right] \\
- \frac{f_{11\beta_0}}{r_1} \left[t_1 e^{-r_1t^{\cdot}} - Te^{-r_1T}\right] \\
\tilde{K}_{13}^{PA} = \tilde{K}_{14}^{PA} - \left(\frac{f_{11}}{r_1} - \frac{f_{11\beta_1}}{r_1^2}\right) \left[e^{-r_1T} - e^{-r_1t_1}\right] + \frac{f_{11\beta_1}}{r_1} \left[Te^{-r_1T} - t_1e^{-r_1t_1}\right] \\
\tilde{K}_{14}^{PA} = -\frac{f_{11}s_1^{*\text{ant}} + f_{12h_2^{*\text{ant}}}}{r_1} e^{-r_1t_1^{\text{ant}}}
\]

Note, that we assume that the terms of trade also behave discontinuously to the change in expectations in \(t = t^{\cdot}\), i.e. \(\tau(t^{\cdot}) \neq \tau(t^{\cdot}+)\). This also holds if \(t^{\cdot}\) coincides with \(t_0\) or \(T\).
Solution of $v_t$

Analogously, the solution of $v_t$ in the anticipation scenarios FA and NA is given by

$$v(t) = \begin{cases} 
  e^{-r_2 t} K_{21}^{PA} + \int_0^t e^{-r_2 (t-z)} d_2(z) dz & 0 < t < t_0 \\
  e^{-r_2 t} K_{22}^{PA} + \int_{t_0}^t e^{-r_2 (t-z)} d_2(z) dz & t_0 < t < t^* \\
  e^{-r_2 t} \tilde{K}_{23}^{PA} + \int_{t^*}^t e^{-r_2 (t-z)} d_2(z) dz & t^* < t < T \\
  e^{-r_2 t} \tilde{K}_{24}^{PA} + \int_{t_1}^t e^{-r_2 (t-z)} d_2(z) dz & t > t_1
\end{cases}$$  \hspace{1cm} (4.103)

Again, $K_{21}^{PA}$ and $K_{22}^{PA}$ are of the same form as in the FA scenario, but they depend on different expectation values through its dependence on $K_{11}^{PA}$:

$$K_{21}^{PA} = -K_{11}^{PA}$$  \hspace{1cm} (4.104)

$$K_{22}^{PA} = K_{21}^{PA} - \frac{f_{21} s_0}{r_2} (e^{-r_2 t_0} - 1)$$  \hspace{1cm} (4.105)

The remaining constants follow from the continuity of $m^r$ in $t^*$, $T$ and $t_1$:

$$m^r(t^*-) = m^r(t^*+)$$  \hspace{1cm} (4.106)

$$x(t^* +) + v(t^* +) = x(t^* -) + v(t^* -)$$  \hspace{1cm} (4.107)

$$x(t^* -) + v(t^* -) = e^{r_2 t^*} \tilde{K}_{12} + e^{-r_2 t^*} \tilde{K}_{22}$$  \hspace{1cm} (4.108)

$$\tilde{K}_{22}^{PA} = e^{-r_2 t^*} (x(t^* -) + v(t^* -) - e^{r_1 t^*} \tilde{K}_{12}^{PA})$$  \hspace{1cm} (4.109)

where $x(t^* -)$ and $v(t^* -)$ are the last values of the anticipated solution path.

$$\tilde{K}_{23}^{PA} = K_{22}^{PA} + \frac{f_{21}}{r_2} \left( s_0 - \beta_0 t_0 + \frac{\beta_0}{r_2} \right) [e^{-r_2 t^*} - e^{-r_2 T}] + \frac{f_{21} \beta_0}{r_2} \left[ t^* e^{-r_2 t^*} - T e^{-r_2 T} \right]$$  \hspace{1cm} (4.110)

$$\tilde{K}_{24}^{PA} = K_{22}^{PA} + \left( \frac{f_s}{r_2} - \frac{f_{21} \beta_1}{r_2} \right) [e^{-r_2 T} - e^{-r_2 t_1}] - \frac{f_{21} \beta_1}{r_2} \left[ T e^{-r_2 T} - t_1 e^{-r_2 t_1} \right]$$  \hspace{1cm} (4.111)

Note that in the NA scenario, the public has the following expectations: $\beta_0^{ant} = \beta_1^{ant} = \beta_2^{ant} = \beta_3^{ant} = \beta_4^{ant} = \beta_5^{ant} = 0$.

4.C Appendix: Modifications
Table 4.4: Absolute volatilities in scenario FA for different parameter and model specifications

<table>
<thead>
<tr>
<th>Modification</th>
<th>Overall</th>
<th>Ant. phase</th>
<th>Impl. phase</th>
<th>Return phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>Output</td>
<td>14.91</td>
<td>1.73 (11.6%)</td>
<td>10.35 (69.4%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>34.04</td>
<td>0.07 (0.2%)</td>
<td>33.86 (99.5%)</td>
</tr>
<tr>
<td>$l_2 = 1$</td>
<td>Output</td>
<td>5.03</td>
<td>0.21 (4.1%)</td>
<td>3.69 (73.3%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>31.08</td>
<td>0.01 (0.0%)</td>
<td>31.02 (99.8%)</td>
</tr>
<tr>
<td>$l_2 = 10$</td>
<td>Output</td>
<td>21.86</td>
<td>3.52 (16.1%)</td>
<td>14.87 (68.0%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>35.60</td>
<td>0.14 (0.4%)</td>
<td>35.32 (99.2%)</td>
</tr>
<tr>
<td>$\delta = 0.1$</td>
<td>Output</td>
<td>15.48</td>
<td>2.02 (13.1%)</td>
<td>11.63 (75.1%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>30.61</td>
<td>0.02 (0.1%)</td>
<td>30.57 (99.9%)</td>
</tr>
<tr>
<td>$\delta = 0.5$</td>
<td>Output</td>
<td>15.19</td>
<td>1.41 (9.3%)</td>
<td>8.59 (56.6%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>44.71</td>
<td>0.35 (0.8%)</td>
<td>43.06 (96.3%)</td>
</tr>
<tr>
<td>$b_3 = 0.03$</td>
<td>Output</td>
<td>9.68</td>
<td>0.13 (1.3%)</td>
<td>8.50 (87.8%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>33.41</td>
<td>0.01 (0.0%)</td>
<td>33.36 (99.9%)</td>
</tr>
<tr>
<td>$b_3 = 0.6$</td>
<td>Output</td>
<td>89.71</td>
<td>33.67 (37.5%)</td>
<td>30.64 (34.1%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>38.70</td>
<td>1.35 (3.5%)</td>
<td>36.33 (93.9%)</td>
</tr>
<tr>
<td>$a_2 = 0.1$</td>
<td>Output</td>
<td>7.09</td>
<td>2.63 (37.2%)</td>
<td>3.19 (45.0%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>30.57</td>
<td>0.11 (0.3%)</td>
<td>30.42 (99.5%)</td>
</tr>
<tr>
<td>$a_2 = 0.6$</td>
<td>Output</td>
<td>36.16</td>
<td>0.92 (2.6%)</td>
<td>28.49 (78.8%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>39.36</td>
<td>0.04 (0.1%)</td>
<td>39.05 (99.2%)</td>
</tr>
<tr>
<td>$l_2 = 1, b_3 = 0.03, \delta = 0.5, a_2 = 0.6$</td>
<td>Output</td>
<td>8.82</td>
<td>0.00 (0.0%)</td>
<td>5.70 (64.7%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>40.92</td>
<td>0.00 (0.0%)</td>
<td>40.14 (98.1%)</td>
</tr>
<tr>
<td>$\pi = \hat{p}_c$</td>
<td>Output</td>
<td>14.18</td>
<td>6.20 (43.7%)</td>
<td>4.60 (32.4%)</td>
</tr>
<tr>
<td></td>
<td>Inflation</td>
<td>11.48</td>
<td>6.01 (52.3%)</td>
<td>5.22 (45.5%)</td>
</tr>
</tbody>
</table>

Note: Percentage figures in brackets give the volatility share of each phase contributing to overall volatility. Due to rounding figures may not add up to 100 percent.
4. Partially anticipated monetary policy shocks

---

**Overall (0<t<∞)**

- $l_2 = 4, \delta = 0.2$
- $b_0 = 0.1, a = 0.3$ (Baseline)

---

**Anticipation phase (0<t<T)**

- $l_2 = 1$
- $\delta = 0.2$

---

**Implementation phase (T<t<t_1)**

- $l_2 = 10$
- $\delta = 0.2$

---

**Return phase (t>t_1)**

- $l_2 = 4$
- $\delta = 0.1$

---

**Return phase (t>t_1)**

- $l_2 = 4$
- $\delta = 0.5$

---

**Figure 4.8: Relative volatility for scenario PA-MAG for different values of $l_2$ and $\delta$.**
Anticipation phase (0 < t < T)

Implementation phase (T < t < t₁)

Return phase (t > t₁)

Overall (0 < t < ∞)

\[b_3 = 0.03, a_2 = 0.3\]

\[b_3 = 0.6, a_2 = 0.3\]

\[b_3 = 0.1, a_2 = 0.1\]

\[b_3 = 0.1, a_2 = 0.6\]

\[b_3 = 1, \delta = 0.5, a_2 = 0.03, a_3 = 0.6\]

\[b_3 = 1, \delta = 0.5, a_2 = 0.6\]

\[E(c)\]

\[Output\] \[\text{- Inflation}\]
Figure 4.10: Responses to a fully anticipated monetary shock (scenario FA) for different values of $l_2$ and $\delta$. 

- **Phase plane**
- **Real money stock**
- **Output**
- **Expected money growth in $t=0$**
- **Terms of trade**
- **Inflation rate**
- **Real interest rate**
- **Nominal interest rate**
Figure 4.11: Responses to a fully anticipated monetary shock (scenario FA) for different values of $b_3$ and $a_2$. 
Figure 4.12: Responses to a monetary shock in scenario PA-MAG with short anticipation horizon ($T = 0.3$)
Figure 4.13: Relative volatility for scenario PA-MAG with short anticipation horizon ($T = 0.3$)
Figure 4.14: Responses to a monetary shock in scenario PA-MAG with long anticipation horizon ($T = 30$)
Figure 4.15: Relative volatility for scenario PA-MAG with long anticipation horizon ($T = 30$)
Figure 4.16: Responses to a monetary shock in scenario PA-ST/EX

- Phase plane:
  - Terms of trade vs. Real money stock

- Expected money growth in t=0:
  - Output

- Inflation rate:
  - E(T)=T & E(t₁)=t₁ (FA)
  - E(T)<T & E(t₁)<t₁ (PA)
  - E(T)>T & E(t₁)>t₁ (PA)
4. Partially anticipated monetary policy shocks

Figure 4.17: Relative volatility in scenario PA-ST/EX

Overall (0<t<∞)

Anticipation phase (0<t<T)

Implementation phase (T<t<t₁)

Return phase (t>t₁)

- Output
- Inflation
4. Partially anticipated monetary policy shocks

Figure 4.18: Responses to a monetary shock under various frequencies of expectations adjustments

- Phase plane in PA–MAG
- Expected magnitude over time ($E_t(c)$) in PA–MAG

- Phase plane in PA–START
- Expected start over time ($E_t(T)$) in PA–START

- Phase plane in PA–EXIT
- Expected end over time ($E_{t_1}(t)$) in PA–EXIT

---

The plots illustrate the phase planes and expected values over time for different scenarios, with varying frequencies of expectation adjustments.
4. Partially anticipated monetary policy shocks

Figure 4.19: Relative volatility under continuous expectations adjustment
Figure 4.20: Responses to a monetary shock in scenario PA-MAG with inflation expectations of the form $\pi = \dot{p}_c$. 

4. Partially anticipated monetary policy shocks
Figure 4.21: Responses to a monetary shock in scenario PA-START with inflation expectations of the form $\pi = \dot{\bar{p}}_c$
4. Partially anticipated monetary policy shocks

Figure 4.22: Responses to a monetary shock in scenario PA-EXIT with inflation expectations of the form $\pi = \dot{p}_c$. 

[Diagrams showing phase plane, real money stock, terms of trade, real money stock, output, inflation rate, real interest rate, and nominal interest rate graphs with various scenarios.]
Figure A.23: Relative volatilities in scenarios PA-MAG, PA-START, and PA-EXIT with inflation expectations of the form $\pi^e = \pi^f_0 \cdot t$. Partially artificialized monetary policy shocks.
Table 4.5: Evolution of the risk premium and monetary policy shock

<table>
<thead>
<tr>
<th></th>
<th>$0 \leq t &lt; t_0$</th>
<th>$t_0 \leq t &lt; T$</th>
<th>$T \leq t &lt; t_1$</th>
<th>$t &gt; t_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Money growth</td>
<td>$\hat{m} = 0$</td>
<td>$\hat{m} = 0$</td>
<td>$\hat{m} = c$</td>
<td>$\hat{m} = 0$</td>
</tr>
<tr>
<td>Risk premium</td>
<td>$s = 0$</td>
<td>$s = \beta_0(t - t_0)$</td>
<td>$s = \bar{s} - \beta_1(t - T)$</td>
<td>$s = 0$</td>
</tr>
</tbody>
</table>

Table 4.6: Expectation (biases) on the risk premium shock and on the monetary response

<table>
<thead>
<tr>
<th></th>
<th>Scenario FA</th>
<th>Scenario PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk premium shock:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Start</td>
<td>$E(t_0)$</td>
<td>$t_0 = 2$</td>
</tr>
<tr>
<td>End</td>
<td>$E(t_1)$</td>
<td>$t_1 = 8$</td>
</tr>
<tr>
<td>Pace of the increase</td>
<td>$E(\beta_0)$</td>
<td>$\beta_0 = 1$</td>
</tr>
<tr>
<td>Pace of the decline</td>
<td>$E(\beta_1)$</td>
<td>$\beta_1 = 1$</td>
</tr>
<tr>
<td>Size/Threshold</td>
<td>$E(\bar{s})$</td>
<td>$\bar{s} = 3$</td>
</tr>
</tbody>
</table>

Monetary response:

<table>
<thead>
<tr>
<th></th>
<th>Scenario FA</th>
<th>Scenario PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnitude</td>
<td>$E(c)$</td>
<td>$c = 1$</td>
</tr>
<tr>
<td>Start</td>
<td>$E(T)$</td>
<td>$T = 5$</td>
</tr>
<tr>
<td>End</td>
<td>$E(t_1)$</td>
<td>$t_1 = 8$</td>
</tr>
<tr>
<td>Length</td>
<td>$E(t_1 - T)$</td>
<td>$t_1 - T = 3$</td>
</tr>
<tr>
<td>Size</td>
<td>$E(c(t_1 - T))$</td>
<td>$c(t_1 - T) = 3$</td>
</tr>
<tr>
<td>Breakpoint</td>
<td>$t^*$</td>
<td>-</td>
</tr>
</tbody>
</table>
4. Partially anticipated monetary policy shocks

Figure 4.24: Responses to a simultaneous increase in the risk premium and the money growth rate
Figure 4.25: Relative volatility (simultaneous increase in the risk premium and the money growth rate)

- Overall (0 < t < ∞)
- Anticipation phase (0 < t < T)
- Implementation phase (T < t < t∗)
- Return phase (t > t∗)

Figure 4.26: Optimal withholding strategy (simultaneous increase in the risk premium and the money growth rate)

- E(T) < T
- E(T) > T

Legend:
- Output
- Inflation
- Vol. Output
- Vol. Inflation
- Loss
Part II

Amplification effects in business cycles
Chapter 5

Money and credit in the New Keynesian model

Coauthored by: Hans-Werner Wohltmann

Abstract

This paper integrates a money and credit market into a static approximation of the baseline New Keynesian model based on a money-and-credit-in-the-utility approach, in which real balances and borrowing contribute to the household’s utility. In this framework, the central bank has no direct control over the interest rate on bonds. Instead, the central bank’s instrument variables are the monetary base and the refinancing rate, i.e. the rate at which the central bank provides loans to the banking sector. Our approach gives rise to a credit channel, in which current and expected future interest rates on the bond and loan market directly affect current goods demand. The credit channel amplifies the output effects of isolated monetary disturbances. Taking changes in private (inflation and interest rate) expectations into account, we find that – contrarily to Bernanke and Blinder (1988) – the credit channel may also dampen the output effects of monetary disturbances. The expansionary effects of a monetary expansion may be substantially diminished if the monetary disturbance is accompanied by a contractionary credit shock. In a dynamic version of our model, in which expectations are formed endogenously, we find that the credit channel amplifies output responses.
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Chapter 6

Endogenous firm entry in an estimated model of the U.S. business cycle

Coauthored by: Roland Winkler
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Abstract

A recent theoretical literature highlights the role of endogenous firm entry as an internal amplification mechanism of business cycle fluctuations. The amplification mechanism works through the competition and the variety effect. This paper tests the significance of this amplification mechanism, quantifies its importance, and disentangles the competition and the variety effect. To this end, we estimate a medium-scale real business cycle model with firm entry for the U.S. economy. The competition and the variety effect are estimated to be statistically significant. Together, they amplify the volatility of output by 8.5 percent relative to a model in which both effects are switched off. The competition effect accounts for most amplification, whereas the variety effect only plays a minor role.

JEL classification: E20, E32
Keywords: Bayesian estimation; Business cycles, Competition effect, Entry, Mark-ups, Variety effect
6.1 Introduction

Standard dynamic stochastic general equilibrium (DSGE) models used for forecasting and policy analysis have a fixed range of products and firms and neglect the effect of firm entry on business cycle fluctuations.\(^1\) Empirical evidence on firm and product entry, however, suggests otherwise. First, the number of firms varies substantially over the business cycle and is strongly procyclical. Second, the opening of establishments explains around 20 percent of quarterly job gains. Third, product creation (at new and existing firms) accounts for almost 50 percent of output in a 5 year interval.\(^2\)

In light of these findings, a recent theoretical branch of the literature has started to study the role of endogenous firm (or product) entry in business cycle fluctuations.\(^3\) This literature identifies endogenous entry as an important amplification mechanism for business cycle fluctuations. This amplification mechanism works through two channels. The variety effect describes the productivity gains from additional varieties. An increase in the number of firms, equivalent to an increase in the number of varieties, increases output more than proportional due to increasing returns to specialization.\(^4\) The so-called competition effect captures the inverse relation between the number of producers and price mark-ups. An increase in the number of producers erodes market power. Price mark-ups fall which in turn boosts aggregate demand.

This paper aims to test the significance of this amplification mechanism, to quantify its importance, and to disentangle the competition and the variety effect in a medium-scale business cycle model. To this end, we use the firm entry model by Bilsbue et al. (2012), extend it with several real frictions, and estimate the model on U.S. data with Bayesian methods. We investigate the capacity of the model in fitting the data, study how firm entry affects the estimates of structural model parameters, and explore the amplification mechanism embedded in the firm entry model for transitory supply and demand shocks.

The model is characterized by sunk entry costs and a translog final goods production technology as proposed by Feenstra (2003).\(^5\) The number of firms is endogenously determined by a free entry condition that equates expected future profits with entry costs. Under the translog technology both the competition and the variety effect are present. The competition effect is demand-side driven and stems from the fact that the substitutability between different varieties, and hence the price elasticity of demand, is increasing in the

\(^1\)See e.g. Smets and Wouters (2007) and Christiano et al. (2005).

\(^2\)The empirical evidence is based on US data. The procyclical of firm entry is demonstrated by Chatterjee and Cooper (1993), Devereux et al. (1996), or Etro and Coleagio (2010). Davis et al. (1998) investigate the role of firm turnover for job flows. Bernard et al. (2010) compute the contribution of product creation for aggregate output.

\(^3\)For a detailed overview on the existing literature, see section 5 in Bilsbue et al. (2012).

\(^4\)Note that this effect is equivalent to the well-known love of variety effect, where households 'love' varieties and gain utility from an increasing set of consumption goods.

\(^5\)Note that Bilsbue et al. (2012) aggregate products through the consumers' intratemporal optimization and therefore refer to a translog expenditure function instead. However, both concepts are equivalent.
number of varieties.

We find the competition effect and the variety effect to be statistically significant. To quantify the strength of the amplification mechanism and to disentangle the competition and the variety effect, we specify two counterfactual model frameworks with a constant elasticity of substitution (CES) production technology, where either the competition effect or both effects are switched off. We measure the amplification as the percentage volatility difference in GDP, consumption, and investment across the three model variants. By conducting counterfactual simulations, we find that the competition and the variety effect substantially amplify fluctuations in output and consumption, but dampen fluctuations in investment. For output, the total increase in volatility is given by 8.5 percent. The competition effect accounts for most of the amplification, amplifying output by 7 percent, whereas the increase through the variety effect only amounts to 1.5 percent. If we consider each structural shock in isolation, the results are mixed. On the one hand, the competition and the variety effect amplify the impacts of labor productivity and wage mark-up shocks on output. This follows from the fact that for these shocks, output and firm entry are positively correlated. On the other hand, the competition and the variety effect dampen the output effects of aggregate demand and investment-specific technology shocks, for which the conditional correlation between firm entry and output is negative.

The evidence on the cyclicality of mark-ups does not speak with a single voice. A large body of literature finds evidence for countercyclical mark-ups, for example, Bils (1987) and Rotemberg and Woodford (1999), while there is competing evidence of procyclical, see Nekarda and Ramey (2013). Countercyclical responses of mark-ups to technology shocks and monetary policy shocks have recently been documented by Colomb and Etro (2010) and Lewis and Poilly (2012). However, mark-ups are not directly unobservable. The literature uses relations from structural models to construct a measure of mark-ups from observable variables. In our framework, a fully model-consistent construction of a mark-up series is not possible. We therefore exclude a mark-up series from our baseline estimation and treat the mark-up as an unobserved state in our estimation procedure. The implied cyclical of price mark-ups, using our estimates, is shock-dependent. Productivity and wage mark-up shocks entail a countercyclical response of mark-ups. In response to shocks to aggregate demand and to investment-specific technology, mark-ups behave procyclical.

This article is among the first attempts to bring a business cycle model with firm entry to the data. Lewis and Poilly (2012) study the role of firm entry for the monetary transmission mechanism by minimizing the distance between the impulse responses to a monetary policy shock generated by a sticky price entry model and those obtained from a VAR. Lewis and Stevens (2015) estimate – as we do – a business cycle with firm entry using Bayesian methods. However, they consider a monetary DSGE model and focus on

\[\text{We show in robustness exercise that all our results go through when we include a mark-up proxy in the estimation.}\]
mainly on the role of firm entry for inflation dynamics. Our primary focus is on output dynamics and on the amplification mechanism embedded in the endogenous entry model.7

Closely related to our paper is the work of Jaimovich and Floetotto (2008). Based on a calibrated and – apart from firm entry – standard real business cycle model, they show that amplification effect associated with firm entry amplifies the impacts of technology shocks on output by 64 to 158 percent, depending on the exact specification of their model. This paper confirms the qualitative results in Jaimovich and Floetotto (2008) but finds the quantitative impact of firm entry to be less dominant. Our paper extends their work in a number of ways. First, we carry out a full-fledged estimation of a medium-scale real business cycle model, that already accounts for a large fraction of economic fluctuations. This approach enables us to extract the net amplification effect associated with firm entry. Moreover, we provide an estimate of the strength of the amplification mechanism. Second, we consider several shocks and demonstrate that the role of firm entry in aggregate fluctuations depends on the nature of the shock. Third, in the model of Jaimovich and Floetotto (2008), the variety effect is turned off, and the sole focus lies on the competition effect. The latter is supply-side driven and stems from the strategic interaction between oligopolistic firms.8 However, Lewis and Poilly (2012) find that a model with strategic interactions cannot generate an empirically relevant competition effect. Therefore, we consider a demand-side driven competition effect based on a translog production technology.

The remainder of the paper is organized as follows. Section 6.2 presents the model. Section 6.3 shows analytically the effects that the competition and the variety effects have on the model’s dynamics. Section 6.4 describes the data and the estimation procedure. Section 6.5 discusses the estimation results. Section 6.6 quantifies the amplification mechanism. Section 6.7 tests the robustness of our results. Section 6.8 concludes.

6.2 The model

This section outlines our business cycle model for the U.S. economy. The core is a medium-scale real business cycle model which is characterized by monopolistic competition on product and labor markets, habit formation in consumption, investment adjustment costs, variable capital utilization, and non-separable preferences as proposed by Jaimovich and

---

7We consider a real model. While the transmission channels through which firm entry affects the model dynamics (the competition and the variety effect) would also be at work in a sticky-price framework, the quantitative results may change. We leave a quantitative evaluation within a sticky-price model for future work.

8Other studies that consider a supply-side driven competition effect in business cycle models are for example, Colciago and Etro (2010) and Etro and Colciago (2010). In contrast to Jaimovich and Floetotto (2008), however, these studies do not provide a quantitative evaluation of the amplification mechanism.
Rebelo (2009). To this, we add the entry model proposed by Bilbiie et al. (2012) which features a variety effect and a demand-side driven competition effect stemming from a translog production technology of final goods producers.

The model economy consists of a government, a fixed mass of final goods producers, labor bundlers, households, and a time-varying and endogenously determined mass of intermediate goods producers. Households consume, invest in physical capital and in start-ups (or new firms), hold government bonds and equity of intermediate goods producers, and supply differentiated labor types to a labor bundler under monopolistically competitive conditions. Competitive labor bundlers aggregate the differentiated labor types into a homogeneous labor input. A time-varying mass of monopolistic firms employ labor and capital to produce differentiated intermediate goods. The creation of a new product variety – equivalent to the establishment of a new firm – requires labor input. The entry of firms into the intermediate goods market is endogenously determined by a free entry condition that equates expected future profits with entry costs. Final goods producers bundle the intermediate goods to a homogenous final good used for private and government consumption and for investment in physical capital. We specify a translog production function as in Feenstra (2003) to describe how intermediate goods are combined to produce final goods. This specification gives rise to countercyclical price mark-ups and increasing returns to specialization (or love of variety). In the following, we discuss the model in more detail.

6.2.1 Final goods producers

There is a mass $N_t$ of monopolistically competitive firms, each producing a different variety of an intermediate good, indexed by $i \in [0, N_t]$. Final goods producers buy the differentiated intermediate goods or varieties $y_{i,t}$ at a price $p_{i,t}$, bundle them to a homogenous final good $Y_t^C$, and sell it to the households and to the government under perfectly competitive conditions at a price $P_t$. A final goods producer maximizes its profits $Y_t^C P_t - \int_0^{N_t} p_{i,t} y_{i,t} \, di$ subject to a final goods production function that is specified using the translog cost function as proposed by Feenstra (2003). The first-order condition for profit maximization yields the demand function for variety $i$, given by $y_{i,t} = \frac{\partial P_t}{\partial p_{i,t}} Y_t^C$.

In a symmetric equilibrium, all firms make identical choices: $y_{i,t} = y_t$, $p_{i,t} = p_t$ and $\rho_{i,t} = \rho_t$, where $\rho_{i,t} \equiv p_{i,t}/P_t$ is the relative price of variety $i$. The demand function for a single variety is then given by $y_t = (\rho_t N_t)^{-1} Y_t^C$ and the price index can be written as $P_t = \exp \left( (\bar{N} - N_t)/(2 \tilde{\sigma} \bar{N} N_t) \right) p_t$, where $\bar{N}$ is the mass of potential entrants. The price elasticity of demand (or elasticity of substitution between different varieties), $\varepsilon_t$, is increasing in the number of varieties: $\varepsilon_t = 1 + \tilde{\sigma} N_t$ with $\tilde{\sigma} > 0$. The degree of increasing

---

9 The structure of our core model is based on Schmitt-Grohé and Uribe (2012). They estimate the model to assess the contribution of news shocks to business cycle fluctuations.
10 See appendix 6.A for the derivation of the price index $P_t$ and the price elasticity $\varepsilon_t$. For convenience,
returns to specialization (the variety effect), is captured by the elasticity of the relative price with respect to the number of firms, which is given by \( \omega_t = \frac{\partial p}{\partial N_t} \frac{N_t}{p_t} = (2\bar{\sigma} N_t)^{-1} \).

### 6.2.2 Intermediate goods producers

Each intermediate good is produced by a monopolist \( i \in [0, N_t] \) that uses the amount \( l_{i,t} \) of labor, the amount \( k_{i,t}^s \) of capital services, and the constant returns to scale technology
\[
y_{i,t} = (z_i l_{i,t})^\alpha (k_{i,t}^s)^{1-\alpha}
\]
(6.1)
to produce its output \( y_{i,t} \). \( z_t \) is a labor productivity shifter, which follows the exogenous AR(1) process \( \log z_t = (1 - \rho_z) \log z + \rho_z \log z_{t-1} + \varepsilon_t^z \), where \( z \) is the steady state of \( z_t \), and \( \varepsilon_t^z \) is \( i.i.d. N(0, \sigma_z^2) \). \( \alpha \in (0, 1) \) denotes the share of labor in production. The firm takes the real factor prices \( w_t \) and \( r_t^k \) as given. Firm \( i \) chooses prices \( p_{i,t} \) and factor inputs to maximize real profits \( d_{i,t} = \frac{p_{i,t}}{P_t} y_{i,t} - w_t l_{i,t} - r_t^k k_{i,t}^s \) subject to the production technology and the demand for its variety.

At the optimum, the firm sets its real price as a mark-up, \( \mu_t^p \), over real marginal costs, \( mc_t \):
\[
\frac{p_{i,t}}{P_t} = \mu_t^p mc_t ,
\]
(6.2)
where \( \mu_t^p = \frac{\varepsilon_t^z}{\varepsilon_t^z - 1} \). Inserting \( \varepsilon_t = 1 + \bar{\sigma} N_t \) yields \( \mu_t^p = 1 + \frac{1}{\sigma N_t} \), implying that the mark-up is decreasing in the number of goods. The competition effect is captured by the (negative) elasticity of the mark-up with respect to the number of goods (or firms), which is given by \( \xi_t = -\frac{\partial \mu_t^p}{\partial N_t} \frac{N_t}{\mu_t^p} = (1 + \bar{\sigma} N_t)^{-1} \).

The demands of firm \( i \) for hours and capital are given by
\[
w_t = \alpha mc_t \frac{y_{i,t}}{l_{i,t}} ,
\]
(6.3)
\[
r_t^k = (1 - \alpha) mc_t \frac{y_{i,t}}{k_{i,t}^s} .
\]
(6.4)

In a symmetric equilibrium, the aggregate production of intermediated goods is given by \( N_t y_t = (z_t L_t^C)^\alpha (K_t^s)^{1-\alpha} \), where \( L_t^C = N_t l_t \) and \( K_t^s = N_t k_t^s \). Total profits can be expressed as \( N_t d_t = (1 - 1/\mu_t^p) Y_t^C \).

### 6.2.3 Labor bundlers

The economy is made up by a continuum of households, indexed by \( j \in [0, 1] \). Each household is a monopolistic supplier of a differentiated labor type \( L_{j,t} \). Analogously to final

we denote \( N_t \) in the following as the number of firms/varieties. Note, however, that \( N_t \in \mathbb{R} \) is strictly speaking the mass of firms.
goods producers, labor bundlers combine the differentiated labor types to a homogenous labor input $L_t$, according to $L_t = \left( \int_0^1 L^1_{j,t} \frac{dj}{\mu^w} \right)^{\mu^w}$. The wage mark-up $\mu^w$ is assumed to follow the ARMA(1,1) process $\log \mu^w = (1 - \rho_\mu) \log \mu^w + \rho_\mu \log \mu^w_{t-1} + \epsilon^\mu_t + \nu \epsilon^\mu_{t-1}$, where $\mu^w$ is the steady state of $\mu^w$, and $\epsilon^\mu_t$ is i.i.d. $N(0, \sigma^2_{\epsilon^\mu})$. Profit maximization by the perfectly competitive labor bundlers yields the labor demand function

$$L_{j,t} = \left( \frac{w_{j,t}}{w_t} \right)^{-\frac{\mu^w}{(\mu^w - 1)}} L_t,$$

where $w_t = \left( \int_0^1 w_{j,t}^{-1/(\mu^w - 1)} \frac{dj}{\mu^w} \right)^{-(\mu^w - 1)}$ is the real wage paid for the homogenous labor input, and $w_{j,t}$ is the (real) price of labor type $j$.

### 6.2.4 Households

Each household $j$ maximizes the following lifetime utility function proposed by Jaimovich and Rebelo (2009):

$$E_0 \sum_{t=0}^{\infty} \beta^t \chi_t \log \left( C_{j,t} - b C_{j,t-1} - \psi L_{j,t} S_t \right),$$

where $C_{j,t}$ and $L_{j,t}$ denote consumption and hours worked, respectively. $\beta \in (0, 1)$ is the discount factor, $\psi > 0$ is a scale parameter, and $b \in [0, 1)$ measures the degree of (internal) habit formation. $\chi_t > 0$ is a preference shock and follows $\log \chi_t = \log \chi + \epsilon^\chi_t$, where $\chi$ is the steady state of $\chi_t$, and $\epsilon^\chi_t$ is i.i.d. $N(0, \sigma^2_{\epsilon^\chi})$. $S_t$ is a habit-adjusted weighted average of current and past consumption, which evolves over time according to

$$S_{j,t} = (C_{j,t} - b C_{j,t-1})^{\gamma} S_{j,t-1}^{1-\gamma},$$

where $\gamma \in (0, 1]$ governs the wealth elasticity of labor supply and $\theta = \eta - 1$ is the Frisch elasticity of labor supply in the limiting case $\gamma = b = 0$.

The household’s period-by-period budget constraint (in units of final goods) is given by

$$C_{j,t} + I_{j,t} + \frac{B_{j,t}}{R_t} + v_t x_{j,t} + \frac{f_{E,t}}{z_t} w_t N_{E,j,t} + T_t = w_{j,t} L_{j,t} + r^k_t K^i_t$$

$$+ B_{j,t-1} + (1 - \delta)(v_t + d_t) \left[ x_{j,t-1} + \left( 1 - \frac{\kappa E}{2} \left( \frac{N_{E,j,t-1}}{N_{E,j,t-2}} - 1 \right)^2 \right) N_{E,j,t-1} \right].$$

The household purchases the amount $C_{j,t}$ of final goods, pays lump-sum taxes $T_t$, buys risk-less government bonds $B_{j,t}$ at a price $1/R_t$, and buys equity of firms operating in the

---

11 The moving average term allows the wage mark-up shock to capture high frequency movements in the wage series, see Smets and Wouters (2007).
intermediate goods market $x_{j,t}$ at a price $v_t$. Each bond pays one unit of the final good one period later. Each unit of equity bought at period $t-1$ pays a (real) profit equal to $(1-\delta)d_t$ and is worth $(1-\delta)v_{t-1}$, where $\delta \in (0,1)$ denotes the exogenous exit rate of firms.

The household invests into new firms $N_{E,j,t}$. Setting up a new firm (or inventing a new product) requires $f_{E,t}/z_t$ units of the composite labor input, where $f_{E,t}$ represents an entry cost shock that follows the exogenous AR(1) process $\log f_{E,t} = (1 - \rho_E) \log f_E + \rho_E \log f_{E,t-1} + \epsilon_{t}^{f_E}$, where $f_E$ is the steady state of $f_{E,t}$, and $\epsilon_{t}^{f_E}$ is i.i.d.$N(0,\sigma_{\epsilon}^2)$. Consequently, household $j$ spends $f_{E,t}/z_t \cdot w_t N_{E,j,t}$ on investment in new firms. We assume that it takes one period before newly established firms become operational. During this period, new firms are hit by the exogenous exit shock $\delta$. In addition, we follow Lewis (2009) and model an endogenous failure rate that is an increasing function of the change in firm entry. The payoff in period $t$ from investing in new firms in period $t-1$ is thus given by $(1-\delta)(v_t + d_t) \left( 1 - \frac{\sigma_E^2}{\sigma_{\epsilon}^2} \left( \frac{N_{E,j,t-1}}{N_{E,j,t-2}} - 1 \right)^2 \right) N_{E,j,t-1}$. The parameter $\kappa_E$ serves as the counterpart of the investment adjustment cost parameter $\kappa_I$, introduced below, at the firm entry margin.

Finally, the household invests the amount $I_{j,t}$ into physical capital $K_{j,t}$, which is assumed to be owned by households. Capital evolves according to the following law of motion

$$K_{j,t} = (1-\delta^K(u_{j,t}))K_{j,t-1} + u_{t}^{I} \left[ 1 - \frac{\kappa_I}{2} \left( \frac{I_{j,t}}{I_{j,t-1}} - 1 \right)^2 \right] I_{j,t}, \quad (6.9)$$

where $\frac{\sigma^2}{\sigma_{\epsilon}^2} (I_{j,t}/I_{j,t-1} - 1)^2$ represents investment adjustment costs, and $u_{t}^{I} > 0$ is an investment-specific technology shock that follows the exogenous AR(1) process $\log u_{t}^{I} = (1 - \rho_I) \log u_{t}^{I} + \rho_I \log u_{t-1}^{I} + \epsilon_{t}^{I}$, where $u_{t}^{I}$ is the steady state of $u_{t}^{I}$, and $\epsilon_{t}^{I}$ is i.i.d.$N(0,\sigma_{\epsilon}^2)$. The household chooses the capital utilization rate $u_{j,t}$, which transforms physical capital into capital services $K_{j,t}^{s}$ according to $K_{j,t}^{s} = u_{j,t}K_{j,t-1}$. We assume that an increasing utilization of capital implies a higher depreciation rate $\delta^K(u_{j,t})$, specified as

$$\delta^K(u_{j,t}) = \delta_0 + \delta_1(u_{j,t} - 1) + \frac{\delta_2}{2}(u_{j,t} - 1)^2, \quad (6.10)$$

where $\delta_0$ is the capital depreciation rate in a deterministic steady state in which capital utilization is set to unity. The elasticity of capital utilization with respect to the rental rate of capital is given by $\delta_1/\delta_2$. Capital services $K_{j,t}^{s}$ are rented to intermediate goods firms at a rental rate $t_{k}^{I}$.

Household $j$ chooses $\{C_{j,t}, w_{j,t}, S_{j,t}, I_{j,t}, N_{E,j,t}, u_{j,t}, K_{j,t}, x_{j,t}, B_{j,t}\}_{t=0}^{\infty}$ taking as given $\{w_t, v_t, d_t, L_t, T_t, z_t, f_{E,t}, u_{t}^{I}, \chi_t, \mu_{w}^{I}\}_{t=0}^{\infty}$ and the initial conditions $B_{-1}, K_{-1}, C_{-1}, I_{-1}, N_{E-1}, S_{-1}$ so as to maximize (6.6) subject to (6.7), (6.8), (6.9), (6.10), and (6.5).

---

12Empirically, firm entry lags GDP. See, e.g. Devereux et al. (1996).
Since all households will choose in equilibrium the same wage and quantities, we can now assume symmetry and drop the index \( j \). Let \( \lambda^C_t \), \( \lambda^C_t Q_t \), \( \lambda^S_t \) denote Lagrange multipliers for the budget constraint, the capital accumulation equation, and the definition of \( S_t \), respectively. The first-order conditions read as follows:

\[
\lambda^C_t = \beta R_t \mathbb{E}_t \left\{ \lambda^C_{t+1} \right\}, \\
\lambda^C_t Q_t = \beta \mathbb{E}_t \left\{ \lambda^C_{t+1} \left( v^K_{t+1} u_{t+1} + Q_{t+1} (1 - \delta^K (u_{t+1})) \right) \right\}, \\
\lambda^C_t v_t = (1 - \delta) \beta \mathbb{E}_t \left\{ \lambda^C_{t+1} \left( v^K_{t+1} + d_{t+1} \right) \right\}, \\
\lambda^C_t = \left( \chi_t V_t - \gamma \lambda^S_t \frac{S_t}{C_t - b C_{t-1}} \right) - \beta b \mathbb{E}_t \left\{ \chi_t V_{t+1} - \gamma \lambda^S_{t+1} \frac{S_{t+1}}{C_{t+1} - b C_t} \right\}, \\
\lambda^S_t = \chi_t V_t \psi L_t^\eta + \beta (1 - \gamma) \mathbb{E}_t \left\{ \lambda^S_{t+1} \frac{S_{t+1}}{S_t} \right\}, \\
1 = Q_t u_t^I \left( 1 - \frac{\kappa_t}{2} \left( \frac{I_t}{I_{t-1}} - 1 \right)^2 - \kappa_t \frac{I_t}{I_{t-1}} \right), \\
+ \beta \mathbb{E}_t \left\{ \lambda^C_{t+1} Q_{t+1} u_{t+1}^I \kappa \left( \frac{I_{t+1}}{I_t} - 1 \right) \left( \frac{I_t}{I_{t-1}} \right)^2 \right\}, \\
\frac{w_t}{z_t} f_{E,t} = v_t \left( 1 - \frac{\kappa_E}{2} \left( \frac{N_{E,t}}{N_{E,t-1}} - 1 \right)^2 - \kappa_E \frac{N_{E,t}}{N_{E,t-1}} - 1 \right) \frac{N_{E,t}}{N_{E,t-1}}, \\
+ \beta \mathbb{E}_t \left\{ \lambda^C_{t+1} v_{t+1} \kappa_E \left( \frac{N_{E,t+1}}{N_{E,t}} - 1 \right) \left( \frac{N_{E,t+1}}{N_{E,t}} \right)^2 \right\}, \\
r^k_t = Q_t (\delta_1 + \delta_2 (u_t - 1)), \\
\lambda^C w_t = \mu'_t \chi_t V_t \psi \eta L_t^{-\eta-1} S_t, \\
\]

where \( V_t = (C_t - b C_{t-1} - \psi L_t^\eta S_t)^{-1} \).

### 6.2.5 Aggregate accounting and data consistency

The aggregate resource constraint

\[
Y^C_t + \frac{w_t}{z_t} f_{E,t} N_{E,t} = w_t L_t + N_t d_t + r^k_t u_t K_{t-1} 
\]

can be obtained by combining the aggregate budget constraint of households (using \( x_t = N_t \)) with the government budget constraint \( G_t + B_{t-1} = T_t + \frac{B_t}{R_t} \). Government consumption \( G_t \) is described by the exogenous AR(1) process \( \log G_t = (1 - \rho_g) \log G + \rho_g \log G_{t-1} + \varepsilon_t^G \), where \( G \) is the steady state of \( G_t \), and \( \varepsilon_t^G \) is i.i.d. \( N(0, \sigma^2_{\varepsilon_G}) \).

The goods market clearing condition requires aggregate output of final goods \( Y^C_t \) to be equal to private and government consumption plus investment in physical capital, i.e. \( Y^C_t = C_t + G_t + I_t \). Total investment \( TI_t \) is the sum of investment in physical capital and investment in new firms, i.e. \( TI_t = I_t + \frac{w_t}{z_t} f_{E,t} N_{E,t} \). The gross domestic product \( Y_t \) is
equal to \( Y^C_t \) plus investment in new firms \( \frac{\mu p}{\tau t} f_{E,t} N_{E,t} \).

The law of motion of the total mass of firms is given by

\[
N_t = (1 - \delta) N_{t-1} + (1 - \delta) \left[ 1 - \frac{\kappa E}{2} \left( \frac{N_{E,t-1}}{N_{E,t-2}} - 1 \right)^2 \right] N_{E,t-1}.
\]

(6.21)

Every period, a fraction of incumbent firms exits the market, where the exit rate \( \delta \) is assumed to be constant and exogenous. In contrast, the exit rate of newly established firms consists of the exogenous component \( \delta \) and the endogenous component \( \frac{\kappa E}{2} \left( \frac{N_{E,t-1}}{N_{E,t-2}} - 1 \right)^2 \).

As pointed out by Ghironi and Melitz (2005), empirical measures for the price index are closer to the product price \( p_t \) than to the price index \( P_t \) for the following two reasons: First, these empirical measures do not update their product space frequently enough to fully account for changes in the number of available products. Second, the construction of these measures is likely not of the functional form present in the translog model. In order to obtain data-consistent real model variables, we thus divide the real model variables by the relative price \( \rho_t = p_t / P_t \). Data-consistent real variables are denoted by a superscript \( r \).

### 6.2.6 Two alternative model specifications

The above introduced model framework builds on a translog production function as in Feenstra (2003). We denote this model framework as translog model. In the translog model, the competition effect \( \xi \) and the variety effect \( \omega \), evaluated at the deterministic steady state, can be expressed in terms of the steady-state price mark-up: \( \xi = 1 - \frac{1}{\mu p} \) and \( \omega = \frac{1}{2}(\mu p - 1) \).\(^{13}\)

In the following, we introduce two alternative model specifications that use a constant elasticity of substitution (CES) production function for final goods as in Benassy (1996) which is characterized by constant price mark-ups (and therefore does not feature a competition effect, \( \xi = 0 \)) and that allows to freely parameterize the variety effect.\(^{14}\) In the first CES specification, the variety effect is set equal to the value under the translog specification, i.e. \( \omega = \frac{1}{2}(\mu p - 1) \). We denote this the CES-TrVE model. In the second CES specification, the variety effect is set equal to zero, i.e. \( \omega = 0 \). We denote this the CES-NoVE model. Table 6.1 summarizes the competition and the variety effect in all three model variants, in each case evaluated at the deterministic steady state. In all other respects, the models are identical.

In the following, we estimate the competition and the variety effect. To this end, we log-linearize the translog model around its deterministic steady state and bring the

---

\(^{13}\) Recall that, in the steady state of the translog model, \( \xi = \frac{1}{1 + \sigma} \), \( \omega = \frac{1}{2 \sigma} \), and the price mark-up is given by \( \mu p = 1 + \frac{1}{\sigma} \).

\(^{14}\) See appendix 6. A for the model equations and derivations of the final goods production sector under the CES specifications.
Table 6.1: Characteristics of model variants

<table>
<thead>
<tr>
<th>Model</th>
<th>Competition effect $\xi = -\frac{\partial p^v/p^p}{\partial N/N}$</th>
<th>Variety effect $\omega = \frac{\partial p/p}{\partial N/N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translog</td>
<td>$\xi = 1 - \frac{1}{\mu^p}$</td>
<td>$\omega = \frac{1}{2}(\mu^p - 1)$</td>
</tr>
<tr>
<td>CES-TrVE</td>
<td>$\xi = 0$</td>
<td>$\omega = \frac{1}{2}(\mu^p - 1)$</td>
</tr>
<tr>
<td>CES-NoVE</td>
<td>$\xi = 0$</td>
<td>$\omega = 0$</td>
</tr>
</tbody>
</table>

linearized model to the data. The two (log-linearized) CES model variants will later enable us to quantify the importance of the competition and the variety effect in amplifying business cycle fluctuations and to disentangle competition and variety effect with the help of counterfactual simulations.

6.3 Inspecting the amplification mechanism in a simplified model

Before moving to the estimation of our model and the quantification of the competition and the variety effect in terms of amplifying business cycle fluctuations, it is instructive to examine the analytics and the intuition of the amplification mechanism in our model. To this end, we consider a simplified version of our baseline model which allows us to provide analytical results. For illustration purposes, we limit our analytical analysis to labor productivity shocks. All remaining shocks are switched off, i.e., $\chi_t = f_{E,t} = u_t^I = 1$, $G_t = 0$, $\mu_t^w = \mu^w$.

The simplified model assumes instantaneous entry, full depreciation of firms each period ($\delta = 1$) and the absence of entry adjustment costs ($\kappa_E = 0$). This implies that the number of entrants is identical to the number of firms, $N_{E,t} = N_t$, and that the value of a firm equals firm’s profits, $v_t = d_t$. We abstract from capital, capital investment and a varying degree of capital utilization. Setting $\alpha = 1$, the aggregate production of intermediate goods simplifies to $N_t y_t = z_t L_t^c$. Inserting the demand function for a single variety $y_t = (\rho_t N_t)^{-1} Y_t^c$, yields the aggregate production function $Y_t^c = z_t \rho_t L_t^c$. If we further abstract from government spending ($G_t = 0$), aggregate demand $Y_t^c$ coincides with private consumption, $Y_t^c = C_t$. The aggregate resource constraint then simplifies to $C_t = w_t L_t$, where we have used the free entry condition $w_t/z_t = v_t$ together with $v_t = d_t$ and $N_t = N_{E,t}$. GDP is the sum of labor and profit income, $Y_t = w_t L_t + d_t N_t$.

The simplified model further assumes no habit formation in consumption ($b = 0$) and the limiting case of GHH preferences, $\gamma = 0$, which implies a labor supply equation of the form $w_t = \mu^w \psi \eta L_t^{-\gamma}$. We proceed by log-linearizing the equilibrium conditions of the simplified model. A hatted variable denotes percentage deviations from the steady state.

15The log-linearized model equations are summarized in appendix 6.A.
Table 6.2: Linearized model equations in simplified model variant

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{w}_t = (\eta - 1)\hat{L}_t$</td>
<td>Labor supply</td>
</tr>
<tr>
<td>$\hat{w}_t = \hat{z}_t + \hat{\rho}_t - \hat{\mu}_t$</td>
<td>Labor demand</td>
</tr>
<tr>
<td>$\hat{\mu}_t = -\xi \hat{N}_t$</td>
<td>Competition effect</td>
</tr>
<tr>
<td>$\hat{\rho}_t = \omega \hat{N}_t$</td>
<td>Variety effect</td>
</tr>
<tr>
<td>$\hat{C}_t = \hat{w}_t + \hat{L}_t$</td>
<td>Aggregate resource constraint</td>
</tr>
<tr>
<td>$\hat{d}_t = \hat{w}_t - \hat{z}_t$</td>
<td>Aggregate free entry condition</td>
</tr>
<tr>
<td>$\hat{d}_t + \hat{N}_t = \frac{1}{\mu^p - 1}\hat{\mu}_t^p + \hat{C}_t$</td>
<td>Aggregate profits</td>
</tr>
<tr>
<td>$\hat{Y}_t = \frac{\mu^p}{2\mu^p - 1}(\hat{w}_t + \hat{L}_t) + \frac{\mu^p - 1}{2\mu^p - 1}(\hat{d}_t + \hat{N}_t)$</td>
<td>GDP</td>
</tr>
</tbody>
</table>

Table 6.2 summarizes the model equations that jointly determine $\hat{C}_t$, $\hat{Y}_t$, $\hat{w}_t$, $\hat{L}_t$, $\hat{N}_t$, $\hat{\rho}_t$, $\hat{\mu}_t$, $\hat{d}_t$, given $\hat{z}_t$.

We now provide an analysis of the effects the competition and the variety on the dynamics of employment, consumption and output after a rise in labor productivity $\hat{z}_t$. Combining labor supply with labor demand to substitute out the real wage, replacing $\hat{\mu}_t$ from the definition of the competition effect and $\hat{\rho}_t$ from the definition of the variety effects yields the following equation for aggregate employment:

$$\hat{L}_t = \frac{1}{\eta - 1}(\xi + \omega)\hat{N}_t + \frac{1}{\eta - 1}\hat{z}_t. \tag{6.22}$$

For a given $z$ and since $\eta > 1$, a rise in the number of firms shifts up the labor demand schedule and raises aggregate employment if the competition effect and/or the variety effect are present ($\xi > 0$ and/or $\omega > 0$).

By inserting labor supply into the aggregate resource constraint and by replacing employment $\hat{L}_t$ with equation (6.22), we obtain consumption as a function of the numbers of the firms and shocks to productivity: $\hat{C}_t = (\xi + \omega)\eta/(\eta - 1)\hat{N}_t + \eta/(\eta - 1)\hat{z}_t$. The data-consistent counterpart $\hat{C}_t^r = \hat{C}_t - \hat{\rho}_t$ is given by

$$\hat{C}_t^r = \frac{1}{\eta - 1}(\xi + \eta\omega)\hat{N}_t + \frac{\eta}{\eta - 1}\hat{z}_t. \tag{6.23}$$

Combining the definition of GDP with the aggregate resource constraint and the equation for aggregate profits, replacing $\hat{\mu}_t$ from the definition of the competition effect, and inserting the equation for $\hat{C}_t$ from above yields $\hat{Y}_t = \omega\eta/(\eta - 1)\hat{N}_t + (2\eta(\mu^p - 1) + 1)/(\eta - 1)(2\mu^p - 1)\xi\hat{N}_t + \eta/(\eta - 1)\hat{z}_t$, or in data-consistent terms

$$\hat{Y}_t^r = \frac{1}{\eta - 1}\cdot \omega \cdot \hat{N}_t + \frac{2\eta(\mu^p - 1) + 1}{(\eta - 1)(2\mu^p - 1)}\cdot \xi \cdot \hat{N}_t + \frac{\eta}{\eta - 1}\hat{z}_t, \tag{6.24}$$
where \( (2\eta(\mu^p - 1) + 1)/((\eta - 1)(2\mu^p - 1)) > 0 \) since \( \mu^p \geq 1 \).

The amplification mechanism is evident from equations (6.22), (6.23), and (6.24). To see this, consider a positive innovation to labor productivity, i.e. \( \tilde{z}_t > 0 \), and suppose that the number of firms increases after a rise in productivity, i.e. \( \partial N_t/\partial \tilde{z}_t > 0 \). If this happens, the effects of a rise in labor productivity on employment, consumption and output are amplified in the presence of the competition and/or the variety effect, i.e. if \( \xi > 0 \) and/or \( \omega > 0 \). The stronger the competition and/or the variety effect, the more does economic activity rise after a positive innovation to productivity. The rationale is that in the presence of the variety effect, an increase in the number of firms increases output more than proportional due to increasing returns to specialization. In the presence of the competition effect, an increase in the number of producers erodes market power. Price mark-ups fall which in turn boosts aggregate demand.

Notice, though, that the response of the number of firms to a labor productivity shock is ambiguous. If the number of firms drops, the effects of the productivity shock are dampened. Whether the number of firms rises or drops in response to a technology improvement is obviously an empirical question that we will address in the next section using our estimated baseline model. Moreover, our estimates will reveal whether \( \xi \) and \( \omega \) are significantly different from zero and will allow us to quantify the strength of the competition and the variety effect in amplifying or attenuating shocks to the economy.

### 6.4 Data and estimation procedure

This section describes the data set and the estimation procedure we use to estimate the translog model. Following An and Schorfheide (2007) and Smets and Wouters (2007), we estimate a subset of the model parameters using Bayesian techniques. For the estimation, we use seven time series of U.S. quarterly data: the growth rates of real per capita GDP, consumption, and investment, the logarithm of per capita hours worked, the growth rates of two measures of real wages, and the growth rate of per capita new firms.

As empirical measure for firm entry, we use the data series of new business incorporations (NBI) from the Survey of Current Businesses published by the Bureau of Economic Analysis.\(^{16}\) We define consumption as consumption expenditures on non-durables and services and investment as the sum of consumption expenditures on durables, fixed private investments, and changes in private inventories. Following Justiniano et al. (2013) and Gali et al. (2012), we use two empirical wage measures: hourly compensation in the non-farm business sector and average hourly earnings of production and non-supervisory

\(^{16}\)Alternatively, one can use the data series net business formation (NBF) published in the same survey as measure for net firm entry. We decided to use the NBI measure for two reasons: First, data on NBF is only available until 1995:Q3, whereas NBI is published until 1998:Q3. Second, we do not model firm exit endogenously. We, therefore, believe that NBI is a closer measure for firm entry than NBF for net firm entry.
employees. Both measures are taken from the Bureau of Labor Statistics. A full description of the data sources and the construction of the data series can be found in appendix 6.B. The data sample starts in 1964:Q1 and ends in 2012:Q2. Due to limited data availability, the new firm series ends in 1998:Q3.\(^{17}\)

The measurement equations for GDP, consumption, investment, hours worked, and entry then read as follows:\(^{18}\)

\[
\begin{pmatrix}
\frac{d l \left( \text{GDP}_t \right)}{d l} \\
\frac{d l \left( \text{CONSl}_t \right)}{d l} \\
\frac{d l \left( \text{INV}_t \right)}{d l} \\
\frac{l \left( \text{HOURS}_t \right)}{d l} \\
\frac{d l \left( \text{ENTRY}_t \right)}{d l}
\end{pmatrix} = \begin{pmatrix}
\Delta \hat{Y}_t^r \\
\Delta \hat{C}_t^r \\
\Delta \hat{T}_t^r \\
\hat{L}_t \\
\Delta \hat{N}_{E, t}
\end{pmatrix} \times 100
\]

The functions \(l\) and \(d l\) stand for 100 times the demeaned logarithm and the demeaned log-difference, respectively. A hat denotes log-deviations from the steady state and \(\Delta\) is the time-difference operator.

To include the information of both wage measures, we set up the following measurement equation:

\[
\begin{pmatrix}
\frac{d l \left( \text{WAGE1}_t \right)}{d l} \\
\frac{d l \left( \text{WAGE2}_t \right)}{d l}
\end{pmatrix} = \begin{pmatrix}
1 \\
\lambda
\end{pmatrix} \Delta \hat{u}_t^r + \begin{pmatrix}
\varepsilon_{w,1, me}^t \\
\varepsilon_{w,2, me}^t
\end{pmatrix},
\]

where \(\lambda\) denotes the loading coefficient for the second wage series. Since both loadings are not separately identified, we set the first loading coefficient to unity. \(\varepsilon_{w,1, me}^t\) and \(\varepsilon_{w,2, me}^t\) are two measurement errors, which are \(i.i.d. \text{N}(0, \sigma_{w,1, me}^2)\) and \(i.i.d. \text{N}(0, \sigma_{w,2, me}^2)\), respectively. \(\Delta \hat{u}_t^r\) can be interpreted as latent factor, which captures the common movement in both wage series. The two error terms capture the idiosyncratic fluctuations in the wage series.\(^{19}\)

The application of seven data series requires at least seven exogenous disturbances. In total, the model is governed by eight disturbances, including innovations to government consumption \(\varepsilon_t^g\), to labor productivity \(\varepsilon_t^\ell\), to investment-specific technology \(\varepsilon_t^I\), to entry costs \(\varepsilon_t^f\), to preferences \(\varepsilon_t^X\), and to the wage mark-up \(\varepsilon_t^\mu\), plus the two measurement errors \(\varepsilon_{t, 1, me}^w\) and \(\varepsilon_{t, 2, me}^w\).

A subset of parameters is calibrated as summarized in table 6.3. The discount rate \(\beta\) is set to 0.99, implying an annual steady-state interest rate of approximately 4 percent.

---

\(^{17}\)Note that the missing observations of the new firm series are treated as an unobserved state during the Kalman filter routine. We show in a robustness exercise in section 6.7 that our estimation results do not change substantially if we limit our data sample to 1998:Q3.

\(^{18}\)Note that we use the data-consistent measures of real variables to map the data with the model, see also section 6.2.5.

\(^{19}\)The concept to capture the common movement of multiple time series in a few latent variables originally comes from the factor analysis. For a general discussion of estimating DSGE models in a date-rich environment, see Boivin and Giannoni (2006).
Table 6.3: Calibrated parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.99</td>
<td>Discount factor</td>
</tr>
<tr>
<td>$\delta_0$</td>
<td>0.025</td>
<td>Steady-state capital depreciation rate</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.025</td>
<td>Steady-state firm exit rate</td>
</tr>
<tr>
<td>$u$</td>
<td>1</td>
<td>Steady-state capacity utilization rate</td>
</tr>
<tr>
<td>$\mu^w$</td>
<td>1.2</td>
<td>Steady-state wage mark-up</td>
</tr>
<tr>
<td>$G/Y$</td>
<td>0.18</td>
<td>Steady-state ratio of government consumption to GDP</td>
</tr>
<tr>
<td>$L$</td>
<td>0.25</td>
<td>Steady-state of hours worked</td>
</tr>
<tr>
<td>$\hat{N}$</td>
<td>$10^9$</td>
<td>Potential mass of firms</td>
</tr>
</tbody>
</table>

The steady-state value for the utilization rate $u$ is set to unity, implying the steady-state value of the depreciation rate $\delta^K$ to be equal to $\delta_0$. For the latter, we choose a standard value of 0.025. Following Chugh and Ghironi (2012), the potential mass of firms in the economy $\hat{N}$ is assumed to be $10^9$. The exogenous firm exit rate $\delta$ is set to 0.025, as in Bilbiie et al. (2012). The steady-state values $G/Y$ and $L$ are set to 0.18 and 0.25, respectively. Following Galí et al. (2012), we set the steady-state wage mark-up $\mu^w$ at 20 percent.

The remaining parameters are estimated. Table 6.4 summarizes the prior distributions. Our choice of distributions is in line with the literature and mainly results from different distributional supports. The probability mass of the inverse gamma distribution is distributed over the interval $(0, \infty)$, the gamma distribution over the interval $[0, \infty)$, the beta distribution over the interval $[0, 1]$, and the normal distribution over the interval $(-\infty, \infty)$.

The standard deviation of the innovations are assumed to follow an inverse gamma distribution with mean 0.02 and standard deviation 1. For the autocorrelation parameters of the exogenous shock processes, we choose a beta distribution with mean 0.5 and standard deviation 0.2. The moving average coefficient of the wage mark-up shock is assumed to follow a normal distribution with mean zero and standard deviation 0.2.

The prior distributions for the structural parameters related to firm entry are given as follows. For the steady-state price mark-up $\mu^p$, we use a truncated gamma distribution, where we only allow for values greater than 1.01. It has mean 1.3 and standard deviation 0.2. The 90 percent probability interval of this distribution then ranges from 1.04 to 1.68. For the entry adjustment cost parameter $\kappa_E$, we use the same prior distribution as for the investment adjustment cost parameter, i.e. a gamma distribution with mean 4.0 and standard deviation 1.0. For the prior distribution of the remaining structural parameters, we broadly follow the existing literature.
6.5 Estimation results

In this section, we first present the parameter estimates. Next, we discuss the model’s predictions regarding volatility, autocorrelations, and cross-correlations of the time series included as observables. Then we discuss the contribution of each of the structural shocks to the forecast error variance of the endogenous variables at business cycle frequency. Finally, we analyze the model-implied impulse responses to the structural shocks.

6.5.1 Parameter estimates

Table 6.4 displays the estimated parameters as means of the posterior distribution and the 90 percent probability intervals obtained by the Metropolis-Hastings algorithm.

To start with, we focus on the parameters related to the entry mechanism. The gross price mark-up $\mu^e$ is estimated to be significantly different from one. The point estimate implies a steady-state mark-up of 26 percent with a probability band ranging from 16 percent to 36 percent. The point estimate of $\mu^e$ is close to the value of 1.22 reported in Lewis and Stevens (2015). However, it is significantly smaller than the value of 1.66 reported in Lewis and Poilly (2012). Regarding the competition and the variety effect, the point estimate of $\mu^e$ implies that a one percent increase in the mass of firms lowers the price mark-up by 0.21 percent (the competition effect $\xi$) and raises the relative price by 0.13 percent (the variety effect $\omega$). Competition and variety effect are statistically significantly different from zero with confidence bands for $\xi$ and $\omega$ ranging from 1.14 to 1.26 and 0.08 to 0.18, respectively.

Entry adjustment costs $\kappa_E$ are estimated to be 1.5 with a probability interval ranging from 1.09 to 1.99. This is significantly lower than the 3.82 point estimate for the investment adjustment cost parameter $\kappa_I$. As discussed below, the model overestimates both the volatility of firm entry and its first-order autocorrelation. Higher entry adjustment costs would help to bring the model closer to the empirical standard deviation of firm entry but only at the cost of an even higher autocorrelation.

Turning to the other structural parameters, $\theta$, which determines the labor supply elasticity, is estimated at 3.64 with a relatively wide probability interval ranging from 1.92 to 5.80. The point estimate of the wealth elasticity of labor supply $\gamma$ is 0.79 with a probability interval ranging from 0.63 to 0.93, implying that preferences are close to those in King et al. (1988). This is in contrast to the results of Schmitt-Grohé and Uribe (2012), who estimate a near-zero wealth elasticity of labor supply in a theoretical environment that abstracts from endogenous firm entry and in which shocks feature an anticipated component. The labor share in production $\alpha$ is estimated at 0.85 with a probability interval ranging from 0.81 to 0.90. Notice that this estimate is not comparable to the estimates of standard DSGE models without firm entry since in our model, in which labor is utilized in the manufacturing sector and in the creation of new products, $\alpha$ is not
### Table 6.4: Results from the Bayesian estimation including prior distribution and probability intervals

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior distribution</th>
<th>Posterior distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>Mean</td>
</tr>
<tr>
<td><strong>Structural parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor share in production</td>
<td>$\alpha$</td>
<td>Beta</td>
</tr>
<tr>
<td>Labor utility</td>
<td>$\theta$</td>
<td>Gamma</td>
</tr>
<tr>
<td>Wealth elast. labor supply</td>
<td>$\gamma$</td>
<td>Beta</td>
</tr>
<tr>
<td>Consumption habit</td>
<td>$b$</td>
<td>Beta</td>
</tr>
<tr>
<td>Investment adj. cost</td>
<td>$\kappa_f$</td>
<td>Gamma</td>
</tr>
<tr>
<td>Inv. elast. of capital util.</td>
<td>$\beta_f$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Price mark-up</td>
<td>$\mu^P$</td>
<td>Gamma</td>
</tr>
<tr>
<td>Entry adj. cost</td>
<td>$\kappa_E$</td>
<td>Gamma</td>
</tr>
<tr>
<td><strong>Autocorrelation of shock processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor productivity</td>
<td>$\rho_z$</td>
<td>Beta</td>
</tr>
<tr>
<td>Wage mark-up</td>
<td>$\rho_v$</td>
<td>Beta</td>
</tr>
<tr>
<td>Invest. spec. tech.</td>
<td>$\rho_t$</td>
<td>Beta</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>$\rho_G$</td>
<td>Beta</td>
</tr>
<tr>
<td>Entry cost</td>
<td>$\rho_{FE}$</td>
<td>Beta</td>
</tr>
<tr>
<td><strong>Standard deviation of innovations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor prod.</td>
<td>$\sigma_{zz}$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Wage mark-up</td>
<td>$\sigma_{zv}$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Invest. spec. tech.</td>
<td>$\sigma_{zt}$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Preference</td>
<td>$\sigma_{xv}$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>$\sigma_{xe}$</td>
<td>Igamma</td>
</tr>
<tr>
<td>Entry cost</td>
<td>$\sigma_{xe}^f$</td>
<td>Igamma</td>
</tr>
<tr>
<td><strong>Moving average parameter and loading coefficient</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage mark-up shock</td>
<td>$\nu$</td>
<td>Normal</td>
</tr>
<tr>
<td>Loading coefficient</td>
<td>$\lambda$</td>
<td>Normal</td>
</tr>
</tbody>
</table>

**Note:** Using a Random Walk Metropolis Hastings algorithm, we generate 2 chains of 2 Mio. parameter draws each. For each chain, we discard the first 1 Mio. draws and use the remaining draws to compute the posterior mean and percentiles.
equal to the labor share in GDP. For the latter, our point estimate implies a standard value of 72 percent.

Regarding the exogenous shock processes, we find that shocks to labor productivity, to wage mark-ups, to government spending, and to entry costs are estimated to be highly persistent with AR(1) coefficients all above 0.9. In contrast, the persistence parameter of the investment-specific technology shock is relatively low with a value of 0.24, implying that the investment-specific technology shock explains less forecast-error variance at higher forecast-horizons.

In the following, we compute the model’s predictions about the second moments, variance decomposition, impulse responses, and amplification measures at the posterior mean reported in table 6.4. To compute the corresponding probability bands, we use the last 50,000 parameter draws of the Metropolis-Hastings algorithm and compute the respective moments for each draw.

### 6.5.2 Second moments and variance decomposition

In order to assess the performance of the model in fitting the data, we compare the model-implied second moments to the corresponding empirical moments of the data. Table 6.5 reports standard deviations, relative standard deviations, first-order autocorrelations, and contemporaneous correlations with the growth rate of GDP. The model-implied moments are derived from simulated data, where the measurement errors are turned off during the simulation.

The empirical moments of GDP, consumption, total investment, and hours worked are matched quite well. Concerning firm entry growth, the estimated model captures the observed procyclicality of firm entry. However, the model overstates its volatility and its serial correlation. This is attributable to the fact that we model an endogenous failure rate of firms as an increasing function of the change in firm entry. This mechanism is introduced to dampen the volatility of firm entry. However, it also generates substantial persistence in firm entry. As mentioned above, this trade-off between volatility and autocorrelation explains the small point estimate of the entry adjustment cost parameter $\kappa_E$, compared to the capital adjustment cost parameter $\kappa_f$.

Table 6.6 shows the mean forecast-error variance decomposition of GDP, consumption, total investment, hours worked, wages, and firm entry at business cycle frequencies ranging from 6 to 32 quarters. Most variations are explained by labor productivity and wage mark-up shocks. Together they account for more than 75 percent of the variations in GDP, consumption, total investment, hours worked, and wages. The investment-specific technology shock explains 21 percent of the variations in total investment. The firm entry

---

\[A\text{ re-estimated model using an AR(2) process for the entry cost shock performs better in fitting the persistence of firm entry growth. However, the overestimation of the entry growth volatility is even stronger under this specification.}\]
### Table 6.5: Second moments

<table>
<thead>
<tr>
<th></th>
<th>Model</th>
<th>1st-order autocorr.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Std (σ_X)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Mean</td>
</tr>
<tr>
<td>GDP growth</td>
<td>ΔY^r</td>
<td>0.86</td>
</tr>
<tr>
<td>Consumption growth</td>
<td>ΔC^r</td>
<td>0.55</td>
</tr>
<tr>
<td>Investment growth</td>
<td>ΔTI^r</td>
<td>3.27</td>
</tr>
<tr>
<td>Hours worked</td>
<td>L</td>
<td>5.05</td>
</tr>
<tr>
<td>Wage growth (1st series)</td>
<td>Δω^r</td>
<td>0.61</td>
</tr>
<tr>
<td>Wage growth (2nd series)</td>
<td>ΔN_E</td>
<td>3.10</td>
</tr>
<tr>
<td>Firm Entry growth</td>
<td>∆N_E</td>
<td>3.10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Rel. std. (σ_X/σ_{ΔY^r})</th>
<th>Contemp. corr(X, ΔY^r)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Model</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>Mean</td>
</tr>
<tr>
<td>Consumption growth</td>
<td>ΔC^r</td>
<td>0.63</td>
</tr>
<tr>
<td>Investment growth</td>
<td>ΔTI^r</td>
<td>3.80</td>
</tr>
<tr>
<td>Hours worked</td>
<td>L</td>
<td>5.87</td>
</tr>
<tr>
<td>Wage growth (1st series)</td>
<td>Δω^r</td>
<td>0.71</td>
</tr>
<tr>
<td>Wage growth (2nd series)</td>
<td>ΔN_E</td>
<td>3.43</td>
</tr>
</tbody>
</table>

Note: Mean values are computed by simulating the model at the posterior mean reported in Table 6.4. To compute the corresponding percentiles, we only use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the model and compute the second moments.
Table 6.6: Variance decomposition at business cycle frequency

<table>
<thead>
<tr>
<th></th>
<th>Labor productivity</th>
<th>Wage mark-up</th>
<th>Invest. spec. technology</th>
<th>Preference spending</th>
<th>Government spending</th>
<th>Entry cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>$Y^T$</td>
<td>31.4</td>
<td>62.8</td>
<td>4.7</td>
<td>0.1</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23.7, 39.2]</td>
<td>[53.6, 71.3]</td>
<td>[2.7, 6.8]</td>
<td>[0.6, 0.1]</td>
<td>[0.4, 0.8]</td>
</tr>
<tr>
<td>Consumption</td>
<td>$C^T$</td>
<td>28.5</td>
<td>60.4</td>
<td>2.8</td>
<td>1.8</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[19.6, 49.7]</td>
<td>[47.3, 72.5]</td>
<td>[1.8, 5.7]</td>
<td>[1.0, 0.2]</td>
<td>[1.2, 4.5]</td>
</tr>
<tr>
<td>Total invest.</td>
<td>$T^T$</td>
<td>25.9</td>
<td>48.6</td>
<td>15.6</td>
<td>0.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Hours</td>
<td>$L$</td>
<td>0.5</td>
<td>97.4</td>
<td>0.7</td>
<td>0.0</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.3, 0.8]</td>
<td>[95.3, 98.6]</td>
<td>[0.4, 1.2]</td>
<td>[0.5, 0.6]</td>
<td>[0.2, 0.7]</td>
</tr>
<tr>
<td>Wages</td>
<td>$w^T$</td>
<td>88.1</td>
<td>2.1</td>
<td>2.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[83.4, 92.4]</td>
<td>[1.4, 3.2]</td>
<td>[1.8, 5.9]</td>
<td>[0.1, 0.3]</td>
<td>[0.1, 0.2]</td>
</tr>
<tr>
<td>Firm Entry</td>
<td>$N_E$</td>
<td>10.4</td>
<td>18.9</td>
<td>4.9</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[7.5, 14.4]</td>
<td>[13.6, 25.9]</td>
<td>[5.6, 7.5]</td>
<td>[2.7, 6.7]</td>
<td>[0.3, 0.9]</td>
</tr>
</tbody>
</table>

Note: Main figures are computed at the posterior mean reported in table 6.4. Figures in brackets give the corresponding fifth and ninetieth percentiles. To compute these percentiles, we use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the model and compute the variance decomposition. To obtain the variance decompositions at business cycle frequency, we compute variance decomposition for the forecast horizons 6 to 32 and take the mean. Shares may not add up to 100 due to rounding.

The importance of wage mark-up and labor productivity shocks in driving business cycle fluctuations is consistent with the findings in Smets and Wouters (2007) but stands in contrast to Justiniano et al. (2010), who find that most of the variations in GDP is due to shocks to investment-specific technology. The discrepancy between Smets and Wouters (2007) and Justiniano et al. (2010) stems from different definitions of investment and consumption. The latter define purchases of consumer durables and changes in inventories as part of investment, whereas the former define purchases of consumer durables as part of consumption and exclude changes in inventories from investment. Interestingly, we find that investment-specific technology shocks are minor contributors to business cycle fluctuations although we adopt the same definition of consumption and investment as Justiniano et al. (2010).

We argue that the difference in the importance of the investment-specific technology shock is (at least partly) due to the endogenous firm entry mechanism which is absent in the above mentioned papers. In our framework, shocks to the efficiency with which final goods can be transformed into physical capital – in contrast to wage mark-up and labor productivity shocks – are not able to replicate the positive comovement between firm entry and other key variables in the data. On the contrary, an expansionary investment-

\footnote{We also re-estimate the model using data on consumption and investment as defined in Smets and Wouters (2007). In line with Justiniano et al. (2010), we find that the importance of the investment-specific technology shock in fact becomes smaller under this specification, explaining only 1.5 percent of the variations in GDP. Details on the estimation are available upon request.}
specific technology shock induces a drop in investments into new firms, as discussed below. This explains why the investment-specific technology shock is estimated to be of minor importance.\footnote{To further explore this argument, we re-estimate a version of our model in which firm entry is switched off (we achieve this by fixing the parameter governing the firm entry adjustment costs at \( \kappa_E = 1000 \) and exclude firm entry data from our set of observables). In fact, we find that this leads to an increase in the importance of investment-specific technology shocks, explaining 9.3 percent of the variations in GDP.}

### 6.5.3 Impulse responses

In this section, we analyze the model-implied impulse responses to the various structural shocks. The aim of this section is to illustrate the amplification mechanism and to visualize the impact of the competition and the variety effect on the model dynamics. To this end, we present the impulse responses for three models, the estimated translog model and two counterfactuals: the CES-TrVE model with the competition effect switched off and the CES-NoVE model with competition and variety effect switched off. For both CES models, we keep the parameter estimates from the translog model.

Figure 6.1 to 6.6 show the impulse responses of GDP, consumption, total investment, entry costs, the price mark-up, firm entry, profits per firm, average output of an individual firm, real wages, and the real interest rate to the six structural shocks. All real variables are shown using the data-consistent deflator \( p_t \). Impulse responses are measured as percentage deviations from steady states. The shaded areas are the 90 percent probability bands which reflect parameter uncertainty in the translog model.

To start with, figure 6.1 plots the responses to a positive labor-augmenting technology shock \( z_t \). This boosts GDP, consumption, as well as both components of total investment, investment in physical capital (not shown here) and in firm entry. Firm entry is fueled by rising profit opportunities of monopolistic firms due to the increase in aggregate demand as well as by the drop in entry costs. The latter decreases since the increase in \( z_t \) outweighs the rise in real wages. Hence, the mass of firms (or products) starts to increase. In the presence of the competition effect, this makes products closer substitutes and thus deteriorates market power in the monopolistic sector. This leads to a decrease in price mark-ups, which boosts aggregate demand and induces individual firms to increase their production. The increase in aggregate demand is enforced by the drop in the welfare-relevant price index if the variety effect is present.

The magnification effect is evident in the impulse response functions. The competition effect and to a much lesser extent the variety effect magnify the effects of productivity shocks on GDP and, in particular, on consumption. Total investment, however, is dampened. Since investment in physical capital is also amplified, this can only be explained by a dampening of firm entry. The latter is caused by the rise in entry costs over the medium run due to rising real wages and by the fall in price mark-ups, which, in isolation,
Figure 6.1: Impulse responses to a labor productivity shock
deteriorates profit opportunities of monopolistic firms. Note that the probability band does not give implications about the significance of the amplification mechanism. If the counterfactual CES responses lie inside the probability region, this does not imply that the amplification mechanism is insignificant. In order to give implications about the significance of the amplification mechanism, one needs to take into account the parameter uncertainty in all three model frameworks. This is done in the section 6.6.

Figure 6.2 shows the responses to an increase in wage mark-ups $\mu_t^w$. The increase in wage mark-ups leads to a decline of GDP, consumption, and total investment. The drop in GDP and consumption is amplified when the competition and the variety effect are at work. The reason is that firm entry is depressed by the increase in entry costs and the drop in firm profits triggered by the initial increase in real wages. Since the mass of firms declines, the product space becomes less crowded and the elasticity of substitution declines. Consequently, the price mark-up rises, which causes aggregate demand and individual firm’s production to fall. In addition to the competition effect, the rise in the welfare-relevant price index (the variety effect) puts downward pressure on aggregate demand, although this effect seems to be quantitatively small. As in the case of labor productivity shocks, there is a dampening of the response of total investment when competition and variety effect are present.

To sum up, it is mainly the competition effect that amplifies, via countercyclical price mark-ups, the impact of labor-augmenting technology and wage mark-up shocks on GDP and consumption. However, countercyclical price mark-ups dampen the responses of firm entry, which translates into a dampening of total investment.

The results are different when we consider shocks to investment-specific technology, to preferences, and to government spending. The reason is that the estimated conditional correlation between GDP and firm entry (or the number of firms) is negative for those shocks. Hence, competition and variety effect dampen the rise in GDP following positive shocks to investment-specific technology, preferences, and government spending.

Figure 6.3 shows the responses to the investment-specific technology shock $u^t_t$. The increase in the efficiency with which final goods can be transformed into physical capital produces a boom in capital investment and a hike in GDP. Consumption falls on impact but turns positive during the course of adjustment. Real wages and thus entry costs increase. The value of a firm $v_t$ decreases due to the increase in the real interest rate, which outweighs the increase in individual firm’s profits. Consequently, firm entry falls inducing an increases in price mark-ups. The procyclical response of firm’s market power abates the impacts of investment-specific technology shocks on GDP and consumption. The response of total investment is almost identical across the models.

Figures 6.4 and 6.5 show the responses to a preference shock $\chi_t$ that induces households to consume more and to a rise in government spending $G_t$, respectively. Both shocks raise aggregate demand and the real interest rate. The latter lowers firm values, which induces,
Figure 6.2: Impulse responses to a wage mark-up shock
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Figure 6.3: Impulse responses to an investment-specific technology shock
Figure 6.4: Impulse responses to a preference shock.
in conjunction with the rise in entry costs, a decline in firm entry. Consequently, under translog preferences price mark-ups and the welfare-relevant price index rise, which both dampens the impacts of these aggregate demand disturbances on GDP.

Following a time-impatience shock, the responses of GDP, investment, and consumption are, however, not very different across the models. This is because the mark-up is only marginally affected by this type of shock. In contrast, the competition and the variety effect visibly amplify the crowding-out of private consumption after a fiscal expansion, as can be seen from figure 6.5. Private consumption falls due to the negative wealth effect of higher taxes and the rise in real interest rates. Investment is again only marginally affected by these mechanisms.

Finally, figure 6.6 shows that an exogenous increase in entry costs \( f_{E,t} \) generates a strong decline in firm entry. Households that invest less in new firms raise consumption and capital investment, at least on impact. The decrease in the number of products leads to an increase in the market power of firms when the competition effect is present. The increase in price mark-ups induces a fall in capital investment and consumption (in the medium run). GDP, after a temporary rise on impact, declines substantially. In the absence of the competition effect, the decline in GDP is only short-lived and followed by a hump-shaped rise. This can be explained by the significant increase of consumption, which is otherwise depressed by the sharp increase in price mark-ups. As in the case of shocks to investment-specific technology, to preferences, and to government spending, the increase in firm’s market power lowers GDP. In the case of these disturbances the increase in GDP is dampened. In the case of entry cost shocks, though, the competition effect changes the GDP response qualitatively.

Overall, the presence of the competition and the variety effect substantially amplify (dampen) the impact of labor productivity and wage mark-up (investment-specific technology) shocks on GDP and consumption. In the case of shocks to government spending and preferences, the impact of these mechanisms is only marginal. Inspecting the impulse responses suggests also marginal effects for total investment. In the case of labor productivity and wage mark-up shocks, the responses of total investment are slightly dampened. For the other disturbances, the impacts are negligible. The next section aims to quantify the amplification mechanism by comparing simulated volatilities across the three model frameworks.

6.6 Quantifying the internal amplification mechanisms

In this section, we quantify the amplification mechanism embedded in the entry model and assess the contribution of the competition and the variety effect. Following Jaimovich and Floetotto (2008), we consider overall and shock-specific amplification measures, including shocks to labor productivity, to wage mark-ups, to investment-specific technology, to
Figure 6.5: Impulse responses to a government spending shock
Figure 6.6: Impulse responses to an entry cost shock
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preferences, and to government spending. Recall from the previous section that shocks to entry costs generate qualitative different responses across the models. We therefore exclude this shock from our amplification analysis. Including this shock would only slightly change the overall amplification results.

In order to quantify the amplification mechanism, we proceed in two steps. In the first step, we simulate the three model frameworks (translog model, CES-TrVE model, CES-NoVE model) and compute shock-specific and overall volatility measures. As in the analysis of the impulse responses, we keep the parameter estimates from the translog model when simulating the CES models.\textsuperscript{23} Based on the simulated volatility measures, we compute, in the second step, three amplification metrics. The total amplification through both the competition and the variety effect are measured as the volatility difference, in percentage terms, between the translog model and the CES-NoVE model. The contribution of the competition effect (CE) is measured by the volatility difference, in percentage terms, between the translog model and the CES-TrVE model. Analogously, the contribution of the variety effect (VE) is computed as the volatility difference, in percentage terms, between the CES-TrVE model and the CES-NoVE model. Note that the contributions of the competition and of the variety effect do not necessarily add up to the total amplification since they are computed on different bases. Table 6.7 shows our results. The volatility and amplification measures are computed at the posterior mean reported in table 6.4. Numbers in brackets give the corresponding fifth and ninety fifth percentiles.

To start with, we focus on GDP. The results are displayed in the upper panel of table 6.7. The shock-specific and overall volatility measures are shown in columns one to three. Shock-specific volatilities are obtained by assuming that at each time only one of the above mentioned shocks is active. We then compute, for all three model frameworks and for all five shocks under consideration, the standard deviation of GDP relative to the standard deviation of the underlying shock process.\textsuperscript{24} The overall volatility is measured by the absolute standard deviations of GDP when all five considered structural shocks are active. Columns four to six show the amplification ratios measured in percentage points. The last column reports the contemporaneous correlation between the number of firms and GDP.

When all five shocks are active, the volatility of GDP under translog preferences is substantially higher than under the two CES models. In total, GDP is amplified by 8.5 percent with a 90 percent probability band ranging from 6.1 to 10.1 percent. The competition effect accounts for most amplification across all shocks. Overall, the competition effect increases the volatility of GDP by 6.8 percent with a probability band ranging from 4.5 to 8.4 percent. The increase through the variety effect, on the other hand,

\textsuperscript{23}This ensures that we extract the model-specific amplification effect that exclusively results from the different model setups. In a robustness exercise in section 6.7, we estimate both CES models separately and obtain similar amplification results using the estimated CES models.

\textsuperscript{24}As in the previous section. GDP is deflated by the relative price $\rho_t$. 
### Table 6.7: Standard deviations, relative volatilities and amplification indicators

<table>
<thead>
<tr>
<th></th>
<th>Translog</th>
<th>Volatility</th>
<th>CES-TrVE</th>
<th>CES-NoVE</th>
<th>Amplification</th>
<th>Corr X = Y^r</th>
<th>Corr X = C^r</th>
<th>Corr X = T^r</th>
<th>(X, N)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Std of GDP relative to... shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0006</td>
<td>0.9332</td>
<td>0.9171</td>
<td></td>
<td>9.1%</td>
<td>7.2%</td>
<td>1.8%</td>
<td></td>
<td>0.92</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1811</td>
<td>0.1690</td>
<td>0.1661</td>
<td></td>
<td>9.0%</td>
<td>7.2%</td>
<td>1.8%</td>
<td></td>
<td>0.93</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2166</td>
<td>0.2281</td>
<td>0.2317</td>
<td></td>
<td>6.5%</td>
<td>-5.0%</td>
<td>-1.6%</td>
<td></td>
<td>-0.55</td>
</tr>
<tr>
<td>preference</td>
<td>0.0749</td>
<td>0.0735</td>
<td>0.0736</td>
<td></td>
<td>1.8%</td>
<td>2.0%</td>
<td>-0.2%</td>
<td></td>
<td>0.14</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.0627</td>
<td>0.0639</td>
<td>0.0643</td>
<td></td>
<td>2.3%</td>
<td>-2.0%</td>
<td>-0.6%</td>
<td></td>
<td>-0.16</td>
</tr>
<tr>
<td><strong>Absolute std of GDP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0521</td>
<td>0.0488</td>
<td>0.0480</td>
<td></td>
<td>8.5%</td>
<td>6.8%</td>
<td>1.6%</td>
<td></td>
<td>0.56</td>
</tr>
<tr>
<td><strong>Std of consumption relative to... shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0705</td>
<td>0.9287</td>
<td>0.8846</td>
<td></td>
<td>21.0%</td>
<td>15.3%</td>
<td>5.0%</td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1995</td>
<td>0.1741</td>
<td>0.1659</td>
<td></td>
<td>20.2%</td>
<td>14.6%</td>
<td>4.9%</td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2797</td>
<td>0.2954</td>
<td>0.3034</td>
<td></td>
<td>-7.8%</td>
<td>-5.3%</td>
<td>-2.7%</td>
<td></td>
<td>-0.49</td>
</tr>
<tr>
<td>preference</td>
<td>0.2915</td>
<td>0.2962</td>
<td>0.2948</td>
<td></td>
<td>-1.1%</td>
<td>-1.6%</td>
<td>0.5%</td>
<td></td>
<td>-0.15</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.1461</td>
<td>0.1327</td>
<td>0.1297</td>
<td></td>
<td>12.7%</td>
<td>10.1%</td>
<td>2.3%</td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td><strong>Absolute std of consumption</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0577</td>
<td>0.0507</td>
<td>0.0486</td>
<td></td>
<td>18.7%</td>
<td>13.7%</td>
<td>4.4%</td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Std of total investment relative to... shock</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>2.2082</td>
<td>2.3363</td>
<td>2.2656</td>
<td></td>
<td>-2.5%</td>
<td>-5.5%</td>
<td>3.1%</td>
<td></td>
<td>0.67</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.3743</td>
<td>0.3982</td>
<td>0.3865</td>
<td></td>
<td>-3.1%</td>
<td>-6.0%</td>
<td>3.0%</td>
<td></td>
<td>0.68</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>1.2574</td>
<td>1.2366</td>
<td>1.2448</td>
<td></td>
<td>1.0%</td>
<td>1.7%</td>
<td>-0.7%</td>
<td></td>
<td>-0.12</td>
</tr>
<tr>
<td>preference</td>
<td>0.5985</td>
<td>0.6094</td>
<td>0.6004</td>
<td></td>
<td>-0.3%</td>
<td>-1.8%</td>
<td>1.5%</td>
<td></td>
<td>0.34</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.3138</td>
<td>0.3231</td>
<td>0.3155</td>
<td></td>
<td>-0.5%</td>
<td>-2.9%</td>
<td>2.4%</td>
<td></td>
<td>0.52</td>
</tr>
<tr>
<td><strong>Absolute std of total investment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.1203</td>
<td>0.1261</td>
<td>0.1231</td>
<td></td>
<td>-2.3%</td>
<td>-4.6%</td>
<td>2.5%</td>
<td></td>
<td>0.44</td>
</tr>
</tbody>
</table>

Note: Volatilities and amplification measures are computed by simulating the model at the posterior mean reported in Table 6.4. Figures in brackets give the corresponding fifth and ninety fifth percentiles. To compute these percentiles, we use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the model and compute the volatility and amplification measures. The contemporaneous correlation in the last column is based on simulated data from the translog model at the posterior mean.
only amounts to 1.6 percent with a probability band ranging from 1.0 to 2.0 percent.

Turning to the shock-specific amplification ratios, we obtain the following results. Productivity shocks are amplified by 9.1 percent, wage mark-up shocks by 9.0 percent, and shocks to preferences by 1.8 percent. Contrarily, shocks to investment-specific technology are dampened by 6.5 percent, government spending shocks by 2.5 percent. For all shocks, except for shocks to preferences, the competition and the variety effect work in the same direction. Since the price mark-up $\mu^p_t$ decreases with the number of firms and the relative price $\rho_t$ increases with the number of firms, the following rule applies: If GDP and the number of firms are sufficiently positively correlated, both effects amplify GDP. If, on the other hand, the correlation is negative, both effects dampen GDP. The shock-specific amplification is mainly driven by the competition effect, as for total amplification. Except for shocks to preferences, we find that all amplification measures are significantly different from zero at the 5 percent level.

Next, we investigate the components of GDP. The results for consumption and investment are shown in the middle and lower panel of Table 6.7, respectively. For consumption, the amplification results are qualitatively the same as for GDP, except for shocks to preferences and government spending. However, the volatility differences across the models are much more pronounced. Over all shocks, the volatility in consumption is amplified by 18.7 percent in total. For the two most important shocks to consumption, i.e. labor productivity and wage mark-ups, the total volatility increase is given by 21.0 percent and 20.2 percent, respectively. Contrarily to GDP, consumption is positively correlated with the number of firms in the presence of a government spending shock, amplifying the crowding out in consumption. For consumption, all amplification measures are significantly different from zero at the 5 percent level.

For total investment, the competition effect has two opposing effects. Recall that total investment is defined as the sum of investment in physical capital and investments in new firms. On the one hand, a lower price mark-up boosts GDP and therefore increases investment in physical capital for existing firms. On the other hand, a lower price mark-up reduces the incentive to invest into new firms. We find that the latter effect dominates such that an increase in the number of firms reduces total investment through the competition effect and outweighs the positive variety effect. Over all shocks, the volatility in total investment is dampened by -2.3 percent. However, we do not find this result to be significantly different from zero at the 5 percent level.

Note that the variety effect on data-consistent variables, as considered here, is smaller than for welfare-consistent variables since $\partial Y^*_t / \partial \rho_t = \partial Y_t / \partial \rho_t - 1$ and $\partial Y_t / \partial \rho_t > 0$. Except for shocks to preferences, the effect through $Y_t$ dominates the effect which stems from deflating.
6.7 Robustness

In this section, we discuss several robustness checks for our estimation and amplification results. First, we re-estimate the translog model using a limited data sample until 1998. Second, we re-estimate the translog model using additional data on mark-ups and on profits. Finally, we estimate the two CES models and use these estimated models to quantify the amplification mechanism. Details on the results of our robustness exercises can be found in appendix 6.C.

Subsample estimation. In the first exercise, we check whether the missing observations of firm entry in our data sample considerably affect our estimation and amplification results. We therefore re-estimate the model with translog preferences using only the limited sample period until 1998:Q2, which is the latest data point available for the new firm series. Hence, all missing observations are excluded from the data sample. Everything else remains the same.

Most parameter values are not significantly different from the parameter estimates of the full sample estimation. Two differences are worth mentioning. First, the estimate of the labor share in production is given by 0.91, which is even higher than the estimate of 0.85 in the full sample estimation. However, in both estimations the values correspond roughly to the same labor share in GDP of about 70 percent. Second, the steady-state price mark-up is estimated at 1.43, which is substantially higher than the full sample estimate of 1.26. This implies a stronger competition and variety effect in this sample period. The estimate of $\mu^p$ implies a point estimate for the competition effect $\xi$ equal to 0.3 with a confidence band ranging from 0.24 to 0.35. The implied variety effect $\omega$ is estimated at 0.22 with a confidence band from 0.16 to 0.28. Due to the larger estimates for the competition and the variety effect, the amplification measures are also substantially higher when compared to the baseline estimation. The overall amplification of GDP, consumption, and total investment through the competition and the variety effect are now given by 10.3, 24.4, and -4.5 percent, respectively. These numbers are also significantly different from zero at the 5 percent level.

Estimation using mark-up and profit data. Our analysis so far has shown that the competition effect, i.e. the effect of a change in the number of firms on mark-ups, is statistically significant and economically relevant. Therefore, one might argue that it is important to incorporate a measure of mark-ups in the estimation of the model. In our baseline estimation, we do not use a mark-up measure because mark-ups of prices over marginal costs are unobserved and the construction of a fully model-consistent mark-up measure is impossible. To see this, note that the model’s definition of the price mark-up is given by $\mu^p_t = \alpha Y^c_t / (w_t L^c_t)$. $Y^c_t$ is the aggregate output of final goods consumption, which
does not include investments into new firms. \( L_t^c \) is the corresponding labor input. Both \( Y_t^c \) and \( L_t^f \) are not observable and are different from the gross domestic product \( Y_t \) and overall labor \( L_t \). Nevertheless, it is important to check whether our results are robust to the inclusion of a mark-up proxy. As a proxy, we use the growth rate of the inverse labor share \( Y_t/(w_tL_t) \). We construct the labor share using data on GDP, hours worked and hourly compensation in the non-farm business sector. To account for the differences between the proxy and the model-consistent definition of the mark-up, we include the error term \( \varepsilon_t^{\mu,me} \) in the measurement equation, where \( \varepsilon_t^{\mu,me} \) is assumed to be \( i.i.d. N(0, \sigma^2_{\varepsilon^{\mu,me}}) \). This also ensures that the model is not subject to stochastic singularity. The measurement equation then reads as

\[
dl(MARKUP_t) = 100\Delta \bar{\mu}_t + \varepsilon_t^{\mu,me} \tag{6.25}\]

The dynamics of firm entry are also strongly linked to firms’ profits. Therefore, we also add the growth rate of real per capita corporate profits after taxes to our set of observables. We map this measure to overall profits which are defined by the number of firms \( N_t \) times the (real) average profits per firm \( d_t^r \). Note, though, that profits in the model are economics profits, while in the data profits are accounting profits. One of the main differences is that accounting profits still contain costs of capital since parts of the capital stock are equity-financed. Contrarily in the model, capital costs are fully subtracted out. To account for the difference between profits in the data and in the model, we include the measurement error \( \varepsilon_t^{d,me} \) in the measurement equation, where \( \varepsilon_t^{d,me} \) is assumed to be \( i.i.d. N(0, \sigma^2_{\varepsilon^{d,me}}) \). The measurement equation for profits then reads as

\[
dl(PROFITS_t) = 100(\Delta d_t^r + \Delta \bar{N}_t) + \varepsilon_t^{d,me} \tag{6.26}\]

Re-estimating the baseline model with data on mark-ups and profits, respectively, we do not find any significant differences in the parameters estimates and the amplification measures, compared to the baseline estimation. The estimated models are able to capture the procyclicality of profits and the countercyclicality of mark-ups in the data. However, most of the variations in the mark-up and profit data are captured by the measurement errors. We argue that this is at least partly due to the model-inconsistent construction of the mark-up data and the described differences in the concept of profits between data and model.

---

26 An alternative proxy for price mark-ups can be constructed from data on profits using the relation \( \frac{N_t d_t}{(1 - 1/\bar{\mu}_t^c)} Y_t^C \). However, this relation also contains the unobservable variable \( Y_t^c \). Moreover, it requires to use profit data which, as we argue below, suffers from a measurement problem as well.

27 Recall that the function \( dl \) stands for 100 times the demeaned log-differences operator.

28 More details on the source of the profit data and the construction of the data series can be found in tables 6.8 and 6.9 of appendix 6.B.

29 This confirms the profit volatility puzzle, i.e. the inability of standard business cycle models to account for the volatility of profits. See, e.g. Lewis and Stevens (2015) or Colecchio and Etro (2010).
Estimation of CES models. In the previous section, we have used the same estimated parameter set in all three model frameworks in order to isolate the model-specific competition and variety effect that exclusively result from the different model setups. In this last exercise, we estimate the two CES models using the same data set as in our baseline estimation of the translog model. The constant price mark-up is fixed to the estimated steady-state value under the translog specification. In a second step, we compute the amplification measures using the two estimated CES models and the estimated translog model.

The parameter estimates of the CES models are not significantly different from the parameter estimates of the translog model. All estimates lie within the 90 percent probability interval of the translog estimation. Using the estimated CES models, we therefore obtain similar amplification measures. For the two most important shocks to GDP, i.e. labor productivity and wage mark-ups, the total amplification amounts to 8.7 percent and 13.2 percent, respectively. Note that we do not give overall amplification measures and probability bands. Since we estimate different shocks processes across models, differences in the absolute standard deviations do not show the strength of the amplification mechanism but rather reflect the ability of the models to capture the volatility in the data. On the contrary, shock-specific amplification measures are computed in relative terms and thus control for the different estimates of the shock processes. The computation of the corresponding probability bands would require to know the joint posterior distribution under the translog and the CES models.

6.8 Conclusion

This paper studies the empirical importance of endogenous firm entry as amplification mechanism for business cycle fluctuations. To this end, we use the firm entry model by Bilbiie et al. (2012), extend it with several real frictions and estimate the model on U.S. data with Bayesian methods. In this model, the amplification mechanism of firm entry works through a competition and a variety effect. Both effects are estimated to be statistically significant.

To quantify the strength of this amplification mechanism and to disentangle the competition and the variety effect, we also specify two model frameworks, where either the competition or both effects are switched off. We measure the amplification as the percentage volatility difference in GDP, consumption, and investment across the three model variants.

Our results support the findings of Jaimovich and Floetotto (2008) that endogenous firm entry is an important amplification mechanism for business cycle fluctuations. However, in a medium-scale environment – as considered here – the quantitative impact of firm entry is less dominant. Over all shocks, the competition and the variety effect substan-
tially amplify GDP by 8.5 percent. The impacts of the competition and the variety effect are shock-dependent. For labor productivity and wage mark-up shocks the competition and the variety effect amplify the impacts on GDP, but dampen the impacts of shocks to aggregate demand and to investment-specific technology. The competition effect accounts for most amplification, whereas the variety effect only plays a minor role.

In the theoretical framework each firm produces one differentiated product, i.e. we have an identity between the number of firms and products. In our empirical exercise we exclusively focus on firm entry dynamics by using data on new business incorporations. However, this approach neglects the effect of product creation at existing firms. Bernard et al. (2010) and Broda and Weinstein (2010) highlight the empirical importance of product creation in business cycle fluctuations. We leave it to future research to identify the entry mechanism with data on product creation.
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6. Appendix: Model

The price index and the price elasticity of demand. This section derives the price index $P_t$ and the price elasticity of demand $\varepsilon_{i,t}$ for an individual intermediate good in the translog model. The final goods producers demand intermediate goods $y_{i,t}$ at price $p_{i,t}$ and bundle these intermediate goods to final goods $Y_t^C$. Under perfect competition and zero profits, total revenues equal total costs. The cost function of a final good producer then equals $P_t Y_t^C$, where $P_t$ is the price and the cost of one final good. In the translog model, $\ln P_t$ is given by the following translog function as proposed by Feenstra (2003):

$$
\ln P_t = \alpha_0 + \frac{1}{2} \frac{\tilde{N} - N_t}{\tilde{N}_t \tilde{N}} + \frac{1}{N_t} \int_0^{N_t} \ln p_{i,t} di \\
+ \frac{1}{2 \tilde{N}_t} \int_0^{N_t} \int_0^{N_t} \ln p_{i,t} \ln p_{j,t} didi - \frac{\tilde{\sigma}}{2} \int_0^{N_t} (\ln p_{i,t})^2 di
$$

(6.27)

In the following $\alpha_0$ is normalized to zero.

Under symmetric intermediate goods producers, implying $p_{i,t} = p_{j,t} = p_t$, the translog function (6.27) simplifies to

$$
\ln P_t = \frac{1}{2} \frac{\tilde{N} - N_t}{\tilde{N}_t \tilde{N}} + \ln p_t
$$

(6.28)

and the relative price reads as

$$
\rho_t = \frac{p_t}{P_t} = \exp \left( -\frac{1}{2} \frac{\tilde{N} - N_t}{\tilde{N}_t \tilde{N}} \right)
$$

(6.29)

For the derivation of the price elasticity of demand for an individual good, we use the cost share $s_{i,t}$ of the $i$th production factor, which is defined as

$$
s_{i,t} = \frac{p_{i,t} y_{i,t}}{P_t Y_t^C}
$$

(6.30)

Taking logs of (6.30) and differentiating with respect to $\ln p_{i,t}$ gives

$$
\frac{\partial \ln s_{i,t}}{\partial \ln p_{i,t}} = 1 + \frac{\partial \ln y_{i,t}}{\partial \ln p_{i,t}}
$$

(6.31)

such that we can write the price elasticity as

$$
\varepsilon_{i,t} = -\frac{\partial y_{i,t}}{\partial p_{i,t}} y_{i,t} = -\frac{\partial \ln y_{i,t}}{\partial \ln p_{i,t}} = 1 - \frac{\partial \ln s_{i,t}}{\partial \ln p_{i,t}} = 1 - \frac{\partial s_{i,t}}{\partial \ln p_{i,t}} \frac{1}{s_{i,t}}
$$

(6.32)
According to Shepard’s lemma, the demand for the $i$th production factor is given by

$$y_{i,t} = \frac{\partial P_t Y_t^C}{\partial p_{i,t}} = Y_t^C \frac{P_t}{p_{i,t}} \frac{\partial \ln P_t}{\partial \ln p_{i,t}} \quad (6.33)$$

Replacing $y_{i,t}$ in (6.30) and differentiating (6.27) with respect to $\ln p_{i,t}$, the cost share can be written as

$$s_{i,t} = \frac{\partial \ln P_t}{\partial \ln p_{i,t}} = \frac{1}{N_t} + \frac{1}{N_t} \int_0^{N_t} \ln p_{i,t} di + \frac{1}{N_t} \int_0^{N_t} \ln p_{i,t} di - \frac{1}{2} \tilde{\sigma} \ln p_{i,t} \quad (6.34)$$

$$= \frac{1}{N_t} + \frac{\tilde{\sigma}}{N_t} \int_0^{N_t} \ln p_{i,t} di - \tilde{\sigma} \ln p_{i,t} \quad (6.35)$$

Differentiating (6.35) with respect to $\ln p_{i,t}$ gives

$$\frac{\partial s_{i,t}}{\partial \ln p_{i,t}} = \frac{\tilde{\sigma}}{N_t} - \tilde{\sigma} \quad (6.36)$$

such that

$$\varepsilon_{i,t} = 1 - \left( \frac{\tilde{\sigma}}{N_t} - \tilde{\sigma} \right) \frac{1}{s_{i,t}} \quad (6.37)$$

which reduces for large $N_t$ to

$$\varepsilon_{i,t} = 1 + \tilde{\sigma} \frac{1}{s_{i,t}} \quad (6.38)$$

Under symmetric prices, the cost share in (6.35) reduces to

$$s_t = \frac{1}{N_t} \quad (6.39)$$

and the price elasticity is given by

$$\varepsilon_t = 1 + \tilde{\sigma} N_t \quad (6.40)$$

The final goods production sector under a CES production technology. This section presents the equations for the final goods production sector under a constant elasticity of substitution (CES) production function as in Benassy (1996). In this case, intermediate goods are combined using the production function $Y_t^C = N_t^{\zeta(\epsilon-1)} \left( \int_0^{N_t} y_{i,t} \frac{\partial \ln P_t}{\partial \ln p_{i,t}} \right)^{\frac{1}{1-\zeta}}$, where $\epsilon > 1$ is the (constant) elasticity of substitution between the intermediate inputs, and the parameter $\zeta \geq 0$ captures the degree of increasing returns to specialization. The first-order condition for profit maximization yields the demand function for variety $i$, which is given by $y_{i,t} = P_t^{-\epsilon} N_t^{\zeta(\epsilon-1)-1} Y_t^C$, where $P_t = N_t^{\zeta(\epsilon-1)-1} \left( \int_0^{N_t} p_{i,t} \frac{\partial \ln P_t}{\partial \ln p_{i,t}} \right)^{\frac{1}{1-\zeta}}$. In a
symmetric equilibrium, the price index can be written as $P_t = N_t^{-\zeta} p_t$, implying $\rho_t = N_t^\zeta$. Thus, the degree of returns to specialization $\omega$ is equal to $\zeta$. The two different CES-Benassy model variant differ in how we parameterize the variety effect $\zeta$. In the CES-TrVE model, the variety effect is set equal to the value under the translog specification, i.e. $\omega = \zeta = \frac{1}{2}(\mu^p - 1)$. In the CES-NoVE model, $\omega = \zeta = 0$.

**The log-linear model.** This section presents the log-linearized model equations. A variable without time index denotes its steady-state value. A hat above a variable denotes the percentage deviation from its steady state.

- Consumption Euler equation:
  \[ \hat{\lambda}_t^C = E_t \hat{\lambda}_{t+1}^C + \hat{R}_t \]  
  \[ \hat{\lambda}_{t+1}^C = \lambda_1 \left( \hat{V}_t + \hat{\chi}_t - b\beta E_t \{ \hat{V}_{t+1} + \hat{\chi}_{t+1} \} \right) - \lambda_2 \left( \hat{\lambda}_{t+1}^S + \hat{S}_t - b\beta E_t \{ \hat{S}_{t+1} + \hat{S}_{t+1}^s \} \right) + \lambda_3 \left( \hat{C}_t - b\hat{C}_{t-1} - b\beta E_t \{ \hat{C}_{t+1} - b\hat{C}_t \} \right), \]  

where

\[ \lambda_1 = \frac{C(1 - b)(1 - \beta(1 - \gamma))}{(1 - b\beta)(1 - \beta(1 - \gamma))C(1 - b) - \gamma \psi S L^n} \]

\[ \lambda_2 = \frac{\gamma \psi S L^n}{(1 - b\beta)(1 - \beta(1 - \gamma))C(1 - b) - \gamma \psi S L^n} \]

\[ \lambda_3 = \frac{\gamma \psi S L^n}{(1 - b)(1 - b\beta)(1 - \beta(1 - \gamma))C(1 - b) - \gamma \psi S L^n} \]

and the auxiliary variable

\[ \hat{V}_t = \frac{C}{C(1 - b) - \psi L^n S} \left( \hat{C}_t - b\hat{C}_{t-1} \right) + \frac{\psi L^n S}{C(1 - b) - \psi L^n S} \left( \eta \hat{L}_t + \hat{S}_t \right) \]
• Dynamics of $S_t$

$$\dot{S}_t = (1 - \gamma)\dot{S}_{t-1} + \gamma b \dot{C}_t - \frac{\gamma b}{1 - b} \dot{C}_{t-1} \tag{6.46}$$

• Lagrange multiplier associated with $S_t$:

$$\dot{\lambda}^S_t = \beta(1 - \gamma) E_t \left\{ \dot{\lambda}^S_{t+1} + \dot{S}_{t+1} - \dot{S}_t \right\} + (1 - \beta(1 - \gamma)) \left( \eta \dot{L}_t + \dot{V}_t + \dot{\chi}_t \right) \tag{6.47}$$

• Labor supply:

$$\dot{w}_t = \dot{\mu}^w_t + \dot{V}_t + \theta \dot{L}_t + \dot{S}_t - \dot{\lambda}^C_t + \dot{\chi}_t \tag{6.48}$$

• Optimal pricing equation:

$$\dot{\rho}_t = \dot{\mu}^p_t + \dot{m}_c_t \tag{6.49}$$

• Price mark-up:

$$\dot{\mu}^p_t = -\xi \dot{N}_t, \tag{6.50}$$

where $\xi = 1 - \frac{1}{\mu_p}$ in the translog model and $\xi = 0$ in the CES models.

• Relative price:

$$\dot{\rho}_t = \omega \dot{N}_t, \tag{6.51}$$

where $\omega = \frac{1}{2}(\mu_p - 1)$ in the translog model, $\omega = \frac{1}{2}(\mu_p - 1)$ in the CES-TrVE model and $\omega = 0$ in the CES-NoVE model.

• Factor demand equation:

$$\dot{w}_t = \dot{Y}_t^C - \dot{L}_t^C - \dot{\mu}^p_t \tag{6.52}$$

$$\dot{r}_t^K = \dot{Y}_t^C - (\dot{K}_{t-1} + \dot{u}_t) - \dot{\mu}^p_t \tag{6.53}$$

• Total profit income:

$$\dot{D}_t = \dot{N}_t + \dot{a}_t = \frac{1}{\mu_p - 1} \dot{\mu}^p_t + \dot{Y}_t^C \tag{6.54}$$
6. Endogenous firm entry in an estimated model of the U.S. business cycle

- Firm entry:
  \[
  \ddot{N}_{E,t} = \frac{\beta}{1 + \beta} E_t \dot{N}_{E,t+1} + \frac{1}{1 + \beta} \ddot{N}_{E,t-1} + \frac{1}{(1 + \beta) \kappa_E} (\ddot{w}_t - (\ddot{w}_t - \ddot{z}_t + \ddot{f}_{E,t}))
  \]  
  (6.55)

- Investment in new firms:
  \[
  \dot{I}_{E,t} = \ddot{w}_t - \ddot{z}_t + \ddot{f}_{E,t} + \ddot{N}_{E,t}
  \]  
  (6.56)

- Firm dynamics:
  \[
  \ddot{N}_t = (1 - \delta) \ddot{N}_{t-1} + \delta \ddot{N}_{E,t-1}
  \]  
  (6.57)

- Investment in physical capital:
  \[
  \dot{I}_t = \frac{\beta}{1 + \beta} E_t \dot{I}_{t+1} + \frac{1}{1 + \beta} \dot{I}_{t-1} + \frac{1}{\kappa(1 + \beta)} \dot{Q}_t + \dot{u}_t^I
  \]  
  (6.58)

- Capital accumulation equation:
  \[
  \ddot{K}_t = (1 - \delta^K) \ddot{K}_{t-1} + \delta^K \dot{K}_t - r^K \ddot{u}_t + \delta^K \kappa(1 + \beta) \ddot{u}_t^I
  \]  
  (6.59)

- Capital utilization:
  \[
  \ddot{u}_t = \frac{\delta_1}{\delta_2} (\dot{r}_t^K - \dot{Q}_t)
  \]  
  (6.60)

- Total investment:
  \[
  \ddot{I}_t = \frac{I}{T} \ddot{I}_t + \frac{v N_E}{T} \ddot{I}_{E,t}
  \]  
  (6.61)

- Labor in entry:
  \[
  \ddot{L}_{E,t} = \ddot{f}_{E,t} + \ddot{N}_{E,t} - \ddot{z}_t
  \]  
  (6.62)

- Aggregate production function:
  \[
  \ddot{Y}_t^C = \ddot{\rho}_t + \alpha (\ddot{z}_t + \ddot{L}_t^C) + (1 - \alpha)(\ddot{u}_t + \ddot{K}_{t-1})
  \]  
  (6.63)

- Gross domestic product:
  \[
  \ddot{Y}_t = \frac{Y}{Y} \ddot{Y}_t^C + \frac{v N_E}{Y} (\ddot{w}_t - \ddot{z}_t + \ddot{f}_{E,t} + \ddot{N}_{E,t})
  \]  
  (6.64)
• Goods market clearing:

\[
Y^C_t = \frac{C}{Y^C} \hat{C}_t + \frac{I}{Y^C} \hat{I}_t + \frac{G}{Y^C} \hat{G}_t
\]  
(6.65)

• Resource constraint:

\[
\dot{Y}_t = \frac{wL}{Y}(\dot{\bar{w}}_t + \dot{\bar{L}}_t) + \frac{Nd}{Y}(\dot{\bar{N}}_t + \dot{\bar{d}}_t) + \frac{r^K}{Y}(\dot{\bar{r}}^K_t + \dot{\bar{K}}_{t-1} + \dot{\bar{u}}_t)
\]  
(6.66)

**Shock processes**

• Labor productivity:

\[
\dot{\bar{z}}_t = \rho_z \dot{\bar{z}}_{t-1} + \varepsilon^z_t
\]  
(6.67)

• Entry costs:

\[
\dot{\bar{f}}_{E,t} = \rho_{fE} \dot{\bar{f}}_{E,t-1} + \varepsilon^{fE}_t
\]  
(6.68)

• Investment-specific technology:

\[
\dot{\bar{u}}_{I}^I = \rho_I \dot{\bar{u}}_{I,t-1} + \varepsilon^{I}_t
\]  
(6.69)

• Wage mark-up:

\[
\dot{\bar{\mu}}^w_t = \rho_{\mu} \dot{\bar{\mu}}^w_{t-1} + \varepsilon^\mu_t + \nu \varepsilon^\mu_{t-1}
\]  
(6.70)

• Government spending:

\[
\dot{\bar{G}}_t = \rho_G \dot{\bar{G}}_{t-1} + \varepsilon^G_t
\]  
(6.71)
6. B Appendix: Data

Table 6.8: Data source

<table>
<thead>
<tr>
<th>Series ID</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPC96</td>
<td>Real gross domestic product</td>
<td>BEA</td>
</tr>
<tr>
<td>PCND</td>
<td>Personal consumption expenditures: non-durable goods</td>
<td>BEA</td>
</tr>
<tr>
<td>PCESV</td>
<td>Personal consumption expenditures: services</td>
<td>BEA</td>
</tr>
<tr>
<td>PCDG</td>
<td>Personal consumption expenditures: durable goods</td>
<td>BEA</td>
</tr>
<tr>
<td>FPI</td>
<td>Fixed private investment</td>
<td>BEA</td>
</tr>
<tr>
<td>CBI</td>
<td>Change in private inventories</td>
<td>BEA</td>
</tr>
<tr>
<td>PRS85006033</td>
<td>Non-farm business hours worked index (2005=100)</td>
<td>BLS</td>
</tr>
<tr>
<td>PRS85006103</td>
<td>Non-farm business hourly compensation index (2005=100)</td>
<td>BLS</td>
</tr>
<tr>
<td>CES050000008</td>
<td>Average hourly earnings of production</td>
<td>BLS</td>
</tr>
<tr>
<td>NBI</td>
<td>New business incorporations</td>
<td>SCB from BEA</td>
</tr>
<tr>
<td>CNP160V</td>
<td>Civilian noninstitutional population</td>
<td>BLS</td>
</tr>
<tr>
<td>GDPDEF</td>
<td>Gross domestic product: implicit price deflator</td>
<td>BEA</td>
</tr>
<tr>
<td>CPATAX</td>
<td>Corporate profits after tax with IVA and CCAdj</td>
<td>BEA</td>
</tr>
</tbody>
</table>

Data series on profits are used in the sensitivity analysis.

Table 6.9: Construction of data series

<table>
<thead>
<tr>
<th>Time Series</th>
<th>Construction</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( dl(GDP_t) )</td>
<td>( dl \left( \frac{GDPC96_t}{CNP160V_t} \right) )</td>
<td>growth rate of real per capita GDP</td>
</tr>
<tr>
<td>( dl(CONS_t) )</td>
<td>( dl \left( \frac{PCND_t + PCESV_t}{CNP160V_t \times GDPDEF_t} \right) )</td>
<td>growth rate of real per capita consumption</td>
</tr>
<tr>
<td>( dl(INV_t) )</td>
<td>( dl \left( \frac{FPI_t + PCDG_t + CBI_t}{CNP160V_t \times GDPDEF_t} \right) )</td>
<td>growth rate of real per capita investment</td>
</tr>
<tr>
<td>( dl(WAGE1_t) )</td>
<td>( dl \left( \frac{PRS85006103_t}{GDPDEF_t} \right) )</td>
<td>growth rate of first measure of real wage</td>
</tr>
<tr>
<td>( dl(WAGE2_t) )</td>
<td>( dl \left( \frac{CES050000008_t}{GDPDEF_t} \right) )</td>
<td>growth rate of second measure real wage</td>
</tr>
<tr>
<td>( l(HOURS_t) )</td>
<td>( l \left( \frac{PRS85006033_t}{CNP160V_t} \right) )</td>
<td>logarithm of per capita hours worked</td>
</tr>
<tr>
<td>( dl(ENTRY_t) )</td>
<td>( dl \left( \frac{NBI_t}{CNP160V_t} \right) )</td>
<td>growth rate of per capita new firms</td>
</tr>
<tr>
<td>( dl(PROFITS_t) )</td>
<td>( dl \left( \frac{CPATAX_t}{CNP160V_t \times GDPDEF_t} \right) )</td>
<td>growth rate of real per capita profits</td>
</tr>
<tr>
<td>( dl(MARKUP_t) )</td>
<td>( dl \left( \frac{GDP96_t \times GDPDEF_t}{PRS85006103_t \times PRS85006033_t} \right) )</td>
<td>growth rate of inverse labor share</td>
</tr>
</tbody>
</table>

Note: The function \( l \) and \( dl \) stand for 100 times the demeaned logarithm and the demeaned log-difference, respectively. Data series on profits and mark-ups are used in the sensitivity analysis.

6. C Appendix: Robustness
Table 6.10: Results from the Bayesian estimation of the Translog model: Robustness checks

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Baseline Full sample</th>
<th>Baseline Sub sample</th>
<th>Baseline + Profit data Full sample</th>
<th>Baseline + Markup data Full sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean [5% , 95%]</td>
<td>Mean [5% , 95%]</td>
<td>Mean [5% , 95%]</td>
<td>Mean [5% , 95%]</td>
</tr>
<tr>
<td>Structural parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor share in production α</td>
<td>0.85 [0.81 , 0.90]</td>
<td>0.91 [0.86 , 0.96]</td>
<td>0.85 [0.81 , 0.90]</td>
<td>0.86 [0.81 , 0.90]</td>
</tr>
<tr>
<td>Labor utility θ</td>
<td>3.64 [1.92 , 5.80]</td>
<td>4.14 [2.18 , 6.57]</td>
<td>3.62 [1.90 , 5.77]</td>
<td>3.60 [1.90 , 5.77]</td>
</tr>
<tr>
<td>Wealth elast. labor supply γ</td>
<td>0.79 [0.63 , 0.93]</td>
<td>0.78 [0.59 , 0.93]</td>
<td>0.80 [0.63 , 0.93]</td>
<td>0.79 [0.63 , 0.93]</td>
</tr>
<tr>
<td>Consumption habit b</td>
<td>0.76 [0.71 , 0.80]</td>
<td>0.77 [0.71 , 0.82]</td>
<td>0.75 [0.70 , 0.80]</td>
<td>0.75 [0.70 , 0.80]</td>
</tr>
<tr>
<td>Inv. elast. of capital util. λ</td>
<td>0.55 [0.33 , 0.89]</td>
<td>0.53 [0.32 , 0.84]</td>
<td>0.55 [0.33 , 0.90]</td>
<td>0.53 [0.33 , 0.85]</td>
</tr>
<tr>
<td>Entry adj. cost κE</td>
<td>1.50 [1.09 , 1.99]</td>
<td>1.46 [1.01 , 2.00]</td>
<td>1.49 [1.08 , 1.98]</td>
<td>1.49 [1.07 , 1.97]</td>
</tr>
<tr>
<td>Autocorrelation of shock processes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor productivity ρz</td>
<td>0.96 [0.94 , 0.98]</td>
<td>0.98 [0.97 , 0.99]</td>
<td>0.96 [0.94 , 0.98]</td>
<td>0.96 [0.94 , 0.98]</td>
</tr>
<tr>
<td>Wage mark-up ρμ</td>
<td>0.97 [0.95 , 0.98]</td>
<td>0.95 [0.93 , 0.97]</td>
<td>0.97 [0.95 , 0.98]</td>
<td>0.97 [0.95 , 0.98]</td>
</tr>
<tr>
<td>Invest. spec. tech. ρt</td>
<td>0.24 [0.12 , 0.38]</td>
<td>0.19 [0.07 , 0.33]</td>
<td>0.25 [0.12 , 0.38]</td>
<td>0.24 [0.12 , 0.38]</td>
</tr>
<tr>
<td>Gov. spending ρG</td>
<td>0.92 [0.88 , 0.94]</td>
<td>0.91 [0.87 , 0.95]</td>
<td>0.91 [0.88 , 0.94]</td>
<td>0.92 [0.88 , 0.95]</td>
</tr>
<tr>
<td>Entry cost ρE</td>
<td>0.95 [0.91 , 0.98]</td>
<td>0.98 [0.96 , 0.99]</td>
<td>0.95 [0.91 , 0.98]</td>
<td>0.95 [0.91 , 0.98]</td>
</tr>
<tr>
<td>Standard deviation of innovations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor prod. σε</td>
<td>0.80 [0.70 , 0.90]</td>
<td>0.74 [0.65 , 0.85]</td>
<td>0.79 [0.70 , 0.90]</td>
<td>0.80 [0.70 , 0.90]</td>
</tr>
<tr>
<td>Preference σεK</td>
<td>1.46 [1.07 , 1.91]</td>
<td>1.64 [1.17 , 2.20]</td>
<td>1.45 [1.07 , 1.90]</td>
<td>1.45 [1.07 , 1.88]</td>
</tr>
<tr>
<td>Gov. spending σεG</td>
<td>1.87 [1.71 , 2.03]</td>
<td>1.78 [1.61 , 1.96]</td>
<td>1.87 [1.72 , 2.03]</td>
<td>1.87 [1.72 , 2.03]</td>
</tr>
<tr>
<td>Entry cost σεE</td>
<td>2.43 [1.96 , 2.97]</td>
<td>2.58 [2.12 , 3.08]</td>
<td>2.44 [1.97 , 2.99]</td>
<td>2.42 [1.95 , 2.97]</td>
</tr>
<tr>
<td>Moving average parameter and loading coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wage mark-up shock ν</td>
<td>0.41 [0.26 , 0.56]</td>
<td>0.27 [0.08 , 0.45]</td>
<td>0.41 [0.26 , 0.56]</td>
<td>0.41 [0.26 , 0.56]</td>
</tr>
<tr>
<td>Loading coefficient λ</td>
<td>0.13 [0.06 , 0.19]</td>
<td>0.13 [0.04 , 0.22]</td>
<td>0.13 [0.06 , 0.19]</td>
<td>0.13 [0.06 , 0.19]</td>
</tr>
</tbody>
</table>

Note: Using a Random Walk Metropolis Hastings algorithm, we generate 2 chains of 2 Mio parameter draws each. For each chain, we discard the first 1 Mio. draws and use the remaining draws to compute the posterior mean and percentiles. In our baseline estimation, the data sample ranges from 1964:Q1 to 2012:Q2 (full data sample) and the data set consists of data series on GDP, consumption, investment, hours worked, firm entry, and two wage measures. In the sub sample estimation, the data sample only ranges until 1998:Q3. In all estimations, we use the prior distributions of the baseline estimation given in table 6.4.
Table 6.11: Standard deviations, relative volatilities and amplification indicators using estimated parameters from the subsample estimation

<table>
<thead>
<tr>
<th></th>
<th>Volatility</th>
<th></th>
<th>Amplification</th>
<th>Corr</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translog</td>
<td>CES-TrVE</td>
<td>CES-NoVE</td>
<td>Total</td>
<td>CE</td>
<td>VE</td>
</tr>
<tr>
<td>Std of GDP relative to... shock</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0382</td>
<td>0.9402</td>
<td>0.9304</td>
<td>11.6%</td>
<td>10.4%</td>
<td>1.1%</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1628</td>
<td>0.1470</td>
<td>0.1456</td>
<td>11.9%</td>
<td>10.8%</td>
<td>0.9%</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.1031</td>
<td>0.1104</td>
<td>0.1113</td>
<td>-7.4%</td>
<td>-6.7%</td>
<td>-0.8%</td>
</tr>
<tr>
<td>preference</td>
<td>0.0394</td>
<td>0.0593</td>
<td>0.0594</td>
<td>-0.6%</td>
<td>0.2%</td>
<td>-0.2%</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.0648</td>
<td>0.0678</td>
<td>0.0681</td>
<td>-4.8%</td>
<td>-4.4%</td>
<td>-0.5%</td>
</tr>
</tbody>
</table>

Absolute std of GDP

|                        |            |                          |               |      |        |        |
| All five shocks        | 0.0541     | 0.0495                   | 0.0491        | 10.3%| 9.3%   | 0.9%   | 0.52  |

Std of consumption relative to... shock

|                        |            |                          |               |      |        |        |
| labor prod.            | 1.3014     | 1.0971                   | 1.0287        | 26.5%| 18.6%  | 6.7%   | 0.99  |
| wage mark-up           | 0.1766     | 0.1416                   | 0.1322        | 33.5%| 24.7%  | 7.1%   | 0.98  |
| inv. spec. tech.       | 0.1359     | 0.1469                   | 0.1501        | -9.5%| -7.5%  | -2.2%  | -0.59 |
| preference             | 0.2893     | 0.2961                   | 0.2949        | -1.9%| -2.3%  | 0.4%   | -0.14 |
| gov. spending          | 0.1407     | 0.1201                   | 0.1160        | 21.3%| 17.1%  | 3.6%   | 0.96  |

Absolute std of consumption

|                        |            |                          |               |      |        |        |
| All five shocks        | 0.0651     | 0.0553                   | 0.0524        | 24.4%| 17.7%  | 5.6%   | 0.60  |

Std of total investment relative to... shock

|                        |            |                          |               |      |        |        |
| labor prod.            | 1.5248     | 1.7096                   | 1.6826        | -9.4%| -10.8% | 1.6%   | 0.71  |
| wage mark-up           | 0.3509     | 0.3778                   | 0.3703        | -5.2%| -7.1%  | 2.0%   | 0.58  |
| inv. spec. tech.       | 0.5215     | 0.5113                   | 0.5130        | 1.6% | 2.0%   | -0.3%  | -0.08 |
| preference             | 0.5774     | 0.5880                   | 0.5809        | -0.6%| -1.8%  | 1.2%   | 0.28  |
| gov. spending          | 0.2818     | 0.2941                   | 0.2889        | -2.5%| -4.2%  | 1.8%   | 0.45  |

Absolute std of total investment

|                        |            |                          |               |      |        |        |
| All five shocks        | 0.1140     | 0.1208                   | 0.1193        | -4.5%| -5.6%  | 1.2%   | 0.25  |

Note: Volatilities and amplification measures are computed by simulating the model at the posterior mean reported in table 6.10. Figures in brackets give the corresponding fifth and ninety fifth percentiles. To compute these percentiles, we use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the models and compute the volatility and amplification measures. The contemporaneous correlation in the last column is based on simulated data from the translog model at the posterior mean.
Table 6.12: Standard deviations, relative volatilities and amplification indicators using estimated parameters from the estimation with mark-up data

<table>
<thead>
<tr>
<th></th>
<th>Volatility</th>
<th>Amplification</th>
<th>Corr (X, N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translog</td>
<td>CES-TrVE</td>
<td>CES-NoVE</td>
</tr>
<tr>
<td><strong>Std of GDP relative to shock</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0019</td>
<td>0.9334</td>
<td>0.9175</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1824</td>
<td>0.1700</td>
<td>0.1671</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2106</td>
<td>0.2200</td>
<td>0.2254</td>
</tr>
<tr>
<td>preference</td>
<td>0.0747</td>
<td>0.0734</td>
<td>0.0736</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.0632</td>
<td>0.0645</td>
<td>0.0649</td>
</tr>
<tr>
<td><strong>Absolute std of GDP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0519</td>
<td>0.0486</td>
<td>0.0478</td>
</tr>
<tr>
<td><strong>Std of consumption relative to shock</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0768</td>
<td>0.9320</td>
<td>0.8872</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.2012</td>
<td>0.1750</td>
<td>0.1668</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2732</td>
<td>0.2889</td>
<td>0.2968</td>
</tr>
<tr>
<td>preference</td>
<td>0.2922</td>
<td>0.2970</td>
<td>0.2957</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.1448</td>
<td>0.1312</td>
<td>0.1281</td>
</tr>
<tr>
<td><strong>Absolute std of consumption</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0576</td>
<td>0.0505</td>
<td>0.0484</td>
</tr>
<tr>
<td><strong>Std of total investment relative to shock</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>2.1944</td>
<td>2.3274</td>
<td>2.2571</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.3768</td>
<td>0.4017</td>
<td>0.3899</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>1.2283</td>
<td>1.2074</td>
<td>1.2152</td>
</tr>
<tr>
<td>preference</td>
<td>0.6002</td>
<td>0.6115</td>
<td>0.6025</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.3123</td>
<td>0.3219</td>
<td>0.3143</td>
</tr>
<tr>
<td><strong>Absolute std of total investment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.1201</td>
<td>0.1261</td>
<td>0.1231</td>
</tr>
</tbody>
</table>

Note: Volatilities and amplification measures are computed by simulating the model at the posterior mean reported in table 6.10. Figures in brackets give the corresponding fifth and ninety-fifth percentiles. To compute these percentiles, we use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the models and compute the volatility and amplification measures. The contemporaneous correlation in the last column is based on simulated data from the translog model at the posterior mean.
Table 6.13: Standard deviations, relative volatilities and amplification indicators using estimated parameters from the estimation with profit data

<table>
<thead>
<tr>
<th></th>
<th>Volatility</th>
<th>Amplification</th>
<th>Corr</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translog</td>
<td>CES-Tr/VE</td>
<td>CES-NoVE</td>
<td>Total</td>
</tr>
<tr>
<td>Std of GDP relative to... shock</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0056</td>
<td>0.9341</td>
<td>0.9183</td>
<td>9.5%</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1763</td>
<td>0.1639</td>
<td>0.1611</td>
<td>9.4%</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2002</td>
<td>0.2115</td>
<td>0.2148</td>
<td>-6.8%</td>
</tr>
<tr>
<td>preference</td>
<td>0.0721</td>
<td>0.0707</td>
<td>0.0708</td>
<td>1.8%</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.0625</td>
<td>0.0639</td>
<td>0.0643</td>
<td>-2.7%</td>
</tr>
<tr>
<td>Absolute std of GDP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0522</td>
<td>0.0488</td>
<td>0.0480</td>
<td>8.8%</td>
</tr>
<tr>
<td>Std of consumption relative to... shock</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0918</td>
<td>0.9411</td>
<td>0.8943</td>
<td>22.1%</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1954</td>
<td>0.1692</td>
<td>0.1609</td>
<td>21.4%</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2589</td>
<td>0.2744</td>
<td>0.2820</td>
<td>-8.2%</td>
</tr>
<tr>
<td>preference</td>
<td>0.2901</td>
<td>0.2950</td>
<td>0.2935</td>
<td>-1.2%</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.1457</td>
<td>0.1313</td>
<td>0.1281</td>
<td>13.7%</td>
</tr>
<tr>
<td>Absolute std of consumption</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.0583</td>
<td>0.0510</td>
<td>0.0488</td>
<td>19.5%</td>
</tr>
<tr>
<td>Std of total investment relative to... shock</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>2.1574</td>
<td>2.2925</td>
<td>2.2257</td>
<td>-3.1%</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.3603</td>
<td>0.3846</td>
<td>0.3736</td>
<td>-6.3%</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>1.1486</td>
<td>1.1295</td>
<td>1.1368</td>
<td>1.0%</td>
</tr>
<tr>
<td>preference</td>
<td>0.5978</td>
<td>0.6084</td>
<td>0.5995</td>
<td>-0.3%</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.3141</td>
<td>0.3237</td>
<td>0.3162</td>
<td>-0.7%</td>
</tr>
<tr>
<td>Absolute std of total investment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All five shocks</td>
<td>0.1200</td>
<td>0.1259</td>
<td>0.1231</td>
<td>-2.5%</td>
</tr>
</tbody>
</table>

Note: Volatilities and amplification measures are computed by simulating the model at the posterior mean reported in Table 6.10. Figures in brackets give the corresponding fifth and ninety fifth percentiles. To compute these percentiles, we use the last 50,000 parameter draws (25,000 of each chain). For each parameter draw, we simulate the model and compute the volatility and amplification measures. The contemporaneous correlation in the last column is based on simulated data from the translog model at the posterior mean.
Table 6.14: Results from the Bayesian estimation of the Translog and the CES models

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Prior distribution</th>
<th>Translog</th>
<th>CES-TrVE</th>
<th>CES-NoVE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type</td>
<td>Mean</td>
<td>STD</td>
<td>Mean [5% , 95%]</td>
</tr>
<tr>
<td><strong>Structural parameters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Labor share in production $\alpha$</td>
<td>Beta</td>
<td>0.7</td>
<td>0.2</td>
<td>0.85 [0.81 , 0.90]</td>
</tr>
<tr>
<td>Labor utility $\theta$</td>
<td>Gamma</td>
<td>2.0</td>
<td>1.0</td>
<td>3.64 [2.92 , 5.80]</td>
</tr>
<tr>
<td>Wealth elast. labor supply $\gamma$</td>
<td>Beta</td>
<td>0.5</td>
<td>0.2</td>
<td>0.79 [0.63 , 0.93]</td>
</tr>
<tr>
<td>Consumption habit $b$</td>
<td>Beta</td>
<td>0.5</td>
<td>0.2</td>
<td>0.76 [0.71 , 0.80]</td>
</tr>
<tr>
<td>Investment adj. cost $\kappa_I$</td>
<td>Gamma</td>
<td>4.0</td>
<td>1.0</td>
<td>3.82 [2.59 , 5.28]</td>
</tr>
<tr>
<td>Inv. elast. of capital util. $\delta$</td>
<td>Gamma</td>
<td>1.0</td>
<td>1.0</td>
<td>0.55 [0.33 , 0.89]</td>
</tr>
<tr>
<td>Price mark-up $\mu^p$</td>
<td>Gamma</td>
<td>1.3</td>
<td>0.2</td>
<td>1.26 [1.16 , 1.36]</td>
</tr>
<tr>
<td>Entry adj. cost $\kappa_E$</td>
<td>Gamma</td>
<td>4.0</td>
<td>1.0</td>
<td>1.50 [1.09 , 1.99]</td>
</tr>
</tbody>
</table>

**Autocorrelation of shock processes**

| Labor productivity $\rho_z$ | Beta   | 0.5  | 0.2       | 0.96 [0.94 , 0.98] | 0.96 [0.94 , 0.98] | 0.96 [0.94 , 0.98] |
| Wage mark-up $\rho_w$       | Beta   | 0.5  | 0.2       | 0.97 [0.95 , 0.98] | 0.97 [0.95 , 0.98] | 0.97 [0.95 , 0.98] |
| Invest. spec. tech. $\rho_r$ | Beta   | 0.5  | 0.2       | 0.24 [0.12 , 0.38] | 0.23 [0.11 , 0.36] | 0.22 [0.10 , 0.35] |
| Gov. spending $\rho_G$       | Beta   | 0.5  | 0.2       | 0.92 [0.88 , 0.94] | 0.92 [0.88 , 0.95] | 0.92 [0.89 , 0.95] |
| Entry cost $\rho_{FE}$       | Beta   | 0.5  | 0.2       | 0.95 [0.91 , 0.98] | 0.94 [0.89 , 0.98] | 0.94 [0.89 , 0.98] |

| Standard deviation of innovations | $\alpha_{\sigma_z}$ | Igamma  | 2.0  | 1       | 0.80 [0.70 , 0.90] | 0.79 [0.71 , 0.89] | 0.80 [0.72 , 0.89] |
|                                 | $\sigma_{\sigma_w}$ | Igamma  | 2.0  | 1       | 4.30 [3.00 , 5.95] | 4.39 [3.12 , 5.96] | 4.43 [3.14 , 6.01] |
| Invest. spec. tech. $\sigma_{\sigma_r}$ | Igamma | 2.0  | 1       | 3.99 [2.39 , 6.54] | 3.91 [3.21 , 4.69] | 3.94 [3.25 , 4.71] |
| Preference $\sigma_{\sigma_{FB}}$ | Igamma | 2.0  | 1       | 1.46 [1.07 , 1.91] | 1.42 [1.06 , 1.85] | 1.36 [1.01 , 1.75] |
| Gov. spending $\sigma_{\sigma_G}$ | Igamma | 2.0  | 1       | 1.87 [1.71 , 2.03] | 1.87 [1.72 , 2.03] | 1.87 [1.72 , 2.04] |
| Entry cost $\sigma_{\sigma_{FE}}$ | Igamma | 2.0  | 1       | 2.43 [1.96 , 2.97] | 2.04 [1.57 , 2.55] | 1.98 [1.53 , 2.49] |

**Moving average parameter and loading coefficient**

| Wage mark-up shock $\nu$ | Normal  | 0.0  | 0.2       | 0.41 [0.26 , 0.56] | 0.42 [0.27 , 0.56] | 0.42 [0.27 , 0.56] |
| Loading coefficient $\lambda$ | Normal | 1.0  | 2.0       | 0.13 [0.06 , 0.19] | 0.13 [0.06 , 0.19] | 0.13 [0.06 , 0.19] |

Note: Using a Random Walk Metropolis Hastings algorithm, we generate 2 chains of 2 Mio. parameter draws each. For each chain, we discard the first 1 Mio. draws and use the remaining draws to compute the posterior mean and percentiles. To estimate the CES models, we calibrate the steady state price mark-up at the posterior mean of the Translog estimation. The data set ranges from 1964:Q1 to 2012:Q2 and consists of data series on GDP, consumption, investment, hours worked, firm entry, and two wage measures.
Table 6.15: Standard deviations, relative volatilities and amplification indicators using estimated translog and CES models

<table>
<thead>
<tr>
<th></th>
<th>Volatility</th>
<th>Amplication</th>
<th>Corr $(X, N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Translog</td>
<td>CES-TrVE</td>
<td>Total CE VE</td>
</tr>
<tr>
<td>Std of GDP relative to ... shock</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0006</td>
<td>0.9365</td>
<td>0.9202</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1811</td>
<td>0.1628</td>
<td>0.1599</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2166</td>
<td>0.2078</td>
<td>0.2111</td>
</tr>
<tr>
<td>preference</td>
<td>0.0749</td>
<td>0.0766</td>
<td>0.0768</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.0627</td>
<td>0.0608</td>
<td>0.0611</td>
</tr>
<tr>
<td>Std of consumption relative to ... shock</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>1.0705</td>
<td>0.9396</td>
<td>0.8939</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.1995</td>
<td>0.1731</td>
<td>0.1649</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>0.2797</td>
<td>0.2695</td>
<td>0.2769</td>
</tr>
<tr>
<td>preference</td>
<td>0.2915</td>
<td>0.3023</td>
<td>0.3010</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.1461</td>
<td>0.1384</td>
<td>0.1352</td>
</tr>
<tr>
<td>Std of total investment relative to ... shock</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor prod.</td>
<td>2.2082</td>
<td>2.2929</td>
<td>2.2256</td>
</tr>
<tr>
<td>wage mark-up</td>
<td>0.3743</td>
<td>0.3580</td>
<td>0.3480</td>
</tr>
<tr>
<td>inv. spec. tech.</td>
<td>1.2574</td>
<td>1.1249</td>
<td>1.1317</td>
</tr>
<tr>
<td>preference</td>
<td>0.5985</td>
<td>0.6090</td>
<td>0.6005</td>
</tr>
<tr>
<td>gov. spending</td>
<td>0.3138</td>
<td>0.3152</td>
<td>0.3080</td>
</tr>
</tbody>
</table>

**Note:** Volatilities and amplification measures are computed at the respective posterior mean given in Table 6.14. Note that we are not able to give the probability bands for our amplification measures in this specification. This would require to know the joint posterior distribution under the translog and the CES models. The contemporaneous correlation in the last column is based on simulated data from the translog model at the posterior mean.
Chapter 7

Summary and outlook

The main contribution of this thesis to the existing theoretical and empirical literature on New Keynesian Macroeconomics are as follows: First, we link the lag polynomial associated with news shocks to the class of cyclotomic polynomials. By doing so, we are able to analytically show that the roots of the lag polynomial are all equal in modulus and are independent of the length of the anticipation horizon. Hence, the destabilizing effects of news shocks are not related to the problem of nonfundamentalness. Second, we study the volatility implications of news shocks under optimal monetary policy and boundedly rational expectations. We find that the (volatility) effects of news shocks on the economy and, thus, their importance for business cycle fluctuations depend on the assumption of forward-looking rational expectations. Under boundedly rational expectations, news shocks may generate less volatility than unanticipated shocks of the same form. Third, we introduce partially anticipated monetary policy shocks for which the public has imperfect information about the shock process. We find that this type of shock may lead to a lower volatility than fully anticipated shocks of the same form. Fourth, we integrate a money and credit market into a baseline New Keynesian model based on a money-and-credit-in-the-utility approach. This framework enables us to study changes in the monetary base and in the refinancing rate. It gives implicitly rise to a credit channel as an additional transmission mechanism of monetary shocks in which the (current and future) bond and loan rate directly affect current goods demand. Finally, we estimate a medium-scale real business cycle model with endogenous firm entry for the U.S. economy in order to quantify the amplification mechanism associated with firm entry. The amplification mechanism works through the competition and the variety effect. Both effects are statistically significant and substantially amplify the volatility in output and consumption.

This thesis forms the basis for several possible directions of future research. The following two avenues seem particularly promising and are already in working process: First, over the last years central banks around the globe have made an effort to explain and communicate their future policy intentions. Since interest rates are at the zero lower
bound, central banks are forced to use unconventional instruments to stimulate the economy. In light of this, it would be interesting to study the dynamic effects of anticipated disturbances in the monetary base. Based on this thesis, a possible way would be to use a dynamic version of the New Keynesian model with money and credit markets developed in chapter 5 and extend it with news shocks. Second, another research idea in the context of anticipated monetary policy is to extend the analysis of chapter 4 and study the optimal communication strategy of the central bank. In particular, what is the optimal anticipation length of monetary policy shocks as response to anticipated and unanticipated disturbances?
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