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Zusammenfassung

In dieser Arbeit wird die Berechnung elektrischer Aktivitdt im Herzen aus mit Hilfe
magnetokardiographischer Sensoren gemessenen Magnetfeldern und der Losung des
zugehorigen inversen Problems untersucht. Mdégliche Anwendungen des Formalis-
mus sind etwa die Lokalisierung akzessorischer Leitungsbahnen im Wolff-Parkinson-
White Syndrom oder die Lokalisierung fokaler ventrikularer Tachykardie.

In dieser Arbeit wird zur Rekonstruktion der elektrischen Aktivitdt des Herzens
die Methode activation time tmaging untersucht. Hierbei werden zunéchst die pri-
méaren Stromdipole in einem kubischen ventrikuldren Gitter aus den Signalen der
Sensoren berechnet. Hierfiir werden Standardverfahren zur Losung des inversen
Problems verwendet, wie die MUltiple SIgnal Classification (MUSIC) oder das Ti-
chonov regularisierte Weighted Minimum Norm (WMN) Verfahren. Aus dem Maxi-
mum des Primérstroms einer ventrikuldren Zelle kann dann die Aktivierungszeit/De-
polarisierungszeit der Zelle abgeschétzt werden. Die so berechneten Aktivierungszeit-
en dienen als Anfangszustinde fiir die in der Arbeit verwendeten Kalman Filter.
Aufgrund der im Vergleich zur Anzahl der Quellen des Magnetfelds sehr kleinen
Anzahl an Sensoren ist das inverse Problem fiir die primiren Stromdipole stark
unterbestimmt und nicht eindeutig losbar. Die mit den Methoden MUSIC und
WDMN berechneten Aktivierungszeiten weichen daher stark von den tatséchlichen
Aktivierungszeiten ab. Es wird daher in einem Zustandsmodell eine Prozessfunktion
eingefiihrt, die eine zusétzliche Nebenbedingung fiir das inverse Problem darstellt,
die Aktivierungszeiten glittet und damit zu einer Verringerung des Fehlers fiir die
Aktivierungszeiten fiihrt. Der mittlere Lokalisierungsfehler fiir akzessorische Leitungs-
bahnen wird dabei ebenso verringert, da er aus dem Ort des Minimums der Ak-
tivierungszeiten berechnet werden kann. Da die verwendete Prozessfunktion sowie
die Signalfunktion nichtlineare Funktionen der Aktivierungszeiten sind, werden zur
Lésung des Zustandsmodells die fiir nichtlineare Zustandsmodelle optimierten Al-
gorithmen EKF (Extended Kalman Filter) und UKF (Unscented Kalman Filter)
verwendet.

In Kapitel 6 der Arbeit werden mit Hilfe des EKF und des UKF Aktivierungszeit-
en fiir 12 verschiedene Ausgangspunkte der Aktivitdt in den Ventrikeln berechnet
und die Fehler {iber die 12 Ausgangspunkte gemittelt. Zusétzlich werden die Ak-
tivierungszeiten berechnet fiir 7 Paare von Ausgangspunkten der Aktivitdt sowie
fiir den Fall, dass der Aktivitdt der 12 einzelnen Ausgangspunkte die Aktivitit
eines gesunden Herzmodells iiberlagert wird (Fusionsmodell). Sowohl im Fall der
12 einzelnen Ausgangspunkte als auch im Fall der 7 Paare von Ausgangspunkten
und im Fusionsmodell liefert der UKF eine bessere Abschitzung der tatséchlichen
Aktivitdt als der EKF. Im Fall der 12 einzelnen Ausgangspunkte und im Fusions-
modell erhilt man die beste Abschédtzung der Aktivitdt und den kleinsten mittleren
Lokalisierungsfehler fiir die Kombination aus Anfangszustand MUSIC und Kalman
Filter UKF. Im Fall der 7 Paare von Ausgangspunkten liefert eine Abschétzung der
Aktivierungszeiten mit dem Einzel-Dipol-Verfahren MUSIC jedoch grofsere Fehler
als das Verfahren WMN.



Es wird vermutet, dass der UKF eine bessere Abschitzung der Aktivierungszeit-
en als der EKF liefert, da die glittende Prozessfunktion eine nichtlineare und sogar
unstetige Funktion der Aktivierungszeiten ist, der EKF jedoch nur ein Verfahren
erster Ordnung Taylor ist. Der UKF ist dagegen ein Verfahren dritter Ordnung.

Im Vorhinein wurden in Kapitel 5 der Arbeit verschiedene geometrische Anord-
nungen von Magnetokardiographie-Sensoren untersucht. Dabei wurden einzelne pri-
mére Stromdipole im Herzen mit Hilfe des Verfahrens MUSIC lokalisiert. Fiir die
Dipole wurden Lokalisierungsfehler berechnet fiir Sensor-Doppellagen auf der Vorder-
seite des Torsos, Sensor-Doppellagen auf der Riickseite des Torsos und gleichzeitig
auf der Vorder- und Riickseite angebrachte Sensoren. Der mittlere Lokalisierungs-
fehler war hierbei sowohl fiir ein kommerzielles Magnetokardiographie-System mit 64
auf einer Kreisfliche angeordneten Sensoren als auch fiir eine quadratische Anord-
nung mit (6 x 6) Sensoren am kleinsten im Fall der gleichzeitig auf der Vorder-
und Riickseite angebrachten Sensoren, so dass die Anordnung mit (6 x 6) Sensoren
vorderseitig und (6 x 6) Sensoren riickseitig auch fiir oben genannte Kalman Filter
Simulationen verwendet wurde.

Dass die gleichzeitige Anordnung der Sensoren auf der Vorder- und Riickseite
des Torsos die kleinsten Lokalisierungsfehler liefert, wurde dariiber hinaus anhand
einer experimentellen Studie an herzgesunden Probanden mit einem kommerziellen
Magnetokardiographie-System bestatigt.



Abstract

In this thesis the reconstruction of electrical activity in the heart with the help of
noninvasive magnetic field measurements and the solution of the corresponding mag-
netocardiographic (MCG) inverse problem is investigated. Possible applications of
the formalism are the localization of accessory pathways in Wolff-Parkinson-White
syndrome or the localization of focal defects in focal ventricular tachycardia.

In order to reconstruct the electrical activity in the heart this work employs the
method activation time tmaging. In the method first the primary current dipoles
distributed on a cubic ventricular grid with a lattice constant of 1.5 mm are calcu-
lated from the measured magnetocardiographic signal using standard algorithms for
the inverse problem, namely the Tikhonov regularized Weighted Minimum Norm
(WMN) or the MUltiple SIgnal Classification (MUSIC). In the next step the de-
polarization /activation time of the cubic ventricular cell can be estimated from the
maximum of the primary current in the cell. These WMN- and MUSIC-generated
activation times act as initial states for the Kalman Filters investigated in this work.
Because the number of magnetocardiographic sensors is several orders smaller than
the number of primary current dipoles in the heart, the inverse problem for the
primary current dipoles doesn’t have a unique solution and is highly ill-posed. Con-
sequently, there is a large error between the true simulated activation times and the
WDMN- and MUSIC-generated activation times. In order to reduce the error be-
tween the activation times, in a state-space model a process function is introduced
that smoothes the activation time map and states an additional constraint for the
activation times. Because the location of the accessory pathway can be found from
the minimum of the activation time map, also the localization error for accessory
pathways is reduced by the application of the process function. Because both the
process function and the MCG signal function are nonlinear and even nonsmooth
functions of the activation times, the Extended Kalman Filter (EKF) and the Un-
scented Kalman Filter (UKF), that are optimized for nonlinear state-space models,
are applied to the WMN- and MUSIC-generated initial states.

In the central chapter 6 the EKF and the UKF are used for the calculation of the
activation times for 12 single pacer locations uniformly distributed over the ventri-
cles, for 7 pairs of pacers in the ventricles and for 12 fusion beats, that consist of
the activation times of the 12 single pacer locations superimposed by the activation
times of a healthy heart model. The localization errors and relative errors for the
activation times are averaged over all tested pacer locations. The result is that in
all the three cases, single pacers, pairs of pacers and fusion beats, the UKF provides
a better estimation for the true activation times than the EKF. Both in the cases of
the single pacers and the fusion beats the combination of initial state MUSIC with
the Kalman Filter UKF results in the best activation times. In contrast in case of
the 7 pairs of pacers the single dipole technique MUSIC results in larger errors than
the initial state WMN.

The reason for this result might be the fact, that the process function and MCG
signal function are nonlinear and even nonsmooth functions of the activation times,



and the EKF is just an algorithm of 1st order Taylor series, while the UKF esti-
mates the mean and covariance of the activation times to the 3rd order Taylor series.

Prior to the Kalman Filter investigations there have been made several inves-
tigations in chapter 5 to optimize the geometry of the MCG sensor array: several
sensor arrays have been compared with respect to the localization accuracy for single
primary current dipoles using the technique MUSIC. Localization errors have been
calculated for the case of double layer arrays on the anterior side of the torso, double
layer arrays on the posterior side of the torso and an array with sensors both on the
anterior side and on the posterior side of the torso. The averaged localization error
was smallest in case of the sensor array with sensors both on the anterior side and
on the posterior side of the torso. This has been validated both for a commercial
MCG system with 64 sensors uniformly distributed on the area of a circle and for
a square (6 x 6) sensor array. Consequently, an array with (6 x 6) sensors on the
anterior side of the torso and (6 x 6) sensors on the posterior side of the torso has
been used for the Kalman Filter calculations in chapter 6.

Additionally, it has been validated in a clinical study with heart-healthy subjects
and a commercial circular MCG system, that the sensor array with sensors placed
both on the anterior side of the torso and on the posterior side of the torso results
in the smallest localization errors for single primary current dipoles.
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Abbreviations

2D
3D
AP
AV node
BLW-AP

BLW
BRW
CS-MAG

CT
ECG
EKF
EM

E

FEM
MCG
MRI
MUSIC
R

SA node
SNR
SQUID

SVD

TSVD

UKF

WMN

WPW syndrome
W

fMCG

2-dimensional

3-dimensional

Action Potential

AtrioVentricular node

pacer locations Basal-Left-Wall and Apical-
Posterior

pacer location Basal-Left-Wall

pacer location Basal-Right-Wall
Magnetocardiography system of the company
Biomagnetik Park [1]

Computed Tomography

Electrocardiography

Extended Kalman Filter
Expectation-Maximization

Excited state in the cellular automaton model
Finite Element Method
Magnetocardiography

Magnetic Resonance Imaging

Multiple SIgnal Classification

Resting state in the cellular automaton model
SinoAtrial node or Sinus node

Signal to Noise Ratio

Superconducting QUantum Interference De-
vice

Singular Value Decomposition

Truncated Singular Value Decomposition
Unscented Kalman Filter

Weighted Minimum Norm
Wolff-Parkinson-White syndrome

Wavefront state in the cellular automaton
model

fetal Magnetocardiography

More abbreveations for the pacer locations (BLW, BRW, etc.) can be found in figure

6.1.

Symbols
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s}

Magnetic field

Distance between the layers in a double layer
sensor array

Electric field



REsignal

RE

Extracellular electric field

Intracellular electric field

Jacobi matrix of f for the k-th EKF iteration
step

Jacobi matrix of h for the k-th EKF iteration
step

WDMN kernel matrix for the regularization pa-
rameter \

Unity matrix

WMN solution for the primary current dipoles

J = (Jp<t1)7 T >Jp(tN))

(3n x 1) vector including the 3n components
of all primary current dipoles at time ¢
Kalman gain matrix for the k-th iteration step
(definitions different for EKF and UKF)
Localization Error (definition corresponding
to context)

Localization Error averaged over several pacer
locations in the heart

(m x 3) leadfield matrix corresponding to the
i-th primary current dipole

(m x 3n) leadfield matrix for m sensors and n
primary current dipoles

MUSIC amplitude for the i-th cubic ventricu-
lar cell

Number of time instants in the data time se-
ries t1,...,tn

Boundary of the torso volume

Torso volume

Error covariance matrix Pp, =< (xx —
Xtrue ) (X —Xtrue)? > for the k-th iteration step
Orthogonal projection matrix of the MUSIC
method

Process noise covariance matrix

Relative Error of the MCG signal REg;gna =
Ih(x) — ¢ll/1#]

Relative Error for activation times RE = ||x—
Xtrue| | /| [ Xtruel|

Measurement noise covariance matrix

Sigma points of the k-th UKF iteration step
Transmembrane or action potential of a cell
UKF weighting coefficients

UKF weighting coefficients

WMN weighting matrix

UKF parameter controlling the spread of the
sigma points
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&7
ATZ‘J’

ot

At

Pext
Pint
f(x)
h(x)

Jp
Jext
Jint

Action potential of a cell at position 7 and
time ¢

Volume element for 3D integrals

Difference between the activation times of the
cells 7 and j

Time interval for the calculation of the differ-
ence quotients in the Jacobi matrices

Time interval for the calculation of LE from
the activation times

Initial time interval in the MUSIC technique
the data matrix is restricted to

Length of the transition ¢ — 7 in the cellular
automaton model

Maximal next neighbor distance in the process
function f(x)

Time interval of the action potential upstroke
Edge length of a cubic ventricular cell

(3n x 1) unit vector parallel to i-th axis
Smoothing parameter in the process function
f(x)

Magnetic flux through the area of the i-th
MCG sensor

(m x 1) MCG signal vector at time ¢

(m - N x 1) MCG data vector ¢ =
(So(tl)T7 R QO(tN)T)T

(m x N) MCG data matrix & =
(Q0<t1)7 T 7‘p(tN>>

Extracellular electric potential

Intracellular electric potential

Smoothing process function

(m - N x 1) MCG signal function h(x) =
((LJp(tlv X)>T7 T (LJP<tN7 X))T)T

Primary current dipole

Extracellular current density

Intracellular current density

Primary current density

Volume or secondary current density

Total current density

Condition number of the leadfield matrix xk =
cond(L)

Number of MCG sensors

Number of primary current dipoles = number
of cubic cells in the ventricles

Angle of the electric axis of the MCG signal
map

Charge density
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Tk Position of the k-th primary current
dipole/cubic cell in the ventricular model
Tapes Location of the apex of the heart

Fmin,cente’r (X)

Location of the center-of-mass minimum of the
activation times x

Trmin (X) Location of the minimum of the activation
times x

O et Extracellular electrical conductivity

Oint Intracellular electrical conductivity

o Total electrical conductivity

7(7) Activation/depolarization time of a cell at po-
sition 77

U Angle between the muscle fiber direction and
the direction of the transition ¢ — j in the
cellular automaton model

ol Excitation conduction velocity in the ventri-
cles parallel to the muscle fibers

(i Excitation conduction velocity in the ventri-
cles perpendicular to the muscle fibers

w; Weighting coefficient for the calculation of the
magnetic flux through a sensor

X (n x 1) vector including the activation times
7(7), ..., 7(T,) of the n cubic ventricular cells

Xtrue true—simulated activation times

Common notations for the symbols are vectors in 3 dimensions with arrows, vectors
or matrices in higher dimensions with boldfat letters and matrices with capital
letters.






Chapter 1

Introduction

1.1 Motivation and medical applications

Heart diseases are the main causes of death in the industry nations. The focus of
this work is the imaging of the electrical activity of the heart with Magnetocardio-
graphy (MCG). While in Electrocardiography (ECG) the electric potential at the
body surface is measured with electrodes on the skin, in MCG the magnetic field
of the heart currents is measured contactless with magnetic field sensors. One ad-
vantage of MCG over ECG is that the primary currents flowing in the heart have
a direct contribution to the MCG signal while in ECG only the secondary currents
propagating through the torso can be measured directly. Therefore the ECG signal
on the posterior side of the body is stronger reduced by the low conductivity of the
lungs than the MCG signal. Furthermore, because of an insulating fat layer around
the fetus, this feature also motivates the application of MCG in the diagnosis of the
fetal heart (fMCG).

Several types of cardiac arrhythmia are caused by focal abnormalities in the elec-
trical conduction system of the heart. Patients with focal ventricular tachycardia
have an abnormal fast heart beat due to a focal defect in the ventricular tissue pul-
sating faster than the sinus node, which in the worst case can end in life-threatening
ventricular fibrillation. In Wolff-Parkinson-White (WPW) syndrome [2] accessory
pathways that pathologically connect the atria with the ventricles parallel to the atri-
oventricular node can cause supraventricular! tachycardia (figure 1.1). The common
medical therapy is the invasive removal of the accessory pathway with a catheter ab-
lation (figure 1.2). MCG enables a noninvasive, radiation-free and fast localization
of the accessory pathways in a presurgical investigation thus it can shorten the in-
vasive and often X-ray based localization with a mapping catheter. For the purpose
of localization with MCG an inverse problem need to be solved: The reconstruction
of the electrical sources, i. e. ionic currents in the heart, from the measurement
with a finite number m of sensors. The inverse problem of MCG is a non-unique
mathematical problem, which is proved in the next section.

'While in ventricular tachycardia the fast heart beat originates in a defect in the ventricular tis-
sue, in supraventricular tachycardia it originates from the atrioventricular node or atrioventricular
ring.
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AV Node

Left Atrium
Right Atrium
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Left Ventricle
Right Ventricle

Tachycardia in Patients with an Accessory Pathway

Figure 1.1: Accessory pathway causing 3 different types of tachycardia in Wolft-
Parkinson-White syndrome. A: AV reentrant tachycardia (backward type), B: pa-
tient with accessory pathway and atrial fibrillation, C: AV reentrant tachycardia
(forward type) (red arrows: movement of the depolarization wavefront) [3].
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Figure 1.2: Transseptal catheter ablation of an accessory pathway in Wolff-
Parkinson-White syndrome [4].
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1.2 Non-uniqueness of the inverse problem and imag-
ing approaches for ECG/MCG

Consider a finite number m of sensors. The number n of primary current dipoles,
representing the ionic currents in the heart, can always be chosen to be greater than
n = (m+ 1)/3. By means of the superposition principle the signal vector at time ¢
can be written as a system of linear equations

o (t) = LI, (1) (1)
with the (m x 3n) leadfield matrix L where the (3n x 1)-vector

Jo(t) = Gp(F1,t), - - oy 1) (1.2)

includes the components of all primary current dipoles. The system of linear
equations 1.1, with n > (m+1)/3 as described above, has more columns than rows,
so a unique solution is not possible.

The inherent non-uniqueness of the inverse problem can produce large localiza-
tion errors. A reduction of the localization error can be achieved by introducing
additional information about the source configuration and thereby reducing the de-
grees of freedom of the current sources. The first information to be included should
be the patient specific geometry of the body surface, heart, lungs and possibly other
organs. In medical practice this patient specific anatomy is typically provided by
Computed Tomography (CT) or Magnetic Resonance Imaging (MRI).

For the purpose of the solution of the inverse problem in this work the depolar-
ization/activation times of the heart muscle cells are calculated on a 3D model of
the ventricular myocardium which is called activation time imaging. Then in the
framework of WPW syndrome the location of the accessory pathway can be deter-
mined as the site of earliest myocardial activation. Activation time imaging includes
information of the cellular action potential during depolarization: the time a cell
needs to depolarize and the slope of the action potential during depolarization which
is sufficient to calculate the ionic primary currents in the depolarization wavefront.
One advantage of activation time imaging is the reduction of the number of source
parameters: Consider a model with n dipoles in the heart and a data time series
with N time instants. Then the total number of dipole components in current dipole
imaging would be 3n- N (3n at every single time instant) while the total number of
activation times would be n.

Although the number of sources can be further reduced if the activation is re-
stricted to the epicardial and endocardial surfaces, this work employs a 3D heart
model because pathological defects, e. g. ectopic foci in ventricular tachycardia, can
also be located in the transmural midmyocardial regions. For 2D epicardial source
models it has been shown [5] that activation time imaging is more stable with re-
spect to measurement noise than the imaging of the transmembrane potential. For
this reason the imaging of the transmembrane potential will not be investigated in
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this work. Although the 2D wavefront-based imaging of [6] is another improvement
of the 2D transmembrane potential imaging on the epicardial surface, it will not
be investigated in this work too, because of the above mentioned problem with 2D
source models. An experimental validation of activation time imaging was reported
in [7] using invasive epicardial electrograms and ECG for the noninvasive investiga-
tions.

In WPW syndrome it is also possible to localize the accessory pathway with a
single dipole model if the ECG/MCG data is restricted to the delta wave which
provides an average localization error of ~ 1cem [2]. A simulation study using
the Extended Kalman Filter (EKF) for the reconstruction of activation times on
a 3D myocardium shows an average localization error of about ~ 3 mm [8] which
is smaller than the single dipole localization result. The simulation study employs
a nonlinear state-space model that includes temporal information as an additional
source constraint: the smoothness of the activation time map. The EKF uses a
1st order Taylor series approximation of the nonlinear state-space model. The Un-
scented Kalman Filter (UKF) estimates the mean and covariance of the activation
time state-vector to the 3rd order Taylor series [9]. In fact some applications have
shown that due to the higher order the UKF is superior to the EKF in the solution of
highly nonlinear state-space models |10]. Because the state-space model used in the
simulation studies [8] is highly nonlinear, a regular linear Kalman Filter approach
is not possible, so this work investigates and compares the use of the EKF and the
UKF for the solution of the nonlinear state-space model of activation time imaging.

1.3 Structure of the Thesis

In this section the structure of the contents of the different chapters in this thesis
will be summarized. The following chapter 2 explains the biological and medical
basics of the human heart: anatomical and electrophysiological details of the human
heart, e.g. the muscle fiber directions or the electrical conduction system of the
heart, are shortly summarized from the literature.

In chapter 3 the anatomical and electrophysiological information of chapter 2 is
used to develop simplified models for the electrical conductivities of the torso tis-
sues, the propagation of electrical activation in the heart (cellular automaton model)
and the muscle fiber directions in the heart that are used for the simulations of the
activation times in this work.

The chapter 4 explains how the MCG signal is calculated by the solution of the
forward problem. The MCG forward problem in this work includes the calculation
of the primary currents from the activation times in the ventricles, the solution of
the volume conduction problem in the bidomain model and finally the calculation
of the magnetic flux through the MCG sensors via the Biot-Savart law. The final
achievement of the chapter 4 is the MCG signal as a function of the activation times
in the heart.
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In chapter 5 some investigations concerning the geometrical positions of the MCG
sensors are made in order to find out the best sensor positions for a fixed number of
sensors. Chapter 5 also includes some applications of MCG sensor arrays to exper-
imental MCG measurement results.

The chapter 6 is the central chapter of this work: it presents different techniques
of calculating the activation times in the heart from the measured MCG signal,
i.e. the solution of the inverse problem. The algorithms of the Extended Kalman
Filter (EKF) and Unscented Kalman Filter (UKF) are summarized and combined
with initial state generators. The developed inverse techniques are compared for
single pacer simulations (1 accessory pathway), double pacer simulations (2 accessory
pathways), healthy activation times and fusion beats (accessory pathway + healthy
activation times) by calculating Localization Errors (LE) for the accessory pathways
and Relative Errors (RE) for the activation times.
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Chapter 2

Biological and medical foundations

2.1 Anatomy of the heart

The heart is one of the most vital organs of the human body. It is a hollow organ
filled with blood and its main constituent is muscular tissue also called myocardium.
The function of the heart is to pump blood through the circulatory system of the
entire body by rhythmic contractions. It is located in the middle of the torso un-
derneath the sternum with its center about 1.5 cm displaced to the left side of the
midsagittal plane. The weight of a typical human heart is 250 — 300 g [11] and its
typical size is more or less the size of a human fist. The anatomy of the human
heart is shown in figure 2.1. Tt is divided into four chambers: the right atrium, the
left atrium, the right ventricle and the left ventricle. The ventricles and the atria as
well as the atria and the vessels are separated by valves to ensure a blood flow in
the desired direction.

In the following the circulatory system of the human body will be summarized:
Deoxygenated blood from the entire body enters the right atrium through the su-
perior and inferior vena cava. Subsequently, during the contraction of the atria, the
blood flows through the tricuspid valve into the right ventricle. Afterwards the right
ventricle pumps the blood through the pulmonary valve into the pulmonary circu-
latory system where the blood is oxygenated by the lungs. The oxygenated blood
returns from the lungs through the pulmonary veins and enters the left atrium.
Afterwards, during the contraction of the atria, the blood flows through the mitral
valve into the left ventricle. After the contraction of the left ventricle the oxygenated
blood flows into the aorta and finally into the entire body to close the systemic circu-
latory system. Because in the systemic circulatory system the blood flows through
the entire body and the pressure in the aorta is higher than in the pulmonary artery,
the left ventricular muscle is thicker than the right ventricular muscle.

2.2 Electrophysiology of the heart

Heart muscle cells are capable of generating an action potential, the electrostatic po-
tential difference between the inside and the outside of the cell membrane. Changes
of the action potential are controlled by ion channels and ion pumps in the cell

9
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Figure 2.1: The anatomy of the human heart [12].

membrane (figure 2.2). The heart muscle cells are specialized and can be divided
into two groups (figure 2.3): Cells embedded in the electrical conduction system of
the heart - the Sinus (SA) node, atrioventricular (AV) node, common bundle/bundle
of His, bundle branches and Purkinje fibers - have a non-constant resting potential,
thus their action potential is capable of spontaneous oscillatory behavior. If the
function of the SA node is destroyed or the activation is blocked somewhere, the
other components of the electrical conduction system can also act as pacemakers but
with lower frequencies (table 2.1). Cells inside the rest of the myocardium have a
constant resting potential, thus they need a stimulus above the threshold potential
to depolarize. In the healthy heart the depolarization of the cells is initiated by
the SA node, then it propagates through the right and left atrium and converges
in the AV node, which is the only conducting connection between the atria and the
ventricles. Because the conduction velocity is reduced in the AV node, it generates
a delay between the contraction of the atria and the ventricles to get an optimal
blood flow. Subsequently, the depolarization propagates with higher speed through
the bundle of His and the bundle branches to the Purkinje fibers. Afterwards the
ventricular myocardium is depolarized by the Purkinje fibers at numerous sites in the
endocardium and finally the rest of the ventricular myocardium is depolarized from
endocardium to epicardium and from apex (tip of the heart) to base (valvular plane)
[13] [14]. The repolarization of the ventricular muscle cells causes the relaxation of
the ventricles and generates the T-wave in the ECG. The repolarization sequence of
the ventricular myocardium takes place from epicardium to endocardium [15].



2.2. ELECTROPHYSIOLOGY OF THE HEART 11

Figure 2.2: Ton channels and pumps causing depolarization and repolarization of a
cardiac muscle cell [11]. V}, is the action/transmembrane potential of the cell.
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Figure 2.3: Excitation propagation in the healthy heart and heterogeneity of the
action potential [16].




12 CHAPTER 2. BIOLOGICAL AND MEDICAL FOUNDATIONS

Location in Event Time | Name Conduction Intrinsic
the heart [ms] in velocity frequency
ECG [mm/s] [min~!]

SA node Start 0 50 70-80
Atrium right Depolarization | 50
Atrium left Depolarization | 85 P 800-1000
AV node Arrival 50 P-Q

Departure 125 | interval 20-50 40-55
Bundle of His activated 130 1000-1500
Bundle branches activated 145 1000-1500 20-40
Purkinje fibers activated 150 3000-3500
Endocardium
Left ventricle Depolarization | 175
Right ventricle | Depolarization | 190 QRS 300 (L to fiber)
Epicardium 800 (|| to fiber)
Left ventricle Depolarization | 225
Right ventricle Depolarization | 250
Epicardium Repolarization | 400
Ventricles T 500
Endocardium Repolarization | 600

Table 2.1: Electrical events in the healthy heart [11].

2.3 Muscle fiber directions in the heart

The ventricular muscle fibers consist of four spirally oriented groups which are shown
in figure 2.4. Three muscle fiber groups enclose both the right and the left ventri-
cle and one additional group encloses only the left ventricle. The fiber angle, i.e.
the angle between the fiber direction and the horizontal plane that is orthogonal
to the ventricular axis direction (from base to apex), varies inside the ventricular
wall from epicardium (—60°) to endocardium (+60°) [17] which can clearly be seen
in the histological sections of figure 2.5. The excitation conduction velocity inside
the ventricular muscle is anisotropic with respect to the local muscle fiber direc-
tion (v, = 300 mm/s perpendicular and v = 800 mm/s parallel to the muscle
fiber direction, table 2.1). The electrical conductivity o of the myocardium is also
anisotropic with respect to the muscle fiber directions (interstitial: 0.6 .S/m parallel
to the muscle fibers and 0.15 .S/m perpendicular to the muscle fibers, intercellular:
0.3 S/m parallel to the muscle fibers and 0.075 S/m perpendicular to the muscle
fibers [8]).
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Figure 2.4: The ventricular muscle consists of four groups of muscle fibers [11].
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Figure 2.5: The fiber angle between the fiber direction and the horizontal plane that
is orthogonal to the ventricular axis direction (from base to apex) varies inside the
ventricular wall from epicardium (—60°) to endocardium (460°) (photomicrographs
of histological sections of the ventricle |17]).
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Chapter 3

Heart and torso model

3.1 Anatomical model

Figure 3.1: Left: MRI-Scan of the patients torso, Right: Segmentation of ventricles
and lungs [18].

The ECG/MCG signals measured outside the body depend on both the primary
currents flowing inside the myocardium and the volume currents flowing through
the surrounding body tissues. By means of an electrical volume conduction problem
the volume currents sensitively depend on the conductivities of the body tissues.
Consequently, for an accurate description of the contribution of the volume currents,
the patient specific geometries and conductivity values of organs, e.g. the heart and
the lungs, are needed. In medical praxis the tissue geometries are typically provided
by an MRI-Scan of the patients torso (figure 3.1, Left). On the right hand side of
figure 3.1 the segmentation of the lungs and the ventricles is shown. In the computer
simulations of this PhD thesis the geometries of the ECGSIM software [19] are used
for the surfaces of the torso, the lungs and the ventricles (figure 3.2). Inside each of
these regions the electrical conductivity is assumed to be homogeneous and isotropic.

15



16 CHAPTER 3. HEART AND TORSO MODFEL

Figure 3.2: ECGSIM 1.3 geometries [19] of torso, lungs and ventricles of a normal
young male (25 years, 100 kg).

3.2 Cellular automaton model

For the simulation of the depolarization time 7(7) of a cell at position 7'in the ventri-
cles in this PhD thesis a cellular automaton model [20] is used. Instead of simulating
each cardiac muscle cell on a microscopic level, which can be computationally very
time consuming, in the cellular automaton model each cubic cell unit (voxel) in the
ventricles with an edge length of d = 1.5 mm comprises thousands of muscle cells.
In this automaton approach a compromise between a low computational effort and
a high simulation accuracy is reached. The cardiac muscle cells inside one voxel
of the cellular automaton model are characterized by the same electrophysiological
properties: the shape of the action potential, muscle fiber orientation and excitation
conduction velocities with respect to the fiber orientation. The shape of the action
potential is approximated by the 3 states, Resting (R), Wavefront (W) and Excited
(E) (figure 3.3). The time interval dt of the action potential (AP) upstroke is of
the order of ~ 1ms [21|. In the model the upstroke was set to be dt = 3 ms in
order to make the thickness of the wavefront in space bigger than the cell dimension
of d = 1.5 mm. The difference A7;; between the activation times of two adjacent
voxels 7 and j can be calculated as

Ay = - S 3.)

v \/vﬁ cos?() + v? sin®(¥)

where d;; is the length of the transition and ¥ is the angle between the muscle
fiber direction and the direction of the transition. Starting from the voxel of initial
activation (location of accessory pathway/pacer location) with the help of equation
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Figure 3.3: Left: The cellular automaton model [20] with the excitation conduction
velocities v and v, anisotropic with respect to the muscle fiber orientations. Right:
The action potential of the cell is approximated by a simple function (blue).

(3.1) the activation times can be calculated iteratively for all voxels in the ventricles:
If the voxel 7 is in the excitable Resting state (R) and the adjacent voxel j in the
Wavefront state (W) the activation time of the voxel 7 can be calculated as [20]

The length of the transition fulfils

d, paraxial transition
dij = { /2d, face diagonal transition (3.3)
V/3d, space diagonal transition.

The conduction velocities are selected corresponding to table 2.1 (v, = 0.8 =,
vy = 0.3%). The directions of the muscle fibers in the ventricular model should
be selected spirally corresponding to the anatomical information of chapter 2.3. In
the cellular automaton model the myocardium is divided into layers of thickness
1.5 mm starting from the innermost epicardial layer and ending at the outermost
endocardial layer (figure 3.4, [22]). The fibers are parallel to the layers and the
angle to the horizontal plane varies from the innermost endocardial layer (+60°) to
the outermost epicardial layer (—60°) (figure 3.5). Because this work focuses on the
simulation and inverse reconstruction of the depolarization times, the repolarization
of the action potential is neglected in the model. Hence the transmural heterogeneity
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Figure 3.4: Layer based fiber model [22]. The ventricular cellular automaton model
consists of n = 53476 cubic voxels of the dimension 1.5 mm x 1.5 mm x 1.5 mm.

of the action potential [23] is also neglected in the model, because it mainly affects
the action potential duration and the repolarization of the cells.
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Figure 3.5: The fiber angle between the fiber direction and the horizontal plane that
is orthogonal to the ventricular axis direction (from base to apex) varies inside the
ventricular wall from epicardium (—60°) to endocardium (460°) (chapter 2.3) [17].
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Chapter 4

Forward problem of
Magnetocardiography

In this section it will be explained how the forward problem of magnetocardiography
is solved in this work. In the forward problem of magnetocardiography the signal
of the magnetic field sensors is calculated from the electrical activation of the heart.
Because normally there are billions of electrically activated heart muscle cells on
the microscopic cellular level, for numerical reasons macroscopic models with bigger
cells comprising thousands of myocytes need to be developed (in the central chapter
6 of this work the macroscopic myocardial cell has a size of (1.5 mm x 1.5 mm X
1.5 mm)). In the first section of this chapter it will be explained how the primary
current dipole of a macroscopic cell can be derived from the transmembrane potential
in the bidomain model. The second section shows how the magnetic field at the
sensor’s position is calculated from the primary currents flowing in the heart and
the volume currents flowing in the surrounding body tissues by means of the volume
conduction problem. The third section connects the primary current dipoles with
the activation/depolarization times of the macroscopic cells. The final result in the
last section of this chapter is the MCG signal as a function of the activation times.

4.1 Bidomain model

The main idea of the bidomain model is to replace the system of billions of cardiac
muscle cells by an averaged continuum composed of an intracellular and an extracel-
lular space (figure 4.1). Although the ion channels in the cell membrane provide an
electrical conducting connection between the inside and the outside of the cells, the
conductivities of the intracellular space, o;,;, and the extracellular space, o.,, are
different. Note that in figure 4.1 the intracellular space is only spatially extended
over the inside of the cardiac muscle cells, while the extracellular space is spatially
extended over both the cardiac and the torso tissue.

In the bidomain model the total current density 7at a point in the cardiac or torso
tissue can be separated into an intracellular current density 7;,; and an extracellular

21
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Extracellular o~ Extracellular

Figure 4.1: In the bidomain model the system of billions of microscopic cardiac
muscle cells (left) is replaced by a macroscopic intracellular and extracellular space
connected by the cell membranes [18] (conductivities 0., 0er). While the intracel-
lular space only represents the inside of the cardiac muscle cells, the extracellular
space is spatially extended over both the cardiac tissue and the surrounding torso
tissue.

current density 7.

J = Jint + Jeat (4.1)

The intracellular and extracellular currents can be replaced by the electric field
using Ohm’s law

.Tint = UintEint (42)

N
Jext = UextEext

and because low-frequency bioelectric processes can be treated as quasi-stationary
[11] the electric fields can be expressed by the negative gradients of the electric
potentials

—

Eii = =V (4-4)

—

Ee:tt = - vwemt

so another representation of the total current density is possible

=y

Jint + Jeat
Tint Eint + Ot Eeat
= —0iuVPint — OextV Pext
= — 0V (Pint — Peat) = (Teat + Tint) Vipeat- (4.6)

By introducing the transmembrane potential (= action potential of the cell)

Vm = Qint — Pext (47)
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and with the definition of the primary current density

ID = _Uintvvm (48)

that represents the ionic current density inside the depolarization wavefront, equa-
tion (4.6) can be written as

—

jp - <Oext + Uint)vgaeact
= T4+ 0FE. (4.9)

i

with the total conductivity o = 0.4 + 0;.. Because outside the cardiac tissue the
intracellular space doesn’t exist, the intracellular current vanishes (or o4,y = 0 and
0 = 0¢rt) and the second term can be identified as the total current density outside
the cardiac tissue, the secondary or volume current density

v = oE,,, = oE. (4.10)

So in terms of the primary current density 7, inside the cardiac tissue and the
volume current density 7y the total current density is

J=Jp+ v (4.11)

4.2 From primary current dipoles to MCG signal

Because the bioelectric processes are quasi-stationary [11] in the continuity equation

the temporal change of the charge density % can be neglected, the local charge

conservation is fulfilled and the total current density is solenoidal

dp
ot

Let 02 be the surface of the torso volume €2 (outer boundary in figure 3.2).
The boundary condition for the magnetocardiography volume conduction problem
is that the component 7y, of the volume current perpendicular to the torso surface
0f) vanishes on the torso surface

V.74 V-7=0=V-(,+ 7). (4.12)

JV,J_’aQ = (v -m)|oa =0 (4.13)

with the normal vector 77 of the torso surface 0f). So the volume conduction
problem can be summarized as

V-p+i) = 0 in Q
(v -M)]se = 0 on 0. (4.14)
After the solution of the volume conduction problem of equation (4.14) for a given

primary current density the quasi-stationary magnetic field can be calculated by the
Biot-Savart law
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—

B(R,t) = — | d t —_—
Ry = 2 [ @« Z
Mo 3 s E_F

— | d t _. 4.15

+ = v (7, t) X T ( )

The signal of the i-th magnetometer of the MCG sensor array is proportional to
the magnetic flux pp;(t) through the area of the i-th magnetometer

—

pnilt) = [ afB(R (1.16)

with the surface vector d f normal to the sensor area. For the n grid locations 7y
of the cubic ventricular grid of the cellular automaton model in figure 3.4 consider
now a primary current density J,(7,t) which is the sum of n primary current dipoles
Jp(7y, t) distributed over the grid*

To(Ft) = 6(F = ) jp (7 ). (4.17)
k=1

Because the volume conduction problem (4.14) is a system of linear equations, the
corresponding volume current density can also be written as a linear combination
of the primary current dipoles j, (7%, t) to satisfy the equation (4.14)

(V- Jv == Jp(Fit) - VO(F — 7))

Fr(Ft) =) A7)y (s t) (4.18)
k=1

with a (3 x 3)-matrix A(7,7%). Inserting the primary current density (4.17) and
the volume current density (4.18) into equation (4.15) and then equation (4.15) into
equation (4.16), the MCG signal vector (pp1(t), ..., ¢5m(t))" for m magnetometers
can be written as a matrix product with the primary current dipoles

¢pa(t) Jo(71, 1)
Pp(t) = : =L : = LJ,(?) (4.19)

¢B,m(t) jp (7, t)
with the (m x 3n) leadfield matrix L.

In this work the leadfield matrix L is calculated with the Finite Element Method
(FEM [24]) and 3-dimensional tetrahedral meshes for the ventricles, lungs and torso
tissue in the solution of the volume conduction problem of equation (4.14). The
tetrahedral meshes for figure 3.2 include 48780 tetrahedrons in the ventricles, 8045
tetrahedrons in the lungs and 238305 tetrahedrons in the torso tissue. It has been

1Under the assumption of a homogeneous primary current density inside a cubic cell one can
set 7,(7, t)d® = j,(7,t) so 7,(7,t) and j,(7%,t) have different units.
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Figure 4.2: Horizontal slice through tetrahedral mesh perpendicular to z-axis for the
solution of the volume conduction problem (slice thickness Az = 20 mm, torso tissue
in red, lungs in blue, ventricles in green). The highest density of the tetrahedrons
can be found in close proximity to the primary currents in the ventricles.

shown previously [25] that a local mesh refinement of the tetrahedrons in close prox-
imity to the ventricles and the boundary of the torso improves the inverse solution,
so the density of the tetrahedrons has been chosen to be inhomogeneous (figure 4.2).
The piecewise homogeneous and isotropic electrical conductivities o of the tissues
were set as in [8]: ¢ = 0.20 S/m (torso), o = 0.08.S/m (lungs) and o = 0.60 S/m
(cardiac tissue, average of conductivity parallel and transverse to muscle fiber direc-
tions).

For the practical calculation of the leadfield matrix L the program SimBio Neu-
roFEM [26] [27] |28] developed by the Jena university was used. In principle the
program calculates the magnetic flux through the area of the sensors (magnetome-
ters) for the case of single primary current dipoles which are paraxial unit vectors:

0

J,t)=11 | =€, for i=1,...,3n. (4.20)
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Figure 4.3: Distribution of the integration points for the numerical calculation of the
magnetic flux through a circular magnetometer in the MCG sensor array. wy, ..., wy
denote the weights of the integration points.

The sensors are circular magnetometers with radius » = 9 mm. In SimBio Neu-
roFEM the magnetic flux through a sensor is calculated by a numerical integra-
tion over 7 integration points (figure 4.3) with the weights w; = 0.25 (center) and
wy = -+ = wy = 0.125 (peripheral). The surface vector df for the calculation of the
magnetic flux in equation (4.16) is perpendicular to the area of the circle in figure
4.3.

4.3 From activation times to primary current dipoles

In this section it will be explained, how the vector J,(t) = (jo(71,1), ..., jp(Fa,t))T
including the primary current dipoles in equation (4.19) can be calculated for a fixed
time t as a function of the activation time state vector

X := (7(7),...,7(7)" (4.21)

that includes the activation times 7(7%) of the n cubic cells in the ventricles. With
equation (4.8) and the action potential model a(t — 7(7)) of figure 4.4 the primary
current density for a cell at position i at the fixed time ¢ is (figure 4.5)
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Figure 4.4: The action potential model a(t — 7(7)) of a ventricular cell at the fixed
position 7 showing only the depolarization at the activation time 7(7) (compare

figure 3.3).
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Figure 4.5: The primary current density 7,(r,t) of a ventricular cell at the fixed
position 7 corresponding to the action potential model of figure 4.4.
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() = =0 VVi (T t) = —oumd (t — 7(7))V7(F)

— —0 ) . dt
= —0iuVT(F) { ; lse. (4.22)

For a sufficiently small lattice constant d (= size of a cubic ventricular cell)
in the cubic ventricular grid the gradient of the activation time V7(7) can now be
approximated by difference quotients with the help of the activation times 7(7"+ dé;)
of the adjacent cells:

T(F+deéy ) —7(F—déx)

i dey ) o (e,
VT(F) = T(T+d5:u)2d (r—dey) . (423)
7(7F+de.)—1(F—de>)
2d
By evaluating the equations (4.22) and (4.23) for the n dipole positions
F=T,...,7y, the vector of all primary current dipoles J,(¢) = (j,(71,1), ..., Jp(Fn, £))T
only depends on the activation times x = (7(7}),...,7(7,))%, the time ¢ and con-
stants
J,(t) = J,(t, x). (4.24)

4.4 The MCG signal function h(x) of the activation
times

By inserting the equation (4.24) into the MCG signal equation (4.19) also the MCG
signal vector () of the time ¢ can be written as a function of the activation times

x = (7(F1),...,7(F))T
p(t) = LI, (t, x). (4.25)

Evaluating the left hand side of equation (4.25) for N data time samples
t = ty,...,ty and concatenating the corresponding MCG signal vectors ¢(t;) into
one column vector one can define a total MCG data vector

= ()", o(tn)")" (4.26)

which for m sensors is a (m - N x 1) vector. The concatenation of the right hand
sides of equation (4.25) is defined as the MCG signal function

h(x) == (LI, (¢, x))7,. .., (LI, (tx, x))T)7 (4.27)

From the equations (4.25), (4.26) and (4.27) follows the theoretical MCG signal
corresponding to the activation times x

¢ = h(x). (4.28)

Because the primary current density 7,(7,¢) in equation (4.22) is a nonlinear (and
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even non-smooth) function of the activation times x = (7(7),...,7(7))T (figure
4.5), also the MCG signal function h(x) is a nonlinear function of the activation
times X.
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Chapter 5

Investigated geometries of the MCG
Sensor arrays

In this chapter the quality of different sensor arrays will be compared. In the section
5.1 the 64 channel MCG system CS-MAG of the company Biomagnetik Park [1]
will be investigated with a theoretical single dipole model and a comparison with
experimental results. In the section 5.2 a rectangular (6 x 6)-array, which is used
for the inverse simulations of chapter 6, will be investigated.

5.1 MCG system CS-MAG of Biomagnetik Park [1]

In this section the MCG sensor array CS-MAG of the company Biomagnetik Park [1]
will be investigated. It is made of a circular array with 64 axial SQUID gradiometers
(figure 5.1, left) cooled in a cylindrical fluid Helium dewar in a magnetically shielded
room (figure 5.1, right). To investigate the importance of measurements from ventral
and dorsal, there has been made an experimental study with heart-healthy subjects
[29] in 5 dorsal and 5 ventral layers (figure 5.2). Although the signal to noise ratio
decreases with the distance to the torso, ventral double layers were investigated,
because on the one hand the signal in the second ventral layer may be bigger than
the signal in the first dorsal layer. On the other hand a change of the magnetic field
topology with a bigger distance of the sensors may improve the condition number
of the leadfield matrix. The distance between two adjacent layers was 2 cm, the
distance between the dewar and the thorax was 1 cm.

5.1.1 Theoretical model investigations

In this section the 64 channel MCG sensor array of figure 5.1 is applied to the
standard anatomy of the program ECGSIM [19] to localize single primary current
dipoles inside the thorax. While in practice with the MCG system of figure 5.1 only
measurements from one side of the body are possible, in this section arrays with
both ventral and dorsal sensors will be investigated, so the number of MCG sensors
ism=2-64=128.
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Figure 5.1: ECGSIM standard geometries of the healthy young male [19] (left) with
the MCG SQUID sensors of the Biomagnetik Park MCG system CS-MAG [1] (right).
The radius of a SQUID sensor is » = 9 mm.
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Figure 5.2: In the measurements of M. Schulte [29] the circular sensor array of figure
5.1 was located in the layers ventrall to ventral5 and dorsall to dorsal).
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Figure 5.3: Side view of the dipole grid (red), ventricles (black) and the 6 true dipole
locations 7 = (335,285, 270)mm, 7 = (255,325,310)mm, 75 = (345, 335, 240)mm,
7, = (285,355, 230)mm, 75 = (305, 325, 280)mm, 75 = (305, 295, 240)mm.

Three different cases of combined sensor arrays will be investigated (sensor layers
of figure 5.2):

o A: ventrallventral? (figure 5.4)
e B: dorsalidorsal2 (figure 5.7)

o C: ventralldorsall (figure 5.10)

In the simulations a single primary current dipole jp = [1,0,1]j, is placed inside
the ventricles (true dipole location in figure 5.4). By the solution of the volume
conduction problem, as explained in chapter 4, the leadfield matrix L is calculated
for a (17 x 16 x 17) cubic dipole grid with a lattice constant of 10 mm (figure 5.3,
red dots). The corresponding (m x 1) MCG signal vector ¢ = LJ,, (equation (1.1))
is calculated and used for the localization of the single current dipole. The single
dipole localization technique used in this section is the MUltiple SIgnal Classification
(MUSIC, [30]) which is briefly summarized here: Let

p=UxV" (5.1)

be the Singular Value Decomposition (SVD) of the data matrix ¢ for r dipoles
where ¥ = Diag(o;) is the diagonal matrix containing the singular values o; of the
data matrix ¢, the columns of U contain the left singular vectors of ¢ and the
columns of V contain the right singular vectors of . The orthogonal projector to
the noise subspace is defined as

PJ_ = Um—rUﬁ—r (52)
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where U, ,_, contains the column vectors of U corresponding to the m —r smallest
singular values. Let L; be the (m x 3) leadfield matrix corresponding to the i-th
primary current dipole. Then the MUSIC scanning function is defined as [30]

L
MO = Tgp

and the r dipoles can be found by plotting 1/M () at all dipole grid locations and
looking for r sharp peaks. The MUSIC single dipole localization (r = 1) is tested
for 6 true dipole locations 7; inside the ventricles (figure 5.3).

(5.3)

The figures 5.4 to 5.12 show the MUSIC single dipole localization results for the
true dipole location 77 inside the posterior part of the ventricles. For each of the 3
investigated sensor arrays a side view, the corresponding MUSIC map 1/M (i) and a
front view is shown. In the side views and the MUSIC maps the layers p =1,...,16
denote the (17 x 17) dipole grid layers parallel to the x — z—plane. In the MUSIC
maps the interval [p—1, p| includes all MUSIC amplitudes 1/M (i) of the layer p. The
MUSIC dipole location is calculated from the maximum of the MUSIC map 1/M (7)
and the Localization Error LFE is the distance between the true dipole location and
the MUSIC dipole location.

The figures 5.4 to 5.6 show the MUSIC localization results for 7} and the sensor
array ventrallventral? (ventral double layer). The result is that the MUSIC dipole
location is shifted away from the sensors into the posterior half of the body (layer
p = 1, figure 5.4). The shift parallel to the sensor layers is smaller than the shift
perpendicular to the sensor layers. The Localization Error is LE = 76 mm.

The figures 5.7 to 5.9 show the MUSIC localization results for ; and the sensor
array dorsalldorsal2 (dorsal double layer). The result is that the MUSIC dipole
location is shifted away from the sensors into the anterior half of the body (layer
p = 14, figure 5.7). The shift parallel to the sensor layers is smaller than the shift
perpendicular to the sensor layers. The Localization Error is LE = 67 mm.

The figures 5.10 to 5.12 show the MUSIC localization results for 7; and the sensor
array ventralldorsall (sensors on both the anterior and posterior side of the torso).
The result is that the MUSIC dipole location remains in the same layer as the true
dipole location (layer p = 8, figure 5.7). The Localization Error is LE = 28 mm.

The comparison of the Localization Errors for 7} and the 3 sensor arrays results in
LEventralldorsall < LEdorsalldorsalQ < LEventrallventraZQa so for Fl the sensor array ven-
tralldorsall results in the smallest Localization Error. In order to check whether
the sensor array ventralldorsall also results in the smallest Localization Error av-
eraged over the 6 dipole locations 77, ..., 7%, table 5.1 shows the Localization Errors
for the 6 dipole locations and 5 different sensor arrays. In table 5.1 LFE; is the Lo-
calization Error for the i-th dipole and the average Localization Error is defined as
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Figure 5.4: Side view of the sensor array ventrallventral2 (figure 5.2, ventral double
layer) with true dipole location 7} = (335,285, 270)mm.
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Figure 5.5: MUSIC map 1/M (i) of the sensor array wventrallventral2 (figure 5.2,
ventral double layer) with true dipole location 7 = (335, 285,270)mm. The z-axis
interval [p—1, p| includes all MUSIC amplitudes 1/M (i) of the layer p. LE = 76 mm
is the Localization Error between the true and MUSIC dipole location.
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Figure 5.6: Front view of the sensor array ventrallventral2 (figure 5.2, ventral double
layer) with true dipole location 7} = (335,285, 270)mm.

LE, | LB, | LBs | LEs | LB | LB | LE -
ventrall 76.16 | 90.00 | 76.16 | 46.90 | 41.23 | 31.62 | 60.35 | 1.0-10°
ventrallventrald | 76.16 | 90.00 | 76.16 | 46.90 | 41.23 | 31.62 | 60.35 | 3.2 - 10'2
ventrallventral2 | 76.16 | 90.00 | 76.16 | 46.90 | 41.23 | 31.62 | 60.35 | 1.3 - 10"
dorsalldorsal2 67.08 | 96.95 | 156.52 | 54.77 | 22.36 | 36.06 | 72.29 | 1.2 - 10!
ventralldorsall | 28.28 | 0.00 | 24.49 | 46.90 | 22.36 | 22.36 | 24.07 | 3.8-10°

Table 5.1: Localization Errors LFE, the distance between the true and MUSIC
dipole location, for the sensor arrays wventrall, ventrallventralj, ventrallventral2,
dorsalldorsal? and ventralldorsall. LE is the averaged LE and the last column
shows the condition numbers £ = cond(L) of the leadfield matrices.
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Figure 5.7: Side view of the sensor array dorsalldorsal2 (figure 5.2, dorsal double
layer) with true dipole location 7} = (335,285, 270)mm.
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Figure 5.8: MUSIC map 1/M (i) of the sensor array dorsalldorsal2 (figure 5.2, dorsal
double layer) with true dipole location 7} = (335, 285,270)mm. The z-axis interval
[p — 1, p] includes all MUSIC amplitudes 1/M(7) of the layer p. LE = 67 mm is the
Localization Error between the true and MUSIC dipole location.
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Figure 5.9: Front view of the sensor array dorsalldorsal?2 (figure 5.2, dorsal double
layer) with true dipole location 7} = (335,285, 270)mm.
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Figure 5.10: Side view of the sensor array ventralldorsall (figure 5.2) with true
dipole location 7} = (335, 285, 270)mm.
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Figure 5.11: MUSIC map 1/M (i) of the sensor array ventralldorsall (figure 5.2)
with true dipole location 7 = (335,285,270)mm. The x-axis interval [p — 1, p| in-
cludes all MUSIC amplitudes 1/M (i) of the layer p. LE = 28 mm is the Localization
Error between the true and MUSIC dipole location.
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Figure 5.12: Front view of the sensor array ventralldorsall (figure 5.2) with true
dipole location 7} = (335, 285, 270)mm.
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The column LE of table 5.1 shows that the sensor array ventralldorsall also pro-
duces the smallest aVel"aged LE: LE yentrantdorsalt < LEventraiiventraiz < LEdorsalidorsai2-

An explanation to the order of the Localization Errors for the 3 sensor arrays can
give the condition number of the leadfield matrix

max{o; }

k = cond(L) = (5.4)

min{o;}

where {o;} are the singular values of the matrix L. The condition number of the
leadfield matrix L measures the sensitivity dJ of the solution of the system of linear
equations ¢ = LJ to errors in the data d¢p [31]

logll _  lioell
ERT]

The smaller the condition number of the leadfield matrix x = cond(L) the smaller
is the error 0J for the inverse solution. Table 5.1 shows that the sensor array wven-
tralldorsall provides the smallest condition number and so the most stable inverse
solutions: The next section will show that the magnetic field topologies of the layers
ventrall and ventral2 are very similar and also the magnetic field topologies of the
layers dorsall and dorsal2. Consequently, the corresponding rows in the leadfield
matrix are also very similar.

(5.5)

Table 5.1 also shows the Localization Errors of the sensor array wventrallventral)
with a bigger distance between the sensor layers of 6 cm (figure 5.2) and also the
single layer sensor array ventrall with m = 64 sensors. The bigger distance between
the sensor layers of the double layer provides a bigger difference between the mag-
netic fields of the layers so a smaller Localization Error was assumed. But although
the condition numbers of the sensor arrays wventrallventral2, ventrallventralj and
ventrall are different, the Localization Errors stay the same showing that the first
layer ventrall is crucial for the localization of the dipoles. It should be noted that
the condition number of the sensor array wventrall is not directly comparable with
the condition numbers of the arrays with 128 sensors because of the smaller number
of rows in the leadfield matrix of the array ventrall.

The bar graph of figure 5.13 summarizes the results for the averaged LE for the
investigated sensor arrays.
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Figure 5.13: Localization Errors LE for the investigated sensor arrays averaged over
the 6 ventricular pacer locations of figure 5.3 (MUSIC single dipole localization).

5.1.2 Comparison with experimental results

In this section MCG measurements for 5 heart-healthy subjects (2 male and 3 fe-
male of age < 30 years) made by M. Schulte [29] with the MCG system CS-MAG of
the company Biomagnetik Park [1| will be presented and compared with theoretical
single dipole results. The measurement layers are shown schematically in figure 5.2.
The figures 5.15 to 5.24 show the linearly interpolated MCG-signal of the 5 subjects
at the time of the R-peak for the layer ventrall (column left) and the layer dorsall
(column right).

The figure 5.14 shows how the angle 1 of the electric axis of the heart is calcu-
lated from the measured MCG-signal without using any anatomical information of
the subject: first the maximum and minumum of the measured ventral MCG-signal
are connected with a white arrow. The direction of the electric axis can be deter-
mined as the black arrow in figure 5.14, which is the direction of the white arrow
rotated clockwise by 90°. In the figures 5.15 to 5.23 the direction of the electric
axis is denoted by a black arrow and the corresponding measured angle between the
electric axis and the z-axis is in the range —45° < ¢ < 0°. These measurement
results lie within the normal range of the electric axis (—110° < ¢ < +30°, [11]) of
the healthy heart.
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Figure 5.14: The angle ¢ of the electric axis (black arrow) is perpendicular to the
connection (white arrow) of the maximum and minimum of the MCG-signal (R-peak
of subject 3, ventrall).

For comparison the figures 5.25 and 5.26 show measurements of the ventral MCG-
signal map and the electric axis at the time of the R-peak taken from the literature.

In the following the measured MCG data of the 5 subjects will be used to localize
a primary current dipole in the heart that corresponds to the R-peak activation of
the heart. In contrast to the theoretical model investigations of the last subsection,
here the location of the true primary current dipole at the time of the R-peak is not
known: here the true primary current dipole is the approximation for the primary
currents that are distributed globally all over the depolarization wavefront of the
R-peak time. Because at the time of the R-peak the depolarization wavefront is
distributed over large areas of the apex and the left ventricle (figure 5.26), here the
single dipole MUSIC localization approach can only give a rough approximation for
the location of the apex. In the figures 5.27 to 5.35 the true location of the apex is
estimated geometrically from the anatomy of the ventricles and called apex location
(magenta) and the Localization Error is calculated as the distance between the MU-
SIC dipole location and the apex location. For the calculation of the MUSIC dipole
location here no simulated data is used but only the R-peak data of the subject
and the leadfield matrix of the subjects anatomy. Because in the study [29]| there
were no patient specific anatomies (e.g. from MRI-scans) available, the anatomy
for all subjects is assumed to be the standard ECGSIM geometry (figure 5.1, left)
and consequently also the leadfield matrix is assumed to be identical for all subjects.
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Figure 5.15: Subject 1 (female), sensor array ~ Figure 5.16: Subject 1 (female), sensor array
ventrall, MCG-signal at R-peak, ¢ = —21°. dorsall, MCG-signal at R-peak.

170 12 170
1 0
220 08 _ 220 _
3 5
06 -0.1 o,
270 @ 270 =
E 04 § E g
N K N 02
320 02 g 320 g
0 = =
-0.3
370 -0.2 370
-0.4 ~0.4
200 250 300 350 400 200 250 300
x/mm x/mm

Figure 5.17: Subject 2 (male), sensor array  Figure 5.18: Subject 2 (male), sensor array
ventrall, MCG-signal at R-peak, ¢ = —45°. dorsall, MCG-signal at R-peak.
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Figure 5.19: Subject 3 (female), sensor array ~ Figure 5.20: Subject 3 (female), sensor array
ventrall, MCG-signal at R-peak, v = —39°. dorsall, MCG-signal at R-peak.
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Figure 5.21: Subject 4 (female), sensor array ~ Figure 5.22: Subject 4 (female), sensor array

ventrall, MCG-signal at R-peak, 1 = 0°. dorsall, MCG-signal at R-peak.
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Figure 5.23: Subject 5 (male), sensor array  Figure 5.24: Subject 5 (male), sensor array
ventrall, MCG-signal at R-peak, 1 = —26°. dorsall, MCG-signal at R-peak.
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Figure 5.25: Out-of-chest component of the ventral magnetic field at the R-peak
measured with atomic magnetometers [32]. The magnetic field is averaged over 100
heartbeats, the scale of the map ranges from —30 pT" (blue) to +60 pT" (red).

Figure 5.26: The direction of the electric axis in the heart (black arrow, top row)
and the corresponding ventral magnetic field maps (bottom row) [33].
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Figure 5.27: Side view of the sensor array ventrallventral? (figure 5.2) with apex
location 7y, = (335,345, 340)mm and MUSIC dipole location estimated from R-

peak data of subject 5.
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Figure 5.28: MUSIC map 1/M (i) of the sensor array ventrallventral?2 (figure 5.2).
The z-axis interval [p — 1,p| includes all MUSIC amplitudes 1/M (i) of the layer
p. LE = 110 mm is the Localization Error between the apex and MUSIC dipole
location estimated from R-peak data of subject 5.
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Figure 5.29: Front view of the sensor array ventrallventral2 (figure 5.2) with apex
location 7y, = (335,345, 340)mm and MUSIC dipole location estimated from R-
peak data of subject 5.
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Figure 5.30: Side view of the sensor array dorsalldorsal?2 (figure 5.2) with apex
location 7y, = (335,345, 340)mm and MUSIC dipole location estimated from R-
peak data of subject 5.
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Figure 5.31: MUSIC map 1/M (i) of the sensor array dorsalldorsal?2 (figure 5.2).
The z-axis interval [p — 1,p| includes all MUSIC amplitudes 1/M (i) of the layer
p. LE = 59 mm is the Localization Error between the apex and MUSIC dipole
location estimated from R-peak data of subject 5.
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Figure 5.32: Front view of the sensor array dorsalldorsal2 (figure 5.2) with apex
location 7, = (335,345, 340)mm and MUSIC dipole location estimated from R-
peak data of subject 5.
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The figures 5.27 to 5.29 show the MUSIC dipole localization for the R-peak data
of subject 5 and the sensor array ventrallventral2 (double layer). Similar to the
result for the theoretically simulated data (figure 5.4) the MUSIC dipole location
is shifted into the posterior part of the torso. The Localization Error between the
MUSIC dipole location and the apex location is LE = 110 mm (figure 5.28).

The figures 5.30 to 5.32 show the MUSIC dipole localization for the R-peak data
of subject 5 and the sensor array dorsalldorsal2 (posterior double layer). In contrast
to the theoretical result (figure 5.7) here a shift of the MUSIC dipole location away
from the sensors in the direction of the anterior side of the thorax is not clearly
visible. The Localization Error between the MUSIC dipole location and the apex
location is LE = 59 mm (figure 5.31).

The figures 5.33 to 5.35 show the MUSIC dipole localization for the R-peak data
of subject 5 and the sensor array ventralldorsall. Similar to the theoretical result
(figure 5.10) a significant shift to the anterior or posterior side of the torso is not
visible and the Localization Error between the MUSIC dipole location and the apex
location LE = 30 mm (figure 5.34) is of the same order as the theoretical result
(LE = 28 mm).

The table 5.2 shows the Localization Errors for the R-peak data of the 5 sub-
jects (LE; to LE5) and the sensor arrays ventrallventral2, dorsalldorsal2 and ven-
tralldorsall. In comparison with the theoretical dipole localization results of table
5.1 there is a change in the order of the averaged Localization Errors, the averaged
Localization Error of the sensor array dorsalldorsal? is the smallest:
39.22mm = LEdorsalldorsal2 < LEUentralldorsall < LEvent7'al1vent7'al2 = 123.90 mm.
As can be seen for instance in figure 5.8 the MUSIC algorithm tends to shift the
dipole location away from the sensors. Because the apex location is close to the
anterior border of the dipole grid, this shift is not visible here. Another reason for
the change of the order of the averaged Localization Errors might be differences in
the positions of the patients with respect to the sensor arrays due to errors in the
posture of the patients, visible for instance in the different heights of the magnetic
field maps (e.g. figure 5.17 in comparison to 5.19) in z-direction. Because of the
small spatial resolution of the dipole grid (10 mm), with a better alignment of the
position of the patients and a higher number of patients the order of LE entraiidorsait
and LEdov‘salldorsalQ may again Change.

In the next subsection there will be presented a second theoretical proof, that a
sensor array with anterior and posterior sensors provides the smallest Localization
Errors.



CHAPTER 5. INVESTIGATED GEOMETRIES OF THE MCG SENSOR

52 ARRAYS
y/mm
200 250 300 350 40( - dipole grid
-~ heart
e ventral 1 MCG sensors
| ¢ dorsal 1 MCG sensors
%94 @ apex location
MUSIC dipole location
1250
IS
£
N
2300
+350
layerp:1 2 3 4 5 6 7 8 910111213141516
2400

Figure 5.33: Side view of the sensor array wventralldorsall (figure 5.2) with apex
location 7y, = (335,345, 340)mm and MUSIC dipole location estimated from R-
peak data of subject 5.
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Figure 5.34: MUSIC map 1/M (i) of the sensor array ventralldorsall (figure 5.2).
The z-axis interval [p — 1,p| includes all MUSIC amplitudes 1/M (i) of the layer
p. LE = 30 mm is the Localization Error between the apex and MUSIC dipole
location estimated from R-peak data of subject 5.
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Figure 5.35: Front view of the sensor array ventralldorsall (figure 5.2) with apex
location 7, = (335,345, 340)mm and MUSIC dipole location estimated from R-
peak data of subject 5.

LE; LE, LE3 LE, LEs LE K

ventrallventral2 | 145.04 | 134.53 | 129.61 | 98.99 | 110.45 | 123.90 | 1.3 - 1070
dorsalldorsal2 41.23 | 22.36 | 22.36 | 50.99 | 59.16 | 39.22 | 1.2-10!
ventralldorsall 53.85 | 24.49 | 102.96 | 61.64 | 30.00 | 54.59 | 3.8 -10°

Table 5.2: Experimental Localization Errors LFE, the distance between the apex
location and MUSIC dipole location, for the 5 subjects and the sensor arrays ven-
trallventral2, dorsalldorsal? and ventralldorsall. LE is the averaged LE and the
last column shows the condition numbers x = cond(L) of the leadfield matrices.
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% % % % rank(L) | cond(L)
ventrall 14.70 | 21.85 | 20.92 | 19.16 36 7.1-10°

ventrallventrald | 14.70 | 21.85 | 20.92 | 19.16 53 1.2-10%
ventrallventral2 | 15.05 | 21.38 | 20.92 | 19.12 72 1.4-10%
dorsalldorsal2 33.54 | 34.15 | 29.26 | 32.32 45 1.0-10%
ventralldorsall | 13.30 | 19.37 | 17.18 | 16.62 72 4.4-10°

Table 5.3: Localization Errors LFE, the distance between the true and MUSIC
dipole location, for the sensor arrays wventrall, ventrallventral, ventrallventral2,
dorsalldorsal2 and ventralldorsall. LE; is the LE averaged over the 12 dipoles
parallel to the i-axis, kK = cond(L) is the condition number of the leadfield matrices.

5.2 (6 x 6)-array simulations

In contrast to the last section the sensor arrays investigated in this section con-
sist of several square (6 x 6)-arrays (figure 5.36). The radius of a magnetometer is
r = 9mm and the distance between the circle centers of two adjacent sensors in
one layer is 3 cm. Analogous to the investigations in the last subsection four MCG
sensor arrays will be compared: A double layer array with 2 square (6 x 6)-arrays
on the ventral side of the torso and distance D = 6 cm between the layers (ven-
trallventral{, figure 5.37), a double layer array with 2 square (6 x 6)-arrays on the
ventral side of the torso and distance D = 2 ¢m between the layers (ventrallventral2,
figure 5.38) a double layer array with 2 square (6 x 6)-arrays on the dorsal side of the
torso and distance D = 2 ¢cm between the layers (dorsalldorsal2, figure 5.39) and a
sensor array with (6 x 6) sensors on the ventral and (6 x 6) sensors on the dorsal side
of the torso (ventralldorsall, figure 5.40). For the positions of the primary current
dipoles now the ventricular cubic grid with n = 53476 voxels (figure 3.4) will be used.

To compare the quality of the sensor arrays shown in the figures 5.37 to 5.40 first
the (m x 3n) leadfield matrices L for the m = 72 sensors and n = 53476 primary
current dipoles in the ventricular grid have been calculated. Then the MCG sig-
nal vector ¢ = LJ, is calculated for single paraxial dipoles oriented in z-, y- and
z-direction and located at the 12 uniformly distributed ventricular pacer locations
shown in figure 6.1. In the next step the single dipoles are localized with the help of
the MUSIC algorithm of the equations 5.1 to 5.3. Table 5.3 shows the Localization
Errors LE between the given dipole location of figure 6.1 and the inversely estimated
dipole locations, where LF,, LE, and LE, are the averaged Localization Errors for
dipoles oriented in 2-, y- and z-direction, respectively. The averaged Localization
Error over the 12 dipole locations of figure 6.1 and all dipole orientations LE is also
shown in the bar graph of figure 5.41.

The result of the bar graph in figure 5.41 for the average LE using the n = 53476
ventricular dipole grid and the (6 x 6)-arrays is similar to the result of the bar graph
in figure 5.13 for the average LE using the dipole grid with 1 cm lattice constant
and the circular sensor arrays of the Biomagnetik Park system:
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Figure 5.36: Square (6 x 6)-array, front view (radius of a sensor = 9 mm, minimum
distance to torso = 1 ¢m, torso in red, lungs in yellow, ventricular grid in green).
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Figure 5.37: Sensor array Figure 5.38: Sensor array
ventrallventralj, cond(L) = 1.2 - 10'3. ventrallventral2, cond(L) = 1.4 - 108,

Figure 5.39: Sensor array Figure 5.40: Sensor array
dorsalldorsal2, cond(L) = 1.0 - 1013 ventralldorsall, cond(L) = 4.4 - 10°.
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40

Figure 5.41: Localization Errors LE for the (6 x 6) sensor arrays averaged over the
12 ventricular pacer locations of figure 6.1 and the 3 paraxial dipole orientations.



CHAPTER 5. INVESTIGATED GEOMETRIES OF THE MCG SENSOR
28 ARRAYS

In both cases the sensor array ventralldorsall with sensors on the anterior and
posterior side of the body provides the smallest Localization Errors. Table 5.3 shows
the following order of averaged Localization Errors for the (6 x 6)-arrays

LEventralldorsall < LEventrallventraD < LEventrallventraM = LEventrall < LEdorsalldorsalQ-

Analogous to the results of the circular sensor arrays the Localization Errors for
the 6 cm double layer array ventrallventralj and the single layer array ventrall are
the same. Especially for a large distance D between the layers of the double layer
the first layer ventrall is crucial for the localization because of the close proximity
to the ventricles. In contrast to the results of the circular sensor arrays the (6 x 6)-
array simulations reveal that the 2 ¢m double layer array ventrallventral? provides
smaller Localization Errors than the 6 cm double layer array ventrallventralj. This
may be due to the smaller lattice constant 1.5 mm in the (6 x 6)-array simulations
compared to the lattice constant 1 ¢m in the simulations with the circular sensor
array of the Biomagnetik Park system.

Because the dimension of the solution space of the system of linear equations
¢ = LJ, is given by dim = 3n — rank(L), the inverse solutions should be improved
by increasing the rank of the leadfield matrix rank(L). Table 5.3 shows that the
only sensor arrays with maximum rank leadfield matrices ventralldorsall and ven-
tralventral?2 (maximum of rank(L) = m = 2 - 36 = 72) indeed provide the smallest
Localization Errors. As explained in subsection 5.1 a small condition number of the
leadfield matrix is another clue for the high quality of a sensor array. So the smaller
Localization Errors of the sensor array ventralldorsall compared to the double layer
array ventrallventral2 can be explained by the order of the corresponding condition
numbers (table 5.3)

Cond(Lvent'r'alldorsaM) < Cond(Lventrallventral2)-

Because the sensor array ventralldorsall with (6 x 6) sensors on the anterior and
(6 x 6) sensors on the posterior side of the torso (figure 5.40) provides the smallest

MUSIC Localization Errors it will be used in the simulations of the central chapter
6.



Chapter 6

Inverse problem of
Magnetocardiography

6.1 Generation of 1nitial states

Because the Kalman Filters developed in chapter 6.2 are recursive algorithms, they
need an initial guess for the activation time state vector x;—o of the first iteration
step k = 0 of the Kalman Filter. In this thesis the Weighted Minimum Norm
(WMN) and the Multiple Signal Classification (MUSIC) are used for the purpose
of generating the initial state. In the WMN approach the initial activation times
are estimated from the maximum amounts of the WMN-estimated primary cur-
rent dipoles, in the MUSIC approach first the location of the accessory pathway
is estimated and then the initial activation times are simulated using the cellular
automaton model. To make the most of the advantages of both imaging techniques
a WMN-MUSIC hybrid technique is also investigated.

To quantify the quality of an inverse solution the Localization Error (LE) of the
accessory pathway and the Relative Error (RE) of the activation time state vector
x are introduced. The Relative Error is defined as the normalized distance between

=

apex s

= =

Figure 6.1: The forward and inverse simulations in this work are tested for the
following 12 pacer locations in the ventricles from base to apex: BA (Basal-anterior),
BRW (Basal-right-wall), BP (Basal-posterior), BLW (Basal-left-wall), BS (Basal-
septum), MA (Mid-anterior), MRW (Mid-right-wall), MP (Mid-posterior), MLW
(Mid-left-wall), MS (Mid-septum), AA (Apical-anterior), AP (Apical-posterior).

29
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the true activation times Xy, and the activation times x of the inverse solution

||X - XtrueH

‘ |Xt7‘ue | |

RE = (6.1)

with the euclidian norm ||-||. In order to get a stable convergence of the Localiza-
tion Error, it is defined with a center of mass around the minimum of the inversely
estimated activation times x: Let 7, center (X) be the center of mass of a small time
interval At = 12 ms above the minimum of the estimated activation times x and let
Trmin(Xtrue) be the location of the minimum of the true activation times X;.,.. Then
the Localization Error (LE) is defined as the distance between the minimum of the
true activation times and the center-of-mass-minimum of the estimated activation
times

LE = ‘ |szn (Xtrue) - Fmin,centm‘ (X) ’ ‘ : (62)

The use of this center-of-mass-minimum generates in many cases smaller Local-
ization Errors (figure 6.2) and stabilizes its convergence. Figure 6.3 shows that
the Localization Error LE decreases with the center-of-mass time interval At for
all imaging techniques investigated in the next three sections. The forward and
inverse simulations in this work have been tested for the 12 ventricular pacer loca-
tions shown in figure 6.1. The basal pacer locations could represent the locations of
accessory pathways, the mid and apical pacer locations could be the origins in focal
ventricular tachycardia.

6.1.1 Weighted Minimum Norm (WMN)

The amount of the primary current density 7, (7%, t) = —0inVVin (7%, t) of a voxel at
position 7 has a maximum at the time ¢ of maximal spatial slope of the transmem-
brane potential V,,. Because the spatial slope of the transmembrane potential V,,
has a spike inside the depolarization wavefront (figure 3.3), the depolarization time
7(7%) of the voxel can be estimated to [34]

() =g max

jp(Fkyt)‘) : (6.3)

In [34] some different WMN methods for estimating the primary current dipoles
7p(Fx,t) from the measured data have been compared. Here only the Truncated
Singular Value Decomposition (TSVD) method that results in the smallest Rel-
ative Errors and Localization Errors of [34] is presented and used for the WMN
solutions. The Singular Value Decomposition (SVD) of the measured data matrix
P = (p(t1),...,p(ty)) can be written as

min(N,m)
¢ =UxV! = u,oRvi (6.4)
k=1
with the (m X 1)-vectors ug, the (N x 1)-vectors v and the corresponding sin-
gular values o,. The spatial components with k£ > P that do not fulfil the discrete
Picard condition [35] are dominated by noise perturbations, thereby they are trun-
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Figure 6.2: The center-of-mass-minimum 7, center (X) Of the estimated activation
times is closer to the minimum 7., (Xge) Of the true activation times than the
minimum 7,;,(x) of the estimated activation times (figure 6.5).
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Figure 6.3: Localization Error LE averaged over the 12 pacer locations of figure 6.1
as a function of the center-of-mass time interval At.
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cated in the TSVD. Then the (3n x N)-matrix J = (J,(t1),...,J,(ty)), including
the estimations of the primary currents (equation (1.2)) of the data time samples
t1,...,tn, can be obtained by

jkO'ka. (65)

M~

J=

i

1

Here J, is the solution of the Tikhonov regularized minimization problem
J, = arg min(|[u; — L[> + Xe||T||?) = HOw)uy (6.6)
where H().) is the kernel matrix’

H(\) = LT(LL" + \I) ™1 (6.7)

and the regularization parameter )\ is obtained by the L-curve approach [37]:

Figure 6.4 shows the WMN activation times 7(7) of the pacer location BLW de-
rived with the equations (6.3) to (6.7) using the 72 sensor MCG array ventralldorsall
and torso model of subsection 5.2 (figure 5.40). Because of the non-uniqueness of
the inverse problem (the leadfield-matrix L is a (72 x 3 - 53476)-matrix) there are
significant errors in the estimated primary current dipoles fp(Fk) that generate sig-
nificant errors in the activation time map. In figure 6.4 these errors in the activation
time map can be identified as outliers (e.g. black arrow). Because the measurement
function h(x) is proportional to the gradient of the activation times h(x) ~ V7(7%)
(equation (4.22)) those outliers produce large relative errors in the simulated MCG
signal

REgnar = [[h(x) = &][/]|#]] (6.8)

making the convergence in the following Kalman Filter calculations unstable.
To get rid of the outliers in the estimated activation times x a smoothing process
function f(x) is introduced, whose j-th component is defined by

N[~
M~

xl, if |27 — rin| < e
. n=1
(%)= (6.9)
z > an, if |2 — 23 ai > e
n=1 n=1

where Z is the number of next neighbors (i,;n = 1,...,7) within a distance
d. Consequently, the activation time of a voxel tends to the average activation
time of the adjacent voxels which has a smoothing effect on the activation times x.
The smoothed WMN activation times of figure 6.5 are calculated from the WMN

Iproof e.g. in the appendix of [36]. Here the weighting matrix of [34] is set to be the unity
matrix W = 1.
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Figure 6.4: WMN activation times of the pacer location BLW (SNR = 8.66 x 102,
truncation at P = 50, RE = 0.137, REgna = 0.900, LE = 4.8 mm).

activation times of figure 6.4 with the recursive algorithm

X = f(Xk,1> k= 1, 2, 3, ce (610)

until REg; e is minimized. The smoothing with the recursive algorithm (6.10)
will be explained in detail in the appendix B. The appendix A explains how the
noise in the data is simulated and how the Signal to Noise Ratio (SN R) is defined.
The Relative Errors show that the smoothed WMN activation times are closer to
the corresponding simulated (=true) activation times of the pacer location BLW
which is shown in figure 6.6. Parameter tests for ¢ and d shown in the appendix C
reveal optimal values of ¢ = 0.001 and d = 5.25 mm with the fastest convergence
and smallest RFE.

6.1.2 Multiple Signal Classification (MUSIC)

In this chapter the localization of pacers (e.g. accessory pathways) in the heart
with the help of the MUSIC algorithm [30] will be discussed. The basic idea of the
MUSIC algorithm is to replace the primary current dipoles inside the depolarization
wavefront by one single dipole for each pacer. The MUSIC algorithm will only
produce good localization results if the data matrix is restricted to a small time
interval At after the onset of the pacer. Because of the finite conduction velocities
of table 2.1 the depolarization wavefront within a time interval of At = 12 ms will be
located in a distance ofKt-vH = 9.6 mm to the pacer, which makes the single dipole
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Figure 6.5: Smoothed WMN activation times of the pacer location BLW (e = 0.001,
d="5.25mm, RE = 0.112, RE;;na = 0.302, LE = 4.9 mm).
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Figure 6.6: True (=simulated) activation times of the pacer location BLW.
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approximation reasonable. Let r be the number of simultaneously active pacers and
® the part of the data matrix corresponding to the initial time interval At. With
the help of the SVD of the initial data matrix

-UnV (6.11)

we can define an orthogonal projector to the noise subspace

PL-T, U (6.12)

where U,,,_, contains the column vectors of U corresponding to the m—r smallest
singular values. P is inserted into the MUSIC scanning function M (i) (equation
(5.3)) and the r active pacers can be found by plotting the MUSIC map 1/M (i) at
all dipole locations and looking for r sharp peaks. Once the pacer locations have
been estimated with the MUSIC algorithm, the corresponding MUSIC activation
times are calculated using the anisotropic cellular automaton model developed in
chapter 3.2. Figure 6.7 shows the MUSIC activation times of the pacer location
BLW. In comparison with the smoothed WMN activation times of figure 6.5 one
can see that the distance between wavefronts is better estimated with the MUSIC
algorithm, especially in the septal regions, because the MUSIC algorithm includes
information of the anisotropic wavefront velocity in the inverse calculation.

To find an optimal value for the initial time interval At the Localization Errors
LE have been calculated for the 12 pacer locations depicted in figure 6.1 and for
different values of At. Figure 6.8 shows the Localization Error averaged over the
12 pacer locations as a function of the initial time interval At the data matrix is
restricted to. The optimal initial time interval of At = 12 ms with the smallest
averaged LFE will be used for all further calculations with the MUSIC algorithm.

6.1.3 WMN-MUSIC hybrid technique

While the MUSIC algorithm only uses the first part of the data matrix correspond-
ing to the initial time interval At for the estimation of the pacer location, the WMN
technique makes use of the full data matrix. On the other hand the advantage of
the MUSIC estimation of the activation times is that the physiological information
(muscle fiber directions, anisotropic wavefront velocities) is used in the second cellu-
lar automaton step. To make use of the benefits of both techniques in this work also
a new inverse approach will be investigated: We define the WMN-MUSIC hybrid
activation times by the arithmetic mean

1

Xhybrid = §(Xsmoothed wMN + XymUsic) (6.13)

where the smoothed WMN activations times Xg,00thed wymn and the MUSIC ac-
tivation times xp;pgs7c are used. The WMN-MUSIC hybrid activation times of the
pacer location BLW are shown in figure 6.9.
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Figure 6.7: MUSIC activation times of the pacer location BLW (At = 12 ms, RE =
0.138, REigna = 0.294, LE = 14.9 mm).
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Figure 6.8: MUSIC Localization Error LE averaged over the 12 pacer locations of
figure 6.1 as a function of the initial time interval At.
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Figure 6.9: Hybrid WMN-MUSIC activation times of the pacer location BLW (At =
12ms, RE = 0.103, REsignq = 0.197, LE = 9.8 mm).

6.1.4 Comparison of the reconstructed activation times for
single pacers

In this section the activation times of the 12 pacer locations in figure 6.1 are com-
pared for the four imaging techniques WMN, smoothed WMN, MUSIC and WMN-
MUSIC hybrid, which were discussed in the last three sections. Table 6.1 shows the
Relative Error RE for every single pacer location and in the last line RE averaged
over the 12 pacer locations. The smallest averaged RE can be achieved with the
WMN-MUSIC hybrid technique (in bold print). One can also figure out that av-
eraged over all pacer locations the MUSIC technique is superior to the smoothed
WMN and WMN technique in estimating RE. The MUSIC technique of estimating
the activation times includes the physiological information of the cellular automa-
ton (e.g. wavefront velocities). The WMN algorithm only uses the information of
the data and noise, so the estimation of the distance between wavefronts is worse
compared to the MUSIC technique (e.g. septal regions in figure 6.5). The global
estimation of the activation times works best with the WMN-MUSIC hybrid tech-
nique. It combines the advantages of the MUSIC technique (cellular automaton
information) and the WMN technique (use of the full data matrix).

Table 6.2 shows the Relative Error for the measured MCG signal calculated with
equation (6.8). The WMN-MUSIC hybrid technique also results in the smallest
averaged REg;;,, and the (non-smoothed) WMN technique produces the biggest
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WMN | smoothed WMN | MUSIC | WMN-MUSIC hybrid
BLW 0.137 0.112 0.138 0.103
BRW 0.109 0.081 0.050 0.049
BP 0.166 0.138 0.077 0.089
BA 0.202 0.187 0.073 0.102
BS 0.182 0.165 0.227 0.136
MLW 0.153 0.133 0.155 0.119
MRW 0.166 0.144 0.141 0.120
MP 0.229 0.216 0.171 0.155
MA 0.225 0.201 0.145 0.125
MS 0.271 0.256 0.118 0.151
AA 0.199 0.174 0.098 0.094
AP 0.201 0.175 0.089 0.101

averaged ‘ 0.187

0.165 | 0.124 | 0.112 |

Table 6.1: Relative Errors (RE) for the 12 pacer locations of figure 6.1. The last
line shows the RE averaged over the 12 pacer locations. The smallest averaged RE
is in bold print.
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Figure 6.10: RE of the initial states averaged over the 12 pacer locations (SNR =
8.66 x 103, d = 5.25 mm, ¢ = 0.001).
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WMN | smoothed WMN | MUSIC | WMN-MUSIC hybrid
BLW 0.900 0.302 0.294 0.197
BRW 0.932 0.305 0.231 0.205
BP 1.068 0.453 0.308 0.215
BA 0.973 0.445 0.268 0.330
BS 0.879 0.418 0.883 0.627
MLW 0.873 0.363 0.420 0.309
MRW | 0.824 0.403 0.324 0.319
MP 1.309 0.829 0.727 0.620
MA 1.806 0.573 0.934 0.657
MS 1.142 0.513 0.717 0.527
AA 1.276 0.365 0.338 0.283
AP 0.845 0.351 0.311 0.281
| averaged | 1.069 | 0.443 | 0519 | 0.381 |

Table 6.2: Relative Errors of the MCG signal (REs;gnq) for the 12 pacer locations
of figure 6.1. The last line shows the RE; ., averaged over the 12 pacer locations.
The smallest averaged RE ;g4 is in bold print.

REgigna- The nonlinearity of the function h(x) can be seen in the order of the
smoothed WMN and the MUSIC method: although the averaged RE of the MU-
SIC method (0.124) is smaller than the averaged RE of the smoothed WMN method
(0.165), the averaged REj;g,q of the MUSIC method (0.519) is bigger than the the
averaged REg; nq of the smoothed WMN method (0.443).

Table 6.3 shows the Localization Error LE for every single pacer location and
in the last line LE averaged over the 12 pacer locations. The smoothed WMN
technique results in the smallest averaged LE (in bold print). This section can only
give a clue on finding the best initial state for the Kalman Filters: Because the
initial state of the Kalman Filters in section 6.2 is the global activation time state
vector X,—g, the smoothed WMN technique doesn’t neccessarily need to be the best
initial state generator for the localization of accessory pathways. To find out the
best technique for generating the initial states one has to look at the Localization
Errors of the converged Kalman Filter results in section 6.2.
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Figure 6.11: REsigmil of the initial states averaged over the 12 pacer locations
(SNR = 8.66 x 103, d = 5.25 mm, € = 0.001).

WMN | smoothed WMN | MUSIC | WMN-MUSIC hybrid
BLW 4.76 4.99 14.99 9.79
BRW 20.27 7.15 6.91 5.13
BP 7.99 3.02 4.10 2.09
BA 9.55 4.32 6.61 1.09
BS 13.02 9.88 18.46 16.11
MLW 19.61 11.44 13.35 12.25
MRW 15.23 12.33 12.82 11.57
MP 12.62 7.69 16.83 15.46
MA 4.98 5.51 11.29 8.45
MS 18.20 20.89 9.83 12.04
AA 68.34 4.12 9.98 4.10
AP 22.82 11.55 8.71 9.43
| averaged | 18.12 | 8.57 | 11.16 | 8.96 |

Table 6.3: Localization Errors (LE) in mum for the 12 pacer locations of figure 6.1.
The last line shows the LE averaged over the 12 pacer locations. The smallest
averaged LF is in bold print.
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Figure 6.12: LE of the initial states averaged over the 12 pacer locations (SN =
8.66 x 10%, d = 5.25 mm, € = 0.001).
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Figure 6.13: MUSIC-map 1/M (i) for the 2 simultaneously activated pacers BLW-AP
as a function of the voxel index i (At = 12 ms).

6.1.5 Comparison of the reconstructed activation times for 2
pacers

The incidence of multiple accessory pathways in Wolff-Parkinson-White syndrome
has been reported to be about 3 — 20% in surgical series and 5 — 18% in radiofre-
quency ablation series [38]. In this section the initial state generators are compared
for the following pairs of pacer locations (figure 6.1): BA-MP, BRW-MLW, BP-MS,
BLW-AA, BLW-AP, BS-AP, MA-AP. The pair BLW-AP will be used for the pur-
pose of demonstration.

First the case of simultaneously activated pacers will be investigated: Figure 6.13
shows the MUSIC-map 1/M (i) for the r = 2 pacers BLW-AP activated at the same
time. Although the 2 maxima in the MUSIC-map should represent the location of
the 2 pacers BLW-AP, the shown Localization Errors LE (black arrows) suggest
that only the pacer location AP can be localized. The pacer location BLW (at
voxel index ¢ = 8854) i<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>