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Zusammenfassung

Diese Arbeit beschéftigt sich mit der Erwartungsnutzenmaximierung des Endvermogens
unter festen Transaktionskosten.

Wir betrachten dabei einen Investor mit konstanter absoluter Risikoaversion, der in
einem Markt, bestehend aus einer risikolosen Anleihe und einer riskanten Aktie, han-
delt. Die Aktie wird dabei als allgeminer Ito-Prozess modelliert. Wir nehmen an, dass
der Investor fiir jede Transaktion einen festen Betrag ¢ unabhéingig vom Transaktion-
volumen zahlen muss.

Mit einem nicht-markowschen Prinizip der dynamischen Programmierung bestimmen
wir eine Kandidaten-Strategie. Diese Strategie ist dadurch gekennzeichnet, dass sie
stets in einem zufélligen und zeitabhéngigen Intervall um den friktionslosen Optimierer
liegt, beim Erreichen der Intervallgrenzen auf diesen Optimierer springt und alle Akti-
enpositionen liqudiert, sobald das Vermogen eine vorgegebene (stochastische) Schwelle
unterschreitet. Die asymptotische Optimalitéit dieser Kandidatenstragie zeigen wir un-
ter geeigneten Regularitdtsbedingungen an die Dynamiken der Aktie und des friktions-
losen Optimierers. Zwei Beispiele zeigen, dass die Regularitdtbedingungen in konkreten
Modellen erfiillt werden. Auflerdem wenden wir unsere Ergebnisse auf die Nutzenin-
differenzbepreisung bei festen Transaktionkosten an. Durch eine Abschwéchung der
Regularitdtsannahmen des Optimierungsproblems kénnen wir den Nutzenindifferenz-
preis einer Put-Option unter festen Kosten im Black-Scholes-Modell asymptotisch be-
rechnen.

Unsere Resultate beweisen die Heuristik von (Korn, (1998, Abschnitt 5) in der Abwe-
senheit von proportionalen Kosten, aber fiir allgemeine [to-Prozesse. Im Gegensatz zu
Altarovici et al.| (2015a) in einem etwas anderen Ausgangsproblem basieren unsere Er-
gebnisse auf Martingalmethoden, (Semi-)Martingalungleichungen und Hilfsmitteln aus
der Stochastischen Analysis wie zum Beispiel aus Peskir| (2007)) statt Homogenisierung
und Viskositatslosungen.
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Abstract

This thesis deals with utility maximization from terminal wealth under fixed transac-
tion costs.

We consider an investor with constant absolute risk aversion trading in a market con-
sisting of one safe and one risky asset with general 1to dynamics. We assume that she
has to pay a fixed transaction cost € for each trade regardless of its size.

Using a non-Markovian dynamic programming approach, we derive candidate strategy
for optimality. This strategy lies in a random and time-dependent interval around the
frictionless optimizer, changes to the latter once the boundaries of this interval are
breached and liquidates all stock positions if the corresponding wealth falls below a
given (stochastic) threshold. We verify the (almost) optimality of the candidate under
suitable regularity assumptions. Furthermore, we give two examples of models fulfill-
ing these assumptions and present an application to utility indifference pricing. After
weakening the regularity assumptions, we derive a pricing formula for the European
put option in the Black-Scholes model under fixed transaction costs.

Our results verify the heuristics of (Korn| (1998, Section 5) in the absence of propor-
tional costs, but for general Ito dynamics. Contrary to the related study of |Altarovici
et al.| (2015a) in a different setup, our derivation and verification rely on martingale
methods and tools from stochastic calculus like the change-of-variable formula from
Peskir| (2007)) rather than homogenization and viscosity solutions.

X






Contents

(1. Introduction 3
[1.1. Optimization with frictions in Mathematical Finance| . . . . . . . . .. 3
(L2, Outline of this thesisl . . . . . . . . . . ... .. L. 5
[L3. Notation| . . . . . . . . . . . 5

(2. Inputs from the frictionless problem)| 7
2.1. Introductionl . . . . . . . . ... 7
[2.2. Trading in a frictionless market| . . . . . . . . ... ... ... 7
[2.3. Optimal expected utility from terminal wealthl . . . . . . .. ... . .. 8
[2.4.  Different methods to solve the optimization problems| . . . . . . . . .. 9

[2.4.1. Martingale approach| . . . . . .. .. ... ... ... 9
[2.4.2. Dynamic programming| . . . . . . . . . . ... ... 11
[2.4.3. Connection between both approaches| . . . . . . . ... ... .. 15

(3. Fixed transaction costsl 17
(3.1. Introductionl . . . . . . . . . ..o 17
[3.2. Trading with fixed transaction costs|. . . . . . . . ... ... ... ... 17
[3.3. Optimality and dynamic programming| . . . . . .. . . ... ... ... 20
[3.4. Main result and interpretation| . . . . . . . . ... L. 21
[B.5. Heuristicd . . . . . . . . . . 22

[3.5.1. Ansatz for value process| . . . . . .. ... ... L. 22
[3.5.2. Dynamics| . . . . .. ... 25
[3.5.3. Identifying of the correct scaling/. . . . . . . .. ... ... ... 27
[3.5.4.  Derivation of the optimal strategy|. . . . . . .. .. ... .. .. 28
[3.5.5.  Modification of the value process| . . . . . ... ... ... ... 30

[3.6.  Existence of involved processes and regularity assumptions| . . . . . . . 31
[3.7. Upper bound for maximal expected utility| . . . . . ... .. ... ... 33
[3.7.1. On a subclass of admissible strategies . . . . . . . .. ... ... 33
[3.7.2. On the larger set ot admissible strategies| . . . . . . .. ... .. 38

[3.8. Lower bound for maximal expected utility and almost optimality of the |
[ candidatel . . . . .. 47
[3.8.1. Properties of the candidate and drift of its value process . . . . 47
3.8.2. Lower boundl . . ... ... ... ... ... ... 50
[3.8.3. Optimality|. . . . . . . . . ... ... 54

4. Extensions| 57
[4.1. Introductionl . . . . . . . . .. 57



Contents

[4.2. Truncated portiolio gamma and fewer regularity assumptions|. . . . . . 57
4.2.1. Truncated no-trade corridorl . . . . . . .. ... ... 57

[4.2.2. Upper bound| . . . . . .. .. .. ... .. 60

423 Towerboundl . ... .. ... ... ... ... ... .. ... . 68

[4.2.4. Optimality]. . . . . . . . . . ... 71

[4.3. Truncated and frozen portfolio gamma with growth conditions . . . . . 71
4.3.1. Truncated and frozen no-trade corridor| . . . . . . . . . ... .. 71

[4.3.2. Upper bound| . . . . . .. .. .. ... 75

4.3.3. Lower boundl . . ... ... ... ... ... ... ... 80

[4.3.4. Optimality]. . . . . . . . .. ... 82

83
[b.1. Black-Scholes modell . . . . . . . ... ... .. ... o L. 83
[5.2. Stochastic volatility modelf . . . . . . . ..o o000 o000 89

[6. Application: Utility indifference pricing] 91
[6.1. General frameworkl . . . . ... ... .. ... 91
[6.2. Black-Scholes modell . . . . . . .. .. ... ... . 0. 92
[6.2.1.  For regular option payofts| . . . . . . ... ... ... ... ... 92

[6.2.2.  For the put option| . . . . . ... ... ... ... 94

[7. Fixed and proportional costs| 103
[7.1. Trading with fixed and proportional costs|. . . . . . . . . .. ... ... 103
[[.2. Heuristicsl . . . . . . . . . . 103
[7.3. An outlook to the verification] . . . . . . . ... ... ... ... ... 108
8. Conclusion and future researchl 111
[A. Analyzing error terms| 113
[A.1. For Chapter[3| . . . . . . . . . . . .. .. ... 113
[A2. For Section 2 . . . ... ... ... 122
[B. Tools from stochastic calculus| 133
[B.1. Change-of-variable formulas| . . . . . . ... ... ... ... ...... 133
[B.1.1. For piecewise twice continuously differentiable functions with |

[ smooth fitl . . . .. .. ... 133
B.1.2. For linear combinations of convex functions . . . ... ... .. 135

[B.2. (Semi-)Martingale Inequalities| . . . . . . . ... .. .. ... .. ... 136




1. Introduction

1.1. Optimization with frictions in Mathematical
Finance

According to an old German stock market wisdom[l] frictions in financial markets
make high frequent investment strategies gainless. These frictions can have several
forms. For example, they can be taxes and the gains from trading, losses due to bid-
ask spreads in the stock market, brokerage fees for the reallocation of a portfolio and
other small imperfections.

Since research on frictionless optimizationf] suggests high frequent optimal strategies,
this business wisdom is probably one of the reasons why utility maximization (and
pricing) under transaction costs has become quite popular in Mathematical Finance.
In the literature regarding this topic there are basically three main types of cost struc-
tures: proportional, quasi fixed and fixed transaction costs.

The by far largest group of these three is the one on proportional costs. Optimally
behaving investors do not trade while their holdings lie inside an interval around the
frictionless optimizer and use minimal effort to stay inside this so called no-trade
region once their holdings reach the boundaries (Magill and Constantinides (1976);
Constantinides (1986); Davis and Norman| (1990)); Dumas and Luciano (1991)); Shreve
and Soner| (1994))). Even in the Black-Scholes model, the size of the no-trade region
and the corresponding utility loss due to proportional costs have to be determined nu-
merically (Davis and Norman (1990)) or asymptotically at the leading order for small
costs (Shreve and Soner (1994); |Janecek and Shreve| (2004)). Thus, analyzing the
asymptotic influence of proportional costs (in more complicated models) seems rea-
sonable: Formal results were obtained by |Goodman and Ostrov| (2010)); Martin| (2012));
Kallsen and Muhle-Karbe| (2013); [Soner and Touzi (2013); |[Kallsen and Muhle-Karbe
(2015). Rigorous proofs can be found in Soner and Touzi (2013) for general utility and
Markovian asset dynamics, in [Possamai et al. (2015)) for higher-dimensional asset price
processes and in Kallsen and Li| (2013)) for general 1t6 dynamics. With an asymptotic
dynamic programming approach Melnyk and Seifried| (2016]) construct almost optimal
strategies under proportional costs, logarithmic utility and Markovian asset price dy-
namics.

When introducing fixed or quasi fixed costs, stochastic control problems become im-
pulse control problems: in contrast to proportional costs, fixed and quasi fixed costs
only allow for trading strategies changing finitely often on bounded time intervals.
Nevertheless, the (almost) optimal strategies lie in a no-trade region around the fric-
tionless target. In models with quasi fixed costs as in Morton and Pliskal (1995)) and

1"Hin und her macht Taschen leer”, Schwarzer| (18th April, 2012)
2The literature on frictionless utility maximization is discussed in Chapter
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Atkinson and Wilmott| (1995) the investor has to pay transaction costs proportional to
current wealth, whereas in models with fixed costs a fixed amount € > 0 has to be paid
for each transaction that is done. The first study considering fixed transaction costs is
Eastham and Hastings (1988). In a model with Markovian asset dynamics, finite time
horizon, both fixed and proportional transaction costs they show that, if the so called
quasi-variational inequalities have a smooth solutionﬂ this solution is the value func-
tion and the related control is optimal. Similar results can be found in parts of |Korn
(1998) with weaker regularity assumptions for the value function and infinite time
horizor® and in [(@ksendal and Sulem! (2002)), where consumption is not only allowed at
the transaction times of a trading strategy. Furthermore, the last study shows that the
value function is a possibly discontinuous viscosity solution of the dynamic program-
ming equation. Schroder| (1995]) and Liu| (2004) numerically investigate the optimal
trading strategies. Asymptotic results without rigorous proofs can be found in Korn
(1998)); Lo et al. (2004)); |Alcala and Fahim (2013). The most recent studies on fixed
costs are Altarovici et al.| (2015a), Altarovici et al. (2015b]) and Belak and Christensen
(2016)). In a multidimensional Black-Scholes model with constant relative risk aversion
and infinite time horizon |Altarovici et al.| (2015a)) determine the asymptotic expansion
of the value function and derive the almost optimal strategy in this setup. This is done
by means of homogenization and viscosity solutions being the first result with rigorous
verifications for the asymptotics of fixed costs. However, their optimal strategy can
only be determined explicitly up to some stopping time that depends on wealth. With
the same asset price dynamics, general utility and a combination of fixed and pro-
portional costs Altarovici et al. (2015b) prove a weak dynamic programming principle
and a comparison result for solutions of the dynamic programming equation. Fur-
thermore, numerical results are used for illustrative purposes. Belak and Christensen
(2016) show that the value function is a pointwise infimum of suitable superharmonic
functions and a continuous viscosity solution of the corresponding quasi-variational
inequalities. With these characterization they construct optimal strategies. This is
done in a multidimensional factor model with both fixed and proportional costs. |Cal
et al. (2015} 2016)) consider quadratic tracking problems with general cost structures
and a target with [to-dynamics. In (Cai et al., 2015, section 5) the authors show a
relation between optimal tracking and utility maximization under transaction costs.

Our work is the second study with rigorous verifications for the asymptotics of fixed
costs and the first one considering a finite time horizon and constant absolute risk
aversion. Our results verify the heuristics of (Korn) [1998| Section 5¢) in the absence
of proportional costs. In contrast to most of the other studies on fixed costs we do not
require Markovian asset price dynamics; thus, rather complicated analytical methods
like viscosity solutions and homogenization techniques can be avoided. The (almost)
optimal trading strategy can be constructed under suitable regularity assumptions on
the underlying model, and the frictionless optimizer is known on the whole time hori-
zon. As in the literature it is kept inside some (stochastic) no-trade region around
the frictionless target, but just sells all stocks if wealth falls under a given thresh-

3 According to Korn| (1998) this smoothness assumption can only be fulfilled if the optimal strategy
is constant, i.e. if it never hits the boundaries of the not trade region.
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old depending on the transaction cost €. Furthermore, the no-trade region and the
corresponding asymptotic utility or certainty equivalent loss can easily be described
in terms of the frictionless quantities, the degree of risk aversion and - of course -
the transaction cost. As in other studies (Janecek and Shreve| (2004); [Martin (2012);
Kallsen and Muhle-Karbe, (2013); |Kallsen and Li| (2013)); /Ahrens (2015); [Kallsen and
Muhle-Karbe (2015))), one important factor is the so called portfolio gamma of the
frictionless optimizer.

Similar to |Ahrens (2015]) dealing with proportional costs, our results can directly be
applied to utility indifference pricing under fixed transaction costs in the Black-Scholes
model. After weakening the assumed regularity assumptions this can also be applied
to put options.

1.2. Outline of this thesis

This thesis is organized as follows: In Chapter [2| we summarize the necessary inputs
from the frictionless expected exponential utility maximization problem from termi-
nal wealth: we require the two main approaches to solve the optimization problems
in Mathematical Finance: martingale methods and dynamic programming. Further-
more, we derive a connection between both approaches.

Chapter |3| is the main part of this thesis: the derivation of a trading strategy that
almost maximizes the expected exponential utility from terminal wealth under fixed
transaction costs. We heuristically derive a solution and then state rigorous verifica-
tion theorems under suitable regularity assumptions on the frictionless optimization
problem.

In Chapter [4] we extend the results from Chapter [3} we present two verifications with
alternative regularity assumptions.

Chapter |5 analyzes two tractable examples for stock price models and their resulting
almost optimal strategies: the Black-Scholes model and a stochastic volatility model.
Chapter [0] deals with utility indifference pricing under fixed transaction costs. We
derive utility indifference prices in the Black-Scholes model for option prices being
regular enough and use the extended verifications from Chapter [4] to obtain a utility
indifference price for a European put in the Black-Scholes model in the presence of
fixed transaction costs.

Furthermore, in Chapter [7], we consider a combination of both fixed and proportional
costs and heuristically derive the strategy that we believe is almost optimal.

1.3. Notation

Most processes under consideration are Ito processes or at least continuous seminar-
tigales plus a left continuous jump term. The definitions of these can be found in
subsection . For a continuous semimartingale X, VX denotes its bounded vari-
ation part and M¥ its local martingale part. Furthermore, its quadratic variation is
denoted by [X] or [X, X], respectively. For an Ito process X, the drift V¥ is pathwise
absolutely continuous and we write b% for its local drift. The local quadratic varia-
tion of X is denoted by ¢* or ¢X*. For two Ito processes X,Y, the processes [X,Y]
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and ¢®Y denote the corresponding objects for the quadratic covariation. If we change
the underlying probability measure, then we write V*@ for the drift part under the
probability measure @, b¥€ for the @ local drift and M*® for the martingale part of
X under (). For all other notation we refer to the list of symbols on page {145



2. Inputs from the frictionless
problem

2.1. Introduction

The maximization of the expected utility from terminal wealth in frictionless markets
has been investigated extensively in Mathematical Finance starting with the work of
Merton| (1969). In this chapter we collect the necessary results on the optimization
problems in frictionless markets with one riskless bond and one risky asset that are
needed for the following chapters. After a brief introduction to the mathematical
model we define our optimality criterion: the maximization of the expected exponential
utility from terminal wealth. In the literature regarding optimization in Mathematical
Finance two types of approaches can be found: martingale methods and dynamic
programming. These are discussed in section

2.2. Trading in a frictionless market

We consider a filtered probability space (2, .7, (%;)i>0, P) with .%; being generated by
all P-nullsets and (.%;)i>0 being right continuous[]] For a fixed time horizon T' € (0, 00)
our market model consists of a riskless bond S = 1 and a risky asset as a positive Ito
process

t t
St:50+/ bfds+/ o2 dW,.
0 0

Here W is a one-dimensional standard Brownian motion b° € L(I),0° € L(W) and
So > 0. Examples for specific stock price models will be considered in section [2.4, We
state the definitions of trading strategies in frictionless markets:

Definition 2.2.1 (Trading strategies). A trading strategy is an R*-valued predictable
process (@7, pi)ieior) such that ¢ € L(S).

Here ) and ¢; denote the number of shares held in the bank account and in the stock
at time ¢, respectively. As usual in utility maximization we only consider self-financing
strategies:

Definition 2.2.2 (Self-financing strategies). A trading strategy (©°, @) is called self-
financing iff
"+ pS = ¢y + oS0 +/ PsdS;
0

!These assumptions imply that the filtration fulfills the so called usual conditions and that every
Fp-measurable random variable is constant almost surely.
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holds.

Except for the initial allocation (], @) we can identify a self-financing strategy (¢°, )
with its number of shares held in the stock ¢.

Definition 2.2.3 (Portfolio process). For ¢ as in Definition and initial capital
x € R we define the portfolio process V() via

t
Vi(e) :—x+/ 0sdSs.
0

Remark 2.2.4. For ©° = V(p) — @S wee see that (©°, ) is self-financing in the sense

of Definition and that

V(p) ="+ pS.
Thus, V() is the sum of the money invested in the bond and the money invested in
the stock, which is a common definition for the portfolio pmcesﬁ.

2.3. Optimal expected utility from terminal wealth
Definition 2.3.1 (Exponential utility functions). The function U : R — (—o0, 0] with

U(y) = —exp (—py)
is the so-called exponential utility function with risk aversion parameter p > 0.

Exponential utility functions have a so called constant absolute risk aversion (CARA).
This means that their Arrow-Pratt measure

B U//(y
U'(y)

introduced by Pratt (1964); Arrow (1965) is constant and equals the risk aversion
parameter p.

We specify the meaning of optimality. Here, optimal means that the expected utility
from terminal wealth is maximized. For that purpose, we fix an initial allocation
of bonds 2z € R and stocks #° € R. Then, the total initial wealth is given by
z = 2P + 298;. Optimality will be defined on arbitrary subsets B of L(S) such that
the initial number of stocks equals the given value: ¢(0) = 2 for all p € B.

~—

ARA(y) =

Definition 2.3.2 (Optimality). A predictable process p € B is called optimal on the
set B iff
E(U(Vr(p))) = sup E (U (Vr(¥))) -
PeDB

If the strategy ¢ with ¢, = 0 for ¢ € (0,7}, i.e. the strategy that keeps all money in
the bond, is in B the right-hand side of the above optimality condition is bounded
from below by U(z). Thus it is strictly larger than —oo, and the optimization problem
is not trivial.

2See e.g. (Irle, 2012, section 12.2).
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Remark 2.3.3. The assumption that the bond S° is constant equal to 1 is not a
restriction as long as it is a deterministic and nonnegative process S° = S+ | bssods.
In this case we take V(¢°, ) = @S + oS as the definition for the portfolio process,
which equals V(¢°, ) = Vo(¢°, @) + [, ¢°dS) + [, wdSs for a self-financing strategy.

Then, the discounted portfolio process \A/(cp) = %ﬂ,@) does not depend on ¢° and

fulfills ‘7(@) = ‘A/o(ga) + /s 0sdS,, where S = & is an Ito process. So the strategy that
mazimizes the expected utility from discounted terminal wealth Vi(p) in the market

(1, §) at risk aversion p = pS% is then also a mazimizer for the expected utility from
wealth V(o) in the market (S°,S) at risk aversion p.

2.4. Different methods to solve the optimization
problems

The literature on the solution of optimization problems in Mathematical Finance
can basically be divided into two groups: martingale methods and approaches us-
ingdynamic programming. We will discuss both in the following:

2.4.1. Martingale approach

As the name suggests martingale methods rely on well-known concepts from Mathe-
matical Finance and stochastic integration and are based on a relation between optimal
trading strategies and equivalent martingale measures. This duality usually requires
results from convex analysis (Rockafellar| (1997))) like the convex dual in (Karatzas
and Shreve] 1998| section 3.3.4) and can be treated in complete markets where there
is only one equivalent martingale measure (Pliskal (1986); |[Karatzas et al.| (1987); |Cox
and Huang (1989, [1991)), and with more effort also in incomplete markets (He and
Pearson| (1991); Karatzas et al.| (1991)); Cvitanic and Karatzas| (1992); Kramkov and
Schachermayer (1999); Schachermayer (2001); Kramkov and Schachermayer| (2003))).
These approaches are quite general, they do not require a Markovian structure of the
asset price process and even work in the general semimartingale case with general
utility functions.

We state one possible version of the so called fundamental theorem of utility mazxi-
mization. For that purpose we require the following assumption:

Assumption 2.4.1. Assume the existence of p* € L(S) such that the probability
measure () given by

dQ _ U'(Vi(g")

dP  EU'(Vr(¢")))

is an equivalent martingale measure and V (¢*) is a Q-martingale.

Since this property does not change when the initial value of ¢* is changed, we assume
that ¢} equals z°. This implies that ¢* is in the following class of admissible strategies:

Definition 2.4.2 (Admissible strategies). An admissible strategy is a predictable pro-
cess ¢ as in Definition such that ©(0) = 2° and V(p) is a Q-supermartingale.
We denote this set of admissible strategies by 2Us.
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Remark 2.4.3. One could also work on the smaller class of admissible strategies where
the corresponding portfolio process is bounded from below:

Ay = {p € L(S) : p(0) = 2° A (3K > 0Vt € [0,T] Vi(p) > —K)}.

Observe that for each ¢ € 2y the portfolio process V() is a local Q-martingale being
bounded from below. Thus, it is a Q-supermartingale. This shows that 24y is contained
m Q[Q.

We are now able to state and prove the following theorem.
Theorem 2.4.4. The strategy ©* from Assumption [2.4.1] is optimal on the set As.

Proof. For ¢ € s the portfolio process V (p) is a Q-supermartingale. Hence, V(p) —
V(*) is also a Q-supermartingale with initial value equal to 0. By concavity of U we
obtain

E(U(Ve(9)) ~ E(U(Ve(¢") < E(U' (Vi) (Vo) = V("))
E (U (Va(¢")) B (Vi () — Vi()) < 0.

N

TV
<0

ie. E(U(Vr(p))) is dominated by E(U(Vr(y*))) for every arbitrary ¢ € 20,. Since
V(p*) is assumed to be a Q-martingale, this yields the optimality of ¢*. O

The most famous example of stock price models is the Black-Scholes model, where the
optimizer ¢* can be determined explicitly.

Example 2.4.5. If the stock S is a geometric Brownian motion, i.e.
dSt = Stﬂ,dt + StUth

for a standard Brownian motion W, u € R and o > 0, we know from (Pliska, 1980,
Equation (21)) or (Kallsen and Li, 2015, Theorem A.1) that the strategy ¢* from
Theorem [2.4.4) equals

oL

This implies that ©* is also a geometric Brownian motion.

t € (0,7].

Another tractable model is a stochastic volatility model with coefficients being inde-
pendent from the underlying Brownian motion.

Example 2.4.6. As in (Kallsen and Li, |2015, section 4.2) we consider the stochastic
volatility model

dSt = St (M(Zt)dt + O'(Zt)th) s

where p and o are real-valued continuous functions, Z is an Ito process being indepen-
dent of W and the underlying filtration is generated by Z and W. If £ is bounded, the

strategy p* given by
4y : 1(Zt)
= — with m =
Pt 3, 1h p5%(Z:)

10
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fort € (0,T] is the optimizer from Theorem and the probability measure ) given
by the density

dQ __U'(Ve(e"))

dP — E(U'(Vr(¢)))

(58] 7) - 2o ([ M),

has the density process

with
~ L u(Z) ’
Z;=E —= ds|.%
t (eXp< 2/0 (a<zs> i
and is an equivalent martingale measure. W = W + fo Zggzgds 15 a Q-standard

Brownian motion. See (Kallsen and Li, |2013, Theorem A.1) for more details.

Except for these two examples it is in general quite difficult to guess a candidate for
the optimal strategy or the corresponding equivalent martingale measure. This is one
reason why another approach being discussed below is used.

2.4.2. Dynamic programming

In contrast to martingale methods, approaches with dynamic programming try to
avoid equivalent martingale measures and usually rely on Markov process theory and
stochastic optimal control. By heuristic arguments one can often obtain a candidate for
optimality: deriving a partial differential equation for the value function of the utility
maximization problem, one then needs analytical methods to prove the existence and
uniqueness of a solution to this equation. Doing so, Merton| (1969) determined this so-
called dynamic programming equation and was able to solve it for logarithmic, power
and exponential utility. In (Korn| 2014} sections 5.4 and 5.5), a detailed introduction
to Markovian stochastic optimal control and its application to utility maximization
can be found. Fleming and Soner| (2006) provide the corresponding theory of viscosity
solutions for the dynamic programming equation.

But one can also do without these more analytical procedures and work with the
following non-Markovian dynamic programming approach from El Karoui| (1981)) and
(Kallsen), 2016, Chapter 11.7) with a value process instead of a value function. This
can also be done on subsets of the slightly larger class of admissible strategies B C 2,
that are stable under bifurcation, i.e. for any stopping time 7 and any ¢, ¥ € 8 with
Y.ar = WA and any B € %, the process 1gp + 151 is in B.

Definition 2.4.7 (Value process). The value process for the optimization problem on
B C Ay as above is the family of (adapted) processes such that

vi(p) = esssup{E (U(Vr(@))|F1) : @ € B, Pin. = @in}

for allt € [0,T] and ¢ € B.

11



2. Inputs from the frictionless problem

Observe that vy := Vg(¢) = sup e E(U(Vr(p))) does not depend on ¢ € Ay and is
the optimal value of our utility maximization problem. The .%#;-measurable random
variable v,(¢) describes the optimal value of the utility maximization starting at time
t having wealth V;(¢). This is of course a rather abstract mathematical object, but
it can help to characterize optimality or suboptimality in terms of martingale and
supermartingale properties on subsets B C 2, with 0 € 8. The following theorem is
based on (Kallsen, 2016, Theorem 11.7.3).

Theorem 2.4.8. (1) For any strategy ¢ € B with U(Vp(p)) € Li(P), v(p) is a
supermartingale with terminal value vr(p) = U(Vr(p)). If ¢ € B is an optimal
strategy, then v(p) is a martingale.

(2) Suppose that (V(p))een is a family of processes such that the following properties
hold:

(i) Vo :=vo(p) does not depend on v € B.

(i1) T(p) is a supermartingale with terminal value () = U(Vr(p)) for all ¢ € B
with U(Vr(p)) € Li(P).

(11i) () is a martingale for some strategy @ € B.

Then @ is optimal on B and U,(P) = v(®) for all t € [0,T].
(3) If furthermore (0(¢p)),en is of the form

5i(p) = E (U (v;«o) -/ ) @dss) ’ﬁ) |

then Ty(p) = vi(p) for all o € B and t € [0,T].

Proof. (1) (i) Adaptedness and terminal value follow from Definition

(i) Fix ¢t € [0, T]. We will show that the set M := {E(U(Vr(9))|-Zt) : in. = @in. } has
the so-called lattice property, i.e. for X, Y € M we can find Z € M with X VY < Z:
Let ' and @* be in B with @}, = @2, = @a.. Define the set

B = A{EU(Vr(2")|F) = E(U(Vr(&*)|F)} €
and the process * = p'1p + @*15c. Then @® is in B and

E(U(Vr (@) F0) VEU (Ve (@)F) = B(U V(@) F)1s + E(U (Vr(E*) 7)1 5
=E(U(Vr(2")1p + U(Vr(2%))1p| )
= E(U(Vr(2*)) 7).

Due to this lattice property we can conclude that there exists a sequence of strategies
(@")nen in B with @}, = @a. and

EUVz(@")|F) /o), (2.4.1)

see (Lamberton) 2009, Proposition 1.1.3) for more details. For the supermartingale
property let s € [0,t]. Since @7, = @sa. We see that

E(EUVr(@"NF) | Fs) = EUVr(@")]Fs) < vsle),

12



2.4. Different methods to solve the optimization problems

which implies
E (vi()|-F5) < vs(e0)

by the monotone convergence theorem for conditional expectations. If P is optimal,
we obtain

(@) = sup E (U(Vr(p))) = E(U(Ve(9))) = E (vr(?)) -

pEDB

In conjunction with the supermartingale property of v(p) this yields that v(y) is a
martingale.
(2) Since T(yp) is assumed to be a supermartingale, we have the inequality

E(U(Vr(p))) = E (vr(9)) <0o(p) = 1o = to(p) = E (U(Vr(¥)))

for all ¢ € B, so ¥ is optimal. Moreover, v(%) and v() are martingales with the same
terminal value vr(®) = U(Vr(9)) = vr(®). By taking the conditional expectation we
obtain T,(p) = v(p) for all ¢ € [0, T].

(3) For ¢ € B with ¢..; = ¢.A¢ We have

E(U(Vr(9)|F) = E (r(9)|#1) < 0(@) = Tile)

and passing to the essential supremum yields

ve(p) < Te(p).

For the other inequality observe that for ¢t € [0,77] the strategy @' := @l + @lu1
is in 2B. Thus we have

() =E (U(V(@))|F2) < vielw)

due to the definition of the value process. This implies the equality of v;(¢) and
V(). [

As for the martingale methods, it seems quite difficult to come up with a candidate for
optimality in this rather abstract view on dynamic programming. Furthermore, the
natural question arises whether there is a relation between the value process here and
the value function in Markovian type models that we show in our setup for the Black-
Scholes model. This will be related to (Kallsen, 2016, Example 11.9.3) dealing with
power utility. For that purpose, we change the bookkeeping to the money invested in
the stock. i.e. we consider II = ¢S for ¢ € 2;. We then obtain V;(¢) = x + fg Hsds—%
for the corresponding portfolio process and observe that in the Black-Scholes model

dVi(p) = Iy (udt + odWy) = p(Il;)dt + o (IL;) dW;

with 1(y) = py and o(y) = oy. We now heuristically determine the value function
of our problem. In order to do so, we suppose that there exists a C!2-function v :
[0,7] x R — R such that the value process can be written as

vi(p) = 0(t, Vilp)),

13



2. Inputs from the frictionless problem

which is usually true for Markovian type modelﬂ Then, by applying 1to’s formula we
obtain that the local drift of v(y) is given by

0ot Vile)) + 050(, Vi) i(eSe) + %32217(75, Vi(9)3*(eS1)- (2.4.2)

Now, according to Theorem we want that v(y) is a supermartingale for an arbi-
trary admissible strategy ¢ and a martingale if the optimizer is used. So we require
that the local drift is non-positive and vanishes for the optimal strategy, i.e. we would
like to have for the function v

sup <8117(t, z) + 020(t, 2)u(y) + %82217(25, 2)52(?;)) =0 (2.4.3)

yeR

for all (¢, z) € (0,7)xR. Furthermore, at the terminal time v(7, z) = U(z) should hold.
We suppose that the dependence on time ¢t and wealth x separates in the following
way:

v(t, 2) = g(t)h(z)

for functions g : [0,7] — R,k : (0,00) — R<y. The terminal conditions implies

thus ¢(T) = 1 and h = U is a suitable choice. Inserting the ansatz into (2.4.3)) yields

J(OU(2) = — sup (g<011%z>ﬂy«+-lg<wzﬂ%z>y202)

yeR 2

= —g(t)U(z) inf (uy(—P) + p_zy202> |

yeR 2

The infimum is attained for y = y* := I#, yielding that

410 = 9t0) (i (-0 07

2 2
poop
= — t —

Together with g(7') = 1 this implies

g(t) = exp (—QM—Q(T - t)) .

o2

So we have obtained a candidate and we will verify its optimality on the set 2; U {¢*}
below.

3See (Kallsen, 2016, section 11.9.1)
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2.4. Different methods to solve the optimization problems

Lemma 2.4.9. (1) There exits a CY?-function v : [0,T] x R — R such that
(T, z) =U(2)

and holds. This function is given by
_ _ L2
i(t, 2) = U(2) exp (—5 (;) (T — t)) .

(2) Let o* € Ay be the strateqy keeping the money invested in the stock equal to

Yt = #. Then,

(811;(75, z) + Ox0(t, 2)u(y™) + %8221;(75, 2)52(y*)) =0

for all (t,z) € (0,T) x R and ¢* is optimal. Furthermore, (0(-,V(¢)))pea,ufp} @5 the
value process[f] for the frictionless problem in the Black-Scholes model.

Proof. For the proof of the first part we can just insert the solution and verify that
and the terminal condition hold. For the second part recall that the local
drift of (-, V() is given by (2.4.2), so it is non-positive for an arbitrary admissible
strategy and 0 for ¢ = ¢*. This implies that v(-, V(¢)) is a local supermartingaleﬂ and
a local martingale for ¢ = p*. For ¢ € 2y, v(-,V(¢)) is bounded from below, which
yields that it is a true supermartingale. Furthermore, v(-, V(¢*)) is a true martingale
due to Novikov’s condition. So ¢* is optimal by the second assertion of the theorem
and we can rewrite ¥ to obtain

stevien = (v (Vi) + [ wias.)|71).

This yields o(t, Vi(¢)) = vi(¢) by the third assertion of the theorem. O

2.4.3. Connection between both approaches

Another natural question is whether there is a relation between martingale methods
and dynamic programming approaches. Rewriting the result from Lemma [2.4.9] as in
its proof yields that the value process equals

o) =& (v (o) + [ oas.) )

for p* = %. We will generalize this result and hence show a connection between

both approaches:

Proposition 2.4.10. If ¢* is chosen as in Theorem [2.4.4), then the value process is
given by

v(p) =E (U (Vt(tp) +/ w:dSs) |9}) for all p € As. (2.4.4)

4More precisely, (-, V()) is a modification of v(p) for each ¢ € 5 U {¢*}.
°In the sense of (Kallsen, 2016} section I1.6.1).
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2. Inputs from the frictionless problem

Proof. Define 9(p) as the right hand side of and let ¢ € Ay with U(Vy(p)) €
Ly(P).
(i) We see that () = E(U(x + fOT ©rdSs)) = E(U(Vr(¢*))) does not depend on ¢.
(ii) Observe that

T(p) = exp ((—=p) (Vi) = Vi(¢")) E (U(Vr(¢"))|-7)

= Xt(@)Dt<

=
B
<
I
hg*

p
with
E (U (Vr(e))|#)
E (U (Vr(¥7)))
Since D is the density process of the EMM @, the P-supermartingale property of ()

is equivalent to the @-submartingale property of X(y), which we will show in the
following: We observe that

Xi(p) = exp((=p)(Vilg) = Vil¢"))) and D, =

E(U'(Vr(9)))
E U (Vr(¢)))

and thus Xr(p) € Li1(Q). Together with the @Q-supermartingale property of V(p) —
V(¢*) and according to Jensen’s inequality for conditional expectations from (Klenke,
2008, Proposition 8.19) we have for s € [0, 7]

Eo(Xr(9)|7s) > Xi(p)
and taking expectations yields
00 > Eq(Xr(p)) = Eq(X.(p)).

We now obtain the @-submartingale property of X (¢) with the same arguments.
(iii) We see

Eq(Xr(p)) = E(Xr(p)Dr) =

EU'(Vr(¢)))

w(e") =E (U(Vr(¢")|F) = - ) Dy,
which is a martingale. Thus (9(¢)),en, is the value process up to some modification
issues according to Theorem [2.4.8 O]

We now see that the value process can also be understood as a stochastic value function
in the following sense: We observe that for all (w,t) € Q x [0, 7]

0()(@) = UVi(9)())E (exp (—p / so:dss) |3ft) () = Glot, Vi) (@)
with G : Q2 x [0,7] x R — R« and

G(w,t,2) = U(2)E (exp <—p /t : gpzdSS> \%) (w).

Coming back to the Black Scholes model we see that G coincides with v from Lemma
2.4.9. Furthermore, the optimality of ¢* in Proposition [2.4.10| holds on 25 and not

only on A3 U {p*}.
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3. Fixed transaction costs

3.1. Introduction

This chapter is the main part of this thesis and is organized as follows: in section
we define how trading is modeled in a market with fixed transaction costs and
in section we state the dynamic programming approach for the frictional case.
For the convenience of the reader we summarize the main result of this chapter in
section [3.4, Furthermore we give an interpretation of the asymptotic no-trade region
and the corresponding certainty equivalent loss when trading almost optimally in the
market with frictions. In section we choose a candidate for the value process at
transaction costs and heuristically derive a trading strategy that we suppose is almost
optimal. In section we state the regularity assumptions of the frictionless problem
that have to be fulfilled for the rigorous verification. We construct an asymptotic
upper bound for the maximal expected utility in section [3.7 However, at first sight,
the verification only works on a subclass of admissible strategies (subsection [3.7.1]).
Using a modified candidate value process from subsection we can show that
the value from subsection is also an asymptotic upper bound on the prior set
of admissible strategies. The proofs rely on the fact that the local drift of the value
process ansatzes under the equivalent martingale measure () will be negative or of small
order in a proper sense. Due to the construction, the jumps of the value processes
will be negative as well. Then, using a localization argument we obtain that the
initial value of the ansatz is an asymptotic upper bound for maximal expected utility.
Finally, in section [3.§ we show that the ansatz for the value process of the heuristically
determined strategy from subsection is almost a martingale and that this strategy
is almost optimal if one sells all stocks when wealth falls below some given stochastic
threshold.

3.2. Trading with fixed transaction costs

In the market model with bond S° = 1 and risky asset

t t
St—50+/ bfds—i—/ ades
0 0

from section 2.2] we introduce fixed transaction costs: each transaction reduces the
investor’s wealth by a fixed amount € > 0. Due to these costs we only allow for
trading strategies that change their values finitely many times on the interval [0, T].
As in the cited literature on fixed costs, this leads to the following definition.
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3. Fixed transaction costs

Definition 3.2.1 (Trading strategies). A trading strategy is an R*-valued (predictable)
process (go?,got)te[o,ﬂ such that there exist a strictly increasing sequence of stopping
times (7;)ien and sequences of random variables (n;)ien and (nd)ien with

(i) PGieN:7>T) =1,
(ii) P(n;=n? =0) =0 for alli € N,
(i) n; and nY are F.,-measurable for all i € N,

(iv) the number of stocks and bonds fulfill

ot =00+ > nilirey and (3.2.1)
€N
0o_ 0 0
o) =0+ ey forallt € [0,7]. (3.2.2)
ieN

Here ¢? and ¢; denote the number of shares held in the bank account and in the
stock at time t, respectively. The stopping times (7;);en describe the times where the
transactions take place, and the random variables (n;);eny and (nf);en describe the
transfers measured in absolute numbers of shares at the transaction times.

As usual in utility maximization we only consider self-financing portfolios. When
dealing with fixed transaction costs, it seems reasonable to assume that the monetary
transfers of shares in the bank account have to equal the negative monetary transfer
in the stock minus the transaction cost e. With equations (3.2.1)) and (3.2.2)) this leads
to the definition of self-financing strategies.

Definition 3.2.2 (Self-financing strategies). A trading strategy (©°, @) is called self-
financing iff
n) =—S.n;i—e foralli€eN

with the notation from Definition |3.2. 1]

Except for the initial allocation (3, @), we can identify a self-financing strategy
(0%, ) with its number of shares ¢ held in the stock.

Definition 3.2.3 (Portfolio process). For ¢ as in Definition and initial capital
xr € R we define the portfolio process V() via

t

Vf(cp):x—i-/ 0sdSs —el{i e N:7; < t}].
0

Remark 3.2.4. Due to the local boundedness of ¢, the above stochastic integral is
well-defined. Since p is left-continuous and of bounded variation, one also knows how
to define the integral fo Ssdps, namely

t
/ Ssdps = Z Srnilir, <ty
0

1€EN
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3.2. Trading with fixed transaction costs

We can directly verify a corresponding integration by parts ruleﬂ:

t t t
/ Spsts + / Ssdgps = / (SOO + Z 1{Ti<8}> dSs + Z Snni]-{n<t}
0 0 0

1€EN 1€EN

t
= QDO(St - SO) + an/ 1{7’1‘<8}d8$ + Z Snnil{n<t}
0

1€EN €N

= SDO(St — SO) + an<st - St/\Ti + STZ‘]'{Ti<t})
€N

= 0o(Sh = So) + Y niSilir,<n)
€N

= Sipt — Sopo-

With Ni(¢) := |{i € N: 7; < t}| this implies

t

t
Vts(@) =T+ / PsdSs — 5M(80) =z + @St — poSo — / Ssdps — €/\[t(<,0)
0 0

= ¢St — oS + T — Z(Snni + &) ln<ty-

i€EN

If we set ) = x — pgSy and n? = —S,.m; — € as in the self-financing condition, we
obtain

VE(p) = @uSe + ¢ = 0uSi + 9]¢,
so VE(p) is the money invested in the stock plus the money invested in the bond as in

the frictionless case in remark [2.2.4)

Again, we fix an initial allocation of bonds 2? € R and stocks z° € R leading to a
total initial capital = 2% +29S;. In the following we suppose that Assumption
holds.

Definition 3.2.5 (Admissible strategies). An admissible strategy is a predictable pro-
cess ¢ as in Definition with the following property:

1. @y = a5,

2. fo wsdSs is a Q-supermartingale.
We write ¢ for the set of all admissible strategies.

Here, () denotes the equivalent martingale measure from Assumption [2.4.1]

Remark 3.2.6. Let ¢ € L(S) be a process satisfying (ii)-(iv) of Definition m
Then, ¢ might have countably many trading times before T due to a cluster point. This
cannot happen if the associated portfolio process is bounded from below, i.e. ViF(p) >
—K for allt € [0,T] for some K > 0, because this implies

t
K <Vi(p)=u +/ psdSs — eNy (),
0

1One could also use the extended Stieltjes integral from (Muhle-Karbel |2009, section 8.2).
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3. Fixed transaction costs

Then, fo psdSs is also bounded by —K and a Q-local martingale. So, fo wsdSs is a
Q-supermartingale, and by taking Q-expectations we get

~K<orE( ' S, ) = £Bq Nir(p)) <z~ eBo (Ni(i),

i.e. N7(p) has a finite Q-expectation and has to be finite almost surely yielding condi-
tion (i) of Definition [3.2.1]

3.3. Optimality and dynamic programming

As in section 2.3, we want to maximize the expected utility from terminal wealth:

Definition 3.3.1 (Optimality). A trading strategy ¢ € 2A° is called optimal iff
E(U(Vi(9)) = 5212{11@((](‘/%(1/})))-

Here, U s the exponential utility function from Definition 2.3.1).

Parallel to frictionless value process from section we define a version for fixed
transaction costs on 2°.

Definition 3.3.2 (Value process). The value process for the optimization problem
under fized transaction costs is a the family of (adapted) processes such that

vi () := esssup {E (U(VE(9))|F1) - ¢ € A%, @un. = punc}
for allt € [0,T] and ¢ € A°.

We state the dynamic programming version for the optimization problem at transac-
tion costs which can be verified with the arguments from the frictionless counterpart
from section 2.4.2

Theorem 3.3.3. (1) For any admissible strategy ¢ € A, v°(p) is a supermartingale
with terminal value v5.(p) = U(VE(p)). If @ is an optimal strategy, then v¢(p) is a
martingale.

(2) Suppose that (0(p))pens is a family of processes such that the following properties
hold:

(i) o :=vo(p) does not depend on ¢ € A°.
(ii) () is a supermartingale with terminal value vr(p) = U(VE(p)).

(111) ©(P) is a martingale for some admissible strateqy @.

Then B is optimal and T,(@) = vi (@) for all t € [0,T].
(3) If furthermore (V(¢))pcae is of the form

5(p) = E (U (%(so) | ) @dss) ’ﬁ) |

then () = vi(p) for all p € A° and t € [0,T].

Proof. We obtain the desired result by replacing the frictionless portfolio process V(i)
with the portfolio process at transaction costs V¢(¢) and the set B with 2 in the
proof of Theorem [2.4.8] since 2¢ is stable under bifurcation. O]
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3.4. Main result and interpretation

3.4. Main result and interpretation

Having collected the necessary inputs from the frictionless problem in Chapter[2] we are
now able to formulate the main result of this chapter: the determination of an almost
optimal trading strategy. For that purpose we require some regularity assumptions
that can be found in section [3.6]

Theorem 3.4.1. Define Ap™ = ,4/%\4/ CCLS* and the no-trade region
NT = [p" = Ap™, " + Ap™].

Let ¢° be the strategy that does not trade while ¢° lies in NT° and jumps to the
frictionless optimizer ¢* when it hits the boundaries of NT°. Then the admissible
strateqy ©° that coincides with ©° up to the stopping time

1
75 =inf {t € (0,77 : VE(¢®) = Vi(p") < =1 or Vi(¢7) < —g} AT

and sells all stocks afterwards is optimal at the leading order €'/?, i.e.

sup E (U(VE(9)) = E (U(VE($9))) + o('?).

peAs

Furthermore, the optimal certainty equivalent equals

sup U~ (E (U(VE(9))) = U (E (U (Ve (¢")))) = 70 + o(e'?)

peAs

o = \/%]EQ (/OT cf*cgds> - %)EQ (/OT(A@j)Qd[S]S) .

Examples for specific stock price models are discussed in Chapter 5 In this section we
discuss our result for the case of general Ito dynamics. As in studies on proportional
costs (Martin| (2012); |[Kallsen and Muhle-Karbe (2013)); Kallsen and Li (2013]); Kallsen
and Muhle-Karbe (2015)) and on fixed costs (Altarovici et al. (2015a)), the halfwidth
of the (stochastic) no-trade region depends on the so-called (squared) portfolio gamma

with

dle™le e
d[STe c;

times the inverse risk aversion parameter?| 1 times the transaction cost e, but in con-
trast to the results on proportional costs with a different power and a different constant.
Interpreting % as the risk tolerance, our formula for the halfwidth of the no-trade re-
gion coincides with (Altarovici et al., 2015a, Equation 2.6). The dependence on the
above quantities can be understood as in Kallsen and Muhle-Karbe, (2013)):

20bserve that % is the inverse Arrow-Pratt measure of the exponential utility function — g//,—((lz)) as well

as the indirect risk tolerance process of the frictionless problem from (Kallsen and Muhle-Karbe
(2013)).
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3. Fixed transaction costs

Obviously, a higher value of the transaction cost € that has to be paid for each trans-
action should lead to a wider no-trade region to save money due to these payments.
The portfolio gamma is the local activity rate of the frictionless optimizer per local
activity rate of the market. A high portfolio gamma implies that the frictionless target
is rapidly moving compared to the asset. A wide no-trade region and thus few trans-
actions are required to avoid too high transaction costs. On the other hand, highly
volatile asset prices require small corridors around the frictionless optimizer to avoid
a too high displacement loss.

Since the frictionless target may also depend on the degree of risk aversion p, one
requires this dependence in order to analyze the influence of the risk aversion on the
no-trade corridor. We refer to Chapter 5| where this is discussed for the Black-Scholes
model. For the interpretation of the asymptotic certainty equivalent loss vg we refer
to (Kallsen and Muhle-Karbe, [2013, section 3.2 (i)). A large no-trade region does not
automatically imply a large certainty equivalent due to the averaging factor d[S]; that
is small in calm times of the market. Conversely, close tracking does not imply a small
certainty equivalent loss.

3.5. Heuristics

3.5.1. Ansatz for value process

We now look for a strategy ¢° with ¢f = o} = ¥ that is almost optimal in the sense

sup E (U(V7(¢))) = E (U(V7(¢9))) + o),

peUe

where 6 € (0,1) has to be determined. For an admissible strategy ¢, we define

u(p) =E (U <Vf(s0) + /tT SOZdSs> ‘%)

which is the expected utility at time ¢ of a strategy that coincides with ¢ up to time
t in the market with transaction costs and switches to the optimal strategy ¢* in the
market without transactions costs after time ¢t. Although we use the same notation
for it, this is not completely the same as the value process of the frictionless problem
from section [2.4.2] but we observe that

T
) = UVEE (a0 (< [ ias.) | )
¢
=G, Vi (¥)
for the function G : Q x [0,7] x R — R« from section that has the terminal
condition G(T,y) = U(y) for all y € R. So v;(¢) can be understood as the value process
in the frictionless market at time ¢ with frictional portfolio process V(¢). Hence one

could call it semi-frictionless value process. Since (v(y)),cas does not consider the
remaining trading time in the frictional market, it will not be a good approximation
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3.5. Heuristics

to the value process (v°(¢)),ecae at costs. But we suppose that our ansatz (0°(¢)),eas
for the value process in the presence of transaction costs has a similar dependence
structure on time and current wealth and also depends on the current stock position,
more specifically on the difference to the frictionless optimizer Ay, := ¢; — @5

T () = GE(t, VE(p), Apy)

with G°: @ x [0,T] x R x R — R<o. By definition of the value process, G* should
almost fulfill the terminal condition G*(w,T,y,d) = U(y) for all y,6 € R and

éa(w,t, y,d) > sup éa(w,t,y — a,g) for all y,0 € R.
JeR
Furthermore, we suppose that there exists a random and time dependent interval
NT® = [p* + Ap~, ¢* + Ap*] around the frictionless optimizer called no-trade region
where it is (almost) optimal for the investor to stay inactive. In the complement of this
no-trade region we suppose that an immediate bulk trade to the frictionless optimizer
is the best choice to do. Therefore we impose on G*

e the terminal condition

G (w,T,y,0) =~ U(y) forally,deR

and the following conditions that are supposed to hold for all (w,t) € Q x [0,T") and
yeR:

e Monotonicity and optimality of the frictionless optimizer: for 41,0, € R with

61| < [02] N N
G (w,t,y,61) > G (w,t,y, )
and thus B B
G*(w,t,y,0) = sup G*(w, t,y,0). (3.5.3)
SER

e Relation between trade and no-trade region:
G*(w, t,y,0) = G*(w,t,y —,0) for 6 € (NT*(w, t))". (3.5.4)
e Smoothness: we assume that § — éa(w,t,y,é) is twice continuously differen-

tiable on R\ ONT*(w, t) and continuously differentiable on R. This implies that
we have a smooth fit at the boundaries of the no-trade region:

0 ~ 0 ~
lim —G*(w,t,y,0) = lim —G*(w, t,y,9),
8 /07 () +Apy (w) 00 S\@F (W) +Apy (w) 00
lim 2é‘a(o.;,t,y,é) = lim gé‘s(w,t,y,d).

5 /0t W)+ Ap; (w) OO S\s W) +Ag; (w) 00

e Symmetry around O:

é‘g(w,t, y,—0) = éa(w,t,y, 9) forall § € R,
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3. Fixed transaction costs

The optimality of ¢* in (3.5.3]) implies that
0 ~
0=—=G*(w,t,y,0) forallyeR.
o)
Together with the assumed smoothness and (3.5.4) we obtain
9 ~e * +
0= %G (wa t7 Y, Spt ((.U) + Agpt ((.U))

We now transform the ansatz v°. We use
CE,(p) = CE() + F"(p)

with a suitable correction term F©F(y) as an approximation to the certainty equivalent
process

CE;(p) = U (v5(9))

of the true value process v°(p). Here CEi(p) = U~ (v:(p)) denotes the certainty
equivalent of the semi-frictionless value process. The correction term FEF(y) is sup-
posed to be of the form

FEP(p) = °(t, Apr)
for some function g° : Q x [0,7] x R — R<g. Then we work with

() = U(CE, (9))

as a candidate for the value process. The conditions for G can be transformed in
conditions for g°:

g (w,T,0) =0, (3.5.5)
9 (w,t,0) =sup g (w,t,0), (3.5.6)
dER
9 (w,t,0) = ¢ (w,t,0) —e  for all § € (NT*(w,1))¢, (3.5.7)
_ 9 ~e _ ~e * +
0= % (wv t? 0) - %g (W,t, Py ((,U) + AQOt (w)), (358)
9 (w,t,—=6) = ¢ (w,t,0) forall 6 € R. (3.5.9)

W

Wee see that all requirements are essentially met if we choose a polynomial of order
with stochastic coefficients inside the no-trade region/|

G (w,1,0) = oy (w)d* — By(w)d? — y(w) for § € NT®(w, 1),

where the coefficient 8 has to fulfill 52 = 4ae. In the following, the coefficients «, 3
and v are assumed to be nonnegative Ito processes. The terminal condition (3.5.5))
implies that we should chose v = 0. Then —e < F&E(p) <0, i.e. FSE(p) is almost
equal to 0. We now see that we can write

FtCE(@ = fCE(Oéta A‘Pt) -Vt

3Similar polynomials also occur in (Soner and Touzi, [2013, section 4.1), (Altarovici et al., [2015a),
section 3.5) and (Cai et al., [2015, Example 4.5).
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3.5. Heuristics

with the deterministic function

£95(q g) {a64—2\/5_a52, if |5] < 6% (a),

—€, otherwise,
where (a,d) € Rog x R, and §*(a) = {/Z being the positive solution of
ad* — 2v/zad*> + ¢ = 0.

This function f¢% is smooth enough for the version of Ito’s formula from Theorem
Now, the boundaries of the no-trade region NT¢ are given by ¢* — 6% (a) and

Figure 3.1.: Correction term f¢F as a function of the deviation from the frictionless
target

©*+07(p). Recall that ¢ always lies in the interval NT* and jumps to the frictionless
optimizer ¢* once ¢ hits the boundaries of NT¢. This strategy implies an indifference
principle for the approximated certainty equivalent (/J’\Ea(wa): Each bulk trade reduces
the process U1 (v(¢®)) by ¢, but trading at the boundaries increases FF(p°) by e.
Thus, there are no jumps in CA’EE(gOS) and hence v°(¢) when following ¢°.

3.5.2. Dynamics

We are left with the determination of the processes o and ~. Here, the supermartin-
gale/martingale characterization of the true value process (v°(¢))yeqs from section
comes into play. Using this principle of dynamic programming we want to achieve
that v°(yp) is asymptotically a martingale for the candidate ¢ - i.e. a martingale up
to some small drift terms that tend to 0 when the transactions costs € tend to 0 -
and asymptotically a supermartingale for each admissible strategy in the same sense.
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3. Fixed transaction costs

For that purpose we have to compute the drift and martingale parts of the involved
processes. Due to the exponential utility function we see that

vi(p) = exp (—p(Vi(¢°) = Vi) E (U (Vi (¢"))|F) -

-~

~
=X (%) =M,

Since U’' = (—p)U holds, the process M is the density process of the EMM @ up to a
negative constant. The process v°(¢°) can be rewritten as

(%) = vl @) FY () = MiXu(9°)F (9) = M X()
with B
F{/ () = exp (—pF{"(p)) and  Xi(p) == X(0°)F/ (9).
In order for v°(p) to be a P-martingale (or a P-supermartingale) asymptotically,

the process X () needs to be an asymptotic Q-martingale (or Q-submartingale). For
reasons of simplicity we will work with X (¢). Since all processes fulfill the assumptions

of Theorem [B.1.1] we have

Rulg) = Kol + / Rafi) (12 4 Dol Soutset P2 it 50 ) g

/ X, Agpst +dMFT Q) + Y ATXL (). (3.5.10)

0<s<t

For the Q-dynamics of the candidate’s correction term FYF(¢f) we obtain by the
version of 1to’s formula allowing for left continuous jumps from remark

t
FOP (o) = FEP(o°) + / (A9 4 (A2 ((—4)(auh? @ + ')
(A ((—1)DPR 1 60,(c2)) + (AgE) (2552 + 265¢°)
— (079 + Byt ] ds
t t t
+/ (AgS)*dMoQ — / (Ag2)2dMPQ — / (4as(ApS)? — 2B,A05)dM#" 2

0 0 0
— M9+ Y ATECE(Y).
0<s<t
Some computations show that

FOE@)FOE (%)

»

= (Agl) el — (Apl) 8ascd™ + (Ag)® (16aZcs ™" — 2¢7)
P (285277 + 8ascl?T) + (Apd)* (2P — 160,852 — 2¢27)

s

S ((—4)Bocd? + 8auc?™ ) + (ApE)® (48287 +2¢07)
and

= (A5 — (A@2) ol — (AP + (ApS)?2B,e5%" — Apicl™.
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3.5. Heuristics

Thus, we can compute the ()-dynamics of X (%) from (i3.5.10) and rearrange the terms:

Xi(¢%) = Xol¢) + [ Xu(¢)

; ) 56 s
+ (Ag)°p? (8aZe?™ ¥ — ¢F)
+ (AgD)” (07 (Buct®” + Al ) + p?e?)
+ (Ags)* ((—p)b?’Q + %2 (07 = 160.Bc2? = 2607) — pPagel® )
+ (AgE)? (pZ (( 2)5505’% + da cw’”) » CSB +4p(asb“’ Q@ + ))
(02?089 = banc ) + B 1 (49205 +2) +2p2ﬁsc*§"p*)

+ (AgY) ((—p)(2B.b29 4 2¢0¢7) — (ﬁscf )+ pel?)

2
+ p(bZ’Q + ﬁscf*’“"*) + %C;””} ds

/ X dMFCE PQ 4 (— )Awds} (3.5.11)

3.5.3. Identifying of the correct scaling

We adapt the heuristic derivation of the correct scaling in (Altarovici et al., |2015a,
Section 3.3) for our purposes: as pointed out by |Altarovici et al.| (2015a)) in the case of
fixed costs and [Janecek and Shreve| (2004); |Rogers (2004) for proportional costs, the
utility loss due to transaction costs can be divided into two effects: the displacement
loss due to deviations from the frictionless target and the direct costs that have to
paid when trading. According to Taylor’s formula, sufficient differentiability implies
that for small §

2

e ~ [E a ~e a € 2
G (w,t,y,0) ~ G°(w,t,y,0) + 85G (w,t,y,0)0 + 852G (w,t,y,0)0

NS a €
= G*(w,t,y, )—i—wG (w,t,y,0)8%.

Thus, an admissible strategy with |Ap| < ¢ should cause a displacement loss of order
52,

If we assume that this strategy ¢ trades to the frictionless optimizer when Ay hits
the boundaries —d and d, the times between trades can be approximated by the first
exit time of a Brownian motion from the interval [—§, §] for sufficiently small 4. This
first exit time scales with §%: Let 7 denote this first exit time, i.e.

T =inf{t > 0: |W;| > o}
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3. Fixed transaction costs

for some standard Brownian motion W. We observe that we can rewrite 7 as

.
g

W62$
>1},

)
where W = (67 "Ws2,)s>0 is also a standard Brownian motion. After each transaction
this procedure is repeated. Thus, the number of transactions should scale with 1/§2.
Summing up both effects shows that the total effect of fixed transaction costs should
be of the order

T:inf{t>0:’%

:inf{552 : s> 0,

:52inf{s>(): ‘/WS

2 6
K+ 5
for some constant K. As in |Altarovici et al.| (2015a)) minimizing this with respect to
§ leads to an optimal value of § = ¢!/* and a total effect of /2.

3.5.4. Derivation of the optimal strategy

From the above derivations we expect that the halfwidth of the no-trade region is of
the order O(c'/4) and the utility loss due to transaction costs is of the order O(s/2).
So in (3.5.11)), we neglect the terms scaling with (Ap%)*, where k is strictly larger
than 2. The terms scaling with (Ap2)? contain the local drift of the process X (¢°).
In order to obtain the order o(c'/?) in these terms when following ¢° (or being in the
no-trade region respectively) this suggests

2
(—p)Basc?™ ¢ + %afﬂ — 0, (3.5.12)
which leads to
S,S
o= PG
t 12 Cf*’go*

and from the definitions of § and Ag™

Agpzr: 4 i: 4/%4 Cfb:: ’
i p ¢
EP CS7S
Br =280 Var =4[ T4 | e (3.5.13)
t

Assuming that +, b” and ¢7 are of order O(£'/?) we see that all remaining terms except
for (079 4 B,c?™#") are of order o(/?). Thus, we require

B2 = = Buct = =y | P (3.5.14)
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3.5. Heuristics
By assumption v has the representation
t
="+ / by Vs + M,
0

where M7? is a continuous Q-local martingale with M ‘@ — 0. The condition yr =0

and (3.5.14)) give us
t
Y=Y + / b7 %ds + M)
0
t
= — / <1 / Q\/ cf*’(p*css’s) ds + M@ —
0 3
t
=% — / (\ / @\/ cf*’@*cf’s) ds + M@
0 3
T
- <70 - / (@ / @\/ Cf*"p*cﬁf’s) ds + M%Q)
0 3
T
(, / %\/ cf*’”*cf’s) ds + M"® — M©.

If M9 is a Q-martingale we end up with
ga) |

T
Y=y /%DEQ (/ \ £ 5P ds
t

All processes have been determined and (- drift coefficient of X (%) is now given by

bff (¥%),Q

2

(AP e — (ApD)Tpda,c?

= ‘?5(805) 2 S

A¢6)6p2 (8(130?*’“" — c?’ﬁ) + (Agpi)5p2 (5Sc§‘#’* + 404805"’9* + cf’o‘)

>

AN

=
7N

(
p2 * *
—p peQ 4 L (BB — 16, B,c? 9 — 27 p o CS‘P
S 2 S S S

(AP (2 4 b0 e+l @ 1)
( B,

Agg)® | pbe —|— (4ﬁ20f*""* + 20?77) + 2])25305’“0*)
2
+ (Ag0) ((=p) (26679 +26197) = pBuct 7 +pel) + %cz”}
8
) D (Ap5) HY. (3.5.15)
=0

With the ansatz (v°(¢)),ecae for the value process we can do parts of the verification
of the almost optimality of the candidate strategy ¢°. However, problems occur when
considering competing strategies from 2(°.
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3. Fixed transaction costs

3.5.5. Modification of the value process

It will turn out that we can only compute an asymptotic upper bound for the max-
imal expected utility on a smaller set of competing strategies due to the asymptotic
error terms introduced by our ansatz v°(¢) and X (), respectively. To overcome this
problem we use the following modifications: Define

X(p) = X(¢) exp (-pF(p))

where R R

ECE(¢) = fCE<at, Apy) — v + 0:(p)
and

01(p) := 16" exp (—c2(AVE(9))) A

The constants ¢q, co > 0 will be powers of

cg=ce=¢m" form >0,

co=cge=6" form <0

and have to be determined explicitly in the end. The idea behind this approach is
the following: seen as a function of the difference of portfolio values AVF(p), the
new ansatz v°(¢) will be close to the old one v°(¢), but at some point, when the
portfolio process is too negative compared to the portfolio value of the frictionless
optimizer, it will almost coincide with the value process for the frictionless optimization
problem. This level of portfolio value (or more precisely portfolio value difference to

—frictionless value process
——ansatz for value process
modified ansatz

Figure 3.2.: Value processes as functions of difference in portfolio values

the frictionless optimizer) will then be a stochastic process, but, as we will see in
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3.6. Existence of involved processes and regularity assumptions

section [3.7.2] its dependence on & can only come from the constants ¢; and ¢y due to
the scaling factor £/2 in 6,(¢).

Since d(¢p) introduces new jumps terms we have to modify f¢%

,a and [ in a way that
the jumps of X () stay positive. We choose

- 4 ps2, i 0] < 6F
F0B(q. g {a(s b2, if 3] < &+ (a),

—Ci€, otherwise,

with ¢, = 1 — ¢;,b* = 4ac,e and 3\+(a) = {‘/éTE as the positive solution of ad* —

2\/ac 6% 4 ¢e = 0. Using the same calculations as before leads to

—ansatz fOF
—modified ansatz fCF

Figure 3.3.: Comparison of error terms f°F and its modified version ]?CE

= R 5.5
e LU P e O (i (3.5.16)

3 ot

a=a, APT=—
o
As one can see from (3.5.16)) and figure the modified halfwidth A" is smaller

than A¢™. Keeping v as before will introduce an additional drift term that we will
deal with in section B.7.2

3.6. Existence of involved processes and regularity
assumptions

In the following sections we give rigorous proofs for the almost optimality of the can-
didate ¢°. Therefore we have to make an existence assumption on the frictionless

optimizer ¢* that recalls Assumption [2.4.1] but also requires that the frictionless op-
timizer ¢* is an [to process.
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3. Fixed transaction costs

Assumption 3.6.1. We assume that the trading strategy ©* € Ay from Assumption
exists and that this strategy is an Ito process.

According to Theorem [2.4.4] this strategy ¢* is the frictionless optimizer. Moreover,
due to the continuity of p*, we have 2% = ¢} = ¢}, +. Thus, there is no bulk trade of
the frictionless optimizer at the initial point in time.

As a first result we can find an Ito process with the desired Q-local drift and
terminal value 0. Therefore we recall that every martingale has a modification which
is right continuous with left hand limits (RCLL) due to (Karatzas and Shreve, (1991}
Theorem 3.13).

Proposition 3.6.2. Define the stochastic process A := Vc#¢" ¢S and assume that

Eq (fOT Asds) < 0. Define
yt) , M, :=Eg (/ Agds
0

- T
Y. =Eq </ Agds
t

Assume that the RCLL modification of the martingale M! OfMl 1s continuous. Then,
there exists a modification Y of Y which is an Ito process with

,%) —Y,. (3.6.17)

MY® =M and b9 =—A,. (3.6.18)

Proof. We see that

T T t
?t = ]EQ (/ Asds‘ﬁt) = ]EQ (/ Asds — / Asd5‘9t>
t 0 0
T t o t S
:EQ (/ ASdS’yt> —/ ASdS:YO—/ ASdS—i—Mt.
0 0 0

Now define Y := Y, — fo Agds + M*'. This process is an Ito process and fulfills the
desired property. O

We state an additional assumption on the process Y which will turn out to be useful
in subsection B.7.2

Assumption 3.6.3. The random variable fOT Agds from Proposition|3.6.2 is supposed

to be bounded and the RCLL modification of Eq <fOT Asds|ﬁ> 18 supposed to be con-
tinuous.

If Assumption holds, then the process Y is bounded by a constant ky. It is of
course fulfilled if the process A is bounded. However, in the application in Chapter[6]we
will see an example, where A is unbounded, but Y is bounded. Similar to the work on
proportional costs by [Kallsen and Li| (2013) we need some regularity conditions on the
stock price model and its corresponding frictionless optimal strategy. As mentioned
above, Assumption [3.6.3] is only required for section but stating it now will
reduce the necessary assumptions on the other involved processes. These assumptions
are collected below:
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3.7. Upper bound for maximal expected utility

S,

Assumption 3.6.4. Assume that C := cg—i is an Ito process with C' > 0 and that
the following conditions hold:

o exp (E8pVr(p*)) € L1(Q),
d [S]T7 [C]T’ f()T |bg7Q|d8 € LQ(Q);

o [|o*||my@) < oo,
. ||C_1H54(Q) < 00.

Here || - ||s,(@) denotes the Sg(Q)-norm and || - ||, (@) denotes the H,(Q)-norm of Ito
processes that are explained in section [B.2

3.7. Upper bound for maximal expected utility

3.7.1. On a subclass of admissible strategies

In this subsection we want to determine an asymptotic upper bound for the maximal
expected utility from terminal wealth in the presence of fixed transaction costs. How-
ever, using the ansatz v°() from the previous section we have to restrict the class of ad-
missible strategies to the set A=K := {p € AV (p) — Vi(¢*) > —K for all ¢t € [0,T]}
for a given constant K > 0ff]

In the following proposition we want to show that the drift of the value process ansatz
of a strategy  is of small order when the strategy lies in the no-trade region. We
define v := /Y and a, 8,v(p), F*(p), FU(¢), 0°(p), X (@), H°,..., H® and ¢ as

in the previous section.

Proposition 3.7.1 (No-trade region). We have

)=o),

sup sup E ('/ pX ()@ s
o€T (PGQ@’K Q 0 {‘A@s‘<AQDS }

Proof. (i) By the computations of section [3.5 we know that

Qy = %Ct and /Bt = %\/ Ct'

Applying 1to’s formula to /C} gives us

N b |
' ° 0 2051/2 0 ©

403
t 1 t
— CO+/ —(bf*stervaQ)—/
0o 2 0

t 1 1 |
-G+ [ ( b cgm) s+ [ —mauce
0 \201/2 4053? 0 2012

4This subclass corresponds to the compact set in (Bichuch, [2012, Theorem 3.5).
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3. Fixed transaction costs

So the local drift coefficients and the martingale parts of o and § are given by

a, p C, a, C,
th:Ebt Q’ MtQ MtQ

12
t
B = /@( 1 pCQ _ 1 CC), Mﬂ@—/ Ve —Y—_dMEQ. (3.7.19)
3 2031/2 s 403/2 0 2\/_01/2

(i) From line (3.5.10) in section |3.5[ we know that the @-local drift parameter of X (p)
is given by

~ 2
pX@Q = X (¢) ((—p)bFCE< DQ L I Lfy ApudSut FOE (o). ApudSut FOE(p >>
S s 9 .

Furthermore, X,(¢) is bounded by exp(pK) and FE¥(p) > —e — ~,. This implies

‘/ "L g <aptyds
8
< / X ZA% Ve
0 k=
8

S/ exp(pK) eXP(—stCE (Z| Aps) | |Hks|> 1{|A¢5|<A¢j}d3
0 0

L apil<apiyds

k=
8
< exp(p(K +5)) eXP (p7s) ( | A% |Hks|> 1{|A¢5|<A¢:}d5
8

< exp(p(K + €+ \/ep/3ky)) Z / (Ap?) ‘ | Hy 5| ds) ,

=0

which does not depend on ¢ nor . Hence, we only need to show

T
Eq (/ |(A<pj)}k |Hp ds) = O(¥Y) for all k € {0,...,8}, (3.7.20)
0

i.e. that the Q-expectation of the above expression is of order O(¢%4). For the conve-
nience of the reader, these calculations are skipped here and can be found in section

of the appendix. O

We now come to the trade region, which is the region where we expect a submartingale
behavior of the process X ().

Proposition 3.7.2 (Trade region). We have

Jnf inf Bq (/O bf(w@l{m%zmi}ds) > o('?).

Proof. (i) In the trade region {|Ap,| > Apf} the function fEF is constant equal to
—e. So the local drift and local quadratic variation of F¥(¢) under Q equal those of
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3.7. Upper bound for maximal expected utility

—~. With this, the representation of 79 in (3.5.14)) and the corridor Ap™ in (3.5.13))
we have on {\Ag05| > Aptt

2
(—p)bFE@1Q 1 B oy ApudSut FOE(e).fy ApudSu+ FOE ()
2
= pb7® + %Cfd ApudSu+FE(9),fo ApudSu+FP ()

2
S (8_1)) 1/2 (Cf’scf*’w*)l/Q +p_ ((AQ’OS)ZCSS’S + QASQSCSS’FCE(SO) + Cch(W)yFCE(@)>
N

3 2
(oot (33
P’ 2 8.8 P’ S,S S cE cE
= 5 (ApD? e + B (A0 + 280,577 4 [TOFTO)
——
S(ASOS)Q

2
- 3 s s

S S 2 S
= (A0 4 Ap 0 4 L)
+p? <\/§ PO, FOR() _ V3 por(y) FCE(@)
2 2

using that the quadratic variation of the sum of two processes equals [X]+[Y]+2[X, Y].
This yields a lower bound for the @-local drift of X (¢) outside the no-trade region
according to (3.5.10]). So we obtain

o 1-+3
'X 9
/0 DXL pp gty d5 2

—
<0

1-+v3 7
> 2\/_p2 exp(p(K + 6))/ exp(pys)clds.
0

p2/0 Xs(9)el L gy >apt1 48

Analyzing this term yields

Eq (1 °p *exp(p(K +¢)) /0 ) exp(ms)CZ’"’d8>
\/§

Lt explptic + e ( [ expiimager s )

\/52_ ! p?exp(p(K + € + ry\/pe/3))Eq ( /O ' cgﬁds>

< V0L (p + 1+ w58 o D (V).

IN
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3. Fixed transaction costs

For this expression we see that by Theorem

Eo([Y]r) < const. Eg ( sup (MtY’Q>2> ,

te[0,T]

which is finite since fOT A,ds and thus MY9 are bounded, see line (3.6.17

term under consideration is of order O(e) uniformly in o and ¢.

(3.7.21)

. Hence, the

(ii) At the boundaries of the no-trade region we see that with Theorem [B.1.1]

bff (¥),Q

<

2
~ -
Xs(SO) ((—p)bs’YvQ + %Csfo AcpudSu_V) |

With the proof of Proposition and part (i) we obtain

Jnf. inf Eq ( /0 bf(@’Ql{mwsm@}d«S) > o(c'?).

2 .
s(¢) ((—P)bg(Aw)“ﬁ(A«p)Q%Q + p_cgo A@udSqua(Asv)‘*—B(Asa)Q—v)

]

We now determine the asymptotic upper bound. The proof will require the above
results on the asymptotics of the drift and a localization argument for the local mar-

tingale part of X (¢) under Q.
Theorem 3.7.3. We have

sup E (U(VE(p))) < Myexp(pyo) + o('?).

WGQ[E’K

Proof. Let o an admissible strategy from 2(>%. From the definition of ©°(¢) we obtain

U(Vi(e) = vr(@)Fr (©)Fr (9) ' = 05(9) Fr (¢) ™
= 5.(¢) exp(pF1 " () < 03:(p) exp(—pe)

since 5.(¢) is negative. This inequality yields

E(U(Vr(¢))) < E(v7(p)) exp(—pe).

Furthermore, we have
E (7)) = E (MrXr(p)) = MoEq (Xr(y))

and recall that the Q-dynamics of X () are given by

S

X oy 2 - ' CE
bf(‘P)’Q _ Xsw) ((—p)bFCE’Q " %Xs(gp)csfo ApydSy+F (Lp)) ’

_ t _ t ~
M99 — / (—=p) Xo(p)dM "D & / (=p)X.(p) Agp,dS.
0 0
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3.7. Upper bound for maximal expected utility

Let (7,,)nen be a localizing sequence for the local martingale M X(©)@ and define Y, =
Xran, (@) for all n € N. Then we have

lim Y, = Xr(p)

n—oo

and
0< Y, =exp (—p(Vip (0) = Vean (©°) + FEE ()
~ ~- A
>—K 2_5_'7T/\Tn
< exp(p(K + ¢)) exp(pyrar,)
< exp(p(K + €)) exp(pyrar, )-

Since Y and thus v are assumed to be bounded, {Y,,,n € N} is a bounded set in L*(Q),
which implies that it is uniformly integrable. As a consequence,

E, ()?T(go)> = lim Eo(Y,). (3.7.26)
n—oo
For the right-hand side we see that

TATn ~ .
Eq(Y,) = Eq (XO(SO) + / X Qds + Mp 9 4 N A*Xs«o))
0

0<s<TA1p,
TATn  _ -
> Xo(p) +Eq ( / bfw%) +Eq (M;;(fjﬂ : (3.7.27)
0

since the jumps of X (p) are always positive:
ATX () = Xt () — Xo()
= exp((=p) (Vi () = Vale") + FEF ()
—exp((=p) (VS (0) = Vilg") + FE(9)))-
At a transaction time of ¢ we have VE (¢) = VE(p) —e and FEF(p) < FEE(p) +¢, so
Vi(o) + FEF(9) S Vi) + F7P(p).

Since jumps only occur at the transaction times of ¢, this shows A*)A(:S(go) > 0. In
view of equation (3.7.27)) we have to analyze the drift and martingale components.

)Q

Since the stopped local martingale M)/f&’ is a true ()-martingale, we have

Eo (M)?w),cz) — MXR g,

TNy

For the drift component we can use Propositions [3.7.1] and [3.7.2] which imply

TNATn  _
Eq (/ bf(“")’st) > o(e'/?),
0

where the o('/2) term does not depend on ¢ nor n. In view of equation (3.7.23) we
end up with

MoEq (Y,,) < Myexp(p(yo — €)) + o(e'/?).

The right-hand side is independent of ¢ and n. Together with (3.7.22) and the Taylor
series of the exponential function we obtain the claimed upper bound for the maximal
expected utility. O]
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3. Fixed transaction costs

3.7.2. On the larger set of admissible strategies

In this section we want to extend the results of the previous section to the set ¢ of
admissible strategies. For this purpose we use the modified processes from subsection
3.5.51

In the first step we consider the drift of the modified value process v°(y), or to be
more precise its transformation X (p). As before, the drift is supposed to be of small
order inside the no-trade region and greater than or equal to a value of small order in
the trade region. Thus, the proofs for the modified value process ansatz are based on
the proofs from subsection [3.7.1] However, in this section we only consider the drift
up to the stopping time

7(p) = inf{t € [0,T]: V() = Vi(p") < =K} AT

that is defined for each strategy ¢ € 2A°. Here, the process K is given by

A simple calculation reveals that K fulfills c;6'/2 exp(cyK;) = ;. Before this stopping
time we know for the portfolio process

VE(p) = Vile®) > =K on [0,7(p)],

which will be useful in the proofs of the subsequent propositions. The first proposition
deals with the drift in the interior of the modified no-trade region.

Proposition 3.7.4 (Modified no-trade region). We have

oAT(p) )?( 10 _ pe T
Eq /0 by A cnghyds || < (1 - \/C_l)/fchcﬂ/gEQ (/0 Asds>

+ '%01702(1 +C C%) ’ 0(63/4)7

sup sup
peRAe oeT

where Ke, ¢, 15 a constant that only depends on ¢ via ¢; and co and fulfills

lim sup K¢,/ < 00.
c—0

Proof. (i) Similar calculations as before show that the Q-local drift of X () is given
by

2 N A 2 FOE (), [: ApudSu+FCF (p)
pXOQ — X _pFE@Q P sfoAsoudSu+F (), Jo ApudSu 2N
: (o) (ol +

In the interior of the modified no-trade region {|Ays| < A@7} this leads to

~ N 2
pX@)Q — ¥ () ((_p>beE(a7A<p)—%Q + p_chE(a,Aw)—v)
S s 2 S

2 N
+ X,(p) ((—p)biWQ + %C;W + p20£CE(O"A“’)_%5(“")> . (3.7.28)
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3.7. Upper bound for maximal expected utility

For the left summand observe that it has a similar representation as the drift of the
process X () from subsection in the no-trade region, namely

X () (( )beEocAso) vQ_|_p FOE (o, Ap)—y )
S 2 S

8
Xa() (Z(A%)iﬁi +p (bZ’Q + @f))

=0

X<>(Z<A¢S>H@+p —1\f\/7>

using the representation of 6% from (3.5.14)) and the modified B from (3.5.16)), where

the processes H' can be obtained from e.g. line (3.5.15)) by replacing 8 with 3 = /&3
This implies

AT o R s -1@ | P R0
[ R (copreanm @ B esa Y1

oAT(p)
S/ (ZM | |Hl|+p| c—1 M/gpx/cs cs> ds
0

<Z/ exp(p(K, + s + 7)) | AGT || i |ds

+pl(ve - 1) |/ exp(p(Ks + 75 + ¢1e))y/ ¢ cSds (3.7.29)
since

Xo(p) = exp ((—p)(AVE(p) + FE(9))) < exp(p(K + s + 1)) on [0,7()].

(3.7.30)

For the right summand of (3.7.28]) we require the -local drift and the local covariation
of 6(). On [0,7(¢)] they are given by

2
C
PR = Z0(p)(Ap)*c?,

65(80)7‘ — (_02)5(¢>Agpcs7" (3731)

39



3. Fixed transaction costs

Inserting these leads to

2
2.(0) ((_p)b5< 0@ 4 D 80) | 2 FoF ()~ w«p))

2
2
BN c
= Xs(0)((=p) 5 0s(0)(Aps) e + —025 (0)* (Apa)e]
2
+ S (—e)d(0) A, o (80 -75)
~—_———

— (D)8 —(Aps)2elS — (40 (Aps)3~2B, A ) S 1S
N 02 pQ N
= X,(p) ((—p)§25s(<p)(Asos) s+ —025 (0)*(Aps)2cd + 5(—02)5s(¢)((A¢)565’S

— (Ap,)°c?S — (day(Aps) = 2B,(Aps)?) ™5 — Apyc)s ))

and by the upper bound for )A(S(go) from (3.7.30)) and d,(p) < 75 for s < 7(p) we obtain

oATe) 5().Q Pza() 2 FOE (0, Ag)—.5(¢)
/ Xs(p) ((—p)bs“"’ + 3 +piey TP “") Liap<agtyds

p p
)" = 50( )‘1{|A¢|<A¢;}d8
0'/\7'((,0) 8
+/0 ?)eads(9) | 218G T | Lgagicagt)ds
i=0
T 2
D~ 9 D
g/ exp(p(Ks + s + @1e)) 3 (AP )2 (5% T 5%) ds
0

T
—|—/ exp(p(Ks + s + @€))cavs (Z \A@j\ﬂHﬂdS) .
0

1=0

So the Q-expectation of the Q-drift up to the stopping time o A7(y) in absolute values
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3.7. Upper bound for maximal expected utility

has the upper bound

oAT(p) )?( 10
Eq /0 b L ap<nptyds

8 T
< 3o ([ explot .+ A s
B 0

T
1= vay g ([ e, + 7+ i)y csa)
0

T 2
+Eqg </ exp(p(Ks + s + 1)) (APH)?cd <%7§ + g%> ds)
0

ﬂ

T
+ 3 B ([ explpte, + 7.+ exe)ien. (1051 1 as)
0

8 T
5 LA
< For ((czmy %) > Eo ( / |A@F|Z|H;|ds)
0

=0

p3 p3 2 T
+ c2 <_5,{§, + 2—\/Eny> Eq (/ (A@)chds)) : (3.7.32)
0

using that for ¢ <1

exp(p(Ks + s +Cig))

= exp (pcie) exp(pys) exp (p tos (7_>)1

(&) 51/261

-

b
— s 2
51/201

P

— —f)/s C2
= exp (pcie) exp(pys) 12,

< exp (pcy) exp (p\/§/ﬁ/> (\\//_%/ZY> ? = Ky eas (3.7.33)
1

since Y is bounded by xy. We can conclude for ¢ € (0, 1)

Freaje < €XP <p (1 T \/g,w» L\/gfy_)pi @ |

—1life—»0 —1if c—0

So the limes superior of k.1 . is bounded. Due to |Ag!| < |Ap/|and Hi < 237:1 |H;|,
the terms Eg (fOT |A{5j|z|]?];|ds> as well as the remaining term in line (3.7.32)) are of

order O(e%4) | since fOT(Agpj)chsds is a bounded process by Assumption [3.6.3] This
O

shows the assertion.
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3. Fixed transaction costs

We come to the drift in the trade region, to be more precise to the trade region and
the boundaries.

Proposition 3.7.5 (Modified trade region). If ¢2 = o(c~'/?) we have

oAT(p)
inf inf Eqg / b9
peAe oeT 0
8 T
3 | PE i) 77
> —5/%1’02 ((CQ + Ky ?) ;EQ (/0 ’A@F’ ’Hs|d8)
—. [pe g
+ (1= ve)y /T Eq Asds
0

v (Bt + 2 v VBo ([ aprrs))

where K2 is a nonnegative constant such that k2 = O(1) 4+ 30(e).

Proof. (i) In {|Aps| > AT} the Q-local drift f)?(go) is given by
_ R 2
bf(‘p)’Q = X,(¢) ((—p)(—bZ’Q + bg(so),Q) + %CAV (<p)7+6(so)> )

Using the fact that the quadratic variation fulfills [X +Y + Z] = [X] + [Y] + [Z] +
2[X, Y]+ 2[X, Z] + 2[Y, Z] for some Itd processes X, Y, Z, we can rewrite pX(@)Q a5

- 2
bf(v))Q - )?5(90) <pbz’Q _ pbg(cp),Q + % (CSAVE(@ _ QCSAW(sOM + )+ QCsAvs(sO),cS(qﬁ)
—2c196) 4 () )
A similar argument as in the proof of proposition shows

2
P9+ L v = P agtyes g

(
- P’ ~\2 S | p? AVE(p)
- 651/2 (AQOS) Cs + 2 Cs

2

2 €
- %MJA%) i

1 1
—p2 | Z _ AVE(p)
p (2 66_11/2> Cs

in the modified trade region. Recalling this and the dynamics of §(¢) up to the
stopping time 7(p) in the modified trade region yields

5% =S 1 1 e €
P9 > X () (17— —5 ) AV 5 (p)2cAV@ ¢ I P’ CAVER) _ 2 AVE(R)

2 2
G+ PV D) =) - YO0 p) o) + B (e )

= )?S(SO) (GSCAV + b2V g ’cl), (3.7.34)

42



3.7. Upper bound for maximal expected utility

where

1 1 p P’ P’
2t LN P 2 P p- 2
as - p (2 60—11/2> 265(S0)02 2 53(¢>62 + 2 6255((10) )
bs = p*(6s(p)ca — 1).

Since Y is assumed to be a bounded process and c2 is of order o(e~'/?), we see that

1 1 p? (e
s > lo——= ] - 55 Y — 1
as >p (2 6a1/2) ()5 e (p + )
1 1 p? Ca
> (- — ) -7l (211
1 1 [pe  p? Co
>pi = — ——= ) — [ =ky— —4+1)>0
Zp (2 651/2) 3/€Y262(p+
for € being small enough. Thus, we can rewrite (3.7.34]) as

~ . 2bsy/as c
X, . AVE(p) 5V 7S AVE(p)y 2 .

~ : a C_Ou b2
= X,(p) (cfo VaudSutfy g g <p2 — —s> CZ)

4a,
- 2
> %.(0) <p2 _ b ) &

with

b < P (ds(p)ea — 1)° _ 2305(9)” — 2¢20,(¢p) +1

da; = B — [Py 5 — VE3piky

5 Ca0s(0)* +1 o C3eERY 41
5 — VE3pPhy ~ b 3 — VE3piky

This implies for sufficiently small £

oAT(p) )?( 10
Eq /0 A N T

onT(e)
> p’ (—r2) B (/ Xs(@)czl{mwl>m}ds>

= p(1 + K2). (3.7.35)

N—— 0
<0

> B ([ explp(. + cie +))cids)
> PP(—k)es B (1) (3.7.36)

by using the upper bound for X(¢) on [0,7(¢)]. Furthermore, we see that RS is
nonnegative and

o 2 + /9Ky + clery
€ 1 — /93Ky

= 0(1) + 20(e).
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3. Fixed transaction costs

(ii) At the boundaries of the modified no-trade region {|Ap;s| = AP} we have

bX(w)Q_ ( )( p)bFCE(<p)Q+P fOAcpudSu+FCE( )>
2

(—
% ( boc(Aso (Aw)2—7+5(s0)762+%26f5 AgoudSu+a(A<p)4_B(A¢)2_V+5(Lp))
1 ( Yo H0).Q p’ oo AgoudSuclg'er(S((p))
R 2
90) << P)b* (Ap)t—B(Ap)? w+6(<p)Q+ 5 CfOA<pudS +a(Ap)A—B(Ap)2—v+5(p )>'
(3.7.37)

So we obtain from lines (3.7.37)), (3.7.32)) and (3.7.36))

o AT () )A(( 0

Eq /0 b L ap =agty S

1 pe i T L~
> —5 Kep,eo (CQ + Ky / ?) ZEQ </ |A@F|1’H;‘d5>

i=0 0
T
+(1- ﬁ),/%ﬂz@ (/ Asds)
0
+ (1)—3652 + i/2\/555/) E (/T(Aﬁ)%sds))l
2 6 Y 2\/5 Q 0 S ]

+ p—(l — K2)Key e g ([V]7) -

Combining this with the result of Proposition yields the assertion. O

In order to determine an asymptotic upper bound for the maximal expected utility
in the presence of fixed transaction costs, we exploit another property of the stopping
time 7(p): at this stopping time the value process ansatz v°(y) (or the transformed
version X (¢)) almost coincides with the semi frictionless value process v(¢) (or X (¢)),
which is a supermartingale (submartingale). Then, from 0 to 7(¢) we can use the
asymptotics from the previous propositions and between 7(p) and 7" we can use the
submartingale property of X (¢). The precise formulation and verification can be found
in the following.

Theorem 3.7.6. If c; = 1/c; and ¢y = o(e7Y/*), then we have

sup E(U(V7(p))) < Moexp(p(ro — ci'?))
pEUA= ()
1
+ (1 = VI = )by, + Fepey (14 c2 + 2)O(EY) + <—

C1

1/02
) O(e). (3.7.38)
Proof. (i) Similar to Theorem we have

E (U (Vi(9)) < exp(—p=) MoEq (Xr(¢))
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3.7. Upper bound for maximal expected utility

Observe that the stopping time 7(¢)
A T(w ( ) < A‘/Tg(ap)+(90) +e< =K +e,
which implies for the process ()

Sr(o) () = 18" exp(—c2 AV, (9))
> 16 exp(—co(— Koy +€))
= Yr(p) €XP(—C2).

So we get the following upper bound for the transformed value process ansatz

T(@( )

X)) = Xy () exp(—p

= X, ()(0) exp(—p T (r(p), Aprg)) + D) — DOn(i) ()
(1) exp(
() exp(

®) @) exXp

X ()P ) eXp(pe +p77'(30 (1 - exp( 025)))

1/2(

X+ (@) exp(pe + pry (ep/3) — exp(—c2€))).

Denoting the factor on the right by A, this yields

Eq (Xr(¢)) = Eq ()?T«o) () +Eq (Xro) ()

> Eq (X1(9) = Xy (9)he) + Eq (X (9))
= Eq (Xr(p) - (90)) (1= he)Eq (Xr(p()) + Eq (Xrio ()
> (1 - h)Eq (X, w)(go)) +Eq (Xro)(9)) (3.7.39)
due to the submartingale property of X (¢).
(ii) Since AVZ(p) > —K; on [0, 7(¢)], we obtain
1/c2
Eq (Xr()(¢) < Eq (exp(pK.)) = Eq ((517—261> )
1\ Ve A\
<(2) ()
So y
]EQ (XT(¢)(90)) S (6_11) O(l) (3740)

Furthermore, . is of order O(e) +0(%/%¢y) = O(¢) due to the assumed property of c;.
(iii) We repeat the localization argument from the proof of Theorem [3.7.3; Let (7,,)nen

be a localizing sequence for the local martingale M X(©)1Q and define Y, = )?T(w) A ()
for all n € N. Then we have

lim Y, = %,(¢)

n—oo
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3. Fixed transaction costs

and

0 <Y, =exp (= (Vg (©) = Vigiar, (¢ )+ FC(YE)/\%(SDE )

-~ -~

Z_KT(‘P)/\Tn 2—cie— Vr(p)ATn
< exp(p(Kr(p)am T CIE) + Vr(p)ar))
S eXp(p(KT(go)/\Tn + C_18 + 77((,0)/\7'”))7

which is bounded by k., .. Hence {Y,,n € N} is a bounded set in L?(Q), which
implies that it is uniformly integrable. As a consequence,

Eo (J?T(¢>(go)) = lim Eo(Y,). (3.7.41)

n—oo

(iv) For the right-hand side we see that

—~ (©)ATn A
Eo(Y,) = Eq Xo(go)—l—/o b9 +M(;)> + > ATX, ()

0<s<7(p)ATn,

~ T(@)IATn 5(\( ),
> Xo(p) +Eq /0 bXDCds | + Eq (MT( f&) : (3.7.42)

since the jumps of X () are always positive:

AJF)?S(()O) = )?er((p) - 558(90)
= exp((—p) (VE, () — Val¢") + FS ()
— exp((=p) (V5 () = V(") + EZ%(9))).

At a transaction time of ¢ we have V7 (¢) = Vi(¢) — € and

A*3,(p) = 12 (exp(—e2AVE, () — exp(—es AVE(9)))
= 122 exp(—AVE()) (exp(eae) — 1)
—6:(¢)
< 7s (exp(peag) — 1)
/Py exp(cqe) — 1 €2 19
< = =
SV v ce=0 €

for a sufficiently small e, which implies for the modified correction term

FS&-E(‘P) = fCE(O‘Sa Ag08+) —s + 5s+(90)
<JCE(as,Aps)+eie <ds(p)+cie

< FO8(p) + e,

) cie < ce.
1

SO
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3.8. Lower bound for maximal expected utility and almost optimality of the candidate

Since jumps only occur at the transaction times of ¢, this shows A*)/(\'S(go) > 0.
v) In the next steps we analyze the drift and martingale components in equation
):Q

3.7.42)). Since the stopped local martingale M)A(if is a true @Q-martingale, we have

Eo (M)?(w),(e?) — MR

T(@)ATn

For the drift component we can use Propositions [3.7.4] and [3.7.5| which imply

T(PIATn
Eq / b‘f(“p)’st
0

3 3
> 5(\/021 — Dk, + 5/4501702(1 + ¢ + )0,

In view of equation (3.7.42) we end up with

MoEq (Y,) < Myexp(p(yo — c1e¥/?))

3 3
+ 5(\/021 - 1)501,6263/2 + 5"/‘;61702(]‘ + Co + 03)0(53/4),

where the right-hand side does not depend on ¢ nor n. Together with (3.7.39)), (3.7.40)
and (3.7.41]) we obtain the claimed upper bound for the maximal expected utility. [

3.8. Lower bound for maximal expected utility and
almost optimality of the candidate

3.8.1. Properties of the candidate and drift of its value process

As a next step, we need two technical lemmas in order to prove the almost optimality
of the candidate. The first lemma deals with an upper bound for the deviation from
gains of trading of the candidate and the frictionless optimizer [;(p5—p})dS;. It relies
on the Burkholder-Davis-Gundy inequalities from Theorem [B.2.2]

Lemma 3.8.1. For every k > 0 we have

t 12eC!
Q ( sup / ApSdSs| > /<;> < 2 2]EQ
tel0,7] |J0o

S
where Cy > 0 is the constant from Theorem [B.2.4

2

< o0,
L2(Q)

T
/ Agds
0

Proof. Applying the inequalities of Markov from (Klenke, 2008, Satz 5.11) and Burkholder-
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3. Fixed transaction costs

Davis-Gundy (Theorem [B.2.2)) and |[Ap®| < Ap™ delivers

t
Q ( sup / ApSdSg| > /i)
teo,17 1o
4 2
€ 02 €\2
< — sup </ Ays dS) / (ApS)~d[STs
te[0,7] 0 L?(Q)
2 12 T ?
H / @er dis, =5 (B0 | ey
2@ kY \ p 0 12(Q)
125 e
S’,S
12 T ?
Y 0
Since fOT Agds is bounded, this yields the assertion. m

The second Lemma yields an upper bound for distribution of the candidate’s number
of trades during the time horizon [0, 7.

Lemma 3.8.2 (Number of transactions). For every k > 0 we have

COnst

QNr(¢%) 2 k) < 1Cl s, 1" — @6l ) < 00 (3.8.43)

where the constant does not depend on k.

Proof. Rewriting the set {Nr(¢) > k} shows

Q (Nr(¢° (Z li,cm > H)

€N
lor — 5] 1\
=Q <Z 17«1} ( AT - 1/4> > kel/?
ieN Pri
| N\
SOTZ - Qpn 1/2
- Z Liri<ty ( 112) = KE
ieN 12)1/20 /
1/2 2
-0 ((B) Tt (s - i) 2 ).
ieN

By passing to the pathwise supremum of C' and using Markov’s and Holder’s inequal-
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3.8. Lower bound for maximal expected utility and almost optimality of the candidate

ities we obtain

Q (N1(¢%) = k)

P 1/2 1/2 2
<Q ((E) sup Gy Y Lrery <s&n —¥r 1) =

te(0,1] €N
2
-1 -2 p * * ?
S g K ]EQ —— Sup Ct Z 1{TZ‘<T} <907—1 - 907'1'_1>
12 sepo,m) ieN
N 12
p * * ’
S 19er2 sup C; EQ (Z 1{7'i<T} <907¢ - g07’171) )
t€(0,7] L2(Q) ieN
We see that with 7, := 7; AT and two applications of Jensen’s inequality to the
functions y — 3% and y — y*
4
* * 2
(Z 1{Ti<T} (807'7‘ - SOT,L',1> )
ieN
Ti 2 !
— (Z(/ b Qds + M9 — ME” ?) )
ieN N\ Ti-1
7 2 !
< (ZQ (/ Ibf*’Q|dS) 23 (Mg - mr) >
ieN Ti—1 ieN
- 2\ 4 !
<y (Z ([ ) ) b (Z (M@ — ) )
ieN Ti—1 €N

almost surely. For the left term we observe that

7 T 2
3 (/ |bf*’Q|ds> (Z/ 5 de3> _ (/ |bf*’Q|ds) ,
iEN N\ Tim1 0

€N

Ti 2 4 T 8
(Z (/ |bf*@,ds)) < ([ wras)
. Ti—1 0

€N

which implies

For the term on the right-hand side we use the discrete version of the Burkholder-
Davis-Gundy inequalities: Define M= (M ‘f @);en. Then Mis a @-martingale with
respect to the filtration (.%.,);en and according to (Burkholder, 1973, Theorem 15.1)
we have

4
—_ — 2 *
Eq (Z (M, - MZ-_1> ) < const. Eg (supM > < const. |[|[M?¥ ’Q||§8(Q)

ieN ieN
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3. Fixed transaction costs

and by the Burkholder-Davis-Gundy inequalities for the continuous case (Theorem

B.2.2)) we can conclude that
o\
Eq (Z (J\Z - AZ—I) > < const. Eq ([gp*}‘;) .

So we end up with

4
2
EQ (Z 1{Ti<T} (90; - (‘0271) )

1€EN

. 5 1/2
< (27T4EQ (/ |bf*’Q| ds) + const. 2'Eq ([90*]4T)> :
0

These expressions are finite by assumption. Theorem [B.2.3| now states that

1/2

1Cls2@) < const. [|Clla @),

which is finite by the definition of the Hg-norm from section and Assumption 3.6.4]
This gives the desired inequality. O

For the drift of the candidate’s value process we also require that the corresponding
portfolio wealth is not too far away from the frictionless portfolio wealth. For that
reason we only consider its drift up to the stopping time

=bi=inf {t € [0,T] : AVF(¢°) < =1} AT.
Proposition 3.8.3. The drift of the candidate fulfills

Slng _
supEq ( / bf(*”)’st ) — 0(53/4)_
oceT 0

Proof. Apply the It6 formula from Remark and the same calculations as in the
proof of Proposition using VE(p) — Vi(*) > —1 on [0, 75!]. This yields

Tone
/ bf(‘Pe)’st
0

We have already showen that the expectation of the right hand side is of order O(g%/4).
O

8

< exp(p(l+e+ ep/3ky)) D (/0 (A" |H] d8> :

1=0

3.8.2. Lower bound

From the definition of ¢® it is not obvious whether it belongs to the set of admissible
strategies A°. Therefore, we define the stopping times

1
7% . = inf {t €10,7]: Vi(¢°) < —g} AT and

1
7€ = 5L A 752 — ipf {t c [O,T] : ‘/;E(Qa) < max{—g,‘@(w) - 1}} AT

20



3.8. Lower bound for maximal expected utility and almost optimality of the candidate

and pass to the strategy ¢° = ©°1,r<) that sells all stocks directly after 7°. According
to remark [3.2.6] ©° is an admissible strategy. We will show that M, exp(pyo) is an
asymptotic lower bound for the associated expected utility of (°.

Theorem 3.8.4. The stopped candidate strategy ¢° fulfills

E (U(Vi(¢9))) = E (U(VZ,(¢7))) > Myexp(pyo) + o(e'/?).

Proof. (i) Since v5(¢°) < vp(¢°), we have

—
13

E (U(Vi(5)) = Eq (35(#)) = MoEq (Xr(#))

and

1)

Xr() = Koo () + (Xr() - X ()

= Xo(&) + / b9 + MEFIC 4 X () - X< ()
0

> Xo(#) + / bE Qs + MECD 4 Ry (5F) - Xoe ().
0

(ii) By proposition we know that

€

Eq ( / bf(“"s)’st) = 0(%), (3.8.44)
0
so it is enough to show
Eo <M§(‘,’;)’Q> —0, (3.8.45)
Eq (Xr(%) — X,-(7)) = O(=%/%). (3.8.46)

(iii) From line (3.7.25)) we know

~ t t
e fad e CE (€ v £ £
ME 9 = [ pReamt 24 [ (p) R Aias.
0 0
By the convexity of the quadratic variation we obtain

MED9) = (e

T€

<o [ (R AT / (R (A0 IS,
0 N—— 0 N—— N —

<exp(2p) <exp(2p) <(Api)?

< ot exp(zp) (077 + [ (apds). ).

o1



3. Fixed transaction costs

Since

T 8 (T
[MFCE(wf),Q]T _/0 CSFCE(AOE)dS < Z/O |ApT || HF|ds,
=0

we know [MF )R e L;(Q) by equation (3.7.20). Furthermore, fOT(Agoj)ch’Sds
is in L1(Q). So Mﬁs\%_’g)’@ is a (Q-martingale, which implies

]EQ <M£CE(<PE)7Q> —0.

Te(@j))l{rs@})
=g (X o) (FE@FHEL 1) 100am)
= (%) (F@) 0w (b [ 205.) ~1) 1pcm).

£

because

vt oo (o ([ omes)) on (o ([ )

Since X,-(p°) < exp(p) and F¥($°) < exp(pe), this gives us

[Eq (%r(@) - Xo-(99))]
< Eq (X, (¢ FY (7°) exp (o(Ne — Noo)) Lsecy) + o (Xoe ()L cr1)
<exp(p(l+¢)) (Eq (exp (p(Ny — Nre)) Lireary) + Q (75 < 1)), (3.8.47)

where N := [/ ¢tdS, is a Q-martingale. Set @ = 8 and b =4/3. Then 2/a +1/b=1
and by Holder’s inequality we obtain

Eq (exp (p(Nr — Nye)) 1recry)

exp(pNr)
— R, ( EPWPT)
(exp(pNTe) { <T})

< [l exp(pN7) | Lo (@) | exp(—=pN-e) || 1o @ (75 < T)M°
< || exp(pN1) || o) | exp(—2N2) || 1,0 @ (75 < T)'*, (3.8.48)

since exp(—apN) is a @-submartingale.
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3.8. Lower bound for maximal expected utility and almost optimality of the candidate

(v) We will show that the Q)-probability of {7 < T'} is of order O(e).

Q (75’1 < T)
€ (1 1
=Q | sup M(WIZ—)
te[0,T) €

t
— 0 sup /Yé¢%+fAuwﬂ
0

te[0,7)

1)
2 _
&
1 1
> 2—6) +@Q (5NT(%06) > 2—5)

1 1
z%>+Qwa>z£Q.

For the left term of the sum we use the inequalities of Markov and Burkholder-Davis-
Gundy (Theorem [B.2.2)) and ¢° = ¢* + Ap® to obtain

! 1
Q[ sup / psdSs| > —
teo,7] |Jo 2e
t T
< 2Eq | sup / :dSs| | < const. eEq </ (¢5)° d[S]S)
0 0

te[0,7)

T T
< const. € <IEQ (/ (p7)? cf’sds) +Eq (/ (AQD:)QCE’SC[S))
0 0
g *\2 S8 3/2 r 0" 0" 8,8 1/2
= const. g (ps)"c;"ds | 4 const. “Eq (2% c2) s ),
0 0

and for the right term we use Lemma with K = 1/(2¢) to see that

t
<o s |[ s
0

te[0,7

t
=Q | sup /gpidss
0

te[0,7)

Q (NT(soa) > 2%2) = 0(%).

This gives the desired order of convergence for Q(7%! < T'). For the probability of the
event {75% < T'} we obtain

Q(r?<T)<Q ( sup |V (¢%) — Vi(¢")| > 1)

te[0,T]
t
/ ApydS,
0

and with Lemma and Lemma these are of the correct order. Since Q(7¢ < T)
is bounded by Q(75! < T') + Q(75% < T), the above inequalities give

SQ(SUp

t€[0,T]

2 1/2> +Q(eNr(¢7) 2 1/2),

Q(*<T)=0() and Q(r° <T)"" =0,
and with (3.8.47]) and (3.8.48)) we obtain (|3.8.46]). [
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3. Fixed transaction costs

3.8.3. Optimality

As a corollary we obtain the almost optimality of the stopped candidate ¢° and the
leading order certainty equivalent loss.

Corollary 3.8.5. We have

sup E (U(Vi(9))) = Moexp(pyo) + o(e'/?) = E (U(VE(¢9))) + o(e'/?).

and

lime~'/? ( sup U™ (E(U(V7(9))) - U™ (E(U(VT(SO*)))))

e—0 peAe (x)

T
= \/EEQ (/ cf*cfds) .
3 0

Proof. According to Theorem we have to make the correct choice of the constants

¢; and co. We choose

V16 and ¢y = —.
1

Ci =¢

These values also fulfill the condition from Theorem [3.7.6, Since 1 — /1 —¢, =
O(e'/19), (é)cl = O(1) and k¢, 17, = O(1) as € tends to 0, we obtain from equation
3.7.33)

sup E (U(Vi(p))) < Moexp (p(yo — /1)) + o(e'/?)

peAe

= My exp(po) + o(e'?) (3.8.49)

due to the Taylor series of the exponential function. With this, Theorem and the
fact that ¢ is admissible we obtain

My exp(pyo) + o(e*?) > sup E (U(V5(¢)))

> E (U(Vi(#9)))
> My exp(pyo) + o('/?).

For the leading order certainty equivalent loss we denote by a. the difference of
sup,coe B (U(V5(p))) and My exp(pyo) being an o(¢'/?)- term. Then we get

sup U™ (B (U(Vi(9)))) — U™ (E(U(Vr(¢"))))

peAe

= U™ (Mo exp(pro) + a.) — U™ (M)

11 ( )+a5
= ——log | ex —
, g | exp(pyo L

Qa
— o tlo (1+—€>.
o8 exp(pyoMo)
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3.8. Lower bound for maximal expected utility and almost optimality of the candidate

Due to the Taylor series of the logarithm around 1, that has convergence radius 1, we
know

log(1+y) =0(y), (y—0),

SO

lime~'?log (1 + L) = 0.
e0 exp(p(10Mo))

This shows that

lim e™/2 < Sup )U“ EUVi(9) —U " (E (U(VT(sO*))))>

T
_ \/?EQ ( / cf*cgds> .
3 0
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4. Extensions

4.1. Introduction

In this chapter we present two extensions of the verifications from Chapter [3] under

weaker regularity assumptions. In sectlonwe truncate the portfolio gamma p = i
from below and above by two constants k; and ky. Hereby, one will avoid the con—
ditions on the inverse portfolio gamma C' = p~! and only require a condition on the
Q-local drift of p, b»%. In the verification, these constants will then be chosen as
powers of the transaction cost e, where the small value k; is supposed to converge to
0 and the large value ky will tend to infinity. Although the regularity assumptions are
quite simple, they are not fulfilled for the application to utility indifference pricing of
a European put option in the Black-Scholes model in subsection [6.2.2]

For that reason we consider a truncated portfolio gamma in section as well, but it
is also stopped if some process related to b”© reaches a certain threshold. In contrast
to section [£.2] this threshold and the truncation boundaries of the portfolio gamma
will depend on just one value k that is supposed to tend to infinity when the costs ¢
converge to 0. Furthermore, the regularity assumptions will slightly different from the
ones in section .2

4.2. Truncated portfolio gamma and fewer regularity
assumptions

4.2.1. Truncated no-trade corridor

Assumption restricts the stock price models and corresponding frictionless op-
timizers to those with a strictly positive no-trade corridor Ae™. In applications,
e.g. Chapter [0, one would like to overcome this restriction, but this would lead to
strategies trading infinitely many times shortly before or when the corridor width be-
comes 0[] Furthermore it is not obvious how to apply the ansatz from section [3.5
Therefore, we introduce a truncated portfolio gamma

k Cf*
Py ‘= 5 V kl VAN ]{52
Gy

and the corresponding truncated no-trade corridor

12¢
Apt* = ,/ Pkt e0,T]

*

!Except for the case when the optimizer (* is constant.
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4. Extensions

for some k = (k1, k2) € (0,1) x (1, 00) that will again be some powers of the transaction
costs € and similarly

k € k k +,kv\2
Qy 1= , B :2at(Ag0t’),
(A )8
S| 1 1
CFi=(-5AN—)Vv—=(pF) .
t (Cf kl) kQ (pt>

Since 7 is the process being responsible for the certainty equivalent loss, we do not
change it. We also define the counterparts for the modified value process from section

2.0,

For the constants we choose

1 1
k?l = 51/287 kJQ = -, Cl = 61/16 and Cy = —.
1 C1

These choices will be justified in the proofs below. Then we use as candidates for the
(transformed) value processes

() 1= exp ((_p) (AVa(go) + FtCE”“(@))

with FOEF(p) = fOF(a*, Ap) — 7 to obtain a lower bound and
XH(g) = exp ((=p) (AVE(p) + FPH(p)) )

with FOPH(p) = fOP(ak Ap) — v + 6(¢p) for an upper bound of maximal expected
utility.

Remark 4.2.1. With the change-of-variable formula from Theorem[B.1.3 and assum-

ing that p = CCLS is an Ito process, we see that p* = (p V ki) A ky is a continuous

semimartingale with Q-dynamics
k Q t
‘/tp - / 1{p,g€(k1,k2}}b§7st + Lt(kl) — Lt(kg),
0
¢
k
Mtp Q= / 1{ps€(k1,k2}}dM§7Q?
0

where L denotes a semimartingale local time of p. Thus, oF, 3% and C* are also
continuous semimartingales.

The next lemma shows that the function a — Eg(Lz(a)) is bounded, which will be
useful for the asymptotic analysis.
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4.2. Truncated portfolio gamma and fewer regularity assumptions

Lemma 4.2.2 (Local time). If fOT |bP|ds € L1(Q) we have

sup Eq(Lr(a)) < oo.
a€(0,00)

Proof. Applying the change-of-variable formula from Theorem to the process
Pa = p A a yields

t t
Ly(a) = — (pa,t ~ Pa0 — / Lip <apblds — / Lip.<aydMy ’Q>
0 0

t t
= —pPat T Pao + / 1{p3§a}b§’QdS + / l{psga}de’Q,
0 0

which implies

t

T
0 < Ly(k) §p0+/ ybng|ds+/ 1y <aydMP€ (4.2.1)
0 0

and hence . .
oo [l < [ 1.
0 0

So fo 1¢,,<a}dMP9 is a supermartingale, and we see that

T
o [ ) <0
0

Taking expectations in (4.2.1]) for t = T leads to

T
Eq (Lr(a)) < po+Eq (/ |b§’Q\ds> < 00,
0

where the right-hand side does not depend on a. O

Assumptions [3.6.1] and [3.6.3| are still supposed to hold, but we replace Assumption
with the following:

Assumption 4.2.3. Assume that p is an Ito process and that the following conditions
hold:

o exp (£8pVr(v*)) € L1(Q),
o [Slr € L(Q), [ @

o "M@ < oo

ds € Li(Q) and

Comparing the new assumptions to the old ones reveals that the new ones are weaker:
all conditions on the inverse portfolio gamma C = p~! have been replaced by just
one assumption on b»%. By applying Ito’s formula to p = C~!, one obtains that the
old conditions on C' imply the new condition on b”?. However, they are not required
anymore since the truncated portfolio gamma is bounded from above and below by
some suitable powers of the transaction cost £ that will not destroy the asymptotics.
The following remark gives further explanations.
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4. Extensions
Remark 4.2.4. From Remark [{.2.1) we know that

T
k
Pl = (M9 = / Lo iy M7,

According to Theorem [B.1.3 this can be rewritten as

oo ko
[ = / Lk ko) (@) Ly (a)da = 2/ Lr(a)da.

—00 k1

Taking expectations and using Lemma [4.2.9 yields
k2
Eo([p*]r) = 2/ Eo(Lr(a))da < const.(ky — k).
k1

Applying Ito’s formula to the process C* shows

dC*

= ((05) 72009 + (09) L) Lppaetrabanyds + (= 1)(08) 2L, chr )y ML

+ (1) (ph)?d(Ly (k) — Ly(k2))

and this yields

EQ([Ck]T) < const. %,
1

g 11
Eq (/ ]bsck’Q\ds> < const. ko (—3 + —2) ; (4.2.3)
0 ki ki

which will be required later.

(4.2.2)

4.2.2. Upper bound
Recall the process K

1 Tt
K, = —log [ —t—

T(p) :=inf{t € [0,T] : AV7(p) < =K} AT,

and the stopping time

that was defined for each admissible strategy ¢ € 2A¢ from subsection As in
this subsection, they will be helpful for the asymptotics of the ()-local drift pX"(0)Q
of the transformed value process; hence, this section is structured in the same way:
Asymptotics of the no-trade and trade regions followed by the construction of the
asymptotic upper bound for maximal expected utility from terminal wealth.

Proposition 4.2.5 (No-trade region). We have

aAT(p)
X _ 1/2
Eq (/0 b; (w)Ql{lA%<A$;,k}ds)‘ = 0<5 / )

sup sup
o€T peUe
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4.2. Truncated portfolio gamma and fewer regularity assumptions

Proof. (i) Similar calculations as in Propositions|3.7.1{and [3.7.4| show that the @-local
drift of X*(¢p) is given by

S ~ ~ 2 . HCE,k . HCE,k
bR = Xk () ((—p)bf EHAQ 4 %a!“ ApudSutEERA ) fo ApudSutl (“")) .

In the (interior of the) modified truncated no-trade region {|Ap| < AZT*} this leads
to

bf’“(w)@ :)A(f(gp) << )beE (ak,Ap)— WQ_I_Z; JS”CE( ok Ap)—y )

+)A(§(90) ((—p)bg(“”)’Q +p2 5 4 p2e! FOE(a ’“Aso)—%é(so)) ' (4.2.4)
For the left summand observe that it can be written as

N P
)’55(90) <(_p)beE( ok, Ap)— 7Q+ . é‘CE(ak7Aso)v)

= X(p) (i(Asos)H’wp(m@wkc@)+<Asos>2(p;s 6palc ))

1=0

8
% i 7ykyi — [ED
= Xf(g&) (Z(AQDS) ny +p(\/a - 1) ?As]-{pse(/ﬁ,kz]}

1=0

2k _p* pe 2 p2
tp | Bl =[5 A ) Lougtaday + (B0s)" | e — 6patct ) Lipugthr b

in the modified no-trade region, where the processes H*J can be obtained from e.g.

line (3.5.15)) by replacing o with o, 3 with B\k
(ii) For a part of this left summand we obtain the following upper bound by using
A@Hﬂ < A(p*vk:

oAT(p) s
% i 7k, — £p
Gy:= / X{(p) (Z(AQOS) H' 4+ p(Ver —1) \/ ?Asl{pse(khk’z]}) 1{|A¢|<A¢j"“}d8

0 =0

19}
<RMZ/ AGEHF LI\ ds + pl(VEE = 1ler oo | p/ Ads,

since

~

XE(p) = exp ((=p)(AVE () + FOF ()

<exp(p(Ks+7s +G1¢)) < Keyeps 00 [0, 7()],

which can be concluded from and (3.7.33). Replacing a, 3 and C with o*, 3% and C*
in the proof of Proposition yields

Eq(Gh) = e, o (OO ') + O(KTK32)) + ey ep(1L — VD) L3
= 501,62<O(k1_2k§/453/4) + O(k1_4k§5) + 0(0161/2)) = 0(61/2) (4.2.5)
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4. Extensions

uniformly in ¢ and 0. A more detailed argument can be found in section of the
Appendix. For the remaining term observe that

aAT(p) . nE p2 *
[ 50 o 5 ) 00 (o)
0

-1

GQZ:

ds

{|Ap|<AGT*, ps<ki}

4 2172 T p3/2€1/2 T
<K —pPPI (/ 1 ds) + / c? 121 ds
> Reye [ (\/gp kiﬂ) o {ps<k1} \/§ : ( ) {ps<k1}

T
+ \/§p3/2(5k1)1/2 (/ Cfl{ps<k1}d3) ]
0

since 8% < B*. From c?" < cSky on {p < k1 } we can conclude
Eq(G2) < Koy, Oky*2'/2) = o(e'/?). (4.2.6)
Furthermore, we obtain the same estimates on {p > ky}:

aAT(p) o~ . pe p2 .
[ w00 (v (Brer = o) + @2 (B — opaler ) )
0

'1{\Aw\<A$§’k, ps>ka}

4 el T P22 (T
< Keyey | == (/ cZ'1 ds) / & e ds
> Rere [\/gp k;/Z o {ps>ka} \/3 o ( ) {ps>ka}

T
+ \/§p3/2(5k2)1/2 (/ cfl{ps>k2}ds) ]
0

G32:

.

On {p > ky}, the inequality ¢° < % holds, which then implies

Eo(Gs) < keyeyOky 2eM?) = 0(e1?) (4.2.7)

for € tending to 0.
(iii) For the right summand of (4.2.4) we need the Q-dynamics of §(p) on [0, 7(p)],
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4.2. Truncated portfolio gamma and fewer regularity assumptions

that were computed in (3.7.31]). Inserting these leads to

Xk 55(%7)62 P’ A 2_FOF(a* ,Ap)—7,6(¢)
o) (o9 + B 4 ]

N 2 ?
= X7 (D) ((=p) 5 0s()(Aps)’e] + T6305(0)*(Aps) ]
2 ¥CE
+ S (—e)d(0) A, Tt aa )

-~
k 3k ~ *
=(Aps)ted ’S—w )28 % — (40K (Aps)3—2B5 Aps)ef 5 —c®
2

= RH@) (-0 D00 (Bpn S + Lo (0 (Ap e

(—e2)B () (Ap)Pe™S — (Mg,

— (40f(Dpa)" = 285D = Mg ®))
in the modified truncated no-trade region {|Ap| < Ap**}. Observe that with d,(p) <

/YSS\/:HY

G4Z:

+

o | @w

onr()

- P
/ Xi(p) (( PO+ W)) L apl<agttyds
0

7ATe) vk 2 2 5 |P° 2 P
S/O X (P)ea(Bps)el |50:(9)" — 553(90)‘ Liagi<agityds

T p2
< / Key, 0202<AA+k)2 J ( 9 (%) + ’Ys) ds
0

T
€ [e
< Key, e (])2 ?fj( v)? +§ gpliy) /0 (A@j’k)%fds.

1/4
Taking expectations and using AZHF < (%’f”) yields

pTeEp p Jep 12koe
o (69 < reh (5 L+ 2y [ Ly ) [ 2 mq 1)

= feq,czow%k”? ) = o(e"?). (4.2.8)

We consider the remaining term that is given by

oAT(p) N ~
/ XE(e) <p26§OE(ak’B k’A“D)_%&(@) Lijapi<agtyds
0

onT(e)
0
8

T
< [ horion (z NG, ) s
0 =0

T 8
< b AGHRIIHE | | d
S Rep,enC2 BKY Zl Ps |’ 7,8 S

G5Z:
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4. Extensions

and taking expectations gives as for GGy in (4.2.5))

Eo(Gs) = ey ey (O(coki2e%%) 4+ O(coky *k3e%?)) = 0(e'/?). (4.2.9)

(iv) Summing up inequalities (4.2.5)), (4.2.6), (4.2.7),(4.2.8) and (4.2.9)) yields the
desired result. O

Proposition 4.2.6 (Trade region). We have

U
Juf, Inf Eq (/0 by (W)’Ql{m%ewi*’“}ds) > oe"?).
Proof. (i) In {|Ap,| > AZ*} the Q-local drift of X*(¢p) is given by

- N 2
bfk(m,Q = Xk (p) ((—p)(—b}’Q + bg(w),Q) + %CAV (cp)wé(sa))

2

= X! (p) <Pb}@ —pb P9 + % (271 = 2e2V" 07

_,_QCSAVE(W?(@)) _ 202’5(“0) + cg(‘f’)) )

and in {|Ap,| > APH* ps < ky} we get the following lower bound for pb?@

PR — _p_2(A +)2 S p2 (AAﬂL) S
b s - 6 QOS Cs - 6_1/2 s
2
p 2
> - Lo (A
1

2

p
Z 6_1/2 (ASOS) Cs

since the truncated corridor AP, " is always larger than the modified corridor AZ;
from the original problem on this set. This implies

pre@ 4 p_2 AVE(P) > 42 1_ 1 AVE(p)
p S 2 CS —_ p 2 66_11/2 CS Y

which then yields in {|Ag,| > APH*, ps < ko} the lower bound
bfk(“")’Q > )A(f(go) (ascsAVs(‘p) + bRV @ +p’c]), (4.2.10)

where a and b are as in (3.7.34]). Recalling that a, > 0 for sufficiently small ¢, we
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4.2. Truncated portfolio gamma and fewer regularity assumptions

obtain

T 20
Eq /0 by L iag>a5T*, psgkz}ds

oAT(p)
2 k
>p (—r&) Eq (/0 XSO agu s a5, pssm}“)

<0

T
> p(—r)Eq ( / exp(p(s + Tz + %>>c3ds)

> p* (=) ke Eq ([1]r)

B %(_’i?)/{cLQgEQ([Y]T) - 0(51/2) (4'2'11)

by recalling that £ is nonnegative and

o _ 2+ VEIPP Ky + clery
€ 1 — /93Ky

In {|Ag,| > AGH*, ps > ko) we know that ¢ < k;'e?”, so
2 gps Y S 2 s

3/2_1/2

PE, 5 oo\1)2 p°/ée

b'%Q—_ _CCQO >
pos " = —p 3(55) = \/g

and this leads to the lower bound for the drift of b)? "().Q

= O0(1) + 30(e).

*

kyte?

s 7

p2e1/2

V3

bR > XE(p) (@t 4 b,V O 4 p2e]) — XE(p) By el

with @, only differing from a, by an additive constant:

2 2 2
~ PP p b
Gy = 5 = 50:(0)3 — S :(9)er + readi(9)”

Then, a; > 0 for a sufficiently small ¢ and by repeating the above argument with @,
instead of a, for the case {p > ko} we obtain

oAT(p) Sk 1/
Eq (/0 bf (W)’Ql{lAsosbAcﬁi“k, ps>k2}d8> > O(e) + 0(0352) + O(k, / 51/2)

= o(e'/?).

(ii) At the boundaries of the modified truncated no-trade region {|Ap,| = ApT*} we
have

bf’“(w)@

~ 2 il
_ )?k(gp) <(_p)bFCE*’“(eo)7Q + P g AeoudSu+FCE”“(<p)>
s s 2

N 2 ~
;)A(f(gp) ((_p>b0‘k(A<P)4—ﬂk(A<P)2_'Y+5(SD)vQ + %cfd AwudSquak(Aw)“—ﬂk(ﬂw)Q—WH(@)

1 ~ 2 . _
+5XE(p) ((—p)b—WWQ Do Ao ”*‘5“”)) . (4.2.12)
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4. Extensions

So we obtain from (4.2.12)), Proposition and (4.2.11))

oAT(p) 5.0
E X" ()91 — ds
Q /0 . {18gsl=0pT)

> ey ey [0 25 *91) + Ok hie) + O(ere™?) + Ohy 4e8/%) + O(k%112)
O (ky 22Y2) 4 O(EkY20) + O(eaki h3e3/%) + O(e02%) + O(cakl/ 1314
+ O(e) + O(2e?) + O(ky ? 1/2)] — o(e"2),

Theorem 4.2.7. We have

sup E(U(Vi()) < Moexp(plio = exe'’%)) + o). (4.2.13)

Proof. (i) Similar to Theorem we have

E (U (Vi (%)) < exp(—pe) MyEq (X5 (9))

and as in ((3.7.39))

Eq (X5(#)) 2 (1 - h)Bq (Xrie)(9)) +Eq (X (9)) (4.2.14)

(i) From ([3.7.40) we recall that

1/c2
Eo (X, (0)) < (1> 0(1). (4.2.15)

&1

(iii) We can repeat the localization argument from Theorem [3.7.3 “ Let (Tn)neN be a
localizing sequence for the local martingale M @)@ and define Y, = = Xk () AT (p)

for all n € N. Then {Y,,n € N} is a bounded set in Ly(Q), which 1mphes that it is
uniformly integrable. As in the proof of Theorems [3.7.3] and [3.7.6] we then can show

Eo ()?fw)(gp)) = lim Eo(Y,). (4.2.16)

n—oo

(iv) Applying Theorem on Y, and taking expectations yields
Eq(Yn)

— T(SO)/\T'” A < o~
=Eq | Xk(p) + / pX )R +M(@§) +L 0+ S ARy |,
0

T(@)ATn
0<s<7(p)ATn

where LX"(®) denotes the term introduced by the local time L of p. We obtain

E,(Y,) > XF E T S 0ags |+ By (1F (DQ) 4 g, (LX)
Q( TL)— 0(¢)+ Q 0 s s+ Q T(p)AT, + T(P)ATH ) ?

(4.2.17)
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4.2. Truncated portfolio gamma and fewer regularity assumptions

since the jumps of Xk (p) are always positive, which is shown as in part (iv) of the
proof of Theorem [3.7.6}

A*R(e) = Xl () - XU(@)
= exp((=p) (VEL(9) = Va(@") + FPH(9))
— exp((=p) (Vi () = Vale") + EEP4(0))).
At a transaction time of ¢ we have V¢ (¢) = Vi(p) — € and
Ato,(p) < cie
for a sufficiently small e, which implies for the modified error term
EEPM (o) = [70(08, Apus) =1+ dur(p) S FIH(0) +e,

7fCE(o¢’C Aps)tere <bs(p)+are

SO

VE () + ESP () < VE(p) + FEP,(p).

Since jumps only occur at the transaction times of ¢, this shows A+ X k) > 0.

v) In the next steps we analyze the drift and martingale components in equation

4.2.17)). Since the stopped local martingale M.)A(:w)’Q

Eq (M)?’“(WQ) _ Mgf’“(sa)Q —0.

T(@)ATn

is a true ()-martingale, we have

For the drift component we can use Propositions [4.2.5| and [4.2.6, which imply

T(@)ATn Sk
Eq / b0 | > o(e'/?)
0

independent of ¢ and n.
(vi) Due to remark and Theorem we see that the term introduced by the
local time of p equals

(¥) _ /Ot)z—f(@ < Agps)‘*lg( 1)(p5) 72 + (Apy)? <%>W ;(pS) 3/2)

1
(1{|A<ﬁ |<AFH*Y + 21{|A4p |=AGT k}) d(Ls(k1) — Lg(k2)),

which implies
3 T(P)ATn P ep\1/2 1
< +,k\4 ky—2 +.k\2 [ EP L ky—3/2
N (0 NN CORE RS
d(LS(kl) + LS(k2))
3 @A (12e  p 12¢ \21 pepy\12,
2/@'01,62/0 ( psm(p) + ( 5 ps> 5 (3> (ps)
d(Lg(k1) 4+ Ls(k2))
(‘P)/\Tn & 1
3k [ ()AL () + Lu(k)
0

g g
< 3Kees (Lrigyar (k1) 4+ Lrgyar, (k2)) < 3ef><ip(p)/,€—1 (Lr(k) + Lr(ks)),

L (‘P)

T(P)ATh
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4. Extensions

since L(a) is an increasing process. By Lemma we know

sup Eg(Lr(a)) < oo.
a€(0,00)

This implies
Xk ()
LT’“(w)

Eq ( ) = Koy O(ky ') = o(e/?), (4.2.18)

which is dominated by the O(k;*k3¢) term in the drift component.
(vii) In view of equation (4.2.17)) we end up with

MoEq (Y;) < Myexp(p(yo — c1'/%)) + o(e/?),

where the right-hand side does not depend on ¢ nor n. Together with (4.2.14]), (4.2.16)),

(4.2.15)) and (4.2.18) we obtain the claimed upper bound for the maximal expected
utility. O]

4.2.3. Lower bound

We want to show that the asymptotic upper bound Mypy, is also an asymptotic lower
bound for the maximal expected utility to verify the asymptotic optimality of the
candidate under the weaker regularity assumptions. In order to prove this we modify
the proof of Theorem [3.8.4] Furthermore, similar to section [3.8, we define the stopping
times

oL —inf{t € [0,T] : AVF (%) > =1} AT,
7528 — inf {t € [0,T]: VF(eo*) < —é} AT and
cek . ek A 2k
and pass to the strategy p°% = @E’kl[oﬂ.e,k].
Theorem 4.2.8. The candidate strategy o= fulfills
E(U(VE(&™")) > Mo exp(pyo) + o(e'/?).

Proof. (i) As in Theorem we have

E (U(VE(#) 2 E (57(5)) = MoEq (X))

and similarly (except for the process introduced by the local time of p)
Ts,k

XK = XE(3°F) + / pXENQs ¢ M F L P

re.k
0

+ XF(F) = Xrea (075),
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4.2. Truncated portfolio gamma and fewer regularity assumptions

As before we analyze all these terms separately. For the local Q-drift of the process
Xk (%) we know that

8

Yk gk fayd € i
@ Z T (zm%) i

=0

k o* pe 2 p2 S k o*
+ | p | Bict — gAs + (Agps) ECS—GP%CZ” L{pag(kakal} | 5

where the processes H* can be obtained from line~3.5.15 by replacing o and 8 with
o* and B*. Furthermore, on [0,755%] we have X*(p™F) < exp(p(1 + e\/ep/3Ky)).
Combining this with the arguments for Eg(G;) in the proof of Proposition in

line (4.2.5) and Proposition we can conclude
robkag 8
Eq ( JA (Z(sz”%ff) ds
0

i=0
uniformly in o € T.

(ii) For the remaining term we can use the same arguments as in Proposition
and obtain

7571,]6/\0- i * pE p2 *
Bol [ R (v (e - ) a2 (e - opaler ) )
0

L. (ks o]} 5] )
= O(k*e"?) + O(ky ?e'1?) = o('1?).

(iii) From line (3.7.25)) we know

) = O(k72kY ) + Ok *k3e)

= 0(e'/?) (4.2.19)

~ t t
k e,k -~ c CE,k(, &,k iy I3 I3
MF N9 [ R e s [ ()R A,
0 0
As in the proof of theorem [3.8.4] we obtain

~ T
[MX'“(‘PE”C)’Q} < 2% exp(2p) ([MFCE’k(‘Pe’k)’Q]T +/ (ASO?k)Qd[S]s) :
0

One shows similarly to this proof [MfCE’k’Q]T, fOT(Agoj’k)Qd[S]s € L(Q), which then
implies that the Q)-expectation of Mfgi@m)@ vanishes.
(iv) With remarks {4.2.4] and |B.1.2| we see that the term introduced by the local time
of p equals

1/2 1

L0 = [R5 (Gt v+ et (2) " St ?)

12 3
d(Ls<kl) - Ls(k2))7
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4. Extensions

which implies as in the proof of Theorem [4.2.7

re.k

‘Lik(sﬁ’s’k)

<2 exp(p)k%LTs,k(k:) < 2exp(p)k%(LT(k1) + Ly (k2))

since L(a) is an increasing process. Recalling that Eg(Lz(a)) is bounded in a by

Lemma [4.2.2, we obtain
EQ< )::cxk;%) (4.2.20)

This is dominated by the O(k; *k3e) term of the drift.
(v) We will show that the difference X%(35%) — X - (¢=*) is of small order in expec-

tation. As in equations (3.8.47)) and (3.8.48)) we see that
B (REF*) - Xoealp™))

e,k 1/b e,k
< exp(p(1 +)) (lexp Nzl xp(—pND) [r,@Q (7 < T) " +Q (7 < 7).

It remains to show that Q(75% < T) is of the correct order. Similar to Lemma m

we have for all Kk > 0
t 1 t 4
Q ( sup / ApetdS,| > fi) < —Eq ( sup (/ Agpi’kdss) >
te[0,7T] K te[0,7] 0
T 2
| @ty
0

ekyEq([S]7)-

LXk(SOE’k)
7€,k

<

const.
4

k L2(Q)

const.
KA

For a similar statement as in Lemma observe that N7 (%) < Np(*), where 7~

denotes the strategy, such that A" always lies in I := [—,4/ 12}%’“, </ %} and trades

to * once Ap* hits the boundaries of I. With Markov’s inequality we obtain for all
k>0

<

2

Q (NT(@IC) > K/) - Q (Z 1{Ti<T} > R) = Q Z 1{T¢<T} w > K

1/4
ieN ieN <—12;k1 )

1/2
p 2 1/2
= Q 1{T'<T} (()0: - Spj' > 2> KE /
12k1 e 1 2 i—1

1

2
p o)
= 12ek; K2 Eq (Z Ler) (SO” B w”*) ) ’

1€EN

where (7;);en denote the trading times of ©*. This implies

t 1 1
57k > 6,/4: >
/0 ©oFdS,| > _25) +Q (J\/'T(go ) > _252)

_0@@+%m&.

Q (75’1’k < T) <Q ( sup

te[0,7
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4.3. Truncated and frozen portfolio gamma with growth conditions

k

For 75%* we obtain the upper bound

QUr** <T)<Q ( sup |V (¢™") = Vi(e")| = 1)
te[0,7)

t
/ ApoFds,
0

)

DN | —

o[

te[0,7)

> %) +Q (M) 2
= O(k2€),

and this shows for 75

Q(rt <T) = kil()(e) + kllc)(e?’) + O(ks) = O(kae)

as € tends to 0. This implies

Eq (X5(F) = Xoen(o7)) | = OG5 12/%) = o(c'12). (4.2.21)

Summing up (4.2.19) to (4.2.21)) yields the result. O

4.2.4. Optimality

As a corollary we obtain the almost optimality of the stopped candidate @** for the
choices of the parameters (ki, ks, ¢1, ¢2) from the beginning of the section.

Corollary 4.2.9. We have

sup E (U(Vi(¢))) = Myexp(po) + 0(e"?) = E (U(VF(F 7)) + o(e”)
pee

and

lim e~'/2 ( sup U™ (E(U(Vi(p)) - U™ (E(U(VT(w*)))))

e—0 peAe (33)

T
_ \/EEQ ( / cf*cgds) |
3 0

Proof. According to Theorems [4.2.7] and [4.2.§8| the correct choices for the parameters
(k1, ko, c1, o) yield the assertion as in Corollary O

4.3. Truncated and frozen portfolio gamma with
growth conditions

4.3.1. Truncated and frozen no-trade corridor

An alternative reduction of the model regularity is the double limit technique presented
in this section. Instead of Assumption we replace Assumption with the
following:
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4. Extensions

Assumption 4.3.1. Assume that p is an Ito process and that the following conditions
hold:

e exp (E8pVr(p*)) € Li1(Q),

o [S|r e Ly(Q fo SYtmds € Li(Q) for some ny > 0,

o ||o*] (g < 0, fOT(cf*)H”?ds € L1(Q) for some no > 0 and

o there exist nonnegative and adapted processes (a;)jcqo,...my and b such that b is
increasing and

— [p9] < ik a
~ Eo <f0T aj,sds> < 0o and
T :
- Eg <f0 b23ds) < 00 for a suitable n3 > 0.

The last condition can be interpreted as a kind of integrability condition on the Q-
local drift 6”9 of the portfolio gamma p and is weaker than the counterpart from
Assumption [£.2.3] The constant 73 is supposed to be small, but the process b has
at least some regularity. The conditions on ¢® and ¢ being slightly stronger than
the conditions from Assumption 4.2.3| are required to determine the right order of
convergence at some point in the verification. Motivated by the results from section
we replace the constants ¢y, ¢, k1, ko by k71, k, k1, k depending only on one value
k that is supposed to be a negative power of e:

k =k =¢e™.

So this value will converge to infinity when the transaction costs tend to 0. We will

choose n4 € (0, 114 A 50m +1)) Since we dropped the integrability condition on »*% from

Assumption 4.2.3} we introduce another stopping time depending on the process b.
Denote by 77 the conjugate index of 1+ 9y, which is given by § := 1+‘51 . For k € (1, 00)

and c := 7;7;3 define the stopping time
Tp :=inf{t € [0,T] : |b)| > K} AT
and the stopped and truncated portfolio gamma process
P = (ppr, VET) N K,

which is the portfolio gamma p stopped at 7, and cut off from below by k~! and from
above by k. Accordingly, the halfwidth of the no-trade region

12¢
ApH* = \/ 7\4/ P

and all other objects are defined:
k € k k +,k\2 k ky—1
af == ——7—, B =20/ (Ap/7)" and G = (p)".
(Ag )
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4.3. Truncated and frozen portfolio gamma with growth conditions

We also define the counterparts for the modified value process from section [3.5.5], but
we replace ¢; and ¢y with k7! and &

19 R N
ApHF .= ¢ k*l—g{l/ oF, aF:=af and p":=2a" (Agﬁ““f.
p

Then we use as candidates for the (transformed) value processes

X (p) = exp ((=p) (AV= () + F7PH()))

with FCEF(p) = fOE(ak, Ap) — v to obtain a lower bound and
K(p) = exp ((=p) (AV(p) + FP4(p)) )

with F\CE’k(gO) = fCE(ozk, Ap) — v+ 0(p) for an upper bound of maximal expected
utility.

Remark 4.3.2. With the change-of-variable formula from Theorem and as-
suming that p is an Ito process we see that p* is a continuous semimartingale with
Q-dynamics

t
k
MP “= / Lipee(k1,1),s<n M Q

where LF denotes a semimartingale local time of pr .. Thus oF, 3% and C* are also
continuous semimartingales.

Lemma 4.3.3 (Local time). We have

sup Eg( Lk ) < ZEQ (/ aj,sds) K+ P0-

y€(0,00)

Proof. Applying the change-of-variable formula from Theorem on the process
Py = proa Ay yields

t t
Li(y) = (pyt P];,o—/ 1{p’§<y}b§k’Qd‘9_/ 1{p’§<y}dMspk’Q)
0 0
t t
- _p§7t+p570+/ 1{p§<y}b§k’QdS+/ 1{p’§§y}dMspk’Qv
0 0
which implies

T k t k

0< Li(y) < p0+/ |b° ’Q\ds+/ LipcaydMP 9 (4.3.22)
0

0

and hence . .
—Po —/ ‘bgk’Q’dS S / 1{plse§y}dMspk’Q.
0 0
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4. Extensions

So fo 1{p§§y}dM§k’Q is a supermartingale and we see that

T
Eq (/ 1{p’§§y}dM§k’Q) <0.
0

Furthermore, we obtain for the bounded variation part of p;, .

T T
o [ 1 %s) = ([ 19l
0 0
T .
(A aj75b§1{7k>s}ds)
T

(/ aj,sds) K.
0

Taking expectations in (4.3.22)) for t = T leads to

m T
EQ (Lljg«(y)) S ZEQ (/ ajvsds) k;j =+ 0o,
=0 0

where the right hand side does not depend on y. O]

IN

IN

> Eo
§=0
> Eo
§=0

Remark 4.3.4. From Remark[{.3.9 we know that

Tk
(%] = M9 = /0 Lpoee-1pd[MP9],.

According to Theorem [B.1.3 this can be rewritten as

00 k
ohlp = 2 / Lot (@) L (a)da = 2 / Lk (a)da.
—00 k-1
Taking expectations and using Lemma[4.2.9 yields
k
Eo(l'lr) =2 [ Eo(Lr(@)da < O™
o

Applying Ito’s formula to the process C* shows
dc*

= ((p5) 72009 + (p5)72¢2) Lipocp-1 ms<myds + (= 1) (p5) 2L ch1 4,5y AMEC
+ (=1)(p)Pd(LE(K™) — LE(K))

and this yields for the quadratic variation and the absolute continuous local drift of C*

Eq([C*r) < O™, (4.3.23)
o ([ 106" 9las) < o0, (4324)

which will be required later.

74



4.3. Truncated and frozen portfolio gamma with growth conditions

4.3.2. Upper bound

For the asymptotic upper bound we recall the process K and the stopping time 7(y)
from subsection B.7.2]

Proposition 4.3.5 (No-trade region). We have

T 0 12
EQ A bs #) 1{|A§05|<AA+)€ ds = O<€ )

Proof. (i) Similar calculations as in Propositions|3.7.1{and [3.7.4 show that the @-local
drift of X*(ip) is given by

sup sup
o€T e

pr@Q = Xk () (( ppF @@ L B 5 P J; MpudSu+ FOPR() AwudsuﬁCE’k(m) .

In the (interior of the) modified minimal no-trade region {|A¢| < AZ**} this leads
to

bfk(@)’Q:)?f(go) (( )beE (a*,Ap)— wQ_i_p2 £CE( ok Ap)—y )

2
+X{(p) <(—p)bi“°)’Q +]92 A6 4 el ’“’Aw)‘%‘“@)) . (4.3.25)

For the left summand observe that it can be written as

2 2
XE(p) ((—p)bch( N 7Q+172 gCE(ak,Asp)_y)

= X*(y) (i(Agos) HY +p (b'YQ + Bt ) + (Apy)? (1)22 ¢ — 6palc >>

=0

8
% i 7Tk, — cp
= X{(p) (Z(A%) H 4+ p(Ver — 1)\/ EAsl{pse(k—l,kLsSTk}

=0

Dk _p* pe 2 p2
+|p sCo — gAs +(Ag05) 2 C, 6])0{ 1{p¢(k*1,k]}u(7—k,T}(3)

in the modlﬁed truncated no-trade region, Where the processes H*J can be obtained
from e.g. line 5)) by replacing a with of and 3 with ﬁk

(ii) For a part of thls left summand we obtain the following upper bound by using
A@Jr,k < Ag0+’k:

0'/\7'
i 7k, — [ED
/ Xk ( (Agps) Hf’ +p(\/C_1 - 1) ?AS]'{Ps€(k1,k]}> 1{|A¢‘<A¢j,k}d8

< o wZ/ AGTH | ds 4+ pl(VIT = 1) ks w/”/ Ads,
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4. Extensions

since )?f(cp) is bounded by -1, on [0,7(p)] by (3.7.33). Replacing a, B\ and C with
af, B¥ and C* in the proof of Proposition |3.7.4] yields

Eq(Gh) = ki1 t(O(R* K1) + O(k'k?)) + kg xp(1 = VET) %Yo
= Kk*17k(0<k13/4€3/4) +O(k7 )+ Ok~ 1 1/2)) (51/2) (4.3.26)

uniformly in ¢ and . For the remaining term observe that the complement of M :=
{p™ € (k=1 k]} N[0, 7] can be rewritten in the following way

={p g LA N0, 7)) U ({p" € (K71 K} N (7, T))
= My U M,

where M; and M, are disjoint sets. We consider both sets separately. On M; we define

aAT(p) ~ . =
[ w80 (o (Brer = o) + @2 (s - opaler ) )
0

-1

GQZ:

ds|.

{|Aps|<AZT*InM;

As for G5 and G35 from the proof of proposition we obtain
EQ(G2) < /ik—l,kO(kil/2€1/2),

which implies

Eq(Gs) = o(e'/?). (4.3.27)

Furthermore we obtain on Ms:

ohrle) Sk Dk o* pe 2 (1 S k o*
= Xs (()0) p scf - ?AS + (ASOS) 503 - 6]70[86;0
0

L{jagl<agtrynig (5)ds

12 T .
< K1k [ (%) / pT—kl/2c‘SP — AS‘ 1a,(8)ds
0

B 12e\ /2 p2 [T o
+ (1=K (7) 5/0 P%Q ‘Cf — P & | Lagy(5)ds
1/2 T T
< K-t k [ <1;€> (k’l/?/ C‘p ]_ (7k, T]( )dS —f—/ Asl(‘rk,T]dS)
0
12¢\ /2 p? T T
+ (1 -k HY2 (75) %klm (/ 31 (rm)(s )d5+/ c? 1(Tk7T}(s)ds> :
0 0
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4.3. Truncated and frozen portfolio gamma with growth conditions

We will show that

T

Eq (/ cfl(%ﬂ(s)d8> = o(k™/?), (4.3.28)
0
T *

Eq (/ c? 1(Tk,T](s)ds> = o(k™1/?). (4.3.29)
0

By Holder’s inequality this then yields

T
Eq (/ Asl(Tk,T](s)ds) = 0(/{:_1/2)
0

since A = (¢#"¢%)'/? and hence
Eqo(Gs) = o(e'/?). (4.3.30)
Recall that 7 is the conjugate index of 1+ 7;. By Holder’s inequality applied pathwise

we have
T T 1/(1+m) T 1/7
/ Cfl(m,T](S)dSS( / (Cf)”’“dS) ( / 1(Tk,T1(S)dS) :
0 0 0

For the right term of the product we use Markov’s inequality pathwise to obtain for
all w €

/0 L 71(5)ds(w) = Leb ({s € [0,T] : by(w) > k})
= Leb ({s € [0,T] : b (w) > k})
< fem / "y ds(w),

This implies

T B T 1/(14+m) T 1/7
[ tamas <o ([epmas) (i)
0 0 0

and by using Holders inequality

T - T 1/(14n1) T 1/m
Eq ( / s 1(T,€,T](s)ds) < E(em)/ig,, ( / (c§)1+mds) Eq ( / b23d5> :
0 0 0

Since % > %, we obtain the desired convergence rate for ¢ in line . For line
(4.3.29) we can use the same arguments.

(iii) For the right summand of we insert the @)-dynamics of §(p) on [0, 7(¢)]
in the modified no-trade region {|Ap| < A@**} and observe that as for G4 in (iii) of
the proof of Proposition [4.2.5

W(@))? 0 4 P d
S G+ T ) Lagicagryds

T
< Kp-1 ik? (%— —ﬁ / %/{y) / (APT*)2c3ds.
0

G42:
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4. Extensions

1/4
Taking expectations and using AZH* < (%F) yields

2
p°Ep D [ep [12ke
EQ (G4) S Iik—17kk2 (5€<I€y)2§ + gliy) TEQ([S]T)

= Hk—17k0(/{35/2€)

leading to
Eqo(Gy) = o(e'/?). (4.3.31)

We consider the remaining term that is given by

Gs: = ds

art(e) FCE( k Gk
/ Xf(g@) <p26£ (o®,B Aw)—vﬂw)) 1{\A¢|<A@T"“}
0

For this term we can find the upper bound

T 8
G5 S 'Kék—l,kkﬁ / %de/ (Z |A@F’3|H]k’8 ) ds

from the upper bound of G5 in Proposition [4.2.5| and taking expectations gives as for
Gy in (4.3.20))

]EQ(G5) = Iik717k(0(k365/4) + O(k?853/2)),

which implies

Eqo(Gs) = o(e'/?). (4.3.32)
(iv) Summing up inequalities (4.3.26)), (4.3.27)), (4.3.30),(4.3.31)) and (4.3.32)) yields
the desired result. O

Proposition 4.3.6 (Trade region). We have

oAT(e)
inf_inf Eq ( / bfk(wwl{m%maﬁ”“}ds) > o(e'/?).
0

pedAe oeT

Proof. We use the same lower bound estimates as in the proof of Proposition to
obtain the desired result. O

Theorem 4.3.7. We have

sup E (U(Vr(¢))) < E(U(Vr(¢"))) exp(pyo) + o(e'?).

Proof. (i) Similar to Theorem we have

E (U (Vi(9)) < exp(—pe) MoEq (X4 (¢))
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4.3. Truncated and frozen portfolio gamma with growth conditions
Observe that with (4.2.14])
Eq (R5(9) > (1 - h)Eq (Xo () +Eo (R, ()) (4.3.33)

and from (4.2.15)
Eo (X0 () < EY*O(1). (4.3.34)

(ii) Let (7,)nen be a localizing sequence for the local martingale M X*©.Q and define
Y, = Xf(@)ATn(go) for all n € N. Then {Y,,,n € N} is a bounded set in L(Q), which
implies that it is uniformly integrable. As in the proof of Theorems|3.7.3 and [3.7.6| we
then can show

Eo ()?f@)(@)) = lim Eo(Y,). (4.3.35)

n—oo

(iii) Applying Theorem on Y, and taking expectations yields

]EQ (Yn)

— T(@)AT” Sk o~
=Eq Xé“(@)Jr/O b @Qds 4 MEDQ L LX) ST ArREp) |,

0<s<7(p)ATn

where LX) denotes the term introduced by the local time L¥ of p. Are- We obtain

E,(Y,) > XF E T(@)Ambf’%@d B, (M~ “‘”Q E, (LX"®
o(Ya) = Xg(p) + Eq i ; s | +Eq (Monn’) +Eao ( Lroar, )

(4.3.36)

since the jumps of X *(p) are always positive, which can be shwon as in the proof of

Theorem .27

iv) In the next steps we analyze the drift and martingale components in equation

4.2.17)). Since the stopped local martingale M.)A(Z(p)’Q

Eq <M)?k(<p),Q> _ Mf’“(w%@ —0

T(P)ATn

is a true ()-martingale, we have

For the drift component we can use Propositions [4.3.5| and [4.3.6| which imply

AT
inf Eqg / b0 s | > o(e1/?).
neN 0

(v) We see that the term introduced by the local time of p.,,, equals
P _ ep\1/21 _
= [ 2560 (@e0 B0 7+ @007 (2) i

1 _
(1{|A¢ |<AZTF} + 21{|A¢S|A¢j*k}) d(Lf(k? 1) - Ll;(k’))a
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4. Extensions

which implies as in the proof of Theorem [4.2.7

X" (p)
LT((p)/\Tn

< 3ﬁk_17k€k (Lf(tp)/\’rn(k ) + Lk(cp)/\T (k)) < 3exp(p)€/€ (L’%(k_l) + LI;“(k)) )

since L(y) is an increasing process. By Lemma we know that sup,¢ o ) EQ(Lr(y))
is of order O(k™). This implies

sup Eq (
neN

(vii) By letting n go to infinity and using (4.3.33)), (4.3.35)), (4.3.34) and (4.3.37) we
obtain

ﬁifp‘?‘) = k1, O(K™ ) = o(e¥/?). (4.3.37)

E(U(Vi(9))) < Myexp(p(yo — k™'e'/? —€)) + o(e'/?).
This completes the proof. n

4.3.3. Lower bound

Similar to section we define the stopping times
T =inf{t € [0,T): VF(o™*) < =1+ Vi(¢")} AT,

1
et it {t e T3V < -1 P AT and

Fok . pelk A e2k

Theorem 4.3.8. The candidate strategy o= fulfills
E(U(VE($™%)) > Myexp(pyo) + o('?).
Proof. (i) As in Theorem we have

E (U(VEE™N) 2 B (574F) = Moo (XEE)

and similarly (except for the process introduced by the local time of p)

e,k

REG 2 RN + [ 6054 MIE N LT
0
+XEEH)  Xoen(p™).

As before we analyze all these terms separately. For the local Q-drift of the process
Xk (%) we know that

)?k E,k,
b (»=7),Q

8
= XF(p (Z Apy) HF + < (fcf*— %AS)—F(A%) (]72 ¢ — 6patc >)
=0

: 1{p7k G(kl,kz]}ﬁ[O:Tk])c> )
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4.3. Truncated and frozen portfolio gamma with growth conditions

where the processes H* can be obtained from line by replacing v and § with
of and BF. Furthermore, on [0,751%] we have X¥(o™F) < exp(p(1 + e/zp/3ky)).
Combining this with the arguments for Eg(G1) in the proof of Proposition in
line (4.3.26]) and Proposition we can conclude

e LEAg . 8 )
Eq (‘ | R (Z(Awi’k)’H§> s
0

1=0

) = O(kB1*Y + O(K¢) = o(e'/?).

(4.3.38)
(ii) For the remaining term we can use the same arguments as in Proposition m
and obtain

Ts’l’k/\ﬂ' =5 * p€ p2 *
Bol [ R (v (e = ) a2 (e - opaler ) )
0

Lk € (kn o] 00,7 S | )

(iii) From line (3.7.25)) we know

- t t
k( ek o c CE,k(, e,k =~ e c
MEEQ / (—p) XE(F)dMFOEH D / (—p) XE(H) Apetds,.
0 0

As in the proof of theorem [3.8.4] we obtain

T

|:M)~(k(¢5’k)vQ:| . S 2p2 eXp(2p) ([MFCE’k(Ws’k):Q]T _|_/

0

<A¢:’k>2d[5]s) |

T

One shows similarly to this proof [M*“""Q];, fOT(Agoj’k)Qd[S]s € Ly(Q), which then

Y k(=g k .
implies that the Q)-expectation of ij,f“’ )9 Vanishes.

(iv) With the same arguments as in the proof of Theorem show that the term
introduced by the local time of p™ fulfills

Eq (
(v) As in equations (3.8.47)) and (3.8.48) we see that
Eq (R5F™) - Xeea(s™))

< exp(p(1 +2)) (|| exp(pN7) | (@)l ex(=PND) 1@ (7 < T)

Xk (=)
LTE,k

) = Olke) = o(e"/2). (4.3.39)

1/b

+Q(T€’k < T))

and it remains to show that Q(75% < T') is of the correct order, which is done in the
same way as in the proof of Theorem [4.2.8] This then implies

‘EQ (REE") = Xeer (™)) ‘ — O(k3/1e3/1) = o(c112), (4.3.40)

Summing up (4.3.38)) to (4.3.40) yields the result. O
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4. Extensions

4.3.4. Optimality

As a corollary we obtain the almost optimality of the stopped candidate @** in the
following sense.

Corollary 4.3.9. We have

sup E (U(Vi(9)) = Myexp(po) + o) = E (U(VEF* ™)) +o(=")

peUe

and

lime™"/? ( sup U™ (E(U(VE())) U (E(U(VT(w*))))>

e—0 we?lf(x)

T
_ \/EEQ ( / cf*cgds) .
3 0

Proof. We can use the same arguments as in the proof of Corollary [4.2.9, O
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5. Examples

In this chapter we study two examples of models that fulfill the regularity assumptions

of chapter [3]
5.1. Black-Scholes model

As in Example we consider the Black-Scholes model

t t
Sy =Sy + / Ssuds +/ S,odWs.
0 0

Since the frictionless optimizer ¢* = ;’j—p% is an [to process, we can compute in the
case pu # 0:

m 2 1 0_2p 2
*7 * . *’Q o 2 * o 4
T () s W=t a=(5)
1/2 1/4( 1/4),,11/2
£ e/1(12) 4l
Y=\ 5= (T —t), Apf = 3/4 :
3p p3/4a S,

Thus, Assumptions |3.6.1], [3.6.4] and [3.6.3| are fulfilled. The utility loss due to transac-

tions costs is 12
T u? €
M, =U —-— T(—
oo = U(z) exp ( 202) 1] <3p)

and the certainty equivalent loss equals

2\ 12
o=l ().
"o = i @J

Denote by (7;)ien the trading times of ¢° with 7 = 0. With some rewriting we can
obtain the distribution of the trading times: Observe that

7, = inf {t > T lop —orn | = As@?}

1/4(19)1/4] | 1/2
=infst>71_1: Z'LL — 2,u . (12) 7|
a?pS,  o*pS.. | p3/4oS,
. St 51/40']91/4(12)1/4

= inf {t > T —Sn-_l = PIEE

S M Agpl/4(12)1/4
:Ti_1+inf{s>0:L:1:|:

STifl ‘/’6’1/2
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5. Examples

. Sri4s Jagpl/ /4 . I
We see that o; = 1nf{s >0: S*—ﬁ =1+ 5147’;‘#} is a first exit time of the
Ti—1

geometric Brownian motion

% =exp ((n— 0°/2)s + oW})

with W =W.,. , — W, _, being a standard Brownian motion. With formulas from
Borodin and Salminen (2015) we obtain the distribution of these exit times from the

interval
51/40]31/4(12)1/4 51/40p1/4(12)1/4
[ 1/2 | [/

Proposition 5.1.1. The exit times (0;);en have the probability density function

@) ; (y’ log(b) log(b/a)>

1+

la,b] = {1 -

I

F(y) =a” exp (—

2 o o
. v2o2y log(1/a) log(b/a
+0” exp (——2 )g (y, (0/ ), <J/ )>

fory >0, where v =14 — % and the function g is given by

L z—w+2j2 (z—w+2jz)2>
W, 2) = —————exp| — :
s = 3 e (5

Proof. (Borodin and Salminen, 2015, Formulas 9.3.0.6(a)+(b) and Appendix 2.11) [

This quite complicated formula could be evaluated numerically to determine distribu-
tion based values like the mean of the exit times. With results from |Karlin and Taylor
(1981) we can find a simpler formula for the mean:

Proposition 5.1.2. We have

E(r) = —2 log(b) log(a), ifv =0,
1 o3 [ag;_ub_}zu (bizgl:,_l + log(b)) + a};/Ifb2j2u <a7;l;_1 + log(a)>] ., otherwise.

Proof. According to (Karlin and Taylor, 1981, equation 3.12 in section 15.3) the ex-
pectation of the first exit time(s) is given by

() =2 (s [ 600) = sl + (1= ) [ (50) = slam)iy)

where s is the scale function and m the density of the speed measure of a geometric
Brownian motion. From (Borodin and Salminen) 2015, Appendix I.1.20) we know that
they are given by

—2v .
_ 4, fv#0
log(y), ifv=0,

84



5.1. Black-Scholes model

Furthermore p,; denotes the probability that the geometric Brownian motion hits b
before a, which is given by
s(1) — s(a)
Paph = (37—~
s(b) — s(a)

according to (Karlin and Taylor, [1981} equation (3.10) in section 15.3). In the case
v = 0 we observe that

Similarly, one shows

This yields

B —log(a) 1 2 log(b) 1 2
E(n) =2 (log(b) — log(a) o? log(6)" + log(b) — log(a) o2 'og(a) )

2 2_ ogl(a) 1o 2
= Hloa) “Toatay 1o8(8)los(a)® —~ log(a) log 1))

= —% log(b) log(a).

For the case v # 0 we have
a? —1
Pap = o pow

and for the integrals

b —2v —2v
b Y 2 o1
= — _ v d
/1 ( 2v * 2v ) o2 Y
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5. Examples

Similarly,

a % —1 1

[ 6t = stanmiy)dy = "3 + - log(a).

21202 vo
Inserting everything yields the result. O

We close this section with a few words on the dependence of the mean time to the next
transaction, the no-trade region and the certainty equivalent loss on the transaction
cost € and the parameters p, o and p: For the parameters p = 0.05,0 = 0.2,p =
1.25-107% and £ = 1€ we obtain a mean time to the next trade of 0.1549. If p— %2
and o are the yearly expected log return and volatility and we assume 250 trading
days a year, then this number implies that a trade roughly occurs every 39 trading
days. With higher transaction costs the no-trade region and thus the mean time to
the next transaction become larger (figure . For example, at a transaction cost

IThe risk aversion is chosen in a way that ¢Sy = I# = 10%€.

05

0.45+

041

035+

03r

025+

0z2r

015+

01r

0.05

(a) Mean time as a function of costs (b) Mean time as a function of drift rate u

0.25

015+

02r
014+

015t
0131

012 01r

011 1 0051

DIDE D‘W D{IS D‘Q DIQS 0.3 o DIS 1I 1‘5 2‘ 25
G
(c) Mean time as a function of volatility o (d) Mean time as a function of risk aversion p

Figure 5.1.: Mean time to the next transaction. The fixed parameters are given by
=005 c=02 p=125-10"%and e = 1€.
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5.1. Black-Scholes model

level of ¢ = 5€ a trade occurs every 85 trading days or roughly three to four times a
year on average.

The dependence on the drift and the volatility is not as obvious since the geometric
Brownian motion under consideration also depends on these parameters, but with the
use of Proposition their influence on the mean time can be found out: In the
case of a positive drift rate p an increase in the latter will decrease the exit times
and thus increase the number of transactions up to time T'(figure [5.1b). The converse
is true for the volatility o, the risk aversion parameter p and negative drift rates:
An increase of these parameters will lead to fewer transactions (figures , and
. Although an increase in volatility or risk aversion will reduce the corridor width,
the target itself is lowered (in absolute values) implying that less money (in absolute
values) is invested in the stock. The latter is the dominating effect here. In figure
we observe a singularity in 0: If the drift equals 0, then the optimal strategy in the
frictionless market is to keep all the money in the bank account. This is an admissible
strategy in the market with frictions that does not trade at all and corresponds to an
infinitely large no-trade region.

Furthermore, the asymptotic certainty equivalent loss depends linearly on the absolute
value of the drift rate u and is decreasing in the risk aversion parameter. Although the
width of the no-trade region becomes smaller for higher risk aversion, the certainty
equivalent loss is lowered. The reason for this phenomenon was already discussed
above: More risk averse investors do not only have a closer tracking to the target,
but also the number of stocks is closer to 0 dominating the smaller corridor. This
also explains the remarkable fact that the asymptotic certainty equivalent loss does
not depend on the volatility parameter. Here, the contrary effects of closer tracking
and fewer stock investments cancel out each other. In our numerical example with 1€
(5€) transaction costs the asymptotic certainty equivalent loss over a period of one
year equals 25.82€ (57.74€). Here, the frictionless certainty equivalent minus initial
wealth 125 is 25000€.

As already pointed out, the formula of the no-trade region coincides with the one from
(Altarovici et al. 2015a, Equation 2.6) up to the different risk tolerance processﬂ
Moreover, for the Black-Scholes model we can see that the formula also coincides with
the one from (Korn, 1998, Proposition 5.1(iii)) with the same preferences and finite
time horizon in the absence of proportional costs.

2See (Kallsen and Muhle-Karbe, 2013, section 2.2).
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Figure 5.2.: Certainty equivalent loss as a function of the transaction costs with pa-
rameters y = 0.05, 0 =0.2, p=1.25-10%and 7' =1
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5.2. Stochastic volatility model

5.2. Stochastic volatility model

Another Example and an extension of the Black-Scholes model is the stochastic volatil-
ity model
dSt = St (/,L(Zt)dt + O'(Zt)th)

from Example 2.4.6, We will state some regularity assumptions for this model that
have to be fulfilled in order to find the almost optimal strategy. Assuming that
r = M2 _ s an Ito process we will see in the subsequent f how t t

= 2037 p q proof how to compute

the quadratic variation of ¢*, namely

- n202(Z;) + cF

2 )
Si

©
&

this implies for the process C'

1
L sy

Ct - Sf 2 t
i T 5z

=J

Proposition 5.2.1. Suppose that the stochastic volatility model fulfills the following
reqularity assumptions:

1. p and o are bounded and bounded away from 0.

2. m and J are Ito processes such that b™%, ¢™, b9 and ¢’ are bounded.

Then, the model satisfies Assumptions|3.6.1],13.6.5 and|3.6.4, i.e. @5 from sectéon
is the almost optimal strategy. The certainty equivalent loss due to fixed transaction
costs amounts to

Yo = ]?]EQ (/OT (1(Zs)? + c’,;az(Zs))l/2 ds) .

Proof. (i) From the proof of proposition 2.3.2 in/Ahrens (2015) we know that [f(.5), X| =
0 for every twice continuously differentiable function f and every Ito process X being
adapted to the filtration generated by Z. Using this fact will make it easier to compute
the dynamics of the involved processes.

(ii) As a next step we will show that

T
Eq (/ Sgds> < oo for all ¢ € R. (5.2.1)
0

Since S is a (-martingale, S? is a ()-submartingale by Jensen’s inequality; hence, we
obtain

T
o ( [ stas) < TEq (51,
0
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5. Examples

where S% can be rewritten as

T 2 VA T
St = 5§ exp <—/ ¢ (2 ) gs +/ qa(Zs)dWsQ)
0 0

- ste | ) “ e ([ o (Z)awe)

Since o is bounded, & ( [, qo(Z;)dWE) is a true Q-martingale by the Novikov condi-
tion, and we obtain the desired result.

(iii)) We will verify the conditions in Assumptions |3.6.1} and 3.6.4; By Ito’s

formula the process S™! has the dynamics
bf_l’Q = 570%(2,) and & = 5%%(Z).
Using the property in (i) and integration by parts implies for the dynamics of ¢*

« 1
b Q@ _ Tt 2 7)) + —bﬂ’Q
t Sta ( t) St t
2 T
*_ Tt o G
cf = —StQU (Zy) + —StQ,

which yield the desired properties for [p*]7 and fOT |b¥"%|ds. The process A is bounded
since

A2 =cf &S =20 (Z) + o (Z).
Computing the -dynamics of C' with integration by parts and Ito’s formula yields
b9 = SH} Y +6,5/0%(Z),

t t
MS® = / SAdMIC + / 4.J,8%0(Z,)dw 8.

0 0
Again by the property in (i) this implies

T T
[Clr = / S¥clds + / 16.J,5%0%(Z,)ds,
0

0
so by the boundedness of the involved processes we obtain

T
Eq([C)7) < const.Eq </ 5816ds) < 00
0

and similarly fOT |b9Q|ds, [S]r € La(Q). Since the process J~! is bounded, we obtain
by Theorem

-1 -1 -1
IO gy < cost. 15 gy < const. 57
T 2 T
Zs (Zs
< const. | Sy'+ / Mals + / Gl )ds
o S La(Q) o 53 ©
Ly
T 1/4
< const. | Syt +Eq </ S;4ds) ) ,
0
which is finite by (ii). O
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6. Application: Utility indifference
pricing

6.1. General framework

Similar to Whalley and Wilmott| (1997), Barles and Soner| (1998)), Bichuch| (2014)
and |Ahrens (2015) we can apply our results from utility maximization on pricing a
contingent claim with the utility indifference argument in the presence of fized instead
of proportional transaction costs. Therefore, we adapt the terminology for proportional
transaction costs from (Ahrens, 2015, section 2.2.2): Let H be a bounded, non-negative
and .Zr-measurable random variable representing the payoff of a contingent claim with
maturity 7. Then the utility indifference price of H under fixed transaction costs is
given by

°(H) = sup U"H(E(U(VE(¢)))) — sup U~ H(EU (VE(p) — H))).
peAe peAe
The first supremum can be determined asymptotically with corollary |3.8.5] For the
second one observe that changing the probability measure to P¥ given by

dPH ePH

dP " E(erH)

leads to

sup E(U(Vi () — H)) = E (") sup Epn (U(VE(9)))

peA= pEeAe
due to exponential utility. Again, we can apply the previous results from Chapter
but now under the new measure P”. This leads to a new frictionless optimizer ¢!
instead of ¢* and a new EMM Q¥ satisfying Assumption with P instead of P.
We obtain the following result which is the counterpart of (Ahrens, 2015, Corollary
2.25) for fixed costs.

Corollary 6.1.1. Suppose that Assumption holds for P instead of P and de-
note by o and Q™ the frictionless optimizer under P* and the correspoding EMM.

Additionally, suppose that Assumptions [3.6.5 and [3.6.4] hold for the processes !,
1/2
Al = (c“"HCS> and CH = C:’i Then, the exponential utility indifference price of

H in the presence of fixed transaction costs is given by

T 1/2 T o\ 1/2
+ pe (EQH (/ <cfcfH> dt) - Eq (/ (cfcf ) dt)) + 0(51/2).
3 0 0
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6. Application: Utility indifference pricing

Here w(H) denotes the frictionless utility indifference price. Furthermore, relating o<
and ¢ in the same way as ¢° and §°, we obtain that o< is the optimal strateqy for
the utility indifference price m(H) at leading order €'/2.

Remark 6.1.2. If Assumption does not hold for one of the optimization problems
under P or P, a way out is to use one of the generalized versions from Chapter @
We will do so when considering the Furopean put option in the Black-Scholes model

in subsection [6.2.3.

In the case of a complete market, we can simplify the formula for the asymptotic utility
indifference price as in (Ahrens, 2015, Remark 2.2.6).

Remark 6.1.3. If the frictionless market is complete, we have a unique EMM, i.e.

H — Q. In this case the frictionless utility indifference price is the Q-expectation of

the payoff: m(H) = Eq(H). The frictionless optimal strategy for the utility indifference
price is given by o = ©* + A, where A is the replicating strategy for H. The formula
for the utility indifference price in the presence of transaction costs then simplifies to

i) = Botit) +[2q ([ ()" ()" = ()" ) at) ot

in the situation of Corollary|6.1.1.

6.2. Black-Scholes model

We now focus on the Black-Scholes model from Example and present two results
for the utility indifference pricing in the presence of fixed transaction costs. The first
one is for regular option payoffs in the sense of Bichuch (2014) and |Ahrens| (2015)), the
second for the Furopean put option.

6.2.1. For regular option payoffs

Proposition 6.2.1. Assume that u > 0 and that we have a payoff H = g(St) with
some nonnegative, measurable function g, such that

1. g is four times continuously differentiable and the mappings s — s'g®W(s) for
i€{0,1,2,3,4} are bounded.

2. o — SUPse(0,00) |S2gll(s)| >0.

po?
Denote by V' the solution V : [0,T] x (0,00) — R of the Black-Scholes partial differ-
ential equation

0_2

2
0V (s,0) + TEORV(s.) =0, V(s.T) = g(s).

Then the utility indifference price of H is given by

T
m(H) =Eqg(H) + /%ZEQ (/ 82V(St,t)dt) + o(e/?).
0
Here, () denotes the unique EMM in the Black-Scholes model.
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6.2. Black-Scholes model

Proof. (i) From (Bichuch| 2014, Lemma 9) we recall that for ¢ = 0, ..., 4 the functions
(s,t) = s'01V(S,t) are bounded by sup,., z'|g"¥ (x)| =: C;.

(ii) From Remark and the proof of Proposition 2.3.1 in |Ahrens| (2015) we know
that the frictionless optimal strategy for the contingent claim liability ¢ is given by

o = pf + 01V (S, 1).

Due to the first assumption, 1to’s formula can now be applied delivering the @-local
drift and covariation:
o".Q 2 x 2 0% a3
bt ’ =0 gpt + 812V(St7 t) + ?St 8111V(St, t)
= o — 025,07,V (S, t)
2
f = (0507, V(S t) —op;)”,

With (i) we obtain the following upper bounds for these processes
b7l < %0 + 0 CaS, !
and

cf* <2 (JStﬁfIV(St, t))2 + 20%0?
< 2022023[2 + 202(@:)2

which fulfill the desired integrability conditions. The above calculation implies for the

process AH = v/ ee"cS:

2 2
(AT = (g - a?Sfaflwst,t)) _ (g N Qazwst,t)) |

being a bounded process. According to the second assumption the constant Cs is

strictly smaller than -£;; hence, £ — 025292V (S, -) does not vanish. So we obtain that
< po P 11
C

cH = <7 is well-defined and

4 Q4 -2
cH — 075, S = (011V(St,t) + L 2) .
po>S;
(282V(St,t) + g)

From the differentiability assumptions we know that C* is an Ito process, and its
dynamics contain the partial derivatives 91V for i = 2,3, 4 of the option price function.
Since these are bounded by C;S™% and 9,V + ‘EL is bounded away from 0, we can

conclude that €@ and [CH] fulfill Assumption m The boundedness of 9,V =
—%252811‘/(5, -) shows the remaining property H (CH)_1

< Q.
S4(Q)
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6. Application: Utility indifference pricing

(iii) Due to the second property of g and (i) the process 0oV + % is nonnegative and
|

thus A” is equal to the latter. So by A =

Eq </OT Af’dt) —Eq (/OT Atdt) = 2E, </OT 82V(St,t)dt>

yielding the asymptotic expansion of the utility indifference price. O]

)
= i i
p| = £ according to section ﬂ we have

Remark 6.2.2. The conditions for g in Propositz’on are the ones in (Bichuch,
2014, Assumptions 2 and 3) and (Ahrens, 2015, (C1) and (C2) in Proposition 2.3.1).
Howewver, the classical examples for contingent claims, namely call and put, do not
fulfill these assumptions. A nontrivial Example for an option payoff fulfilling these
conditions is to take the call option price at some fized time before maturity as an
option payoff, which is done in (Bichuch, 2014, Example 10).

6.2.2. For the put option

We want to extend the above result to the case of a European put option in the Black-
Scholes model. However, this will require the extended result on optimization from
section 4.3

Theorem 6.2.3. The utility indifference price for the put H = (K — Sp)* with strike
K > 0 in the Black-Scholes model under fixed transaction costs is given by

WS(H) = K(I)o’l(—dg(S(), 0)) — SQCI)OJ(—dl(So, O))

+ \/%QEQ (/OT ( DV (Ss, s) + ﬁ' - M) dS) +o(e'?).

p p
Here, the functions dy and dy are given by dy(s,t) = log(s/?j;i_f@%) and dy(s,t) =

di(s,t) —o/T —t. In the case pu = 0 this can be simplified to

7'('( ) K(I)Ol dg So, )) 80@01( dl(S(), ))

\f KoT2 g0, (dy(Sh, 0)) + o(c72). (6.2.1)

Proof. We have to verify Assumptions [3.6.3] and [4.2.3] for the optimization problem
under PH.
(i) We see that A” = |£4+20,V(S, )| as in the proof of Proposition|6.2.1} which implies

T
/AHds<‘p‘T+2/ |05V (Ss, 8)| ds (6.2.2)
0
with ,
S di(s,t log(s/K)+ o /2(T —t
AV ) = 22BN ) B/ AT 1)
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6.2. Black-Scholes model

di(s )
27T

We see that

0 < spp1(ds(s,t)) = Kexp (0\/T tdi(s,t) — 7 T—1) )
K

exp
(-
- =0 (—%(dl(s,t) - a\/T——t)Q) < %

So (s,t) — spoa(di(s,t)) is a bounded function, and we obtain

T T
1
05V (Sy, u)|du < const. / dugconst./ du < 00.
/t |02V (S, u)] *_u Y.

Hence, by (6.2.2) the random variable fo AH dy is bounded.
(ii) We see that

VT(QOH) = VT(QO*) +/0 81‘/(5u7 u)dsu = VT(SO*) + /0 Su<q)0’1(d1(5’u, u)) — 1)0’quQ

Define the function h : (s,t) — s(®g1(di(s,t)) — 1). We obtain

exp (/0 16h(S.,, u)adwf) =& (/0 16h(S.,, u)dm?) exp <% VO 16h(S.,, u)ade})
=& (/0 16h(S.,, u)dW§> exp (128 /0 h(S,, u)202du> :

Since h and thus exp (128 [; h(S,, u)*0?du) are bounded, we obtain that the random
variable exp (fOT 16h(S,, u)ade) is in L;(Q) due to Novikov’s condition and hence

1/2

Bo (exp(SV (o) < (Bo (exp(16Vi (o))" Eq (e [ 160(5, o) )

< 00

by Hoélder’s inequality. The same arguments show exp(—8pVr(¢)) < oc.
(iii) We will show that fOT 69"Q|ds € Lg(Q) and o] € Ly(Q) hold: We see that

b(pH,Q — bSD*»Q + balv(s7)7Q

and we know fOT |bf*’Q| ds € Lg(Q). Furthermore, due to Itd’s formula and the Black-
Scholes PDE

2
BVEIL = GV (S, ) + 5 SR,V (S, )
2

= WV (S,) + TRV (S, )

0'2 0'2
=0 (—7528311/(3, -)) + S NV(S, )

0'2 02
= (-1) (5328{11V(5, )+ 2S5V (S, -)) + S NV(S, )

(1162552 ‘ __0900,1(651(5"))
= (=1)o"S0;,V (S, ) = 7

I
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6. Application: Utility indifference pricing

SO

T av(s.).0 ’ 1
1 ")
/0 |b; |dt < 0/0 T t)l/th < 00

is a bounded random variable, which implies fOT |bf1v(s")’Q|dt € Lg(Q). Due to pff =
©* + 01V (9, -), we have with the inequality of Kunita-Watanabe (Theorem [B.2.1])

(@"]r = [l + [V (S, Ve + 20", BV (S, )lr
< (I02 + V(S W)
<2’ ]T+2[alv<s Y.

Since [p*|r € L4(Q), we are left with [0,V (S, )]r € L4(Q): By the Burkholder-Davis-
Gundy inequalities (Theorem [B.2.2) we get

Eq ([01V(S,)]4)"" < const. [ MOVEIQ
and

HM@W(&»,QHSS(Q) -

&V(S,.)—alV(SO,o)_/ Py
0

Ss(Q)

/ b?1V(S,-),th
0

Since 01V (S, -) is bounded, [|01V/(S,-)|[s,(q) is finite. Furthermore,
< < 00.

. T
| [ svisaas = [ veoaa
0 Ss(Q) 0 Ls(Q)

(iv) We have to verify the remaining conditions from Assumption 4.3.1} The condition
on ¢® = 025? is fulfilled for n; = 2. For " we observe that with ne = 1/4

< 0V (S, sy gy + 101V (S0, 0)| + \

Ss(Q)

' B2V (52| g

2(14n2)
H 1 H
(Cf )1+n2 = i) (2(92V(St7t) + —)
o p
2(14n2)
©0,1(d1 (St 1))
< const. (T -+ const. W

t

by the convexity of the mapping y — y?0+™) The term is integrable, so we

M)Q“ﬂva):

__1
S2(1+m2)

T—t

£, </0T (%\/@)ﬂum) dt)

[ (<—m§;<__s;t>>)““"”> .

T
_/ (T —1) 1+n2EQ ( o1 (d1(S,t) )2(1+n2)> dt.
0 J—

have to consider (
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6.2. Black-Scholes model

We will show that Eg ((@071(d1(st, t)))2(1+"2)) is bounded by a constant times /1" — ¢:
with ¢ := 2(1 4 ;) we obtain

Since log(S;/K) = log(Sy/K) — to?/2 + oW, this becomes

Eq ((w0,1(d1(S:,1)))7)
1

= Gk (exp (—m (log(So/K) Y To?/2 — 0% + aWtQ)Q))
= m/z exp (—ﬁ (at +0\/Ey)2 - %?ﬁ) dy

where a; := log(So/K) + To?/2 — o*t. We rewrite the exponential distribution inside
the integral as the density of some normal distribution. Observe that

=GR OR
-t t i
202(T — 1) atoviy) — 5

q (2 2 2) L

= 20,0Vt + oty?) — =

202 (T — 1) a; + a0Vt + oty Y

1 qt 2 qao/t q 5
=——|[=—"41 2
2 KT—WL )y * GQ(T—t)+02(T—t)at

1 q
= —— b2 ,% + 2by b —
2 |: 1,tY + 201,402 + o2 (T _ t) ay

¢ 1/2 ¢
by (22 1) gy, GOV
T -t o2 (T —t)by,

Completing the square then leads to

with

2 1 1 a?
g (Vi) -5t = =3 {<b1w+bz,t>2—b§,t+ =

" 202(T — 1) o(T —t)
_ (y = ) I @ _ qa;
2(01,) 2 20%T —1t)
with py 4 1= —Z?—’: and oy, 1= ﬁ Then, the expectation under consideration becomes
Eq ((vo.(di (51, 1)))")
_ 1 /OO exp _(?/ — 1) exp @ _ qa; dy
(2m)letD)/2 J_ 207, 2 20T —1t)
. 1 b%,t qaf > d
= ng,t exXp o m . %Lt,ait(y) Y
N SR TR
(2m)e/2" M 2 202(T —t)
< const. vT —t
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6. Application: Utility indifference pricing

since

~1/2
_ q —1/2 1/2
=—+1 < T—t
Lt (T — ) <q F(T-1)

Ve  qai 1 quovt ¢\ g
2 20T —t) 2\ \o*(T-1) T—t o(T —t)
1 q*ao’t 1 qa?
2\ (T — t)? A 2 -+ 1 02(T — 1)

2
qay qt 1
= —-1] <0.
202(T —t) (T—th_'ft+1 ) -

We obtain the following upper bound for the considered expectation

T d 2(14mn2) T
Eq / (_go(],l( I(St’t») dt | < const. / (T—t)lﬂ*l*mdt.
0 T —t 0

From the choice of 7o we obtain 1/2 — 1 — 1y = —3/4. This shows that the above
expectation is finite.
(v) We will show the growth condition for b»%. Recall that

2
(282V(St, t) + g)
pt = 04521

1 2
— <zagv<5t,t)st2 + %sﬂ)

1 2
_ 4( 011V (Si 1) + %sﬁ)

= — (—F(St,t) + gStQ) = f(Se.1)

o

and

with I' := 811V and )
1 H o 2
f(s,t) = o (—F(s,t) + =5 ) :

We compute the partial derivatives of f:

Ovf(s,t) =2 (—F( 02 52) —Ol(s pfj_j?’))

O f(s,t) = (-2) KM Ol (s, )) (alr(s’t) + pjgs?’)
+( a —F(s,t)) (811I‘(3,t) + 2“(2_3)” .

po2s? po2st
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6.2. Black-Scholes model
Due to Ito’s formula, 6”© is given by g(S, -), where
o2
g(S,t) L= 82f<87t) + 752811f($7t)
2 2
_ 52429 {(_1) <_“ + 81F(s,t)) (alF(s,t) + £ )

po?s3 po2s3

+ (pagg - F(S,’f)) (aﬂr(s’t) - pfi“‘ﬂ ‘

We replace 0,I" using the Black-Scholes PDE:

82F(s,t) = 62811‘/ S,t = 81162V(8,t)

2.2 2
= o (- 5060 = ~F0u(s(s.0)

0.2

= — 5 02T (s,1) + s?00L(s,1))

2
— _%(QI‘(S, t) + 4501 (s,t) + s201.(s,t))

2
= _o? (F(s,t) + 250, (s, 1) + %anr(s,t)) .

So by inserting this representation and rearranging the terms we obtain for g

. pl(st) 2
g(s,t) = ( 4)p0282f(3,t) + 8p02 — JQF(s,t)
2
— 4s(0, (s, 1))T(s, t) + 10“—2i4 + s2(OhD(s,1))2.
po? s

With this we can find the following upper bound for the absolute value of g(s,t):

l9(s, 1)

< const. (F(S’t) + [OnT'(s, )]

52 S

+ (s, t) + |00 (s, 1)|T(s,t) + S% + s*(0h (s, t))2> :
2.3)

Recall that

(1) = S

Thus, the partial derivative of I' with respect to s is given by

T (s, t) = —T(s,t) (% + %) :
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6. Application: Utility indifference pricing

Hence, we obtain the following upper bounds for I" and |0, I|:

1
[(s,t) < os(T — )’
1 [log(s/K) +0*/2(T —=t)] | 1
|81]‘_‘<S7t)‘ S O_S<T_t)1/2 ( 80'2(T—t) + ;)
| log(s/K)| 1
< const. <32(T — t)3/2 32(T _ t)l/g) .

With these estimates and (6.2.3)) we obtain

|g(3’t)| S Zaj(svt)bj(t)a

Jj=0

with some suitable functions a; : (0,00) x [0,7] — [0, 00) such that

Eq (/OT aj(St,t)dt) < 00

and b(t) = (T — t)~"/2. This yields the growth condition for »”?, and the optimizer
o as well as the portfolio gamma p” thus fulfill Assumption [4.3.1]

(vi) We are left with the computation of the formula of the asymptotic utility indif-
ference price in the case = 0. Recall that

5@0’1 (dl (S, t)) = KQOO,l (dQ(S, t))

This yields
K
RV (s, t) = — 0900,1(d2(8,t))’
2T — ¢t

and we thus obtain for the leading order term

Eq (/OT |02V (St t)] dt) = /OTEQ (|02V (S, t)]) dt

= [(20/0 T _1t)1/2EQ(900,1(d2(5't,t)))dt-

We will compute the expectation inside the integral. Similarly to the calculations for
dy, we obtain

1 [ 1 2 1,
Eq(@o1(d2(St,1))) = @n)2 /OO exp (—m (a + U\/%y> —3Y ) dy
with a :=log(Sy/K) — To?/2. As before we can write

q

2 1 1 [~ ~ -
N S t)——2:——b 24 9, b
202(T — 1) <“+U\[y 27 z[l’fy Dbz

et
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6.2. Black-Scholes model

with

1/2

~ t ~ aO'\/E

by =|—+1 by = —————
1t (T 3 + ) , Doy

and by completing the square

1 2 1 (y—ing)? B a’
SN Ay S 1) . R
252(T — 1) <a toviy) — g 2G7,) 2 2T —1)
with fiy 4 == —%’Z and 0y 1= %t This can be simplified since
Egi a’ a’o’t a’

2 202(T—1) 204(T — t)2/l;it C202(T —t

So for the expectation we obtain

1 a?

Ea (o050 = gt (57
— H)1/2 2

_ (T -1 exp <_ a ) |

(2T)1/2 202T

which implies for the leading order term

T Ko (T 1 a?
EQ (/0 ’82V(St,t)| dt) = B /0 (2T7T)1/2 exXp <_—20'2T) dt

KoT*? a?
~ 22miz P (_ QUZT)

KoT'?
2

©0,1(d2(S0,0)).

Inserting this yields the desired formula for the asymptotic utility indifference price
for the put option and thus completes the proof. n

In the case p = 0 the optimization problem under P is trivial, because one chooses
the strategy that keeps all the money in the bond according to Example [2.4.5 Then
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6. Application: Utility indifference pricing

o = 0,V (S,-) is the replicating strategy in the frictionless market. Furthermore the
halfwidth of the no-trade region is given by

12¢
Ap{tth = ) / (P ) VK,

where the portfolio gamma p* for the optimization under P¥ was computed in (v) of
the above proof. So one does not only obtain an asymptotic price for the put option,
but also an asymptotic hedging strategy @7=F.

A question might be how to choose the degree of risk aversion for utility indifference
prices. We take p = 1.25 - 107% being higher than the value from section and
work with Sy = 100, K = 100,060 = 0.2 and ¢ = 5€. This yields an asymptotic
utility indifference price equal to 8.02 compared the the frictionless price 7.97. As one
can see from the formula in and figure the asymptotic utility indifference
price is always above the frictionless price. In contrast to the asymptotics for utility
indifference pricing under proportional costs as in Bichuch| (2014)) and |Ahrens (2015)),
this total premium scales linearly with the number of options traded: j put options
with strike K on the asset with initial value Sy have the same frictionless price as one
put option with strike j K and initial asset value jSy. According to the premium
is 7 times the premium of the single put option. However, the number of transactions
will increase: The frictionless target ¢/ is j times !, whereas the halfwidth of the
no-trade region scales with /7.

——Frictionless option price
— Indifference price at costs

Figure 6.1.: Asymptotic utility indifference price and frictionless option price of a put
option in the Black-Scholes model with Sy = 100, K = 100,0 = 0.2 and
¢ = 5€ as a function of risk aversion
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7. Fixed and proportional costs

7.1. Trading with fixed and proportional costs

What changes if one considers a combination of fixed transaction fees ¢ and propor-
tional fees A € (0,00)? Then an investor has to pay AS.,|n;| + ¢ when buying n; stocks
at time 7;. As before, we only allow for trading strategies as in Definition [3.2.1] and
we use the following intuitive notion of self-financing strategies.

Definition 7.1.1 (Self-financing strategies). A trading strategy (©°, @) is called self-
financing iff

nd =—(1+NS.n +(1—-NS.n; —¢ foralli €N

(2

with the notation from Definition [3.2.1]

Again, except for the initial allocation (¢3, ¢g), we can identify a self-financing strategy
(©°, ) with its number of shares held in the stock ¢. We define the corresponding
portfolio process and the set of admissible strategies:

Definition 7.1.2 (Portfolio process). For ¢ as in Definition we define the port-
folio process V) via

t
Vo) = Vi) + [ eudsi—elfieNim <l =AY s,
0 1€N

ni‘1{7¢<t}'

Definition 7.1.3 (Admissible strategies). An admissible strateqy with initial capital
x € R 1s a predictable process ¢ as in Definition with the following properties:

1. @y = -
2. fo wsdSs 1s a Q-supermartingale.

We write A5 for the set of all admissible strategies.

7.2. Heuristics

In this section we will heuristically derive a candidate for optimality as in the absence
of proportional costs in section and similar to (Kornl 1998, section 5). Again, we
want to find an approximation to the value process (v°*(¢)),ege for both fixed and
proportional costs, which is defined analogously to Definition [3.3.2] Theorem
for (v°*(¢))e9er can be shown in the same way. Thus, the ansatz 7°*(p) for fixed
and proportional costs has to be asymptotically a supermartingale for an arbitrary
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7. Fixed and proportional costs

admissible strategy ¢ € 25 and asymptotically a martingale for a candidate strategy.
As in subsection we suppose that our ansatz (0°*(p))eqen is of the form

TN p) = G, VE(9), Agy)

with a function G=* : Q x [0,7] x R x R — R<g. We suppose again that there exists
a random and time dependent interval NT=* = [p* — Ap~, ¢* + Ap*] around the
frictionless optimizer, where it is (almost) optimal for the investor to stay inactive.
In the complement of this no-trade region we suppose that the investor now trades
to some yet unknown process B~ € L(S) with values in [¢* + Ap~, ¢*] if the current
number of stocks is below the not trade region and a process gt € L(S) with values

in [p*, ¢* + ApT] if it is above the no-trade region. Therefore, we impose on G&*

e the terminal condition

GMNw,T,y,0) ~U(y) forally,deR

and the following conditions that are supposed to hold for all (w,t) € Q x [0,T") and
y € R:

e Monotonicity: for d;, 0 € R with |01] < |d2|
é&)\(w? Yy, 51) > 667)\(“}7 Yy, 52)

and thus

ég”\(w, t,y,0) = sup éa’k(w, t,y,0).
deER

e Relation between trade and no-trade region optimality of the processes Ap—, Ap*:
G Nw, 1.y, 6) = sup G (w, t,y — € = A(J = 0)Si(w), )
SeR
= G MNw, b,y — £ = A6 — AG/ (W))Si(w), AP (w))
for 6 > Ap/ (w),
G (w,t,9,6) = sup G (w, 1,y — & = A6 — §)Si(w), 0)
0eR
= G w, t,y — e = MAF; () — 0)Si(w), AF; (w))
for 0 < Ap, (w).

e Smoothness: we assume that 6 — és”\(w, t,y,0) is twice continuously differen-
tiable on R\ ONT?(w, t) and continuously differentiable on R. This implies that
we have a smooth fit at the boundaries of the no-trade region:

0 ~ =
lim —GE’)\<W,t,y,5) = lim _Gs(wutvyaé)a
0,/ o (w)+Ap, (w) ) N\t (W) +Apy (w) 9o
9 ~ o ~
lim _GE,)\(w’t,y’d) = lim —GS’)\<(JJ,Z€,y,(5).
8 /01 (W) +Ap) (w) 00 S\; (@) +Ap] (w) OO
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e Symmetry around O:

és’)‘(w,t,y, —0) = és(w,t,y,é) for all 6 € R.
Let FEF=X be the corresponding correction term for the certainty equivalent in the
presence of both fixed and proportional costs. As before, we assume
EEP (@) (w) = M w, T, Apy(w))

with g5* : © x [0, 7] x R — R<( and the transformed conditions

FMNw,T,6) =~ 0,

gs’)‘(w,t, (51) > §€’A(w,t, (52) for |51| < |(52|,

7w, 1,6) = supgH(w,1,0) — £ + ASy(w) (3 — )

d€R
= 7w, 6, AF; (W) — £ + AS (w)(§ — AP, (w))  for § < Ay (w),
(7.2.1)
T (w,t,6) = sup 5 (w, £,6) — £ — ASi(w) (6 — 0)
d€R
= 7w, 6, AFf (W) — € = ASi(w)(6 — AT/ (W) for § > Apf (w)
(7.2.2)

and the smoothness condition at the boundaries of the not trade region. Conditions
(7.2.1) and (7.2.1) imply that g** is an affine function outside the no-trade region.
Thus, the smoothness properties become

~g, A
_g& ((.U, t? 6)7
N, (w) 00

B
“ASi(w) = lim  —g"(w,t,9).
H(w) 6fA1£%(w) 559 (w,t,0)

Furthermore, the optimality of Ap™ and A~ in (7.2.1)) and ((7.2.1]) yield that
0 . __
ASt(‘”) = 359 7)\(thvASDt (w))v
_Ast(w) = _§E7A(wvt7 A@:(w»v

i.e. the derivatives of g&* with respect to d at the boundaries equal those at the optimal
trading points. As for the case of purely fixed costs, we choose a polynomial of order
4 with stochastic coefficients inside the no-trade region

7 (w,t,0) = oy (w)o* — B, (w)6* —7,(w) for 6 € NT®(w, t).
Then, the above smoothness and the optimality conditions become

F ASi(w) = 4a (W) (AZ(w)*)* — 28,(w) AZ; (w) (7.2.3)
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and
¥ ASt(w) = 4a,(w)(Api(w)™)? = 2B, (W) Ap; (w). (7.2.4)

Subtracting equations ([7.2.3]) and ( - ) then yields
0 = 43, (w) (AT (w)F)® — (Apy(w)®)? — 28, (W) (AP} (w) — Agy(w)),

which, in turn, leads to a representation of 5 in terms of @ and the boundaries

Byw) = 2:(w) ((Agy (W))* + (AT (w)*)* + AZi(w)* Agy (W) -

Inserting this representation into equation ((7.2.4) then gives

—ASH(w) = 48 (W) (Apy (w))7 = 280" (W)2a:(w) ((Ap! (w))* + (AP (w)")*
(

)
(Apf (w))” = Apy (w) ((Apf (w))* + (AZi(w) ")
+AZ(w) T Ap/ (w)))
= —da,(w) (Ap) (W) (AR (W) ) + (Ag/ (w))*ATr(w) ") -
With the use of equation with § = Ay} (w) wee see that
(W) (Ag) (W) = By(w) Ay (W)
= (W) (AB(W) ") = BW)(AB(w)")? — e = A AB(w) " — Agyf (w)|Si(w).

By inserting everything we end up with the two nonlinear equations

ASH(w) = 40 (w) Ay (W) AZy (W) T (AT (w) " + Apf (W), (7.2.5)
e = @ (w)(Ag/ (w) — AZi(w) ") (Apf (W) + AB(w) ™). (7.2.6)

According to (Korn, 1998, Proposition 5,1) equations ((7.2.5)) and - have a unique

solution (0% (ay(w), S¢(w )),3+( t(w), St(w))) with 0 < 5 (a, s) < 0% (a,s) for all a,s >
0. However, an explicit representation of these values seems unavailable. As in the
case of fixed costs we can write

7w, b, Apy(w)) = FOPN@ (W), Apr(w), Si(w)) = Ty(w)

with the deterministic function

fCE’E’/\(CL, 5, S)
adt — b(a, 5)6?, if 6= (a,s) <6 <d%(a,s)
= (5 (a,$))* = bla, )3 (a,9)2 + As(5+0 (a,8)) —e, if6 < (a,s)
(3+(a, 5)) — b(a, s)(3+(a, 5))? — As(d — 3+(a, s))—e, ifd>d"(a,s),
where
b(a, s) = 2a((67(a,$)) + (3 (a,))> + 6" (a,s)3 (a,s)).

This coincides with the function f¢F if the proportional costs A\ vanish.
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——Polynome
—ansatz fCE’E’A
——tangents at AP} (w)

fCE,e,)\

Figure 7.1.: Correction term as a function of the deviation from the frictionless

target

For X°* () = exp((—p)(VE @) = Vi(e*) + FC P9 ())) we can obtain the Q-dynamics
in the case p = ¢=* as in section

XE/\( s)\) Xt‘)\ s/\ /XEA s)\) (AQO )%?_(A(ps)\y 240&6

6p2 (8a c“o # )
5(p2( ) e +4ac )—l—chSO‘)

( @ 4 = (c? — 16a,3,c77¢ — 20?’7) pragc>e )

P (07 (-2)Bucl® + 4w, 7) = e 4 dp(a by @+ 5))
2 2 _
( bﬁQ 6 cf*’¢*> + %CSS’S + % <4ﬁ§cf*’“"* + 205’0
+ 2p2630

+(AgE) ((—p)(%sbf Q20 = p? (B ) + ped)

2
+ p(b79 + Bect ) + %cz} ds

t
s [ R o) [aMEI L (cpagias]
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7. Fixed and proportional costs

For the asymptotic analysis both costs should depend on one small parameter. Since
the utility loss due to proportional cost is usually of order A%/3, we suppose that the
proportional costs are of the form A = const. €¥*. Then, the effects of the individual
costs are both of order /2, and we believe that this is also true for the case of mixed
costs. Furthermore, we suppose that the no-trade region also scales with /4. As in
subsection [3.5.4], we then assume that

_ pc

oy = o = ~
t t 126f

in order to obtain the correct scaling of the dynamics of X (7l

we get

. For the process ¥

b?Q = _Btcf*
= —b(an St)cf*
p _ _
=5 ((Agh)? + (AB ) + Apf AB/) ¢

which does not seem to have a nice representation in terms of the frictionless quantities
as in Chapter [3]

7.3. An outlook to the verification

Despite this fact, all objects have been determined and a verification similar to chapter
seems possible if one is able to find out the required regularity assumptions. Since
the no-trade boundaries and the optimal transaction points are not given explicitly,
this seems rather difficult at first sight. However, by looking at equation and
using that the optimal transaction points lie inside the no-trade region, we obtain

>\St Z 80&(A¢:r)3,

so for the optimal transaction points we have the upper bound

Writing Z; := Ay’ — Ap;™ we obtain from ([7.2.6)

£ = atZt3<Zt + 2A@+> 2 OétZ;l,

1/4
so Z; has the upper bound (i) . Then, the halfwidth of the no-trade region Ay}
is bounded by

1 )\S 1/3 c 1/4
Ao < = [ 22 = . 3.
i _2<at> +(Oét> (7:87)

ISee the literature references on proportional costs in section
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7.3. An outlook to the verification

The process (i) /4 is the halfwidth of the no-trade region in the absence of proportional
costs (see . So the regularity assumption are required when analyzing the
drift of the value process. Additionally, we will have to find out the suitable regularity
assumptions that are needed due to the presence of the process g in . Once
this is achieved, we believe that the construction of the asymptotic lower bound from
section [3.8| may work similarly: we will have to add a third lemma in subsection [3.8.1
dealing with the )- probability of the event {>,  Sr @i;i — 2 1<y = K}, since
the difference of the portfolio process V=*(¢%*) and the frictionless portfolio process
V(¢*) of the optimal strategy ¢* is given by

57)‘ 5,)\
907'1'4— - SOTi 1{Ti<t}'

t
AVEA (™) = / (P57 = ¢1)dS, —eNi(p) = A D S,
0

1€EN

We believe that Proposition [3.8.3] and Theorem can then be proved in the same
way for both fixed and proportional costs. However, it will become more involved
for competing admissible strategies ¢ € 2A5*. One reason for this is the correction
term FYFeA or, more precisely, the function f¢F<*. In the absence of proportional
costs it is bounded by —¢ from below. Furthermore, its derivatives vanish in the trade
region. These properties were used in the proofs of section (3.7, and they do not hold
in the presence of proportional costs. The derivatives of f¢** with respect to a and
s will require the partial derivatives (or at least suitable upper bounds) of SJr, which

are not known explicitly. Moreover, it is not obvious whether 5" is smooth enough.
In the trade region a well behaving lower bound for f¢#%* has not been found yet.
To summarize, the verification for both fixed and proportional costs still has a few
challenging open questions.
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8. Conclusion and future research

This thesis ends with a few concluding remarks regarding our results and possible
topics for future research.

We have seen that in a relatively general 1to process model, the problem of exponen-
tial utility maximization under fixed transaction costs can be solved asymptotically.
Using a dynamic programming approach, a candidate strategy was derived: It lies in
a random and time dependent interval around the frictionless optimizer, changes to
the latter once the boundaries of this interval are breached and sells all stocks at the
right point in time. The halfwidth of this so-called no trade region can be determined
in terms of the transaction cost, the degree of risk aversion and the portfolio gamma
of the frictionless optimizer. Under suitable regularity assumptions on the dynamics
of the stock price and the frictionless optimizer, that hold in the Black-Scholes model,
we were able to verify the almost optimality of the candidate strategy. This involved
quite technical remainder estimates and required a modification of the value process
ansatz when considering competing admissible strategies.

We applied our results on utility indifference pricing under fixed transaction costs and
after we weakened the regularity assumptions of the optimization problem, we were
able to derive a utility indifference price for the European put in the Black-Scholes
model.

Finally, we heuristically derived a candidate strategy maximizing the expected expo-
nential utility under both fixed and proportional costs. The rigorous verification is left
to future research.

Other interesting questions are whether the heuristics and verifications also work for
other than exponential utility functions, for multidimensional asset price processes and
for stochastic and time-dependent transaction costs.

Furthermore, it might be interesting to find out whether the methods for asymptotic
dynamic programming developed in this thesis can be applied to other optimization
problems in Mathematical Finance or related subjects.
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A. Analyzing error terms

A.1. For Chapter 3

In this section we do the tedious calculations in order to prove equation (|3.7.20]) in
Proposition [3.7.1l Therefore, recall the definitions of the processes H’, that can be
found in equation ([3.5.15]).

1 =0:
1= 1:
Hb:

T T p2
Eq ( / (Ap?)° \Hg{ ds> < Eg ( Ecz%ﬁ)
0 0

3

= ZeBq (Y1)

2
H = (~p)(2B.579 + 2e}7) + T (=2)Buct ™ — pPe)”

= 2(_]9) 3 V Csbf @ + (—p) 3_—0 CSC’@ — p2§\/acf Y

T 1/2
o ([ (aen | as)
0
T [ (12 ep\ /2 .
=K - C~ V4] |[(=p)2 (£ C1/2p" @
o[ ()" o) [cmm(2) " crms
12¢\ Ep T x
== w(—=)E C~Y4A012 | Q| ¢

T
= 2V6p* 4R, ( / CL* b ds)
0

ds>
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A. Analyzing error terms

H1,2.

T T r12:\ V4 ep V2 o
E Apl) |H? ds> =E / (—) o (— )ds
o[ @enime Q(O 2 (s
12\ ep\ 1/2 o .
_ (L2 p ~1/45-1/2| C,
() () "o ([ cviermeeeias)

21/2 £3/4 5/4]E (/T 0—3/4‘6 o )
31/4 0 s S
HY3:

T T 12\ M4 EP .
o ([ e as) =q ([ (%) et (#Feuer ) as
0 0 p 3
1/4 T
— (&) pQQ]EQ (/ 0;1/405|cf*7y|ds)
p 3 0

2/21454 g 1/4 Y
= S e e ([ citesias)

H1,4.

T T 12e\* ep\1/2
o ([ (8¢ | ds) 5 ( / ((—) o) (v () i) s
0 0 p
122\ /4 p5/2 1/2 T .
_ [ 14€ —1/4) .SY
= ( » ) 31/2 EQ (/0 Os |CS |d8)

21/ 9/4 _3/4 ’ 1/4, .5,
- Zremg ([ e

2

Hf = (—p) ( bﬁQ + (4520“’ # 4 209" 7) +p2pzﬁscf’“"*)

_ (5_p bSC’Q _ ¢ _29_451?0 = p’p (ep)'? cl/2,.0Y
3 20?4 c3? 2 3 ©2(3172) 2(3)1/20? s
+2 () Foegs
_ D (NPT pep\ 2 teCyc? ¥ — ]L/QeC_l/QCC’Y
2\3) o2 a\3) i gl es 6 ¢ O
rop (3 Foegs
5
S
j=1
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A.1. For Chapter @

ep\ /2 g —1/2|b§’Q’

=~ (§> E, (/0 C: o ds
o (71,

= pe Q (/0 Cs 8)

T 12¢ /2 T D /EP\ /2
E A H22 d _ [ == E / 0—1/2 P 0—3/2 C,C d
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12¢ 1/2p ep\ /2 T 1
_ [ 1#£ b rep ~1/2 ~-3/2,.C,C
(p) 4<3) EQ(/O e ds)

T
= QEQ (/ Cs—zcsc,()ds)
2 0
H?3:

03 126\ /2 Lo (2 4
Eq Agos |H2|ds ) = —) Eq CoV2 | Sp'eCuct™ ¢ ) ds
0 p 0 3
12\ 2 , < T .
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( p ) 3 N 0
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Eq </ (At \H“\ds) _ (%) Eq (/ o2 |P
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A. Analyzing error terms

-~
I
w

2
H? = 5 ((—4)B,el ¥ + 8ayef ™) = pPed 4 dpash? ™ + dpes”
_ _2p (5;9) C,1/2 <%)1/20 1/2 Sc@ T+ 4p 217 C <3 )1/2020*7},

2 1/2
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A.1. For Chapter @
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A. Analyzing error terms
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A.1. For Chapter @
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A. Analyzing error terms
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A.1. For Chapter @

For Hy we can use (3.7.21)). For Hy 1, applying Holders inequality yields that the above
expectation is bounded by

1/2 - 9
Eq < sup Ct2> Eq ((/ ]bS’Q\ds) )
te[0,77] 0

which is finite by assumption. Hj,4 is analogous. Since A is bounded, the expression
in Hy 3 is finite. All remaining expectations above are of the form

T -
Eq (/ C’g|c§’x|ds)
0

for X,X € {C,¢*, S, Y} and ¢ € [—2,1/2]. By applying Hoélders inequality we can
obtain an upper bound for these expressions, namely:

1/2

1/2
E@<sup c) Eq (VX XDF)

te[0,T

where V(f) is the total variation of a function f : [0,7] — R being of bounded
variation. Using the relation between the L,- norms shows that

1/2 ' ‘
Eo [ sup c24) = €15, )i @ € [0,1/2] < s, - if ¢ € [0,1/2]
Q S - _ . -~ _ A
.1 G opif g € [=2,0) IC )i g € [<2,0).

For the case g € [0,1/2] we can use || - |[s,(@) < || - ||sa(@) < const. |||, (@) by Theorem
to see that ||Clg,(g) is finite. The finiteness in the case ¢ € [—2,0) is due to
Assumption [3.6.4. Using the Kunita-Watanabe inequality (B.2.1]) we obtain

VO, = P
H (X, X)r L2(Q) A (@
1/2 1|12
< Xl g |[(Ka], -

which are all finite by Assumption and ((3.7.21)).
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A. Analyzing error terms

A.2. For Section
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A.2. For Section
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A. Analyzing error terms
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For the calculations we used

k' < CF <kt forall s € (0,7

and for i = 0 we make use of Proposition . For ﬁk,Z,l we use Equation m
in Remark 4.2.4 Hj 34 uses Assumption . Since A is bounded, the expres-

sion in Hj 3 is finite as before. For the remaining terms we used the same combi-
nation of the Kunita-Watanabe-inequality (Theorem |B.2.1)) and Hoélder’s inequality

from section but, in contrast, we only require the L;(Q)-norm of V([X, X])r for
X, X €{S,¢*, C* Y}

VX, X ‘ SHXWXW‘
H Al @ = X g
s " 1/2
< ||[X]THL/1(Q) H[X]T L@’

which then can be analyzed with the integrability assumptions in Assumption [3.6.3

and equation in Remark [4.2.4]
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B. Tools from stochastic calculus

We require two extended versions of 1t6’s formula that allow for functions not being
twice continuously differentiable.

B.1. Change-of-variable formulas

B.1.1. For piecewise twice continuously differentiable functions
with smooth fit

The verifications of the asymptotic upper bound of maximal expected utility from
terminal wealth in section and subsections 4.2.2| and [4.3.2] make use of a change-
of-variable formula, where the function under consideration is just twice continuously
differentiable between some surfaces and fulfill some smooth fit on the surfaces. In our
case, these surfaces are the boundaries of the no trade region.

Since the portfolio process of admissible strategy in the market with frictions has
left-continuous jumps at the transaction times of the strategy, we have to allow for
processes of that kind. So we require the notion of a left-continuous jump process .J,
that is a process of the form

J=Jy+ Z Ynl(ﬂ-moo),
i=1
where (7,,)nen 1S a sequence of strictly increasing stopping times with lim,, ., 7, = o0
and (Y}, )nen is a sequence of random variables such that Y, is .%, -measurable.
Furthermore, we recall from (Karatzas and Shreve, 1991, Definition II1.3.1) that an
adapted process Z with decomposition

Z=27y+V?+ M*

with MZ being a continuous local martingale and VZ being a continuous and adapted
process of bounded variation is called continuous semimartingale. All considered pro-
cesses are the sum of the two types from above.

Theorem B.1.1. Let X = (X',...  X") be an R¥valued process, such that each X'
1s of the form A A A
X'=72'+J

where Z' is a continuous semimartingale and J* is a left continuous jump process. Let
b:R*" ! 5 R, Fi,Fy: R* — R be twice continuously differentiable functions with the
following smooth fit conditions:

OnFi(z1, ... xn+) = OuFo(21,...,0n—) for x € R™ with z,, = b(x1,...,0,1) and

OnFy (1, ... yxn—) = OpnFo(xq,...,x0+) forx € R" with x, = —b(x1,...,2,_1).

133



B. Tools from stochastic calculus

Let F': R" — R giwven by

Flz) = Fi(x),if |xn] > b(x1, ..., 2n0-1),
TN Ba@), if |2a] < b, 701

be a continuous function. Then, the following version of the change-of-variable formula
holds:

F(X,) = F(Xy) +Z/ (OF(X,),....XI+)+OF(X),...,X!—))dZ!
- Z/ X, X!+ 0LF(X,, .. X)) d[ 2, 2],
1,7=1
+ Y (F(Xy) — F(X,)).
0<s<t

Proof. (i) In the case J' = 0 for all i = 1,...,n we can apply (Peskir, 2007, Remark
2.2) choosing m = 2,b; = —b,by = b, F3 = Fj. (The local time terms vanish due to
the assumed boundary behavior of 9, F; and 0, F3.)

(ii) Otherwise we use a similar argument as in (Irle, 2012, section 16.14): Let (T} )ken
be the jump times of the process (J',. .., J"). By applying (Peskir, 2007, Remark 2.2)
on (Z',...,Z") we obtain for T}, ; < s <t < Ty

n t 1 .
F(X,) = F(X,) = Z/ S (OF (XL X0+ OF (XL, X)) dZ,

- Z / Xo, LX)+ ORF(XL,. .., X)) dIZY, Z7),..

z]l

For s as above we have X, = X,. Together with the right-continuity of X ., we obtain

1 .
_Z/ S (OF(XL, . X0+ OF (X, X1-)) dZ
Ty —
]' n n 7 j
+ = Z/Tk 5 XL LX) R RF(XL, . X)) dZ 2,

and due to the left-continuity of X the same formula for ¢t = T),. With Ty = 0 this
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B.1. Change-of-variable formulas

yields for ¢t € (Ty_1,Tk):
F(X;) — F(Xo)

k—1

= F(Xt) - F(Xkal‘f‘) + Z (F<XT]‘+) - F(Xijﬁ-)) + F(X(H-) - F(XO)

= F(X) ~ F(Xn_ ) + Y (F(Xr) ~ F(Xr,_,1))
£ (F(Xy ) — F(Xny)) + F(Xos) — F(X,)

So we obtain the desired formula for all ¢t € Ugen(Tk—1, T)) and due to the left continuity
of both sides for all t > 0. O

Remark B.1.2. With a reqular version of Ito’s formula from (Karatzas and Shreve,
1991, Theorem I11.3.3) and the same argument from the previous proof one obtains
a change-of-variable formula for a twice continuously differentiable function F and a
process X = Z + J from above:

n t
F(X,) = F(Xo) + Z/O OF (XL ... X™MdZ:
=1

32 [P XD 2+ S (F(Xe) - FX)

i,j=1 0<s<t

B.1.2. For linear combinations of convex functions

Another generalization of Ito’s formula is a version for convex functions which are
not necessarily twice differentiable. Therefore, we introduce the left-derivative for a
convex function f: R — R

D f(a) =l 3 (f+1) - (&),

which exists and is finite for all x € R according to (Karatzas and Shreve, 1991,
Problem 3.6.19). This definition can, of course, be extended to linear combinations
of convex functions. Furthermore, we require the second derivative measure p/ on

(R, B(R)) given by
p! ([a, b)) := D™ f(b) — D™ f(a), —o0<a<b< oo,
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B. Tools from stochastic calculus

that fulfills du/(z) = f"(x)dz if f is twice differentiable (see (Karatzas and Shreve,
1991, Problem 3.6.21)). Again, this definition can be extended to linear combinations
of convex functions, but then p/ is a signed measure being finite on each bounded
interval according to (Karatzas and Shreve, 1991, Corollary 3.7.2). Now, we can state
the generalized change of variable formula for continuous semimartingales:

Theorem B.1.3. Let X be a continuous semimartingale. There exists a semimartin-
gale local time for X, i.e. a family (L(a)).er of nonnegative stochastic processes on
Q x [0, T] with the following properties:

1. The mapping (t,a,w) — Li(a,w) is measurable, and L(a) is adapted to (F)i>o0
for all a € R.

2. For all a € R, L(a) is a nondecreasing and continuous process moving only on
the set {X = a}, i.e. more precisely

T
/ 1\ (o} (Xi)dLi(a) = 0 almost surely.
0

3. For every Borel-measurable function h : R — [0,00) the formula

/0 h(X)dIX], = 2 /_ " h(a) Lu(a)da

o0

holds almost surely for all t € [0,T].

4. For every linear combination of conver functions f : R — R we have

f(Xy) = f(X0)+/0t Df(XS)dXS+/_OO Li(a)dp (a)

for allt € [0,T] almost surely.

Proof. (Karatzas and Shreve, 1991, Theorem 3.7.1) and (Karatzas and Shreve] (1991},
Corollary 3.7.2) W

According to this theorem, f(X) is again a semimartingale if f is a linear combi-
nation of convex functions and X is a semimartingale. Then, its drift is equal to

= [, D f(X X,)dvX + f L.(a)dp/ (a) and the martingale part is M) =
fo D~ f(X,)dMZX. If X is an Ito process, we write b/(X f D~ f(X,)bXds for the
absolutely contlnuous part of the drift.

B.2. (Semi-)Martingale Inequalities

Theorem B.2.1 (Kunita-Watanabe Inequality). Let M and N be square integrable
martingales, X € L(M) andY € L(N). Then

1/2

/|XY|dV ([M, N]) </X2 ) (/Otde[N]s) 1> 0.
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B.2. (Semi-)Martingale Inequalities

Proof. (Karatzas and Shreve, 1991, Proposition 2.14). m

Theorem B.2.2 (Burkholder-Davis-Gundy Inequalities). Let M be a continuous local
martingale. For every m > 0 there ezist universal constants c¢,,, Cy, (depending only
on m), such that

cmE(M]7) < E < sup IMs\2m> < CuE([M]T)
s€[0,7]

holds for all stopping times T.

Proof. (Karatzas and Shreve, |1991, Theorem 3.3.28). O

A useful tool are the S- and H-norms of semimartingales from (Protter, |2004, section
V.Q), that we require for It6 processes: Let X = X+ | bXds+ MX be an 1to process.
Then for p € [1,00) we call

sup | X
s€[0,7

T
/ b |ds
0

the H,-norm of X. There is a relation between these norms that can be verified with

Theorem [B.2.2]

Theorem B.2.3 (S- and H-Norms). Let X be an Ito process. For every p € [1,00)
there exists a universal constant C, > 0 (depending only on p) such that

1 X]|s,p) =

Lp(P)

Sp-norm of X and

| X ]| £, (p) := [ Xo| +

+ |
(P)

Ly Ly(P)

1XlIs,7) < Coll Xl -
Proof. According to Theorem we have

1X]ls,p) = 1 X = Xo + Xolls,p) < [|X — Xolls,p) + | Xo|

t
< || sup /bfds + sup !MtX} + | Xo|
tef0,7] [Jo t€[0,7] Ly(P)
P
t
< || sup /bfds + || sup | M| + | Xo|
tel0, 7] 1J0 Lo(P) t€[0,T] L,(P)
T
<||[ x| royplrs], Xl < Gl
0 Ly(P) p(P)
for the constant 6’; = max{Cp/2, 1}. O

'Tn this reference, a slightly different H-norm is used which is equivalent to the H-norm used here.
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