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Zusammenfassung

Doty, Nakano und Peters definierten 1996 eine Familie endlich dimensionaler Alge-
bren, die sogenannten infinitesimalen Schur-Algebren, um polynomielle Darstellungen
von G,T zu untersuchen, wobei G, der r-te Frobeniuskern der allgemeinen linearen
Gruppe GL,, und T' C GL,, der maximale Torus der Diagonalmatrizen iiber einem Kor-
per k positiver Charakteristik p sind. In weiteren Arbeiten fithrte Doty polynomielle
Darstellungen in allgemeinem Rahmen ein und nutzte dies zum Studium polynomieller
Darstellungen anderer reduktiver Gruppen G.

Farnsteiner folgte einem anderen Ansatz zur Untersuchung von G,T-Moduln fiir re-
duktive Gruppen G, indem er sie als X(7T') = Z"-graduierte G,.-Moduln ansah, wobei
X(T) die Charaktergruppe des maximalen Torus 7" von G ist. Da die Kategorie der
Z™-graduierten G,-Moduln fast zerfallende Folgen hat, erlaubt dies das Studium unzer-
legbarer GG, T-Moduln und ihrer Morphismen mittels Auslander-Reiten-Theorie.

In dieser Arbeit verbinden wir beide Ansétze, indem wir die allgemeine Definition von
Doty nutzen, um polynomielle Darstellungen von G, T" zu betrachten, wobei G eine re-
duktive Gruppe oder eine Borel-Untergruppe einer solchen Gruppe ist, und diese als volle
Unterkategorie der Kategorie der Z"-graduierten GG,.-Moduln ansehen. Es ist unser Ziel,
Resultate iiber GL,, auf diesen Fall zu verallgemeinern und das Wechselspiel zwischen der
Auslander-Reiten-Theorie von mod G, T und der infinitesimalen Schur-Algebren zu un-
tersuchen, indem wir den polynomiellen Teil von Komponenten des stabilen Auslander-
Reiten-Kochers I's(G,T') der Kategorie der endlich dimensionalen G,T-Moduln betra-
chten. Wir geben hinreichende Bedingungen an die Gruppe G, die eine Klassifikation der
einfachen polynomiellen Moduln dhnlich wie im Fall G = GL,, ermdglichen und nutzen
dies, um einen neuen Beweis des entsprechenden Resultats fiir GL,, zu geben und es auf
die Gruppe der symplektischen Ahnlichkeitsabbildungn, Levi-Untergruppen von GL,
und, in schwécherer Form, die Gruppe der orthogonalen Ahnlichkeitsabbildungen in
ungerader Dimension zu verallgemeinern. Wir zeigen, dass Komponenten © C I'y(G,.T')
der Komplexitat 1 nur endlich viele polynomielle Moduln enthalten. Ist G die Borel-
Untergruppe der oberen Dreiecksmatrizen von GLs und T' C GLs der Torus der Diag-
onalmatrizen, so konnen wir dieses Resultat of Moduln, die ein duferes Tensorprodukt
M ®j, N mit einem Modul M der Komplexitat 1 sind, ausdehnen. In dieser Situation ko-
rrespondieren G, T-Moduln zu Moduln tiiber elementar abelschen p-Gruppen vom Rang
r. Als Anwendung zeigen wir, dass die Komponenten einfacher Moduln in diesem Fall
nur endlich viele polynomielle Darstellungen enthalten. Im Fall G = GLs, » = 1 nutzen
wir Premets Klassifikation der unzerlegbaren Moduln iiber der restringierten einhiillen-
den Algebra Uy(sly) von sly, um den polynomiellen Teil der Komponenten von I'y(G1T)
sowie den Auslander-Reiten-Kocher der zugehorigen infinitesimalen Schur-Algebren voll-
standig zu beschreiben.






Abstract

In 1996, Doty, Nakano and Peters defined a family of finite-dimensional algebras, the so-
called infinitesimal Schur algebras, to study polynomial representations of G,T", where
G, is the r-th Frobenius kernel of the general linear group GL,, and T C GL,, the torus
of diagonal matrices over a field k£ of positive characteristic p. In subsequent work, Doty
gave a general framework for polynomial representations and applied this to study poly-
nomial representations of other reductive groups.

Farnsteiner followed a different approach to G, T-modules for reductive groups G, view-
ing them as X(7') = Z"-graded G,-modules, where X (T") is the character group of the
maximal torus T of G. Since the category of Z"-graded G,-modules possesses almost
split sequences, this allows the study of indecomposable G,T-modules and their mor-
phisms via Auslander-Reiten theory.

In this thesis, we use the general framework given by Doty to consider polynomial rep-
resentations of G, T for GG either a reductive group or a Borel subgroup of such a group
and view the category of polynomial G, T-modules as a full subcategory of the category
of X(T')-graded G,-modules, combining the aforementioned approaches. It is our aim to
extend results on GL, to this case and to study the interplay of the Auslander-Reiten
theory of mod G, T and of the infinitesimal Schur algebras by considering the polynomial
parts of components of the stable Auslander-Reiten quiver I's(G,T') of the category of
finite-dimensional G, T-modules. We give sufficient conditions on G making a classifi-
cation of simple polynomial G,T-modules similar to the case G = GL,, possible and
apply this to recover the corresponding result for GL, with a different proof, extending
it to symplectic similitude groups, Levi subgroups of GL,, and, in a weaker form, to odd
orthogonal similitude groups. For components © C I'y(G,T) of complexity 1, we show
that © only contains finitely many polynomial G, T-modules. If G is the Borel subgroup
of upper triangular matrices of GLy and T' C G the torus of diagonal matrices, we extend
this result to modules arising as outer tensor M ®; N, where M has complexity 1. In
this situation, G,T-modules correspond to graded modules over an elementary abelian
p-group of rank r. As an application, we show that the components of simple modules
contain only finitely many polynomial modules in this case. For G = GLy, r = 1, we use
Premets classification of indecomposable modules for the restricted enveloping algebra
Up(slz) of sly to fully determine the polynomial parts of the components of I';(G;T") and
the Auslander-Reiten quiver of the corresponding infinitesimal Schur algebras.
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1 Introduction and preliminaries

1.1 Introduction

When considering rational representations of G = GL,, over an infinite field, one can
reduce many questions to polynomial representations. These representations correspond
to representations of certain finite-dimensional algebras, the so-called Schur algebras
(see for example |23, 29]). Letting 7" be a maximal torus of G and k be an infinite
field of positive characteristic, one can also study the category of G, T-modules to get
information on the representation theory of G (see |26, I11.9]). In [9], Doty, Nakano and
Peters combined these approaches and considered polynomial representations of G, 1" for
G = GL,,. They proved that these representations correspond to representations of the
so-called infinitesimal Schur algebras which are subalgebras of the ordinary Schur alge-
bras. In [5], Doty defined a general notion of polynomial representations and analogues
of Schur algebras for algebraic groups contained in GL,. Using his definition, one can
study polynomial representations of G,T" for other algebraic groups G.

In [18], Farnsteiner studied the Auslander-Reiten theory of mod G,T by considering
G,T-modules as X (7T)-graded G,-modules, where X (7") = Z™ is the character group of
T. For reductive G, he proved that every component of the stable Auslander-Reiten
quiver I's(G,T) of mod G, T is isomorphic to either Z[Ay], Z[AY] or Z]|D| and that all
components of complexity # 2 are of type Z[A,].

In this thesis, we follow these approaches and study the category of polynomial repre-
sentations of G, T as a full subcategory of the category of Z"-graded G,-modules. Here,
G C GL, is either reductive or a Borel subgroup of a reductive group and contains the
center Z(GL,) of GL,. It is our goal to extend results obtained in the case G = GL,
to this more general situation and to study the relative Auslander-Reiten theory of the
category of polynomial GG, T-modules, that is the polynomial parts of components of the
stable Auslander-Reiten quiver I's(G,T) of mod G, T

If G is a reductive group and T is a maximal torus of G, general theory provides a
simple G,T-module L,()) for every element A € X (T') of the character group X (7') of
T and every simple G, T-module arises this way. It is a natural question for which A
these modules are polynomial GG, T-modules and lift to some infinitesimal Schur algebra.
For G = GL,,, this problem was solved in [9], but the proof does not translate to other
reductive groups. We give sufficient conditions on G' making a classification of simple
polynomial G, T-modules similar to this case possible. This allows us to rederive the
corresponding result for GL,, with a different proof and extend it to symplectic similitude
groups and Levi subgroups of GL,. A weak form giving conditions on weights of simple
polynomial G,T-modules is proved for odd orthogonal similitude groups. Our method



does not apply to all reductive groups and we illustrate this by considering the example
of even orthogonal similitude groups. By studying orbits of the appropriate weights un-
der the dot-action of the affine Weyl group, we construct a Morita-equivalence between
certain blocks of polynomial G, T-modules for G = GL,,.

If © C I'4(G,T) is a component of the stable Auslander-Reiten quiver of G, T, we are
interested in the shape and the size of the intersection of ® with the category of poly-
nomial G, T-modules. For components of complexity 1, we show that this intersection
is always finite. The restrictions of these components to G, consist of so-called periodic
modules and they occur for every reductive group G and every r, see [18, 8.1.5]. For
G = GL, or G C GL,, the Borel subgroup of upper triangular matrices, we show that
if a component of complexity 1 contains a polynomial G, T-module of sufficiently large
quasi-length, then the polynomial part of the component contains a unique module of
maximal quasi-length.

Since mod G, T is a Frobenius category and the category of polynomial representations is
not, the polynomial part of © also contains natural types of G, T-modules whose position
in © one can determine, namely modules which are Ext-projective or have finite pro-
jective dimension in the full subcategory of polynomial G, T-modules. Furthermore, the
polynomial part of a component is part of the Auslander-Reiten quiver of an infinitesimal
Schur algebra. We use this approach and the classification of indecomposable Uy(sls)-
modules due to Premet ([31]) to fully determine the Auslander-Reiten quiver of the
infinitesimal Schur algebras S;(G1T) for G = GLy and T' C G the torus of diagonal
matrices. It turns out that upon deleting projective-injective modules, the underlying
directed graphs of all components in this situation are isomorphic to Z[Ays 1]/ (T%T1)
for some s € N. By reducing to the case r = 1, we are able to determine the polynomial
part of all G, T-components of type Z[AX] whose restriction to G, has type Z[A;5] for
higher 7.

Let B be a Borel subgroup of a reductive group G C GL,,. We show that in contrast to
the case pertaining to GL, (cf. [9, Section 7|), the algebras S;(B,T") are directed quasi-
hereditary algebras. For B C GLy the Borel subgroup of lower triangular matrices, we
can extend some results about modules of complexity 1 to modules which are outer ten-
sor products of two modules, one of which has complexity 1. This case is of interest since
representations of B, T’ can be viewed as graded modules over the truncated polynomial
ring k[X1,..., X,]/(XT,..., XP), linking them to representations of elementary abelian
p-groups of rank r. We also consider the algebra Sy(B,T) as a subalgebra of S;(G,T)
and describe the corresponding induction functor via several canonical isomorphisms.
The thesis is subdivided as follows.

In the first chapter, we collect the necessary results on Z"-graded algebras and their con-
nection to G,T-modules and give the basic definitions on polynomial representations.
In Section 1.3, we provide results on almost split sequences in subcategories in the more
general situation of subcategories of the category of finite-dimensional Z"-graded mod-
ules over an algebra A closed with respect to certain operations. Since we do not give
an introduction to algebraic groups and Auslander-Reiten theory, we refer the reader to
[26] for representations of algebraic groups and G,T-modules and to [1], [2]| for details
on Auslander-Reiten theory and representations of associative algebras.



In the second chapter, we consider simple polynomial G, T-modules and prove our clas-
sification result.

In the third chapter, we extend results from [9] to other groups and prove our results
about polynomial parts of Auslander-Reiten components.

In the fourth chapter, we turn to polynomial representations of B,T for a Borel sub-
group B of a reductive group G C GL,. We prove that Sy(B,T) is always directed
quasi-hereditary and study outer tensor products for B C GLs the subgroup of upper
triangular matrices. The last section is independent of the rest of the thesis and deals
with Auslander-Reiten components of B, containing regular modules.

1.2 Z"-graded algebras and G, T-modules

In this section, we are going to establish basic notation and results for Z"-graded algebras
and G, T-modules.
Let k be a field and A be a finite-dimensional k-algebra. The algebra A is called Z"-

graded if there is a decomposition

A=EP A
iezn
into k-subspaces such that A;A; € A;q; for all 4,57 € Z". Letting mod A be the
category of finite-dimensional A-modules, M € mod A is called Z"-graded if there is a
decomposition

M= M,
iezn
such that A;M; C M, ; for all¢,j € Z". An element m € M \ {0} is called homogeneous
of degree i € Z™ if m € M;. In that case, we write deg(m) = ¢ for the degree of m. A
A-submodule N C M is called homogeneous if

N:@NmMi.

1EL"

In that case, N and the factor module M /N have a natural structure as Z"-graded A-
modules. If M = @, ,» M;, N = @, N; are Z"-graded modules, then a morphism of
Z™-graded modules M — N is a A-linear map f : M — N such that f(M;) C N; for all
i € Z". We denote the space of Z"-graded morphisms M — N by Homgs (M, N) and
the category of finite dimensional Z"-graded A-modules by mod gr A.

We denote by F' : modgrA — modA the forgetful functor. The modules in
F(mod gr A) are called gradable. For i € Z", there is a functor [i] : mod gr A — mod gr A,
where M[i]; :== M;_; for all i € Z" and all M € modgr A and the morphisms are left
unchanged. Then [i] is an auto-equivalence of mod gr A and we have F o [i] = F for all
1€ L.

The following results about Z"-graded algebras were first obtained in [21], [22] for n =1



and it has been known for a long time that they hold for n > 1. Proofs for n > 1 can
be found in [12].

Proposition 1.2.1. (1) A module M € modgr A is indecomposable iff F(M) is inde-
composable in mod A.

(2) If M, N € modgrA are indecomposable such that F(M) = F(N), there is a unique
A € Z" such that M = N[)|.

(3) If (P,)nen is a minimal projective resolution of M, then (F(P,))nen is a minimal
projective resolution of F(M).

Theorem 1.2.2. (1) The category mod gr A has almost split sequences.

(2) If0 = M — E — N — 0 is an almost split sequence in modgrA, then 0 —
F(M)— F(E) — F(N) — 0 is almost split in mod A.

For M € modgr A, we define the support of M as supp(M) = {\ € Z" | M, # 0}.
If J C 7Z", we denote by mod; gr A the full subcategory of mod gr A whose objects are
those M € mod gr A such that supp(M) C J. Note that mod; gr A is a torsion class and
a torsion-free class in the sense of Section 1.3 below. The following result is useful for
extending results about mod A to mod gr A.

Proposition 1.2.3. Let J C Z" be finite. Then there is a finite-dimensional algebra A
and an equivalence of categories mod;gr A — mod A.

We illustrate the use of 1.2.3 by extending the Auslander-Reiten formula to Z"-graded
modules. Note that our approach does not show functoriality in M, N of the isomor-
phisms. Alternatively, the result can also be proved using |28, Theorem 1.1]. We denote
by Tmodgra resp. 7a the Auslander-Reiten translations of mod gr A resp. mod A, see for
example [1, IV.2.3] and note that F' o Tyoqgra = 7a © F by 1.2.2.

Theorem 1.2.4. Let M, N € modgrA. Then there exist isomorphisms

Eth (M7 N) = DI—IO_m§A(7—r;§dgrA(N)7M)

mod gr A
= DHomgrA(N7 Tmod grA(M))7
where D is the standard duality M +— M*.

Proof. Let J' = supp(M) U supp(N) U supp(Tmodgra(M)) U supp(ngdgrA(N)). As J'
is finite, 1.2.3 implies that we can identify the category mod ygrA of graded modules
with support in J' with the category of finite-dimensional modules over some finite-
dimensional k-algebra. Thus, there are only finitely many simple modules Sy, ...,
in mod ;. grA. Let P,..., P, be their projective covers and I, ..., I; be their injective
envelopes in modgrA. Set J = J'U Ui:l supp(P;) U Ui:l supp(Z;). Then J is finite and
by 1.2.3, there is a finite-dimensional algebra A such that mod;gr A can be identified



with mod A. Since all extensions of M by N have support in J, the Auslander-Reiten
formula in mod A (see e.g. [1, 2.13|) implies
Ext! (M, N) = Ext} (M, N)

mod gr A mod y gr A
~ —1
= DI—IO—mmodJ grA(TmodJ grA<N)’ M)

= DHomyod, gr A (N, Tmod, gra(M)).

Thus, we have to show that HommongrA(T;;djgrA(N), M) = HomgrA(TI;;dgrA(N),M)

and Hompod, gr A (N, Tmod, gra(M)) = Homgen (N, Timod gra(M)). By definition of J, we
have TmodgraA(M) = Timod, gra (M) in mod gr A, so that Homyod, gr A (N, Tmod, gra(M)) =
Homg,p (IV, Twmodgra(M)). Suppose that f = hog: N = I — Tmoagra(M) is a graded
morphism factoring through an injective graded module I € modgr A. Then f factors
through the injective envelope I’ C [ of img in modgrA. As supp(img) C J', the
construction of J implies that I’ € mod;gr A. Since mod; gr A is a full subcategory of
mod gr A, I’ is also the injective envelope of im ¢ in mod; gr A. Thus, f factors through
an injective module in mod;grA. If on the other hand f = h o g factors through
an injective object in mod; gr A, f factors through the injective envelope I’ of im g in
mod; gr A. As above, the injective envelope I of im g in mod gr A belongs to mod; gr A,
so that I = I’ is also injective in mod gr A. This shows ﬁmodJ ar AN, Timod,y gra(M)) =
Ho—mgrA(N s Tmodgr A(M)). The other isomorphism can be shown analogously. O

Now let £ be an algebraically closed field of characteristic p > 0. We want to ap-
ply results about Z"-graded algebras to the category mod G, T, where G is a smooth
connected algebraic group scheme over k, T" C G is a maximal torus and G, the r-th
Frobenius kernel of G. The next proposition collects some results on this situation in a
slightly more general context.

Proposition 1.2.5. Let H be an affine group scheme, G, T C H be closed subgroup
schemes such that T is a torus and G s infinitesimal and normalized by T. Then the
following statements hold:

(1) The category mod G X T is equivalent to the category of X (T')-graded G-modules.

(2) The category mod GT is a sum of blocks of mod G x T. If M € mod GT, A € X(T),
then M[A € mod GT iff X is trivial on GNT.

(3) The forgetful functor induces a morphism of stable translation quivers I's(GT) —
[s(G) mapping components of I's(G,T) to components of I's(G,.).

Proof. This can be proved as [16, 2.1, 2.2]. O]

1.3 Almost split sequences in subcategories

In this section, we want to establish basic results on almost split sequences and
Auslander-Reiten theory in subcategories. This allows us to treat some results in the



following sections in a uniform way. Let A be a finite-dimensional Z"-graded algebra
and T, F be full subcategories of modgr A closed with respect to finite direct sums.
Recall that (7, F) is called a torsion pair if 7 = {V € modgrA | Homg(V,N) = 0
for all N € F} and F = {V € modgrA | Homg(N,V) = 0 for all N € T}. In that
case, T is called a torsion class and F is called a torsion-free class in mod gr A. By |1,
VI.1.4], T is a torsion class if and only if 7 is closed under images, finite direct sums
and extensions and F is a torsion-free class if and only if F is closed under submodules,
direct products and extensions. This is also equivalent to the existence of a subfunctor ¢
of the identity functor mod gr A — mod gr A called the torsion radical such that tot =1t
and T ={M | tM = M}, F = {M | tM = 0}. Additionally, we can define a functor
u : modgr A — mod gr A mapping M € modgrA to M/tM, the largest factor module
of M belonging to F.
Since not all subcategories we consider in later sections are extension-closed, we formu-
late the results of this section for more general subcategories T, F whenever possible.
We will need the following lemma and a dual version which were proved for mod A in
[25, Lemma 2, Lemma 3|. They can be translated to our setting using 1.2.3. We say
that M € T is Ext-projective resp. Ext-injective in 7 if Ext! (M, —)|7 = 0 resp.

. mod gr A
EXtmodgrA<_7 M)|T = 0.

Lemma 1.3.1. Let (T, F) be a torsion pair in mod gr A and V € T be indecomposable.
(1) The module V' is Ext-projective in T iff Tmodgrn (V) € F.

(2) Suppose V is not Ext-projective. Then t(Tmodgra(V)) is indecomposable and if 0 —

Tmodgr A(V) LB 5V 50 s the almost split sequence in mod gr A ending in V,
then the induced sequence 0 — t(Tmodgra(V)) = t(E) =V — 0 is the almost split
sequence in T ending in V.

Proof. (1) Let V € T be Ext-projective and let J = supp(V) Usupp(Tmodgra(V')). Then
J is finite and (7 Nmod; gr A, F Nmod; gr A) is a torsion pair in mod; gr A. As V' is
Ext-projective in 7 Nmod; gr A, a consecutive application of 1.2.3 and [25, Lemma
2] implies TimodgrA (V) = Tmod, era(V) € F Nmod, gr A.

For the other direction, let Tyoqgra(V) € F and W € T. Let J = supp(V) U
SUPP (Tmodgr A (V) U supp(W). Then all extensions of V' by W belong to mod; gr A
and Tiod, gra(V) € F Nmod; gr A. Thus, [25, Lemma 2] yields Ext, (V,W) =

mod gr A
Extyoq, gra (V. W) =0, so that V' is Ext-projective in 7.

(2) Let X € T and o : X — V not a split epimorphism. Set J = supp(Timodgra(V)) U

supp(V) U supp(X). Then 0 = ¢(Tmodgra(V)) = t(E) = V — 0 is the image of

0 = Tmodgra(V) = E — V — 0 under the torsion radical of 7 N mod, gr A, so that

the sequence is almost split in 7 Nmod; gr A by [25, Lemma 2|. As « is not a split

epimorphismus in 7 Nmod; gr A, « factors through ¢(g), so that ¢(g) is right almost

split in 7. Analogously, one shows that ¢(f) is left almost split in 7, so that the
sequence is almost split in 7T .

]



If T is closed with respect to submodules and factor modules, we can define functors
t,u : modgr A — modgrA by letting (V') be the largest submodule and u(V') be the
largest factor module in 7 of V' € modgr A. Then standard arguments show that ¢ is
right adjoint to the inclusion functor 7 — modgr A, so that t is left exact and maps
injectives in mod gr A to injective objects in T, while u is left adjoint to the inclusion
functor, so that u is right exact and maps projectives in mod gr A to projective objects in
7. Thus, T has enough projectives and enough injectives in this case and the notions of
Ext-projective resp. -injective and projective resp. injective object in 7 coincide. The
notions of top, socle and radical in mod gr A and T also coincide in this case and t resp.
u maps the injective envelope resp. projective cover of V' € modgr A to the injective
envelope of ¢(V') resp. projective cover of (V) in 7. We call V' € modgr A t-acyclic
resp. u-acyclic if the higher right derived functors of ¢ resp. left derived functors of u
vanish on V. If M € mod gr A is t-acyclic, we can compute minimal injective resolutions
and Heller shifts in 7 from those in mod gr A.

Proposition 1.3.2. Suppose that T is closed with respect to submodules and factor
modules. Let V € T be t-acyclic.

(1) If0 =V — Iy — I — ... is a minimal injective resolution of V in modgr A, then
0=V —=t(ly) = t(ly) — ... is a minimal injective resolution of V in T .
(2) We have Q7 (V) = t(Q) (V) for all i € Ny.

mod gr A

Proof. This can be proved with the same arguments as |9, Theorem 7.3], noting that
the authors use positive superscripts instead. O

We leave it to the reader to formulate a dual version about projective resolutions and
positive Heller shifts for a u-acyclic V' € T. Recall that the injective resp. projective
dimension of a module V' is the length of a minimal injective resp. projective resolution
of V, i.e. the smallest natural number i such that Q~(+Y(V) = 0 resp. Q*1(V) = 0.
We write idr(V) resp. pdr(V) for the injective resp. projective dimension of V € T.

Corollary 1.3.3. Suppose T is closed with respect to submodules and factor modules.
Let M € T be t-acyclic such that s = idr(M) < oo. Then T N{Q qgma(M) | i € No}

is finite and all elements of this set have finite injective dimension in T .

(M)) = 0 for I > s, so that Q" (M) ¢ T

mod gr A

Proof. By 1.3.2.(2), we have #(Q_!

mod gr A
or QL ga(M) = 0. Since minimal injective resolutions for M in 7 induce minimal

injective resolutions for ¢(M) in T, this also shows that all modules in 7N{Q_" | aa(M) |

i € Ny} have finite injective dimension in 7. O

In the remainder of this section, let © be a regular component of type Z[A,] of the
Auslander-Reiten quiver I'(mod gr A) of mod gr A. By definition, © does not have any
projective vertices and consequently, the arrows of © pointing downwards correspond
to irreducible epimorphisms and the arrows pointing upwards correspond to irreducible
monomorphisms. The next two results determine the position of Ext-projective modules



in 7 inside ©. Recall that V' € O is called quasi-simple if it belongs to the bottom layer of
O. In our context, this means that the middle term of the almost split sequence starting
in V is indecomposable. For each M € O, there is a unique quasi-simple module N € ©
such that N C M, the quasi-socle of M. A path inside © is a sectional path if no vertex
on the path is a Tyq gr A-shift of another vertex on the path. For a regular component of
type Z[A], this is equivalent to all arrows being surjective or all arrows being injective.
We denote by ¢l(M) the quasi-length of M € ©, that is the number of vertices on a
sectional path from the quasi-socle of M to M. Thus, if M is quasi-simple, we have
ql(M) = 1.

Proposition 1.3.4. Suppose T is a torsion class and closed with respect to submodules.
Let M € ©NT such that M is Ext-projective in T and N be the quasi-socle of M. Then
all modules on the sectional path from N to M are Ext-projective in T. If qgl(M) > 1,
then N s simple.

Proof. By 1.3.1, Tmodgra(M) has no nontrivial 7-submodules. If M’ is a predecessor of
M on the sectional path from N to M, then Tyeagra(M') has no nontrivial 7-submodules
as it embeds into Tmedgra(M). By 1.3.1, M’ is Ext-projective in 7. Now let ¢gl(M) > 1.
Then there is an almost split sequence in 7 starting in N such that the middle term
of the sequence is Ext-projective in 7. We use arguments dual to those of [2, V.3.3| to
show that N is simple. Let B be the middle term and C' the right term of the almost
split sequence. Without loss of generality, we may assume that N is a submodule of B.
Since the sequence is almost split, N is a proper submodule of B. As B is projective
indecomposable in 7, this implies N C Rad(B). Thus, the sequence 0 — Top(N) —
Top(B) — Top(C') — 0 is not exact. Hence a dual version of |2, V.3.2| shows that N is
simple. O]

Corollary 1.3.5. Suppose T is a torsion class and closed with respect to submodules.
Let M € ©ONT such that M is Ext-projective in T . Suppose there is a duality D : T — T
such that D(S) = S for every simple module S € T. Then M is quasi-simple.

Proof. If qI(M) > 1, 1.3.4 provides a simple module S € T which is Ext-projective in
T. Since D(S) = S, the remarks preceding 1.3.2 yield that S is also Ext-injective in T,
so the almost split sequence starting in S splits, a contradiction. O]

Lemma 1.3.6. Let T be closed with respect to submodules and factor modules. Suppose
the number of quasi-simple modules in © N'T is finite. Then © N'T 1is finite.

Proof. Since T is closed with respect to taking submodules and factor modules, our
assumption implies that the number of modules of any given quasi-length in © N T
is finite and that the quasi-length of modules in © N7 is bounded. Hence © N T is
finite. m

For M € O of quasi-length m, we denote the quasi-socle of M by M (1) and the mod-
ules on the sectional path from M (1) to M by M(1), M(2),...,M(m) = M. We denote
by W(M) the wing of M, namely the mesh-complete full subquiver of M containing
the vertices 7,4 g a(M(5)) with 1 < s <m and 0 < r < m — s, see [33, 3.3] and the
following figure.
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Figure 1.1: The red vertices in this Z[A.|-component form the wing of the top red vertex
M.

Lemma 1.3.7. Suppose T is closed with respect to submodules and factor modules and
let M € ©NT. Then every module in the wing of M belongs to T .

Proof. We show this by induction on the quasi-length ¢l(M) of M. If gl(M) = 1, i.e.
M is quasi-simple, the statement is clear. Now let m = ¢l(M) > 1. Since T is closed
with respect to submodules and factor modules, M (m —1), 7.1, an(M(m—1)) € T. As
the remaining vertices in W(M) belong to W(M (m — 1)) UW(7,04 g o (M (m —1))), the
result now follows by induction. m

The assumptions on M in the following lemma mean that two wings in 7 N © have
adjacent quasi-simple modules. We use this to show that the modules between the wings
also belong to © and construct a module N € 7 N © such that the wing of NV contains
the wing of M and 75,44, 4 (M).

Lemma 1.3.8. Suppose T is a torsion class closed with respect to submodules. Let s € N
and M € © N'T such that 2q1(M) > s and 75,45 A(M) € T. Then 74 A (M) € T for
1 <i < s and there exists a module N € © N'T such that gl(N) = ql(M) + s.

Proof. As ql(M) = ql(T30qga(M)) > 5, the wings of 7 4. A (M) and M either intersect
or the rightmost quasi-simple module Y in the wing of 7. 4., A (M) and the leftmost
quasi-simple module Y5 in the wing of M satisfy Timoedgra(Y2) = Y1. As T is extension-
closed, this shows that 774, 4(M) € T for 1 <i <s.

Using again that 7T is extension-closed, we get that in the layer above a horizontal line
A, Todgra(A), - Thoagra(4) of (I +1) modules in T, there is a horizontal line of the
same form of [ modules in 7. As the horizontal line in our situation has at least (s + 1)
modules in 7T, the existence of N now follows inductively. O

Recall that a homogeneous tube is a component isomorphic to Z[Aw]/(7). If © be-
comes a homogeneous tube upon forgetting the grading, we can determine when the
almost split sequence in 7 ending in N € T N © is also almost split in mod gr A.



Proposition 1.3.9. Let F : modgrA — modA be the forgetful functor and T be a
torsion class. Suppose that F(O) is a homogeneous tube and N € © N'T is not Ext-
projective in T . Let

(0) =V > FE—N—(0)

be the almost split sequence in T ending in N. Then the sequence is almost split in
mod gr A if and only if (V') = I(N) if and only if dim V' = dimy, N.

Proof. By 1.3.1, V is a submodule of the left term of the almost split sequence in mod gr A
ending in V. Since F'(O) is a homogeneous tube, the left term of that sequence has the
same length and dimension as N by 1.2.2. O]

We say that V, W € © belong to the same column if there are almost split sequences
&1, ..., & such that V' is a non-projective direct summand of the middle term of &, W
is a non-projective direct summand of the middle term of & and for each 1 <7 <[ —1,
the middle terms of & and &, have a common non-projective direct summand. This
defines an equivalence relation on ©. We call the equivalence classes the columns of ©.

Proposition 1.3.10. Suppose there is a a duality (—)° : modgr A — modgrA. If ©
contains a module V' such that V° =V then N° = N for all N in the column of V.
The column of V' is a symmetry axis with respect to (—)°.

Proof. As (—)° is a duality, ©° is a component of I'(modgrA) and ©® N ©° = @ or
© = 0° Thus, V € © N O° implies © = ©°. Since (—)° does not change the quasi-
length of modules, any almost split sequence in © such that the middle term has a
self-dual summand is mapped to itself by (—)° and every direct summand of a middle
term of such a sequence is self-dual. n

1.4 Polynomial representations and infinitesimal
Schur algebras

In this section, we will introduce our main objects of study. For algebraic groups, we
follow the notation and terminology of [26]. For an introduction to algebraic monoids,
we refer the reader to [32].

Let k be an algebraically closed field of characteristic p > 0 and Mat,, be the monoid
scheme of (n x n)-matrices over k. Let d € Ny and denote by A(n, d) the space generated
by all homogeneous polynomials of degree d in the coordinate ring k[Mat,]| = k[X;; |
1 <i,57 < n] of Mat,. Then k[Mat,| = @,.,A(n,d) is a graded k-bialgebra with
comultiplication A : k[Mat,] — k[Mat,| ®; k[Mat,] and counit ¢ : k[Mat,] — k given
by A(Xi;) = >, Xu @k Xy, €(Xi5) = 0;; and each A(n,d) is a finite-dimensional sub-
coalgebra. As GL,, is dense in Mat,,, the canonical map k[Mat,| — k[GL,] is injective,
so that k[Mat,| and each A(n,d) can be viewed as a subcoalgebra of k[GL,]. Now let
G be a closed subgroup scheme of GL,, and 7 : k[GL,| — k[G] the canonical projection.
Set A(G) = m(k[Mat,)) and A4(G) = 7(A(n,d)) as well as S4(G) = Aq(G)*. Since 7
is a homomorphism of Hopf algebras, A(G) is a subbialgebra of k[G] and each A4(G)

10



is a subcoalgebra of A(G). Thus, S4(G) is a finite-dimensional associative algebra in a
natural way. Following [5], we say that G admits a graded polynomial representation
theory if the sum ) ., A4(G) is direct and we say that a rational G-module V' is a poly-
nomial G-module if the corresponding comodule map V — V ®;, k[G] factors through
V @k A(G). If the comodule map factors through V ®; A4(G) for some d € Ny, we say
that V' is homogeneous of degree d. Clearly, every A4(G)-comodule is an A(G)-comodule
and every A(G)-comodule is a G-module in a natural way. As A(G) is a factor bialgebra
of k[Mat,], it corresponds to a closed submonoid M of Mat,. Since A(G) C k[G] is
a subbialgebra, G C M is a dense subscheme, so that M is the closure of G in Mat,,.
Hence polynomial representations of G can be regarded as rational representations of
the algebraic monoid scheme M = G. Note that all these notions depend on the given
embedding G — GL,,.

We record some properties of polynomial representations from [5, 1.2] in the following
proposition.

Proposition 1.4.1. (1) Suppose G admits a graded polynomial representation theory
and V' is a polynomial G-module. Then V = @ -, Va, where each Vy is homoge-
neous of degree d. Furthermore, the category of homogeneous modules of degree d is
equivalent to the category of Sy(G)-modules.

(2) If G contains the center Z(GL,,) of GL,, then G admits a graded polynomial repre-
sentation theory.

Two important special cases are the algebras Sy(G,T) and Sy(B,T), where G = GL,,

T C @ is the maximal torus of diagonal matrices and B C G is the Borel subgroup
of upper triangular matrices. The algebra S;(G,T') is the infinitesimal Schur algebra
introduced in [9] and S;(B,T") can be viewed as an infinitesimal analogue of the Borel-
Schur algebra Sy(B) introduced in [24]. Note that all results about B,T" in this thesis
can also be proved for the Borel subgroup of lower triangular matrices instead. If D =
T C Mat,, is the monoid scheme of diagonal matrices, a comparison of coordinate rings
shows G, T = M,D, where M,D = (Fy,, )~(D) with Fyj,, being the r-th iteration
of the Frobenius homomorphism on Mat,,, see [9]. By the same token, we get for L =
B C Mat,, the monoid scheme of upper triangular matrices that B,T = L, D, where
L.D = (F})~Y(D) with F] the restriction of F};,, to L. We have k[M, D] = k[X;; | 1 <
i,j <n]/(X} |i# ) and k[L,D] = k[X;; | 1 <@ < j <n]/(X]] i # j).
This can fail for general G: If G is the full orthogonal similitude group in dimension
two and T the torus of diagonal matrices in G, then G, T = T, but M,D defined
analogously to the case G = GL,, is strictly larger than D = T. However, we always
have G, T C M,D. We do not know whether M,D = G, T e.g. for connected G.
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2 Simple polynomial G, T-modules

2.1 Classification of simple polynomial G,T-modules

In this section, let G < GL,, be a closed connected reductive subgroup scheme containing
Z(GL,), T C G be a maximal torus contained in a maximal torus 7" C GL,,, M be the
closure of G in Mat,,, D be the closure of T, D’ be the closure of 7" and P(D) C X(T') be
the character monoid of D, i.e. the set of polynomial weights, W the Weyl group of G.
Let R be the root system of G with respect to T"and S C R a set of simple roots. Denote
by (=, =) : X(T) xY(T) — Z the canonical perfect pairing of X (7T) and the cocharacter
group Y (7). For a € R, let a¥ be the coroot of . Let Xo(T) = {\ € X(T)|(\,aY) =0
for all « € R} as well as X,.(T) = {\ € X(T)]|0 < (\,a¥) <p"—1 for all « € S}.

Fix r € N. We want to determine the simple polynomial G,T-modules. Recall
that the isomorphism classes of simple G,T-modules are parametrized by X(7') via
A= f;()\), where Z:()\) has highest weight A, see [26, I1.9]. As a motivation for our
approach, consider the case where G = GL,, and T" < G is the maximal torus of diagonal
matrices. According to [9, Section 3|, the simple G, T-module L,(}) is a polynomial G, T-
module iff A € P.(D) + p"P(D), where P.(D) = {\ € P(D)|0 < \; — X\ijg < p"—1
for 1 <i<n-—1,0<\, <p" —1}. A character A € X(T) belongs to P(D) iff
Ai > 0 for 1 < i < n, that is, iff min{\;|]1 < i < n} € Ny. Taking this minimum is
compatible with multiplication by natural numbers, in particular with multiplication by
p". Given characters A\, € X(T'), we can of course find a permutation w € W = S,
such that this minimum is attained at the same coordinate for w.\ and u, so that
min{(w.\A + )]l < i < n} = min{\|1 < i < n} + min{y|l < i < n}. Writing
d = det|r = (1,...,1), we have Xo(T) = (d),min{d;|]1 < i < n} = 1 as well as
X (T)={e XM <N —XNy1 <p —1for1 <i<mn-—1} and we can write
P.(D)={ e X, (T)NP(D)|A—p"d ¢ P(D)}. We axiomatize these properties of det |y
and the function X (7') — Z, A — min{ ;|1 < i < n} for general G in the following

Assumption 2.1.1. Suppose there exists a function o : X (T) — Z' with the following
properties:

(1) VA€ X(T) : o(\) € N}, <= X € P(D),

(2) VA€ X(T): p(p"A) = p (),

(3) YA N € X(T): Fw e W : p(w A+ N) = p(A) + p(X),
(4) @lxo) : Xo(T) — Z! is bijective.
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Since W acts trivially on Xo(7'), (1), (3) and (4) imply that the restriction to Xo(7")
of any function ¢ as in 2.1.1 is an isomorphism mapping P(D) N X,(T) to Ni. It will
turn out that 2.1.1 is sufficient for a classification similar to the case G = GL,,. We first
show that such a function is essentially unique.

Proposition 2.1.2. If o, : X(T) — Z! are functions as in 2.1.1, there is a permutation
of coordinates o : 7 — 7! such that p = o 0.

Proof. Let ey, ...,e; be the standard basis of Z! and dy,...,d; resp. dj,...,d, be the
preimages of the e; in Xo(7) for ¢ resp. ¥. Then every element of X(7') N P(D) can
be written as a linear combination in the d; with non-negative coefficients. Writing the
d; as such a linear combination and then writing the d; as such a linear combination in
the d., we see that the base change matrix for the two bases is a permutation matrix.
Thus, there is o € 5; such that d; = d ;) for 1 < < [. Now let A € X(T') and set
A=A\— Zi:l ©(A)id;. Using (3) and that W acts trivially on Xo(7") for the first equality
and the fact that 1|x,r) is an isomorphism for the second equality, we get 1(\) =
P + (=i e Vi) = () = Eisy pNav(d) = v(N) = Xy oVt (dy) =
() — Zi:l ©(N)ies(iy- Applying the same arguments to ¢, we get ©(A) = 0 and
oA —d;) = —e; for 1 < i < 1. Thus, A € P(D) and A\ —d; = \ — dyy & P(D) for
1 < i <1, so that »(A) € N and ¥(\) — e; ¢ Ni. This shows (A ) — 0, so that
!
¢()\) - Zi:l 90()‘) ea(z hence SO(/\) = ¢<)\)U(’L) [l

Definition 2.1.3. Suppose ¢ is a function as in 2.1.1 for G. Letting ey, ...,e; be the
standard basis of Z! and dy, ..., d; be the preimages of the e; in Xo(T) with respect to i,
we set P.(D) ={A € P(D)NX,(T)|Vi € {1,...,l} : A\—p'd; ¢ P(D)}.

It follows from the proof of 2.1.2 that P,(D) does not depend on the choice of ¢.

Lemma 2.1.4. Let A = Ay + p'A = Xy + p" N with o, Ny € X,(T), A\, X € X(T). Then
there is 1 € Xo(T) such that Ao = Ny + p" i, N = X + pu.

Proof. We have \g — \j = p" 1, where p = N — \. For all @ € R, we have P, V) =
(Ao — Ay, @) = (Ao, @) — (A, @Y). As Ao, A € X,.(T), we have —(p" — 1) < (Ag, ") —
(Ap, ) < p"—1, forcing (u, @) = 0. Thus, p € Xo(T') and the result follows. O

Theorem 2.1.5. Suppose 2.1.1 holds for G. If X € X,(T) + p"X(T), then there is a
unique decomposition X\ = Ao + p"\ with \g € P,(D),A € X(T). Furthermore, if all
weights of the simple G, T-module L.(\) belong to P(D), then A € P,(D) + p"P(D).

Proof. Let A = Ao + p'A with Ay € X,(T),\ € X(T). As d; € Xo(T), we get that
for each a € Z', X\ + p" ZZ Laid; +p o= Zz 1 @;d;) is another decomposition such
that \g + p" lel a;d; € X,(T). Since dy, ..., d; generate Xo(7T), 2.1.4 shows that every
decomposition of A arises in this fashion. By (1), (3), (4) and since W acts trivially on
Xo(T), there is a unique a € Z' such that \g + p" Zézl a;d; € P.(D). Thus, there is a
unique decomposition A = Ao + p"A such that Ay € P.(D). We show by contraposition
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that if all weights of fj\r()\) are polynomial, then \ € P(D). Suppose that A ¢ P(D), so
that p()\) ¢ NY. Then thereisi € {1,...,1} such that p(\); < 0. Since \g—p"d; ¢ P(D),
(1),(3),(4) yleld ©(Xo)i < p. Using (2) and (3), we see that there is w € W such that
o(w. o+ PN = p(No)i + P"(N); < 0, so that w. Ao+ p'A ¢ P(D) by (1). Since E()\o)
lifts to a simple G-module by [26, 11.9.6.(g)|, its character is W-invariant, so that w.\g
is a weight of f;()\o) and w. Ao+ p"\ is a weight of f;()\o —I—pTS\) = Z:()\o) Qs p" A, so that
not all weights of f;(/\) are polynomial. O

For G = GL,, it was shown in the Appendix of [30] that a G, T-module such that all
of its weights are polynomial is a polynomial G,T-module. It is not known for which
general GG a similar statement holds. However, if M is normal as a variety, we can at
least prove this for some simple modules.

Proposition 2.1.6. Suppose that M is a normal variety. If X = Ao+ p"\ € (X (T)N
P(D)) + p"P(D), the simple G, T-module L.(\) is a polynomial G, T-module.

Proof. We have L,()\) & f()\o) @k p" A and f(z\o) lifts to G by [26, 11.9.6]. Since M is
normal and Ag is a dominant weight contained in P(D), L, (Ao) lifts to M by [6, 3.5,
so that L,(\o) is a polynomial G,T-module. As X is a D-module, p"A is an F~"(D)-
module, where F" is the r-th iteration of the Frobenius morphism, and thus a polynomial
G, T-module by restriction. Hence Er()\) is a polynomial G, T-module. O]

Corollary 2.1.7. Let M be normal and suppose that 2.1.1 holds for G. If A € X,.(T) +
p"X(T), then the simple module L.(\) is a polynomial G,T-module iff X € P.(D) +
p"P(D).

Proof. This follows directly from 2.1.5 and 2.1.6. [

Corollary 2.1.8. Let the derived subgroup of G be simply connected and M be normal.
Suppose 2.1.1 holds for G. Then a system of representatives of isomorphism classes of
simple polynomial G, T-modules is given by {L (M)A e P.(D)+p"P(D)}.

Proof. Let A\ € X(T). Since the derived subgroup of G is simply connected, X, (T)
contains a set of representatives of X (7")/p" X (T'), so that we have A € X,.(T)+p" X (7).
By 2.1.5, all weights of Z:()\) are polynomial iff A € P.(D)+p"P(D) and by 2.1.6, Z:(/\)
lifts to G, T in this case. Since all weights of polynomial G, T-modules are polynomial
and a polynomial module is a simple polynomial G, T-module iff it is simple as a G, T-
module, the result follows. n

We now give an explicit construction for a function as in 2.1.1 under certain assump-
tions.

Theorem 2.1.9. Suppose there is an action of W on X(T") such that the canonical
projection w : X (T") — X (T) is W-equivariant and there are by, ..., by € 71 Xo(T)) N
P(D") such that

(o) Vie{l,... s}je{l,....n}: (b); € {0,1},
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(b) the sets M; = {j € {1,...,n}|(b;); =1} form a partition of {1,...,n},

(c) the image of W in Sx v is contained in the image of W' = S, and contains the
subgroup Sy, X ... %X Sy,

(d) 3dy,...,d; € {by,...,bs} : w(dy),...,w(d)) is a basis of Xo(T') such that each w(b;)
is a linear combination of the w(d;) with non-negative coefficients.

Then there is a function ¢ : X (T) — Z! with the properties of 2.1.1.

Proof. For every i € {1,...,s}, write w(b;) = Zé.:l ni;m(d;) with n;; € Ng. Define
o X(T) = 7L X — 22:1 Yo min{AJa € M;}n;e;. We show that ¢ induces a
funtion ¢ : X(T) — Z' with the properties of 2.1.1. For this, we show the following
statements (i) — (v).
(i) YA e X(T"),u € ker(m) : oA+ ) = o(N) :
Let p € ker(m). Since the sets M; are pairwise disjoint, (a) implies that the element
o= p—> 7 min{u,la € M;}b; belongs to P(D') and that for every 4, there is
a € M; such that p], = 0. By 2.1.10 below and (a), we get p; = 0 for all [ € M;. As
the M; form a partition of {1,...,n}, we get ¢/ =0, so that = >, min{p,la €
M;}b;. Thus, (a) and the definition of the M; imply that for each ¢ and each
A € X(T"), the minima min{\,|a € M;} and min{(\ + p).Ja € M;} are attained
at the same coordinate a € M;. By definition of ¢, we get (A + ) = p(\) + ¢(1)
for all A € X(T"). As p € ker(m), we have

0= 7(s) :Zmin{ua\a € Mi}m(b;)

l s
:Z <Z n;; min{ i, |a € M,}) 7(d;),
j=1 \i=1
so that "7 | n;; min{p,la € M;} = 0 for every j and ¢(u) = 0. Hence (z) holds.

(i) VA € X(T") : o(p"A) = p"p(A) :
Clear by definition.

(iii) VA € X(T") : o(\) € N} < X € P(D) + ker(n),:
Suppose ¢(A) € Ni. We have A — 37 min{\,Ja € M;}b; € P(D'), so that
m(A) — >oo_ min{\Ja € M;}n(b;) € n(P(D')). Hence w(\) € w(P(D')) +
22:1 Yo min{\|a € M;}n;m(d;). By assumption, the coeflicients in the lin-
ear combination are non-negative, so that this set is contained in 7(P(D’)) and
A€ P(D') +ker(m). Now let A =X+ p € P(D') + ker(w). Since p(A\) = ¢(XN) by
(¢) and since N has no negative coordinates and n;;>0, we have ¢()\) € Ni.

(iv) VAN € X(T) : Fw e W p(w A+ X)) = (X)) + o(N):
Using (c), we permute the coordinates in each M; for A\ in such a way that the
lowest coordinate for w.A and X\ in each M; occurs at the same place. Then clearly
pw A+ X) = @A) + @(X).
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(v) o(di) = ei:
This follows directly from (d) and the definition of ¢.

The statement (i) implies that there is a function ¢ : X(T) — Z! such that
¢ = pom. Now (ii) — (v) imply that ¢ has the properties of 2.1.1.

]

Lemma 2.1.10. In the situation of 2.1.9, let i € {1,...,s} and p € ker(w). Then
i =y for all I,k € M.

Proof. Let p € ker(m) and i € {1,...,s}. Suppose there are k,l € M; such that p # p.
Let w = (k [) be the transposition with respect to k and I. We have w € W by (c).
Then p — w.u = (ux — p)(ex — €;) € ker(mw). As the restriction of this element is zero
in X(T') and X (7)) is torsion-free, (ex, — ¢;)|r = 0, so that ex|r = ¢;|r. It follows that w
acts trivially on 7', a contradiction. O

The function ¢ defined in the proof of 2.1.9 provides an easy way to check whether
the restriction of a character A € X(7”) to T is a polynomial weight. We can also use it
to determine whether the restrictions of two characters of 7" to T coincide.

Proposition 2.1.11. In the situation of 2.1.9, let \,;n € X(T"). Then the following
statements are equivalent:

(1) Nz = plr,
(2) p(A) = p(p) and X — p is a linear combination of the b;,
(3) p(A) = p(p) and w.( A —p) =X —p for all w € Sy, X ... X Shy,.

Proof. (1) = (2): We have p(A) = gpom(N) = pom(u) = ¢(u). By assumption, we have
m(A — ) = 0, so that the second part follows from 2.1.10.
(2) = (3): Clear.
(3) = (2): Clear.
(2) = (1): By assumption, we may write A\ = p+ Y ., a;b; for some a; € Z. By
definition of ¢, we have p(A) = @(u) + (> i, a;b;), so that (37, a;b;) = 0. As
p=pom, weget pom(d>.;_ ab;) = 0. By definition of the b;, 7(>";_; a;b;)) € Xo(T).
As @|x,(r) is an isomorphism, we get 7(>"7_, a;b;)) = 0. Hence 7(X\) = m(p).

[

We now apply our results to several examples. The first part of the following corol-
lary is [10, Corollary 3.2]. For the orthogonal and symplectic similitude groups GOg;41
and GSpy, we adopt the definition and notation from [5, Sections 5, 7|. Recall that
with suitable choice of defining form, the maximal torus of diagonal matrices in GSpy;
resp. GOgyq is given by {diag(ti,...,ty)|tutss = tjtyy for 1 < d.j < I} resp.
{diag(t1, ..., tos1)|titve = tjtyy for 1 < i,j < 1+ 1}, where ¢/ = 2] — i + 1 resp.
"=2l+1—i+1for1<i<2resp. 1 <i<2l+1.

16



Corollary 2.1.12. (a) For G = GL,,T the torus of diagonal matrices, a complete

(b)

(c)

(d)

set of representatives of simple polynomial G, T-modules is given by {Z:()\)P\ €
P.(D)+p"P(D)}, where P.(D) ={A € P(D)|0 < X\ —A\iy1 <p' =1 for1<i<
n—10<\, <p —1}.

Let G = GSpy, T the torus of diagonal matrices in G. Then a complete set of repre-
sentatives of the isomorphism classes of simple polynomial G, T-modules is given by
{L:(N)[A € P(D)+p"P(D)}, where P.(D) = {A € P(D)NX,(T)|A—p"d ¢ P(D)}
and d is the character of T given by t — t11t99.

Let G = GOqg 41, T the torus of diagonal matrices in G. If X € X,.(T)+p" X (T) and
all weights of the module L.(\) are polynomial, then X € P.(D) + p"P(D), where
P.(D)={ e P(D)NX,.(T)|AN—p'd ¢ P(D)} and d is the character of T" given by
t — tl+1.

Let n; € N such that n = 2221 n; and embed G = GL,, x ... x GL,, into GL,, as a
Levi subgroup in the obvious way. Let M; = {ni+...+n;_1+1,...,n1+...+n;} and
d; = ZjEMi e; for 1 <i <. Then a complete set of representatives of isomorphism
classes of simple polynomial G, T-modules is given by {L,(N\)|A € P.(D)+p"P(D)},
where P.(D) ={X € X,.(T)NP(D)|\—p"d; ¢ P(D) for1<i<lI}.

Proof. (a) Let d = det|r = (1,...,1),M = {1,...,n}. Clearly d and M have the

(b)

properties of 2.1.9 and P,(D) has the required form. As the derived subgroup of
GL,, is simply connected and Mat,, is normal, the result follows from 2.1.8.

We have W = S, x (Z/(2))". We can identify W with a subgroup of W’ = Sy by
letting 0 € Sy act on A € X(T") via (0.1); = Ag—133), (0. A)ir = Ng-1(yy for 1 < <
and letting the i-th unit vector of (Z/(2))! act as the transposition (ii'). With this
action, the canonical projection 7 : X (7") — X (T') is W-equivariant. For 1 <i </,
let d; = e; + ey and M; = {i,7'}. Then n(d;) = w(d;) for 1 <4,j < [ ,the character
d = 7(dy) is a basis of Xo(T) and the M; form a partition of {1,...,2(}. Inside
W =S x(Z/(2)), (Z/(2))" corresponds to Sy, X ... x Syy,. Thus, 2.1.9 yields that
G has the properties of 2.1.1 and P,(D) has the desired form. The derived subgroup
of G is Spy, hence simply connected, and by the remark below 2.11 in [7], G is
normal. The result now follows from 2.1.8.

For 1 <i <1 let d; = e; + ey, M; = {i,i'} and let d; 1 = e;11, My = {l + 1}.
Then the M; form a partition of {1,...,2l + 1}, the character d = 7(d;;1) is a basis
of Xo(T') and m(d;) = 2m(d) for 1 < i < [. The other properties of 2.1.9 can be
checked as in the proof of (b), so that G has the properties of 2.1.1 and P,(D) has
the desired form. The result now follows from 2.1.5.

The M; form a partition of {1,...,n}. By definition of G, we have W = Sy, x ... X
Sy, €W’ =S, and the d; form a basis of X(7"). Thus, 2.1.9 shows that G has the

properties of 2.1.1, so that the result follows from 2.1.8.
]
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We give an example showing that our approach does not work for the connected
component GG of the even orthogonal similitude group GO. Let | = 4 and choose
p,r such that 4|p" — 1. Let T,7",d be as in 2.1.12.(b). Let ¢ : X(T") — Z, t —
Zi’:l min{¢;, ¢ }. The same proof shows that with the exception of (iv), all statements
in the proof of 2.1.9 hold for ¢ and d. Let Mg, A € X(T”) be the characters given by
Ao = (Bt et el el el el el Ly and A = (0,0,0,0,1,1,—1,1). Then
QO()\()) =p" —1>0, 90()\0 —prd) =—1<0 and )\O|T S XT(T), so that )\O|T S PT(D) In
W 2 S x (Z/(2))71, S; acts on X (1") as in the proof of 2.1.12.(b) while (Z/(2))'~! acts
as the subgroup {z € (Z/(2))!|x; # 0 for an even number of i} of (Z/(2))". Thus, )\ is
invariant under S; and we have @(w.\o|r 4+ p"Al7) > 0 and hence w.\o|r + p" N € P(D)
for all w € (Z/(2))'""'. Hence the arguments in the proof of 2.1.5 are not applicable in
this case. As the statement w.\|p + p"A|r € P(D) does not depend on ¢ and there is
no other choice for d in this case, we cannot find other ¢ or d in this example to salvage
the proof of 2.1.5. However, since we have not computed the weights of L, (Ao|r+p" A7),
we do not know whether all weights of this module are in fact polynomial.

2.2 Equivalences between blocks of polynomial
representations

We adopt the notation of the previous section. Suppose that G has simply connected
derived subgroup and that there is 0 # b € Xo(T)NP(D) such that (b) = Xo(T). By |26,
I1.1.18], we have X (G) = Xo(7T) via restriction, so that we can regard b as a character
of G and have a shift functor [b] : mod G, — mod G, T,V — V[b] =V ®, ks, where k;
is the one-dimensional GG-module induced by b. This shift functor is an autoequivalence
of mod G, T with inverse [—b], hence it induces equivalences between blocks of mod G, T'.
Since —b is not a polynomial weight, [—b] does not restrict to an autoequivalence of
the category of polynomial G, T-modules. However, we will see in this section that the
functor [b] sometimes still induces an equivalence between blocks of this category. If
a € A and w, is a representative of the corresponding fundamental dominant weight of
the derived subgroup of G, we can choose a preimage w/, of w, in X (7"). Then there is
l € N such that w/, + [ det |;» € P(D’'), so that w, + det |r € P(D). There also is [ € N
such that the Z(GL,)-weight of w/, — [ det |7 is negative, so that w, — (det|r ¢ P(D).
As b generates X((7'), there is n € N such that nb = det|p. Thus, we can choose
representatives (wq)aea of the fundamental dominant weights of the derived subgroup
such that for all « € A, w, € P(D) and w,—b ¢ P(D). Then the w, together with b form
a basis of X(T'). Let ¢ : X(T') — Z be the projection on the coordinate corresponding to
b and define P.(D) ={X € X, (T)NP(D)|0 < ¢o(A) <p" —1}. As the derived subgroup
of G is simply connected, each A € X(7T') can be written uniquely as A = X\g + p’"jx with
Xo € X, (T),\ € X(T). Since the sum of an element of X,(T) and X,(T) is again an
element of X,.(7T'), subtracting a suitable multiple of p"b from \¢ and adding this multiple
to p" A yields a decomposition A = A\g+p’A with g € P.(D), A € X(T). As (b) = Xo(T),
2.1.4 implies that such a decomposition is unique. Let W, = W x pZR be the affine
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Weyl group of G, let R* be a set of positive roots and p = > g+ %a be the half-sum
of positive roots. We denote by w e A = w(\ + p) — p the dot-action of w € W, on
A€ X(T). Fora € Z,if a=qgp+r for q,r € Z such that 0 <r < p— 1, we write r = a

mod p.

Lemma 2.2.1. Let the derived subgroup of G be simply connected. Let A € P.(D) +
p"P(D) and a = maxyew{p(w.A +w.p — p) mod p}. Then for1 <i<p—a—1, the
shift [ib] defines a bijection

W, e AN (P.(D)+p"P(D)) = W,e (A+ib)N(P.(D)+p P(D)).

Proof. Let (w,plp) € W,. We show that (w,plu) e X € P.(D) + p"P(D) iff (w,plu) e
(A+1ib) € P.(D) +p"P(D). We have (w,plp) @ A =w. A+ w.p — p+ plp and (w, ply) e
(A +ib) = (w,plu) ® A + ib by definition of the dot-action and since w.b = b. Writing
WA+ w.p—p+plp = vy+p'v with vy € P,(D) and 7 € X(T), we have ¢(1) mod p =
e(wA+w.p—p) mod p < a. It follows that (¢(rp) mod p)+i<a+p—a—1=p—1.
Thus, ¢(vp +ib) < p" — 1, so that vy + ib € P.(D). By unicity of decomposition, we
get (w,plu) @ A € P.(D)+ p"P(D) <= v € P(D) < (w,plu) ¢ (A +1ib) € P.(D) +
pP(D). O

For G = GL,, we can choose b = det and have a = max,ew{(w.\), + (w.p), —
pn mod p}. We also have that every G,T-module V' such that all weights of V' are
polynomial lifts to G, T = M, D by Jantzen’s result in [30, 5.4, implying Ext};rT(V, W) =
Exty, p(V,W) for all V,W € mod M,D. If p" > d, we have A4(G,T) = AyG) by
definition. Thus, for large r, the infinitesimal Schur algebra S;(G,T') is isomorphic to
S4(G), so that the following proposition can also be applied to blocks of the ordinary
Schur algebra of GL,,.

Proposition 2.2.2. Let G = GL,, T the torus of diagonal matrices. Let A € P,(D) +
p"P(D) and a = max,ew {(w.\)p+ (w.p)y —p, mod p}. Then for1 <i<p—a—1, the
functor [idet] defines an equivalence between the blocks of mod M, D containing Zr(/\)
and L,(\ + idet).

Proof. Let B be the block containing A and B’ be the block containing A\ + i det.
As [idet] maps nonsplit extensions in mod M, D to nonsplit extensions in mod M, D,
we have Blidet] € B'. Let u € B’. Suppose there is v € B[idet] such that
Extd; p(Ly (1), Ly(v)) # 0. Then p € W, @ (A + i det) since B' C W, o (A+ i det) by [26,
11.9.19]. Now 2.2.1 yields u—idet € P,(D)+p"P(D). Applying [—idet] to a nonzero ele-
ment of Ext}WTD(E(,u), f;(u)), we get ExthTT(E(,u—i det), f;(l/—i det)) # 0. Since both
simple modules lift to M, D, Jantzen’s result yields Ext%;T,T(Z:(,u— idet), Z:(V —idet)) =
EX‘C}MTD(E:(M — idet)j;(u —idet)) # 0, so that u —idet € B and pu € Blidet]. O

We do not know whether an analogue of [30, 5.4] and hence a generalization of the
foregoing result holds for other reductive group schemes.
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3 Polynomial representations of G, T

3.1 Contravariant duality

In this section, let M C Mat,, be a normal algebraic monoid with reductive unit group
G containing Z(GL,), T' C G a maximal torus, B, B~ C G opposite Borel subgroups
of G containing T and D = T. We denote by P(D) the monoid of characters of D and
identify P(D) with a submonoid of the character group X (7') of T. We want to define
an analogue of contravariant duality (see [10, 2.1]) in this situation.

Proposition 3.1.1. There is an anti-automorphism n : M — M such that n|p = idp,
n* =idy and n(G,T) = G,T,n(B,T) = B;T.

Proof. By [32, Theorem 5.2|, the anti-automorphism G' — G from |26, 11.1.16] can be
extended to an anti-homomorphism 1 : M — M such that n|p = idp. As n*|¢ = idg,
unicity of extension yields n? = idy;. As n(G,T) = G, T, we have G, T C n(G,T). Using

n* =idy;, we get n(G,T) C G,T. Analogous arguments show n(B,T) = B T. O

Definition 3.1.2. The anti-automorphism of 3.1.1 induces an involutary anti-
automorphism of Sq(G,T) mapping Sq(B,T) to S4(B, T) and restricting to the identity
on Sq(T) for every d € Ny, resulting in duality functors mod Sy(G,T) — mod Sy(G,T)

and mod Sy(B,T) — Sq(B, T) which by abuse of notation will be denoted by (—)°. We
call these functors contravariant dualities.

By [26, 11.9.6(13)], we have f;()\)" = Z:()\) for all A € X(T") and the simple module
L.(X\). Taking G = GL, and 7 to be the transposition map in the proof of 3.1.1, we
recover the contravariant duality functor from [10, 2.1]|.

Now let X € {B,T,G,T}. For T = mod X, we let §% = t, Gx = u be the functors
defined above 1.3.2. Applying the canonical isomorphism (V°)° = V to the submodule
(Gx(V?))° of (V°)°, we get the following connection between F and G-

Proposition 3.1.3. There is an isomorphism §x(V) = (Gx(V°))° natural in V €
mod X, where we abuse notation for X = B,T by letting Gx(V°) denote the largest
B-T-factor module of V°.

Let C' be a finite-dimensional k-coalgebra and A = C* be the dual associative algebra.
If V is a finite-dimensional right C'-comodule with comodule map p: V — V ® C, then
V' obtains the structure of a left A-module via

fv=pyo(idy® f)op(v)
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for all v € V| f € A, where py : V ®; k — V is the scalar multiplication, see [35,
Proposition 2.2]. In particular, the comultiplication C' — C ®; C' induces the structure
of a left A-module on C'.

Lemma 3.1.4. Let C be a finite-dimensional k-coalgebra, A = C* be the dual associative
algebra and n : A — A be an involutary anti-automorphism. Then the regular module A
s isomorphic to the contravariant dual of C' with respect to n as an A-module.

Proof. We define
(_7_):AX C—>l€,(f,c) '—Wl(f)(c)

By general theory, we have to show that (—, —) is a non-degeneratve contravariant form.
Since 7 is bijective, (—, —) is non-degenerate. Now let f,g € A,c € C' and let yuy be the
multiplication map k& ®; k — k, pc the scalar multiplication C' ®; k& — C'. We have

(f.g9.¢) =n(fg)(c) = pr o (n(g) ®n(f)) o Alc)

and

(9,n(f)-c) =n(g) o pc o (ide @n(f)) o Ale) = px o (n(g) @ n(f)) o Ale),

so that (f.g,¢) = (g,n(f).c) and (—, —) is contravariant. O

We want to generalize |9, Theorem 5.4]|. To formulate an analogous statement, we
first need idempotents in S;(G,T") with a connection to characters of T'.

Lemma 3.1.5. Let x1, ..., Xn be a basis of Ay(T) consisting of characters and x5, ..., x5
the dual basis.

(1) The x} form a complete set of primitive orthogonal idempotents.
(2) An element f € Sq(T) is idempotent iff f is a sum of some of the x;.

Proof. (1) As the x; are group-like, we have by definition

XixG (X)) = pox; ®x; o Alx) = dudj = x; (xo)x; (xa),

so that the x; are orthogonal idempotents. Since the x; form a basis, they are
primitive.

(2) Clear.
[

If A € P(D), we denote the element dual to X in Sy(T") = A.(T)* = kEP(D)} by &,.
Through the embedding S;(7') — S4(G,T') induced by the projection A4(G,T) — Aa(T),
we can view &, as an element of S;(G,T") which is then an idempotent (not necessarily
primitive) in Sy(G,T).

Induction for algebraic monoids is defined in |11, Section 2.1]. Standard properties of
this notion are proved in [6, Section 2].
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Proposition 3.1.6. Let A\ € P(D). There is an isomorphism of Sq(G,T)-modules
(ind% T \)° =2 S4(G,.T)éy.

Proof. Let (—,—) : Sq(G,T) x Ay(G,T) = k,(&,¢) = n(&)(c). Then (—,—) is a non-
degenerate contravariant form by the proof of 3.1.4. We show that the restriction to

Sa(G,T)Ey x indgﬁ)\ is non-degenerate. Let £ € Sy(G,T),c € Aq(G,T) and let u denote
the multiplication map k ®; kK — k. Then

(£6x.¢) = n(E&x)(c) = (Ean(€))(c) = po (Ex @ n(E)) o Alc)

as 1(€x) = &x. Let 7 : k[G,T] — k[T)] be the canonical projection. By definition, ind%
is the A-weight space of A(G,T) for the right action of left translation by elements of
D. Thus, if 7 : Ay(G,T) — Ag(T) is the canonical projection and ¢ € ind% '\ \ {0}, we
have (7 ® ida, 1)) © A(c) = A ® c. By definition of {5, we have ({ ® n(£)) o A(c) =

(Exoma ) ®@n(&)) o Alc) = 1@n(£)(c). Choosing § € Sq(G,T') such that n(£)(c) # 0,
we get (€€y, ¢) # 0, so that the restriction of (—, —) is non-degenerate. By general theory

(see for example [29, 3.4.5]), we get (ind5 T A)° =2 Sy(G,.T)éy. O

If V,W are G, T-modules with V indecomposable, we write [W : V] for the multiplicity
of V as a direct summand of W. For u € P(D) such that the simple G, T-modules [AJ,,()\)
lifts to mod G, T, we denote by ﬁr(u) and E(u) the projective cover and the injective
hull of Er(,u) in mod G, T, respectively. The following is a generalization of [9, Theorem
5.4] to our setting.

Corollary 3.1.7. Let A € P(D) be a weight of degree d. If u € P(D) such that the
simple G, T-module L,.(1) is a polynomial G, T-module, we have

[ind %7 : I, (p)] = dimy, L (12)5 = [Sa(GrT)Ex = Pr(1a)].

Proof. Using 3.1.4 and 3.1.6, we can employ the same proof as in [9, Theorem 5.4]. [

3.2 Representations of infinitesimal Schur algebras

We fix an embedding G C GL, of a smooth connected algebraic group scheme and let
T C G be a maximal torus. Our first lemma shows that the category of polynomial
G, T-modules is closed with respect to canonical operations.

Lemma 3.2.1. The category of polynomial G, T'-modules is closed with respect to sub-
modules, factor modules and finite direct sums.

Proof. Let V be a polynomial G,T-module and W C V be a G,T-submodule. Then
the comodule map p : V. — V ®, k|G, T factors through V ®; A(G,T'). Since W is
a submodule of V', we get p(W) C W @4 k[G,T] NV @, A(G,T) = W @ A(G,T),
so that W is a polynomial G,T-module. Since V/W has a natural structure as an
A(G,T)-comodule, the category of polynomial G,T-modules is closed with respect to
factor modules. The statement about direct sums can be proved similarly. O]
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From now on, we always assume Z(GL,) C G. As any Sy(G,T)-comodule is also a
G, T-comodule, 1.4.1 yields

Corollary 3.2.2. If V € mod G, T is indecomposable, then V =V, for some d € Ny.

The preceding result and 1.4.1 show that the blocks of mod G, T are just the blocks

of the Sy4(G,T) for d € Ny. Thus, injective and projective indecomposables as well as
almost split sequences in mod Sy(G,T) coincide with those in mod G, T. In particular,
mod G, T has almost split sequences.
We call the elements of X (Z(GL,)) central characters. As Z(GL,) C G is a torus
contained in the center of G,T, the Z(GL,)-weight spaces of a G,T-module V are
G, T-submodules of V. This shows that Z(GL,) acts via a single central character on
indecomposable G,T-modules V' and that indecomposable modules affording different
central characters belong to different blocks. If V is a module for G, T, these submodules
are just the homogeneous components of 1.4.1. We say that V' € mod G, T is homoge-
neous of degree d if Z(GL,,) acts on V' via the central character given by d € Z. If
V =V, W =Wy € modG,T are homogeneous such that d # d’, then any exact se-
quence starting in V' and ending in W splits as the middle term is the direct sum of its
homogeneous constituents. As almost split sequences are non-split, we get

Proposition 3.2.3. Let © be a component of the stable Auslander-Reiten quiver of
mod G, T'. Then there is d € Z such that all modules in © are homogeneous of degree d.

For G # GL,, with maximal torus 7' C G, it is not known whether a G,T-module V'
such that all T-weights of V' are polynomial is a polynomial G, T-module. However, for
G = GL,, this was proved by Jantzen in [30, Appendix|. We can also prove it for B, T,
where B C GL,, is the Borel subgroup of lower triangular matrices. In the remainder
of this section, let G = GL,,T C GL, the torus of diagonal matrices, B C GL,, the
Borel subgroup of lower triangular matrices, U C B the subgroup of unipotent lower
triangular matrices and X € {G,T, B, T}, D C Mat, the monoid scheme of diagonal
matrices and P(D) the character monoid of D. We identify P(D) with a submonoid of
X(T) and call this submonoid the set of polynomial weights.

Theorem 3.2.4. If V is an X -module such that all T-weights of V' are polynomial, then
V' lifts to X.

Proof. For X = G, T, this is Jantzens result in [30, Appendix|. Let X = B,T =U, x T,
p:V — V ® k[B,T] be the comodule map and v € V. Since all T-weights of V' are
polynomial, V| lifts to D, so there are f; € k[D],v; € V such that

to®l) = Zvi®fi(t)

for all ¢ € T(A) and all commutative k-algebras A. Since B,T = U, T = U, x T, there
are g;; € k[U,],v;; € V such that

(ut).(0®@1) = w.(t.0®@1) =Y > vy ® gi;(u) fi(t)

i=1 j=1

23



for all t € T(A),u € U,(A) and all commutative k-algebras A. Applying this to A =
k[B,T) and id4 € B,T(A), we see that

s l
p(v) =Y v @y ® fi € V @ kU] @ k[D] = V @ k[L, D,

i=1 j=1
so that V lifts to L, D. O

Viewing X-modules as Z"-graded G, resp. B,-modules, the theorem shows that V' €
mod X if and only if V' € mod X and supp(V) C Nj.

Corollary 3.2.5. The category mod X is extension-closed in mod X .

Thus, mod X is a torsion class and a torsion-free class, so that all results of Section
1.3 can be applied to mod X and we have ¢t = §+,u = Gx for the torsion radical ¢ and
the functor u(V') = V/t(V).

In the remainder of this section, let © be a regular component of type Z[A,] of the
stable Auslander-Reiten quiver I's(G,T) of G,T. By [26, 11.9.6(13)], we have L,()\)° =

L.(\) for all A € X(T') and the simple module L,()). We can use this to determine the
position of indecomposable Ext-projective modules V' € mod M,.D in ©.

Proposition 3.2.6. Let V € © Nmod M, D be Ext-projective in mod M, D. Then V is
quasi-simple and lies at the left side of a wing in © Nmod M,.D.

Proof. This follows directly from 1.3.1, 1.3.5 and 1.3.7. O]

Since mod G, T is a Frobenius category, there are no non-projective G,T-modules
of finite projective dimension. However, there are M, D-modules with finite projective
dimension.

Corollary 3.2.7. Let V € ©Nmod M, D and P be the projective cover of V in mod G, T.
Suppose P € mod M, D and pdy,p(V) = 1. Then V is quasi-simple and 7q,7(V') ¢
mod M, D.

Proof. We have 7¢,7(V) = Q¢ (V) by [18, 7.2.3|. Since pdy;,p(V) =1 and P € M,D,
we have Q¢, (V) = Qy; p(V) projective in mod M, D. In particular, the projective cover
of Q¢ 7(V) in mod G, T is not an M, D-module, so that QF, (V) ¢ mod M, D by 3.2.4.
As Qf, 7(0) is a component isomorphic to © by [2, p. 338|, 3.2.6 implies that Qf (V)
is quasi-simple. Hence V' is also quasi-simple. O

Proposition 3.2.8. Suppose V' € mod M,.D is indecomposable and Gy p-acyclic such
that pdy, p(V) < co. Then there are only finitely many M, D-modules in {74 (V) | i €
No} and they all have finite projective dimension.
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Proof. By [18, 7.2.3|, we have 7¢, 7 = QF ;. Setting s = pda,p(V), a dual ver-
sion of 1.3.2 shows that Gu,p(75.7(V)) = Gup(QE (V) = 0 for I > £, so that
7¢.7(V) ¢ mod M, D. Since minimal projective resolutions for V' in mod G,T" induce
minimal projective resolutions for Gy, p(V') in mod M, D, this also shows that all M, D-

modules in {74, (V) | i € No} have finite projective dimension. O

Corollary 3.2.9. Suppose © contains a Gy p-acyclic M, D-module V' which is quasi-
simple such that pdy;,.p(V') < oo and a self-dual module N. Then © contains only finitely
many M, D-modules.

Proof. Since X € mod M, D iff X° € mod M, D for all X € mod G, T, this follows from
3.2.8 and 1.3.10. O

Proposition 3.2.10. Let V € mod M, D be Gy p-acyclic and indecomposable such that
pda,p(V) < 2n and 73 (V') € mod M,.D. Then 75 (V) is projective in mod M, D. If
moreover V € O, then V is quasi-simple.

Proof. Let ... - P, — Py — V — 0 be a minimal projective resolution in mod G, T
As V is Gy p-acyclic, a dual version of 1.3.2 yields a minimal projective resolution

.= Gu.p(P1) = Gu.p(Py) — V — 0 in mod M, D. Since pdy,p(V) < 2n, we
get Gu,p(Pant1) = 0. Now Fa,p(787(V)) = Fap(QEH (V) € Fapn(Pong1) =
Gm,p(Pany1)? = 0 by 3.1.3 since Py, = Py,y1. By 1.3.1, 74 (V) is projective in
mod M, D. If V € O, 3.2.6 shows that V is quasi-simple. H

In the next result, we adapt a standard Morita-equivalence between blocks of mod G, T’
to blocks of mod M, D. Later we will also need that this equivalence is compatible with
the restriction functor to (SL,),. We denote by Sty = Z,((p® — 1)p) the s-th Steinberg
module, where p is the half-sum of positive roots and we choose the root system of GL,,
as in [26, 1.1.21]. If V € mod G, T, we denote by V¥ the module obtained by composing
the module structure on V' with the s-th iteration of the Frobenius morphism and by
K1/2(p5—1)(n—1) det|,r the 1-dimensional module given by the character %(ps — 1)(n —

1) det ’G,«T of GTT

Proposition 3.2.11. Suppose p > 3. Let b be a block of M,_,D. The functor A :
mod G,_;T — mod G, T,V — St, @ VI @ F1/2ps—1)(n—1) det |, COMmutes with the
forgetful functors mod G,_;T — mod (SL,,),_s, mod G, T — mod (SL,), and induces a
Morita-equivalence from b to a block of M, D.

Proof. We have Exty, ,,(V4,Va) = Extg 4(V4,Va) for all V4, Vs € mod M, D by 3.2.4,
so there is a block b’ of mod G,_,T containing b. By [26, I11.10.5], V + St, ®; V!
induces a Morita-equivalence between b and a block of G,T. Since shifting with a
character of G,T is an equivalence of categories, A also induces such an_equivalence.
We now show that V' € mod M,_,D iff A(V) € mod M, D. Since Sty = Z,((p® — 1)p),
so that the set of weights of Sty is W = S,-invariant by [26, 11.9.16(1)] and —(n — 1)
occurs as a coordinate of 2p , we have that for every i € {1,...,n}, there is a weight

A of St, such that \; = —1(p® — 1)(n — 1). Suppose there is a weight p of St, with
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a smaller coordinate. Using the action of the Weyl group, we may assume that u, <
—3(p*—1)(n—1). Then [26, I1.9.2(6)| implies that (p*—1)p— p is a sum of positive roots.
As ((p° — 1)p — ), > 0 and there is no positive root with a positive n-th coordinate,
this is a contradiction. Thus, there is no weight p of St, with p; < —3(p* — 1)(n — 1).
As the grading on V¥l arises by multiplying all degrees in the grading of V' by p®, we get
that V' has a weight with a negative coordinate iff A(V') has a weight with a negative
coordinate by the definition of the grading on a tensor product. Thus, V' € mod M,_,D
iff A(V) € mod M,.D. Hence A maps the class of simple M,_,D-modules of the G,_,T-
block containing b to the class of simple M, D-modules in the block of GG,'T" containing
A(b). As Exty, p(V1,Va) = Extg (V4 Va) for all Vi, Va € mod M,.D, we see that Vi, Vs
belong to the same block of M, _,D iff A(V}), A(V4) belong to the same block of M, D,
so that A induces a Morita-equivalence from b to a block of M, D. Since det vanishes on
SL,,, the functor A commutes with the forgetful functors. m

3.3 Modules of complexity one

In this section, let char(k) > 3. Let G C GL, be a reductive algebraic group over k
with Z(GL,) € G, T C G a maximal torus, R the root system of G relative to 7" and
B =U xT C G a Borel subgroup containing 7" with unipotent radical U. Let Rt C R
be the set of positive roots determined by B. Recall that the complexity cz (V') of a
module V' is the polynomial rate of growth of a minimal projective resolution of V. Let
X € {G,T, B, T} and © be a component of I'y(X). By [15, Section 1] adn [18, 8.1], the
complexity of a module coincides with the dimension of its rank variety and we have
cxg,v(V1) = cxg,r(Va) for all Vi,V € O, so that we may define cxg,7(0©) = cxg,r (V7).
As in the previous section, we denote by X the closure of X in Mat,. In this section,
we will show that if czg,7(0) = 1, then © Nmod X is finite.

Lemma 3.3.1. Let X € {B,T,G, T} and cxx(0) = 1.

(1) If X = G, T, there are « € R, 0 < s < r — 1 such that 7% (V) = V[p'a] for all
Veo.

(2) If X = B,T, there are a € R* U{0},0 < s < r — 1 such that 7% (V) = V[p'a —
2p°(p" — 1)p| for all V € O, where p = %Zﬂelﬁ B is the half-sum of positive roots.

Proof. (1) This follows directly from [18, 6.1.2 | 7.2.3, 8.1.2], noting that the proof of
[18, 8.1.2] only depends on the support variety and hence on the component of V.

(2) Let X = B,T. Then [18, 7.2.2] yields that N (V) = V ®j, kx|, . [—P"A|r] for
the Nakayama functor NV of mod B, T, where \p is the character of B given by
Ap = det oAd. By the remarks preceding [18, 7.2.2], Ag|r = 2p. As B,T = U, x T
with U, unipotent, tensoring with £, , only changes the T-action on a module,
so that V' ®g kxy)p o = V[2p] and N (V) = V[=2(p" — 1)p]. By [18, 6.1.2, 8.1.1],
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there exist « € RT U {0} and s € Ny such that Q?:T(V) = V ® p'a, so that
(V) = NP (VIpra]) = V[p'a = 2p*(p" — 1)p].
[

Lemma 3.3.2. Let X € {B,T,G, T}, V be an indecomposable X-module such that
cxx (V) = 1. Then there are only finitely many polynomial X-modules in the Tx-orbit
of V.

Proof. Let X = B, T and Rt C R be the set of roots of B. By 3.3.1, (2), we have
TgiT(V) =V[p'a—2p*(p" — 1)p] for some o € RT U{0},0 < s <r — 1. It follows that

S

supp(Tng(V)) = supp(V) +ip"a — 2ip°(p" — 1)p

for all ¢ € Z. Since p"a # 2p*(p" — 1)p, we have supp(Tng(V)) # supp(ré’:ST(V)) for
i # 7. As Z(GL,) C G, the degree d weights of a maximal torus of GL,, containing T’
surject onto the degree d weights of T'. As all weights in the sets supp(Tg):T(V)) have
degree d and there are only finitely many polynomial weights of a given degree d for
GL,,, only finitely many of these sets consist entirely of polynomial weights. Thus, the
TgiT—orbit of M contains only finitely many polynomial B,T-modules. As the 75 p-orbit

of V' is the union of the TgiT—orbits of Virgr(V),... ,Tgi}l(V), the result follows.
For X = G, T, apply 3.3.1, (1), and use analogous arguments. ]

We denote by F' the forgetful functor mod G, T — mod G, resp. mod B, T" — mod U,.

Proposition 3.3.3. Let X € {B,T,G, T} and V be an indecomposable polynomial X -
module such that cxx (V) =1 and © be the component of I's(X) containing V.. Then ©
contains only finitely many polynomial X -modules.

Proof. We first show that © is either regular or has only finitely many 7x-orbits.

Let F' be the forgetful functor. If X = G, T, then © is regular; else there would be a
projective indecomposable G, T-module P such that Rad(P) € © by [2, V.5.5], so that
cre,r(Rad(P)) = 1 and the simple G,T-module S = Qg'(Rad(P)) would also have
complexity 1. But then czg, (F(S)) = 1, a contradiction to [19, Lemma 2.2]. If X =
B, T =U, xT and O is a non-regular component of complexity 1, the above arguments
show that there is a simple B,T-module k) of complexity 1, so that czy, (F(ky)) =
cxy, (k) = 1. As the rank variety of (U,), is contained in that of U,, we get cz(y,), <1
and |20, Theorem 2.7| shows that U, has finite representation type. Thus, F(©) is finite
and [15, 5.6] implies F'(©) = Z[A,]/() for some [ € N, so that there are two distinct
vertices in F(©) with only one successor and that all other vertices in F'(©) have exactly
two predecessors. Since N € mod B, T is projective iff F(N) € mod U, is projective by
1.2.1, it follows from 1.2.2 that there are two distinct 75 p-orbits in © such that every
element of these orbits has exactly one predecessor and all other orbits consist of vertices
with exactly two predecessors. Thus, © does not have tree class Ay, AX or Do. Then
[19, 3.4] (which does not depend on the group being reductive) implies that © has only
finitely many 75, p-orbits.

Thus, © is either regular or has only finitely many 7x-orbits. In the second case, the
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result follows from 3.3.2. In the first case, [15, 5.6] and [18, 8.2.2] imply © = Z[A,].
Letting © = Z[A.] and N € O be quasi-simple, the set of quasi-simple modules in ©
is the 7x-orbit of N. Thus, 3.3.2 shows that there are only finitely many quasi-simple
polynomial X-modules in ©, so that the result follows from 1.3.6. O

In the remainder of this section, let G = GL, with the notation of Section 3.2,
T C G the maximal torus of diagonal matrices and B C G the Borel subgroup of upper
triangular matrices.

Proposition 3.3.4. Let F(©) = Z[A,]/(r"") and V € © Nmod X such that ql(V) >
3pt—2

5— Then the following statements hold:

(1) For every N € © Nmod X such that ql(N) > %t, there is an undirected path from V
to N in © Nmod X.

(2) © Nmod X contains a unique module of maximal quasi-length.

Proof. We first show:

(%) If 7 (N) ¢ m then 737 (N) ¢ mod X for all j > i.
Let X = B,T. Since F( ) = [ 5] /(T7"), we get that for each N € O, there is
An € X(T) such that TX( ) = N[A]. As shifting with A maps almost split sequences

to almost sequences, we get Ay = Ays for every N’ which is a successor, predecessor or
element of the 7x-orbit of N. Since © is a connected component, we inductively get that
Ay = Ay for all N, N’ € ©. Thus, (7x|e)” = [)] for some A\ € X(T). By 3.3.1, (2), we
also find suitable « € RT U {0}, s € Ny such that (7x|e)?" = [p"a — 2p*(p" — 1)p] for all
V € ©. As G = GL,, and we have chosen the roots as in [26, I1.1.21], the first coordinate
of p'a — 2p*(p" — 1)p is negative and the last coordinate is positive, so that the same
holds for \. We get that if N € mod X N© and Tf(t(N) ¢ mod X, then T)j(pt(N) ¢ mod X
for all j € N, showing the statement for B, T. For X = G, T, use 3.3.1, (1), and argue
as above.

Analogously, one shows: If T)}ipt(N) ¢ mod X, then T)}jpt(]\f) ¢ mod X for all j > 1.

(1) Since every module on the downward sectional path starting in N or V is also an X-

module, we may assume ¢l(N) = ’% and ql(V) = 37’;_1 (Bemerkung in Klammer
geloscht.). By following the downward sectional path starting in V' for p'—1 steps, we
get a module N’ € ©Nmod X such that ¢l(N') = gl(V)— (p' —1) = ¢I(N). Then the
modules T&TT(N/) belong to the wing of V for 1 < i < p' — 1, so that they belong to
mod X by 1 3.7. Thus, there are [ € N, and 0 <i < p'—1suchthat N = 7‘;(+lp (N").
By (%), 7y P(7i (N")) € mod X implies P (TX(N’)) € mod X for 1 < k <. Since
qgl(N) = p+1 1.3.8 shows that 7% (N') € mod X for 1 < j < i+ Ip'. As mod X
is extenswn closed the middle terms of the almost split sequences defined by these
modules also belong to mod X, so that we get an undirected path in © N mod X
from N’ to N. As there is also such a path from V to N’, the result follows.
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(2) If N,N’ € ©Nmod X have maximal quasi-length and N # N’ (*) and 1.3.8 imply
the existence of a module with greater quasi-length in © N mod X, a contradiction.

O

Corollary 3.3.5. Let X € {B,T,G,T}. Suppose that F(©) is a homogeneous tube and
© Nmod X # 0. Then there is a unique module N € © Nmod X such that © N mod X
consists of the wing of N.

Proof. Taking t = 0 in 3.3.4, we see that © N Hl_OdY is connected. Since mod X is
extension-closed by 3.2.4, we get that © N mod X is equal to the wing of a module
V € ®© N mod X with maximal quasi-length. m

Note that for X = G, T and r = 1, F(0) always is a homogeneous tube by 3.3.1.

3.4 Thecasen=2,r=1

In this section, let p > 3, G = GLg, T C G be the torus of diagonal matrices. In [10],
quiver and relations for the blocks of S;(G1T") as well as the number of blocks were
determined and it was shown that all blocks in this case are representation-finite. Our
aim in this section is to determine the Auslander-Reiten quiver for the algebras Sy(G1T)
by first considering the position of the relevant modules in the stable Auslander-Reiten
quiver of G1T'. Since G1;T = (SL2);T and modules for (SLy); correspond to modules for
the restricted enveloping algebra Uy(slz), we have a restriction functor F' : mod G, T —
mod Uy (sly) and the results of Section 1.2 apply to this functor. Contrary to the Z-
grading obtained from the usual theory of (SLy);(7" N SLy)-modules, we obtain a Z*-
grading on sly and Up(sly) given by deg(e) = (1,—1),deg(f) = (—1,1) and deg(h) =
(0,0) for the standard basis e, f,h of sly. The indecomposable Uy(sly)-modules were
classified by Premet in [31]. For d > 0, let V(d) be the Weyl module of highest weight d
for the group scheme SL,. Then V(d) has a basis vy, ..., vs such that for the standard
basis {e, f, h} C sly, we have

€.V; = (Z + 1)Ui+1; f.UZ‘ = (d -1+ ]_)?}Z'_l, h.’UZ‘ = (21 — d)Uz

For d = sp + a, where s > 1 and 0 < a < p — 2, the space

W(d) = @ kv; CV(d)

i=a+1
is a maximal Uy (sly)-submodule of V'(d). We record the classification of indecomposable

Up(slz)-modules in the following theorem:

Theorem 3.4.1. The following statements hold:

(1) Let C C SLy be a complete set of coset representatives of SLy/B, where B C SLy is
the Borel subgroup of upper triangular matrices. Then any nonprojective indecomposable
Up(slz)-module is isomorphic to exactly one of the modules of the following list:
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(i) V(d),V(d)* for d > p,d # —1modp;
(1)) V(r)=:L(r) for0O<r <p-—1;
(i1i) g.W(d) for g€ C andd = sp+a withs>1 and 0 <a <p—2.

In particular, the modules appearing in the list are pairwise nonisomorphic.

(2)Up to isomorphism, every indecomposable Uy(sly)-module N is uniquely determined
by the triple (dimy N, Soce, (), Ve, (N)), where Vi, (N) is the Uy(sly) - rank variety of
N.

The stable Auslander-Reiten quiver of Uy(sly) is the disjoint union of p—1 components
of type Z[A};] and infinitely many homogeneous tubes. The modules ¢.W (d) lie in
homogeneous tubes and ¢l(g.W(d)) = s, where d = sp + a ([17, 4.1.2]). We first
determine all indecomposable homogeneous submodules and factor modules of V (sp+a).
By definition (see for example [17, Section 4.1]), the sly-structure on V (sp+a) comes from
a twist of the dual of the d-th symmetric power of the natural SLy-module L(1) = k2.
This module is a GLy-module in a natural way and the differential of the GLy-action
restricts to the sly-action on this module. Thus, we get an X (7')-grading given by
deg(v;) = (i, sp + a — ©) compatible with the sly-action. Applying contravariant duality,
we see that V (sp+ a)? has a basis with the same weights since the anti-automorphism 7
of 3.1.1 is just transposition of matrices in this case. Letting wy € G be a representative
of the nontrivial element of the Weyl group W of G, the submodules W (sp + a) resp.
wo. W (sp + a) of V(sp + a) have bases vgi1,. .., Vsprq T€SP. o, ..., Usp—1, SO they are
homogeneous. Other modules of the form ¢g.W(d) don’t have T-invariant rank varieties
and are thus not Gy7-modules. We have wo.W(sp + a) = W (sp + a)"°, the twist of
W (sp+a) by wg. Since wy.(t1,t2) = (to,t1) for all t;,ty € T, the grading on wy.V is given
by interchanging the coordinates of the grading of V' for all V' € mod G;T. We denote
the G4 T-structures defined above on V(sp +a), V(sp+a)?, W(sp+a) and W (sp +a)"°
by V(sp~|—a) V(sp+a) W(sp—l—a) and W(sp—i—a)wO respectively. For 0 <r <p-—1, we
also write L(r) := V(r). By the classification in 3.4.1, we have V(d) = V(d)* = V(d)°
for 0 < d < p— 1. This shows that F(V(sp+a)°) = V(sp+ a)*.

Lemma 3.4.2. Let V' be a a nonprojective indecomposable G1T-module. Then there are
x,y € Z and a basis vy, ...,v; of V such that deg(v;) = (v + i,y +1 —1i).

Proof. By 3.4.1 and its succeeding remarks, F'(V') is isomorphic to either of V(sp+a)
F(V(sp+a)),V(sp+a) = F(V(sp+a)°) with s > 0 or W(sp+ a) = F(W(sp+ a))
or W(sp+ a)* = F(ﬁ/\(sp +a)") with s > 1. Let F(V) = V(sp+a) = F(‘A/(sp +a)).
An application of 1.2.1 and 1.2.5 yields A\ € X(T') such that Alrnsr,), = 1 and V' =
17(8p+a) [A]. By the remarks above, ‘A/(sp+a) has a basis v, . . . , Usp4o such that deg(v;) =
(i,sp+a—1). In V(sp+ a)[A], this basis has degrees deg(v;) = (A1 + 1, s + sp +a — i),
so that (z,y) = (A1, A2) yields the claim in this case. As 17(sp +a)° has a basis with the
same degrees, the preceding arguments also apply in the case F(V) = F (17(8]3 +a)?).
In the remaining two cases, we apply the same arguments to the bases vo41,...,Vsptq

30



resp. g, - .., Ugp—1 Of /W(sp—i— a) resp. W(sp%— a)", setting (z,y) = (A1 +a+ 1, A2) resp.
(x,y) = (A, Aa+a+1). O

Using the lemma, we can now determine the M; D-parts of the GGyT-components con-
taining W(sp +a), W(sp +a)™, V(sp+a) and V(sp + a)°.

Proposition 3.4.3. Let © be the component of the stable Auslander-Reiten quiver of
mod G1T containing the module W(Sp + a) resp. W(sp + a)*. Then © is a Z[A]-
component such that TG1T|@ [(p, —p)] resp. T¢yrle = [(— p.p p)] and ONM, D is the wing

of W(sp + a) resp. W(sp + a)*. The i-th predecessor of W(sp + a) resp. W(sp +a)*°
on the sectional path starting in its quasi-socle is W((s —i)p + a)[(ip, 0)] resp. W((s —

D)+ a)™[(0,ip)]. The quasi-socle W (p+ a)[(s — 1)p, 0)] resp. W (p-+a)"[(0, (s — 1)p)]
18 projective in mod My D.

Proof. We show the result for /W(sp +a). For /I/I?(sp +a)"0, the result then follows since
twisting with wy is an equivalence of categories interchanging the two coordinates of the
grading. Since F'(©) is a homogeneous tube, we have cxg,r(0) = cxy,s,) (F(©)) =1, so
that © is of type Z[A] by [18, 8.2.2]. We first consider the case s > 1. In mod Uy(sls),
we have an almost split sequence

E:(0)=>W({(s=1)p+a) =>W(sp+a)@W((s—2)p+a) = W((s—1)p+a)— (0)

by [17, 4.1.2|, where W (a) = (0). Since F(W((s—l)p+a)) 2W((s—1)p+a), F(/W((s—
2)p+a) ZW((s—2)p+a)and F(W(sp+a)) = W(sp+a), 1.2.2 and 1.2.1 show that
there is an almost split sequence

€1 (0) = W((s—1)p+a)[\] = W(sp+a)&W ((s—2)p+a)[v] — W((s—1)p+a)lu] — (0)

in mod G1T with A, v, u € X (T), where W(a) := 0. Thus, 7¢,7(W((s — 1)p + a))[1]) =
W((s — 1)p + a)[Al. On the other hand, 3.3.1 yields a € R such that 7¢,7]e = [pa].
Hence 7¢,7le = [pa] = [A — p] and 1.2.1, (2) yields pa = X\ — u. In order to determine
A, i, we determine all submodules and factor modules of W(sp—i— a) isomorphic to a shift
of W((s —1)p+a). Let A be such a submodule. In the canonical basis Vg1, . .., Vsptq Of
/W(sp—l—a), each v; has degree (7, sp+a—1), so that the subspace /I/I?(sp—{—a)(i,spﬂ,i) is one-
dimensional with basis v;. Hence any GG1T-submodule of /I/I?(sp—l—a) is the span of a subset
of the v;. As W((s—1)p+a) is indecomposable and has dimension (s—1)p, 3.4.2 provides
a basis vg, ..., v(,_yy, , of A and z,y € Z such that deg(vj) = (z + i,y + sp— 1 —1).
Comparing the degrees of these basis elements with the degrees of the v; shows that
there is 0 < ¢ < p such that A is spanned by veq144, . .., Vs—1)p+ati- Suppose first that
0 <i<p—a—2 Then evie_1prari = ((s = 1)p+ a+ i+ 1)v_1)pratit1 yields
V(s—1)p+ati+1 € A, a contradiction. Thus, i > p—a—1. If p—a—1<¢<p—1, then
fvarivi = (8p+ 1)vayq yields v,y; € A, a contradiction. As a result, we have i = p and
A is spanned by vUpiai1,- .., Uspra. Comparing the degrees of this basis of A with the
degrees of the canonical basis of /W((s —1)p+a), we see that A = W(( 1)p+a)[(p,0)],
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so that A = (p,0).

As [A— pu] = [pa] and GL,, has roots (1,—1), (-1, 1), we have u = (2p, —p) or u = (0, p).
Since W((s — p+a)lu] € mod M1D, u # (2p, —p); else the last base vector of the
canonical basis of /W((s —1)p+a)[u] would have a negative coordinate. Thus, u = (0, p).
As a result, we have 7¢,7|e = [(p, —p)]. By considering the degrees of the canonical basis
of /W(sp+ a) again, we see that not all weights of W\(sp—l— a)[(p, —p)], /W(Sp—i- a)[(=p,p)]
are polynomial, so that TGIT(/W<S]?+CL)), TgllT(/W(sp—f—a)) ¢ mod M, D. Now 3.3.5 shows

that © Nmod M; D is equal to the wing of W(sp + a). Now let s = 1. The arguments
above in particular yield an almost split sequence

(0) = W((p+ a)[(p,0)] = W(2p +a) = W(p+a)[(0,p)] — (0).

—

Applying the shift functor [(—p,0)] to this sequence, we see that 7¢,7(W(p +
a)[(=p,p)]) = Wi(p+ a), so that 76,7|/©® = [(p, —p)] also holds in this case. Consid-
cring the degrees of the canonical basis for W (p + a)[(—p, p)], W (p + a)[(p, —p)], we sec
that not all weights of these modules are polynomial, so that © Nmod M; D is the wing
of W(p+ a).

For 1 < s < 2, the almost split sequences computed above now show that the left-
most quasi-simple module in the wing of W(sp + a) is W(p + a)[((s — 1)p,0)]. For

—~

s > 2, one shows by induction that the i-th predecessor of W (sp + a) on the sectional
path starting in the quasi-socle of W(sp + a) is W((s — i)p + a)[(ip,0)] by shifting

the almost split sequence starting in W((s — i)p + a)[(p,0)] by [((: — 1)p,0)]. The
definition of the sly-action on the basis vectors vgi1,...,Vp1q of W(p + a) shows that
Vgt1, - - -, VUp—1 span a simple submodule of W(p + a) while each of the remaining basis

vectors generates W(}H— a) as an sly-module, so that the socle of /W(p—i— a) is spanned by

—

Va+1, - - - 7UP*1'/iAS deg<va+1) = (p - 17 a—+ 1)7 we get SMTD(SOC(W(Z) + a)[sp, _pD) = 07

so that Fr,p(W(p+a)[sp, —p]) = 0 and W (p+a)[((s—1)p,0)] is projective in mod M; D
by 1.3.1. O

For an illustration of the following proposition, see Figure 3.1 below.

Proposition 3.4.4. Let © be the component of the stable Auslander-Reiten quiver of
mod G1T containing the module V (sp + a)|[(i,4)] for 0 <i <p—1. Then O is a Z[AZ]-
component such that © = ©°. There is a column of simple module in © which is a
symmetry axis with respect to (—)° and ©Nmod M, D consists of the modules on directed

paths between V (sp+a)[(i,4)] and V (sp+a)°[(i,1)]. We also have T 7(V (sp+a)[(i,)]) =

A~

V((s+2)p+a)[i —p,i—p)]

Proof. By [17, Section 4.1], F(©) is of type Z[Aj2] and contains exactly one simple
module L(a). By 1.2.5, F induces a morphism of stable translation quivers © — F(O).
Since F(O) has no quasi-simple modules and © is isomorphic to either Z[A|, Z[AY] or
Z| D) by [16, 3.4], this shows that © is of type Z[AZ]. We show that there is an almost
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split sequence

¢:(0) = V(sp+a) = V((s — V)p+a)(p,0)] ® V((s — )p + a)[(0,p)]
— V((s —2)p + a)[(p,p)] = (0)

for s > 1 while the almost split sequence starting in ‘7(p +a) is

~

¢+ (0) = V(p+a) = L(a)[(p,0)] & L(a)[(0,p)] & P
YA/(p +a)’ — (0)

with P projective indecomposable. By [2, V.5.5], there is an almost split sequence
¢:(0) — Rad(P) — Rad(P)/Soc(P)@® P — P/Soc(P) — (0)

in mod Up(sly), where P is the projective cover of L(p —a — 2). By [13, IV.3.8.3] in
conjunction with [19, 2.4|, we have Rad(P)/Soc(P) = S @ S for some simple Uy(sl)-
module S such that S 2 L(p —a —2) and S, L(p — a — 2) are the only simple modules
in the block of S. As L(a) belongs to the block of L(p —a —2), we get S = L(a). Hence
Rad(P) has dimension p + a + 1 and Soc(Rad(P)) = L(p — a — 2), so that 3.4.1 yields
Rad(P) = V(p + a). By 1.2.2 in combination with 1.2.5, the almost split sequence in
mod G171 starting in V(p—i—a) is mapped to & by F. Thus, the non-projective part of the
middle term is a sum of two shifts of E(a) and is obtained by factoring out the socle of

‘A/(p + a). For the canonical basis vy, ..., Uptq Of ‘A/(p + a), the action of sl on the basis
vectors shows that the socle is spanned by v441,...,v,—1 and the direct summands of
the factor module are spanned by the images of vy, ..., v, and v,, ..., vp1,, respectively.

Comparing the degrees of these vectors with the degrees in the canonical basis of E(a),
we see that V(p + a)/Soc(V(p + a)) = L(a)[(p,0)] ® L(a)[(0,p)]. As the middle term
of the almost split sequence starting in ‘A/(p + a) is self-dual with respect to (—)°, the
right term of this sequence is XA/(p + a)?, so that ¢’ is almost split. By applying the shift
functors [(0,p)], [(p, 0)] to ¢’, we see that V (p+a)[(p,0)], V (p+a)[(0, p)] are predecessors
of V(a)[(p,p)] in T5(G1T). As © is of type Z[AZ], this shows that the middle term of

the almost split sequence ending in V' (p+a)[(p, p)] has the claimed form. Inductively, to
show that the almost split sequence for s > 1 has the claimed form, it suffices to show
that if

¢:(0) = Xy = V(s = Dp+a)[(p,0)] @ V((s = p+ a)[(0,p)]
= V((s = 2)p+a)[(p,p)] = (0)

is almost split in mod G;7T', then X, & ‘7(51) + a). As above, F(¢') is almost split in
mod Uy(sly) and by exactness, we have dimy X; = sp + a + 1. Thus, 3.4.1 yields that
F(X,) =2 V(sp+a) = F(\A/(sp +a)) or F(X,) = V(sp+a) = F(l//\'(sp + a)?), so that
X, is isomorphic to a shift of V(sp +a) or V(sp -+ a) by 1.2.1. We show that V(sp +a)
does not have a submodule isomorphic to a shift of V((s — 1)p + a)°, so that V (sp+ a)°
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does not have a factor module isomorphic to a shift of V((s — 1)p + a) and the first
alternative has to apply. Suppose A is a submodule of YA/(sp + a) isomorphic to a shift
of V((s—1)p+a)°. Taking the canonical basis v, . . . s Uspra Of V(sp+a) and comparing
the degrees of this basis with the degrees of the basis of A provided by 3.4.2, we see that
A is spanned by v;, ..., V(_1)ptati for some 0 < i < p. Using the action of Uy(sly) on
the v;, we get the following statements:

1) If v; € A for some 0 < j < a, then vy,...,v, € A,

(1)

(2) if v; € A for some a+1<j <p—1, then voq,...,v,_1 € A,

(3) ifvj € Aforsome (s —L)p+a+1<j5 <sp—1, then vs_1)prat1s---,Vsp-1 € A4,
(

4) if v; € A for some sp < j < sp+ a, then vy, ..., vsp4q € A.

Thus, A is spanned by either vy, ..., v—1)pta O By Vp, ..., Vsptq. However, we have
eV(s—1)pt+a = ((8 = 1)p + a4+ 1)v(s_1)pras1 and fv, = ((s = 1)p + a + 1)v,_1, so that in
both cases, A is not a submodule, a contradiction. Hence X, & V(sp + a)[A] for some
A € X(T). Since ¢ is almost split, V(sp + a)[)] has factor modules A; = V((s — 1)p +
a)[(p,0)], Ay = V((s — 1)p + a)[(0,p)]. Comparing degrees of bases and applying the
arguments on submodules from above to factor modules and kernels of the canonical
projections, we see that A; resp. A, are spanned by the images of the basis vectors
Upy .-+, Uspra TESP. Vp, ..., V(s—1)p+a Under the canonical projections and that A = 0, so
that X, = 17(319 + a) and ( is almost split. The statement about 7¢,7 now follows
by shifting the sequence for s + 2 by [(¢ — p,i — p)]. By applying the shift functor
[(Ip,U'p)] to the almost split _sequences ¢, (", we see that for all [,I" € Z, the element
directly above resp. below Visp + a)[(lp,I'p)] in the column of V(sp + a)[(Ip, U'p)] is
V(sp+ a)((L+ Dp, (U — 1)p)] resp. V(sp+a)[((L — p, (7 + L)p)]. Thus, if 0 < j < 5
and we follow the upper resp. lower sectional path starting in ‘A/(sp + a) for j steps, we
arrive at the module V((s — j)p+ a)[(jp, 0)] resp. V((s—j)p+a)[(0, jp)]. The modules
above V((s — )p + a)[(jp, 0)] have the form V((s — j)p + a)[((j + 1)p, —Ip)] while the
modules below V((s — 5)p + a)[(0, jp)] have the form V((s — j)p + a)[(—Ip, (G + 1)p)]
for some [ € N. Thus, the degree of either vy or v(s_;),1, in their canonical bases has a
coordinate which is a negative multiple of p, so that these modules and their shifts by
[(i,4)] are not polynomial G;T-modules. All modules between V((s — j)p + a)[(jp, 0)]
and V((s — )p + a)[(0, jp)] in their column can be reached via directed paths starting
in \7(5]) + a). As all arrows on these paths correspond to irreducible epimorphisms,
all modules obtained this way are polynomial G;7-modules by 3.2.1. The arguments
above show in particular that there is a column of simple modules in © which is equal
to {E(a)[(sp + jp,—jp)] | j € Z} and that a module to the left of this column belongs
to mod M; D iff it lies on a directed path from ?(sp + a) to this column. Since S° = S
for every simple G;T-module S by [26, 11.6.9(13)], we have ©° = © and the column of
simple modules in O is a symmetry axis with respect to (—)°. As V € mod G1T is a
polynomial GGyT-module iff V° is a polynomial G;7-module, we get that any module to
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the right of the column of simple modules belongs to mod M; D iff it lies on a directed
path from the column of simple modules ending in ?(sp—i—a)o. As a result, ©Nmod M;D
consists of all modules on directed paths from ‘7(51) + a) to V(sp +a)® for i = 0. For
1 <i < p—1, the statement follows by applying the functor [(i,7)] to the component
containing XA/(sp + a), noting that the above arguments about negative coordinates also
apply in this case. O

AV WA AN AN
N AN AN AN AN NN
N NN AN AN
AN AN N AN AN
N AN N AN AN
NN AN AN AN NN
ANV N AN

Figure 3.1: Component of IT';(G1T) containing the module V = V(2p 4+ a). The blue
vertices are M7 D-modules and the blue line is the column of simple modules.

By 1.2.5, the shifts of V(sp + a) with a Gy T-structure are exactly those V(sp + a)[)]

with A € X (T') such that A|(sr,),nr = 0. These are the elements of pX (T")+Zdet |p. The
proof of 3.4.4 shows that all these modules belong to components of the type described
in 3.4.4. As modules of the form V(sp+ a) and their duals are the only Uy(sly)-modules
contained in components of type Z[Ay5] by [17, Section 4], we have found all of these
modules for r = 1.
Since the restriction functor mod My D — mod G1T is fully faithful, almost split se-
quences in mod GG;T" such that all constituents lift to M;D are also almost split in
mod M; D. In the following, we determine the almost split sequences in mod M; D which
are not almost split in mod G1T

Lemma 3.4.5. There are almost split sequences
&1:(0) = W((s = Dp + a))[(0, 1p)]

= V((s = Dp+a)[(0,ip)] ® W((s — 1 — )p+a)[(0, (I + 1)p)]
= V((s—1—1p+a)[(0,(+1)p)] — (0)
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for0<I<s—1 and

&:(0) = V(s—Dp—a—2)](a+1+1pa+1)°
— W((s = )p + a)[(lp,0)]
eV({(s=l+p—a—2la+1+(—1)p,a+1)°
— W((s =1+ p+a)l((l - 1)p,0)] - (0)

fors>1and1<1<s—1inmodM D, where /W(&) =0.

Proof. We have almost split sequences

& :(0) = V((s — 1+ 1)p+a)[(—p, ip)]
= V((s—p+a)(0,lp)] ® V(( Dp + a)[(—p, (I + 1)p)]
= V((s—1—1)p+a)[(0,(+ 1)p)] — (0)

and

&2 (0) = W((s — 1+ 1)p+a))[(lp, —p)]
= W((s = Dp+a)[(ip.0)] ® W((s — L+ 2)p+a)[((l — 1)p, —p)]
= W((s — 1+ 1)p+a)[((l —1)p,0)] — (0)

in mod G4 T by the preceding results and their proofs. We want to prove §y,p(&]) = &

and §ar,p(§) = & We first show A = Fu,p(V((s — L+ 1)p + a))[(=p,lp)]) =
(Uptatis -+ V(s—i+1)pta)s Where vg, ..., V(s_i41)pta 15 the canonical basis of V((s — 1 +
)p + a))[—(p.Ip)]. As every weight space of V((s — I + 1)p + a))[(—p.Ip)] is one-
dimensional and A is a homogeneous submodule, A is spanned by a subset of the v;.
Since the first coordinates of their weights are negative, we have to delete at least
Vo, - .-, Up_1, and since the Up(sly)-module spanned by each of the vectors vy, - - vpiq
contains v,41,...,U,—1, we have to delete those as well, so that only the basis vec-
tors spanning (Upia41, - - - Ugs—i+1)pta) Temain. As (Upiai1,-- ., Us—it1)pt+a) is stable un-
der the sly-action on V((s — I 4+ 1)p + a))[(—p, p)] and spanned by homogencous ele-
ments, it is a homogeneous submodule. Since all weights of the basis vectors occurring
are polynomial, we get A = (Upjatis---sUs—i+1)pta)- 10 particular, 1.3.1,(1) shows
that the right-hand term of & is not Ext-projective in mod M;D. Hence 1.3.1,(2)
implies that A is indecomposable, so that F'(A) is indecomposable by 1.2.1. Since
Uptatls - - ->V2p—1 Span a simple sly-submodule which is isomorphic to L(p — a — 2) by
3.4.1, L(p — a — 2) occurs in the socle of F'(A). As dimy A = (s — )p, 3.4.1 now yields
F(A) =2 W((s—=1)p+a)or F(A) =W ((s—1)p+a)*. Using the action of f on A, we see
that the for 0 < i < s —1 — 1, the vectors vpyq+14ip; - - -, V2ptatip SPan a p-dimensional
Uo((f)) = k[f]/(fP)-module which is generated by va,+4+ip and is hence projective in-
decomposable for Uy((f)). As Alyysy) is the direct sum of these modules, Aly,(s)) is
projective, so that f does not belong to the rank variety of F'(A). Since f belongs to the
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rank variety of W((s — )p + a)*™, we get F(A) = W((s — I)p + a). Thus, A is isomor-
pth to a shift of W((s — l)p + a) and comparing the degrees in the canonical basis of
W((s—l)p+a) to those of vpyay1,- -+, V(s—i41)pra yields A = W((s—l)p+a)[(0 Ip)]. This

also shows that s, p(V((s— l)p+a))[( —p, (1+D)p))) 2 W ((s—1—1)p+a)[(0, ({+1)p)].
Now 1.3.1 shows that & is almost split in mod M7 D.

We now compute B := §,p (W(s — I+ 1Dp+a)[(lp, —p)]). As above, B is spanned by a
subset of the v; as a vector space. Since their weigths have a negative second coordinate,
we have to delete at least the last p base vectors vis_pptati, - - - Vs—i+1)pta- The Up(slz)-
module spanned by each of the vectors vi_yps1,- .., Vs—1)p+a contains the last p basis
vectors, so they also have to be deleted. As the remaining vectors vgy1, ..., V—), Span
a homogeneous submodule of W (s —1+1)p+a)[(lp, —p)], we get B = (Vay1, ..., Vis—i)p)-
As above, B is indecomposable. As dimg(B) = (s =+ 1)p — a — 1, 3.4.1 shows that
FB)=V({(s—Il+1p—a—2)or F(B)=ZV((s—l+1)p—a—2)°. As (Vg41,...,Up_1) is &
simple sly-submodule isomorphic to L(p —a—2), we get F(B) 2 V((s—1+1)p—a—2)°
since L(p — a — 2) does not occur in the socle of V((s — 1+ 1)p — a — 2). Now 1.2.1
yields B = V((s — 4+ 1)p — a — 2)°[A] for some A € X(T). Comparing the degrees
of vaq1,... V-1, With those of the canonical basis of V((s — 1+ 1)p —a — 2)° yields
A=(a+1+Ip,a+1). Thus, B= V((s—14+1)p—a—2)°[(a+1+Ip,a+1)]. This also
shows Far, o (W ((s—142)p+a)[((I—1)p, —p)]) =V ((s—=1)p—a—2)[(a+14+(I—1)p,a+1)]°.
Now 1.3.1 shows that & is almost split in mod M; D. O

Lemma 3.4.6. There are almost split sequences
61:(0) = W((s = Dp+ a))™[(1p.0)]
= V(s = Dp+ a)l(ip.0)) & W((s =1 = Dp+a) (L + 1)p,0)]
= V((s =1 =Dp+a)[((l + 1p,0)] = (0)
for0<I<s—1 and
&:(0) = V((s—Dp—a—2)[(a+1,a+1+Ip)°
= W((s = Op+a)"[(0, p)]
eV({(s=Il+p—a—-2)la+1,a+1+ (- 1)p)°
= W((s = 1+ Dp+a)™[(0,( = )p)] = (0)
fors>1and1<[<s—1in mod MyD, where /V[7(a) =0.

Proof. Twisting with wy is an auto-equivalence of mod M; D mapping the almost split
sequences from 3.4.5 to &1, &. The result now follows. n

Lemma 3.4.7. There is an almost split sequence
0) = V(sp—a—2)[(a+1,a+1)°
— /W(sp +a)® W(sp +a)"e
— V(sp+a) = (0)
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i mod M1 D for s> 1.

Proof. By the proof of 3.4.4, there is an almost split sequence

(0) = V((s+2)p + a)[~(p,p)]
= V((s+1)p+a)|(—p,0)] & V((s + 1)p+ a)[(0, —p)]
— V(sp+a) — (0)

in mod G,T. In the proof of 3.4.5, it was shown that Fys, p(V ((s + 1)p + a)[(—p,0)]) =
W(sp +a). Since V((s+1)p+ a)[(=p, 0)]"° = V((s+ 1)p+ a)[(0, —p)], this also shows
Fup(V((s+ p+ a)[(0,=p)]) = W(sp + a)*™. We compute C' = Fu,p (V((s +2)p+

a)[—(p, p)]). Taking the canonical basis vy, . . . , V(s 2)p1a Of V(s + 2)p + a)[—(p, p)], the
sly-action on the base vectors shows that C' is spanned by vpyaq1,. .., Vsq1)p—1 as all
other base vectors generate submodules which are not polynomial. Since dim(C) =
sp—a—1and vyiet1,...,V21 span an sly-module isomorphic to L(p — a — 2), 3.4.1
yields F(C) = V(sp —a —2)* = F(V(sp — a — 2)°). An application of 1.2.1 and a
comparison of degrees of the basis vy 441,...,V(41)p—1 of C' and the canonical basis of
Visp—a—2)° yields C = V(sp—a—2)[(a+1,a+1)]°. The claim now follows from
1.3.1. [

By using the results about stable AR-components of mod G;7 and almost split se-
quences in mod M D, we are able to determine the Auslander-Reiten quiver for the
blocks of Ssp1a(G1T) containing V' (sp + a).

Theorem 3.4.8. The component of the AR-quiver of Sspia(G1T) for s > 1 and 0 <
a < p— 2 containing V(sp + a) has the following form:

A ANV VAN AN
SRS SN
G
<<< Cr L
z/\z/ < .

< . <<<< ”{E;g<.

S \z/ Ead
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Here, the leftmost and the rightmost column are identified, the brown dots are
projective-injective, the blue squares are the My D-part of the G1T-component contain-
mng ‘7(8]9 + a), the green squares are the MyD-part of the G1T-component containing
Visp—a—2)(a+1,a+1)], the red squares on the left side are the MyD-part of the
G1T-component containing /W(sp+ a), the orange squares on the left side are the My D-
part of the G1T-component containing W(sp + a)* and the red and orange squares
on the right side are the duals of those on the left side. All colored arrows represent
morphisms which are irreducible in mod GT', while the black arrows represent mor-
phisms which are irreducible in mod My D, but not in mod G;T. Thus, upon deleting

projective-injective vertices, the underlying directed graph of the component is isomor-
phic to Z[Ags 1]/ (T%T1).

Proof. For the left part of the quiver, one uses the shape of the M, D-part of the G,T-
components containing W (sp+a), V(sp+a), W(sp+a)*° and V(sp—a—2)°[(a+1,a+1)]
and the almost split sequences from 3.4.5, 3.4.7 and 3.4.6. The right part is now obtained
from the left part by contravariant duality. O

Remark. Using calculations similar to those in the proofs of this section, one
can show that W(sp +a)° = W(s+ p—a—2a+1,a+1—p) and
(W(sp + a)0)° = W((s + )p —a—2)[(a+1—p,a+ 1) and use this to give a
different description of the modules in the right part of the component given above.

3.2.11 shows that components of this shape also occur for » > 1. We will show that
all components of S;(G1T') are shifts of a component of this shape.

For this, we first show that some shifts induce Morita-equivalences between blocks of
different Sy(G1T).

Proposition 3.4.9. Let s >0 and 0 < a <p—2. Then for1 <i<p—a—2, the shift
functor [(i,1)] restricts to an equivalence of categories between the categories of finite

dimensional modules belonging to the block of Sspra(G1T) containing V(Sp +a) and a
block Of Ssp+a+2i<G1T>-

Proof Since the block contains the simple module of highest weight (sp + a,0), p =
(3,—3), W = {1, w} and det | = (1, 1), this follows from an application of 2.2.2 to our
81tuat10n 0

By counting the number of shifts and comparing this to the number of non-semisimple
blocks of Sgp14(G1T)1 determined in [10], we see that every non-semisimple block arises
this way.

Corollary 3.4.10. Let b be a non-simple block of Sq(G1T). Then b is the shift of the
block of Sy(G1T) containing V(d') for some d' < d such that d' = sp+a, 0 <a <p-—2.

Proof. Write d = sp+a with0 < a < p—1ands > 1. We first consider the case a # p—1.
By 3.4.9, the shifts by [(¢,7)] define a Morita-equivalence of the block of Ss,1q—2:/(G1T)

containing the module V(sp 4+ a — 2i) to a block of Sy(GyT) for 0 < i < |5]. By the

39



same token, the shifts by [(a+i+41,a+i+1)] define a Morita-equivalence of the block of
S(s—1)p+(p—a—2)—2i(G1T') containing V' ((s —1)p+ (p—a—2) —2i) to a block of Sy(G1T') for

1< < V%_Qj These blocks are pairwise distinct since the indecomposable modules

of largest dimension belonging to them are XA/(sp +a — 21) with dimension sp+a — 2+ 1
resp. V((s—1)p+ (p — a — 2) — 2i) with dimension (s — 1)p+ (p —a — 2) — 2i + 1. For
a = p—1, only the first kind of blocks occurs with 1 <7 < p%l. Thus, we have found p%l
distinct blocks in both cases. By [10, 2.2], we have found all blocks not associated to a
shift of a Steinberg module, hence all non-simple blocks. If now d = a with0 < a < p—1,
then Sy(G1T) is semisimple by [8, Theorem 3|. If d = p+ a for 0 < a < p — 1, then
we get all blocks not associated to Steinberg modules as above, but only the first kind
of blocks is non-simple since the second kind of blocks is a shift of a block of Sy (G1T)
with d' <p—1. O

Now let r,n be arbitrary again. By reducing to the case » = 1, we are able to
determine the M, D-parts of G, T-components © whose restrictions to G, have type
Z[Ay,). Since the restriction to (SLy), induces a morphism of stable translation quivers
by 1.2.5, so that the restriction of © is a component of I's((SL,)..), [15, 4.1| implies that
the restriction of © to (SLy), is also of type Z[A;,]. Now [15, 4.2] implies n = 2 as SL,,
is almost simple.

Corollary 3.4.11. Suppose that F(©) is of type Z[fllg] and © Nmod M,D # (). Then
© is of type Z[AZ], ©° = O and there is a column of simple modules in © which
is a symmetry axis with respect to (—)°. There is an M,D-module V € © such that
mod M, D N © consists of all modules on directed paths from V' to V°.

Proof. Note that taking the Morita-equivalence in 3.2.11 followed by the forgetful functor
mod G, T — mod (SLy), is the same as taking the forgetful functor followed by the
Morita~equivalence of [18, 5.1]. As the Morita-equivalence of 3.2.11 maps the M, ¢ D-
modules in a G,_,T-block to the M, D-modules in a G, T-block and commutes with the
forgetful functors, we can use the arguments of [18, 5.4 to reduce to the case r = 1. The
result now follows from 3.4.4 and its succeeding remarks.

O
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4 Polynomial representations of B,T

4.1 Structure and induction

In this section, let G C GL, be a closed connected reductive subgroup containing
Z(GL,), T C G be a maximal torus and B, B~ C G be opposite Borel subgroups
containing 7, D = T the closure of T' in Mat,,, U C B the unipotent radical of B
and U~ C B~ the unipotent radical of B~. In contrast to the ordinary Schur algebra,
the algebra S,;(G,T') is not in general quasi-hereditary, see [9, Section 7|. However, as
we show below, the algebras Sy(B,T) are directed, i.e. quasi-hereditary with simple
standard modules. See [4] for the definition of a quasi-hereditary algebra.

Proposition 4.1.1. Let G C GL,, be a reductive group, T C G a maximal torus and B
a Borel subgroup of G containing T. Then the algebra Sy(B,T) is quasi-hereditary and
directed.

Proof. Let X\ be a polynomial weight for T of degree d. By [26], 11.9.5 and the remark
before 11.9.3, all weights p of the projective cover Z,(/\) of k) in mod B, T satisty pu < A
and the weight space for the weight X is 1-dimensional. Since every module with top k) is
a factor module of Zr()\), the ordering is adapted (see the remarks below [4, Lemma 1.2]
for the definition of adapted ordering). As QBT—T(Z()\)) is projective in mod B, T and has
simple top ky, it is the projective cover of ky in mod B,T and we get Q&—T(fr()\)) = A(N)
by definition, see [4, Section 1]. As the A-weight space of QBTT(Z(A)) is one-dimensional,
ky occurs only once as a composition factor of QBT—T(Z()\)), so that QBT—T(Z()\)) has
endomorphism ring isomorphic to k by [4, 1.3]. Now [4, Theorem 1| implies that Sy(B,T)
is quasi-hereditary. Relative to the reverse ordering, S;(B,T') obtains the structure of a

quasi-hereditary algebra with simple standard modules A(\) = k, so that Sy(B,T) is
directed. ]

Example. Let r = 1, B = U x T C GL, the Borel subgroup of upper triangular
matrices with 7" C B the torus of diagonal matrices and U C B the subgroup of upper
triangular unipotent matrices and 4D = BiT. Then mod B;T = modU; x T is the
category of Z*-graded modules for the Nakayama algebra kU, = k[X]/(X?), where the
grading on k[X]/(XP) is given by deg(z) = (1, —1), where z = X+(X?). In the following,
we will compute the almost split sequences and the Auslander-Reiten quiver of BT, the
Auslander-Reiten quiver of the algebras S;(B1T") and their quiver and relations.

(1) By [1, V.4.1] combined with the classification of indecomposable k[X]/(X?)-modules,
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the almost split sequences for k[X]/(X?) have the form

P ) - 0)

with 1 <t < p—1, where ¢, p are the canonical epimorphisms and 7, j are the canon-
ical inclusions and where (z)/(zP™!) = k[X]/(X?). Thus, the stable Auslander-
Reiten quiver of kU, is isomorphic to Z[A,_1]/(7) and the directed graph underlying
the (non-stable) Auslander-Reiten quiver is Z[A,]/(7). Since the image of an almost
split sequence in mod B, T under the forgetful functor is an almost split sequence
in mod kU; by 1.2.2, we can find the almost split sequences in mod B;7T" by shifting
the canonical grading on almost split sequences in mod k£U; in such a way that the
canonical maps occurring in the sequence become morphisms of graded modules.
Here, we identify (x)/(2') with the homogeneous submodule (2P~*) of k[X]/(XP)
with the grading given by deg(xz) = (1,—1). Since the projections p,q correspond
to multiplication with x, we get that almost split sequences in mod BT are shifts
of sequences of the form

J
—

q
(0) = ()/(="*) M (2)/(2") & (2)/(z"?) |

q
(0) = (2)/(a*) U @1, e/ T 5 @eticn ) - o)

for 1 <t <p-—1,so that 75,7 = [(1, —1)] and all stable components of I'(B;T) are
isomorphic to Z[A,_;] while the underlying graph of the (non-stable) quiver I'( B, T")

is Z[A,], where the bottom layer consists of simple modules and the top layer consists
of shifts of the projective module k[X]/(XP?).

The Auslander-Reiten quiver of S;(B1T') consists of the Ly D-part of the component
of I'(B,T) containing k(40y and contains the simple modules k(q,0), k(a—1,1 - - - , K(0,4)-
Since mod L,. D is closed with respect to extensions, submodules and factor modules,
the L, D-part of a component of BT consists of all indecomposable extensions of
these quasi-simple modules. For d < p, this means that I'(Sq(B17)) is the wing of
(z)/(xz%Y). For d > p+ 1, T(S¢(B,T)) is the union of the wings of k[X]/(X?)[(d —
p,p)], kIX]/(XP)[(d—p—1,p+1)],... k[X]/(XP)[(0,d)]. Since §z,p(k(as1,-1)) =0 =
gL, D(k(_l,dﬂ)), 1.3.1 and a dual version of that result imply that all modules in the
leftmost part of the leftmost wing are projective in mod Sy(B,7T") while all modules
in the rightmost part of the rightmost wing are injective.

Reading off the extensions of the simple modules in the bottom row of the Auslander-
Reiten quiver, we see that the Ext-quiver of S;(B;T) is of the form Ay, with all
arrows oriented in the same direction. As every projective indecomposable Sy(B:1T)-
module is a factor module of a graded projective indecomposable k[ X]/(X?)-module
such that the submodule structures of the module in both categories coincide, the
fact that k[X]/(XP) is a Nakayama algebra implies that the same holds for Sy(B;T).
The form of the Auslander-Reiten quiver now shows that for d < p — 1, Sy(BT) is
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hereditary, so that we have Sy(B1T) = kAsy in that case. Now let d > p and [
an admissible ideal of kAgy1 such that Sq(B1T) = kAsi1/I. By definition (see [1,
11.2.3, 11.2.9]), the relations generating I consist of linear combinations of paths with
the same source and target. Since there is at most one path in Ay, for every source
and target, all relations for Sy(B1T) are given by paths. As all indecomposable
Sa(B1T)-modules have dimension < p, all paths of length p are contained in I. For
d > p, Sq(BiT) has d — p + 1 pairwise non-isomorphic indecomposable modules
of dimension p by (2). As there are d — p + 1 paths of length p — 1 in Agyq, [
cannot contain a path of length smaller than p; else there would be fewer projective
indecomposable modules of dimension p in kAy41/1. Thus, Sq(B,T) is isomorphic
to the bound quiver algebra kAy.1/I with relations given by all paths of length p.

From now on, we suppose that the closure of G in Mat,, is normal. Since U,U~
are generated by the root subgroups U,,U_, for « € RT, see [26, 11.1.7, 11.1.8], the
construction in [26, I1.1.16] implies that we can choose the anti-automorphism 7 of 3.1.1
in such a way that n(B~) = B. Note that each A € P(D) can be extended to a character
of B by [6, Lemma 3.3], which we will also denote by A, so that ky has a natural structure
as a B,T-module. By abuse of notation, we will also denote the character of B~ obtained
this way by A and the corresponding one-dimensional B-T-module by k).

Proposition 4.1.2. For every A € P(D) of degree d, there is an isomorphism of
Sa(G,T)-modules

Sa(GT) @,y kn = (indZTky ).
Proof. By [34, 7.1], there is an isomorphism
Sa(G:T) ®g,p=1) kx = (Homs,(,7)(Sa(G,T), k3))°

of Sq(G,T)-modules, where k% is the one-dimensional Sy(B,T")-module induced by A. By

definition, indZ"Tky = {f € kK[G,.T]|f(bx) = A(b)f () for all z € G,T(A),b € B,T(A)

and all commutative k-algebras A}. Since A has degree d and A4(G,T) is the d-weight
space for the action of Z(GL,) on k[G,T], this is contained in A4(G,T) and we also
have A € Ay(B,T). Denote by p: A4(G,T) — Ay(B,T) @ Ag(G,T) the left Ay(B,T)-
comodule structure on Ay(G,T) and by &£.f the induced right action of £ € Sy(B,.T)
on f € Ag(G,T). Then for all f € ind%Zky, we have p(f) = A ® f, so that for all

B.T
€ € Sa(B,T), we get

§.f = o (§®idaycm)op(f) =ENf =N,

where X : Sy(B,T) — k is the representation of Sy(B,T) on k induced by the B,T-
module k) and p is the multiplication map. Thus, f € {g € A4(G,T) | V€ € Sq(B,T) :
.9 =XN(&)g}. Conversely, let f € {g € Ay(G,T) | V¢ € Sq(B,T) : £&.9 = N(§)g} and
extend f to a basis f = fi1,..., fi of A4(G,T). Then there are g; € Syq(B,T) such that
p(f) =X\, g: ® fi. Forall € € S4(G,T), we have

ENF=NEOfF=¢f= Zé(g»fi
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by definition, so that comparing coefficients yields £(g;) = 0 for i # 1 and £(g1) = &(N).
This shows g; = 0 for i # 1 and g; = A, so that p(f) = A® f and f € deer)\ Hence

dG Tk',\ = {g € A4(G,T) | V¢ € Sa(B,T) : &g = N(§)g}. By 3.1.4, the canonical
1somorphlsm of vector spaces

® : Ay(G,T) = Homy(S4(G,T), k) = Sa(G.T)°, f — (0 — @(f))

is an isomorphism of Sy(G,T)-modules. We show that its restriction to indg/ﬂ,\ is the

required isomorphism. Let f € indﬁk‘,\. Then for all £ € Sy(B,T), ¢ € Sq4(G,T), we
have '

O(f) (&) = = &(fa)elfe) = e&.f)
zso(X(f)f)—X() < >—A’<> (1)),

so that ®(f) € Homg, (g, 1) (54(G,T), k3). Conversely, if ®(f) € Homg,(z,1)(Sa(GT), k3)
and & € Sy(B,T), then we have

=> &(fa O(f)(Ep) = ER(f) (@) = e(N(€) )
for all ¢ € Sy(G,T) = Aq(G,T)*, so that £&.f = XN(&)f and f € indCB’T;k:A. Thus,
®(indS T ky) = Homs, (s,7)(Sa(G,T), k). O

Corollary 4.1.3. We have isomorphisms of Sq(G,T)-modules

||2

(indSrTky)° 2 (Fgr(indf 1 hy))”
Gar((ind5 Th)°) = Ger(Z:(N)°)
G (Z',(N) = Gor(hGr @5 K»).

S<GT)®SdB T)

I

1%

Proof. For the second isomorphism, one shows deerA = Ser T(md k,\) as in the
proof of |9, Proposition 5.1|. Then the third isomorphlsm follows from 3 1.3, the fourth
one from the definition, the fifth one from [26, 11.9.3(5)| and the last one from |26, 1.8.20]
combined with the definition in |26, 1.8.14]. O

Proposition 4.1.4. Multiplication induces an epimorphism of vector spaces Sy(G,T) —

Proof. By [26, 11.9.7], we have an isomorphism of schemes U, x T' x U, — G, T induced
by multiplication. Since U~ x T'= BT via multiplication, we get that jio (ig-7 iy, ) :
BT x U, — G,T is an isomorphism, where p is multiplication in G,T and ig-, iy,
are the canonical inclusions. Taking comorphisms, we see that (75-, ® 7y,) o A
kG, T] — k[B,T] ® k[U,] is an isomorphism of k-algebras. Since A(A4(G,T)) C
Ad(GTT) (S Ad(GTT) and ’H'BT—T(Ad(GTT)) = Ad(B;T), 7TUT<Ad(GrT)> = Ad(Ur) by
definition, we get a monomorphism A;(G,T) — A4(B, T) ®; Aq(U,). Dualizing this, we
get the claimed epimorphism. O]
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It follows that as a vector space, Sy(G,T) is generated by Sy(B.T)S4(B,T). The
analogue of this result for the ordinary Schur algebra was shown in [24, Section 4].

Corollary 4.1.5. We have S4(G,T) = (Sq4(B, T)S4(B,T)).

Corollary 4.1.6. For all M,N € modSy(G,T), we have Homg,,ry(M,N) =
Homsd(B:T)(M|Sd(B:T)= N|Sd(B,._T)) n Homsd(Br'T)(M|Sd(BrT)7 N|Sd(Br'T))'

4.2 QOuter tensor products

In this section, let p > 3. Let T" C GL3 be the torus of diagonal matrices, U C GLs
be the group of upper triangular unipotent matrices, B = U x T C GLy be the sub-
group of upper triangular matrices and L,D = B,T. It is well known that U = G,
k(U] = k[X]/(X?") and kU, = k[X;,..., X,]/(X7,..., XP), see for example [18, Sec-
tion 2|. By considering the action of 7" on U, and the induced actions on k[U,] and
kU,, we see that the Z* = X(T)-grading on k[U,] is given by deg(z;) = p"~*(1,—1),
where z; is the residue class of X; in k[U,]. Then mod B,7 = modU, x T is
the category of Z2-graded kU,-modules. In this section, we consider all algebras
kX, ... X5)/(X7, ... XP),1 < i < j <7, to be Z*-graded with these degrees. In
this case, we can extend our results about modules of complexity one to tensor products
of these modules with other indecomposable modules.

If M, N as in the next result are indecomposable, general theory (|3, I.10E|) in com-
bination with 1.2.1 shows that M ®; N is an indecomposable B, T-module as k is alge-
braically closed.

Proposition 4.2.1. Let M € mod B,_, T be indecomposable such that cxp__, (M) =1
and let N be a finite-dimensional non-projective indecomposable graded module over
the algebra k[X,_pq1, ..., Xo]/ (X415 -, XP). Suppose the component © C I'y(B,T)
containing M ® N is reqgular. Then © = Z[A] and the quasi-length of elements of

© Nmod L, D is bounded. If M ®; N is quasi-simple, © Nmod L, D is finite.

Proof. As © is regular, we have cryx, ,.,. . x.]/(x? x7(N) > 1 and thus

r—h10" r
cxp,r(M ® N) = crp,_,v(M) + cyx, ... Xl /(XP_ e XE (N) > 2 (see for exam-
ple [27, 3.2.15]), so that © is not periodic. Now [14, Theorem 1| implies © = Z[A] as
k[Xy,..., X, ]/(X?,..., XP) has wild representation type for r > 1 since p > 3.

We show that the 75 p-orbit of M ®; N contains only finitely many L, D-modules.
As mod L, D is closed with respect to submodules and factor modules, the result then
follows from 1.3.6.

Let P = (P)ien, be a minimal projective resolution of M as a graded
kX, ..., X /(XY ..., XP ,)-module and @ = (Q)en, be a minimal projective
resolution of N as a graded k[X,_py1,...,X,]/(X] ..., XP)-module. Then the
complex P ®j () is a minimal projective resolution of M ®; N as a B,T-module, where

-----

(P®r Q) = EBPi®kPj

itj=l
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and
dpo,gi = @B dpi ®idg, + (~1)idp, @ dg,;

i+j=l
for all I > 0. Thus, for all i > 0, we get Qp (M) @, Q

. r—h+17""
Qy (M ®; N). Let A € Z? such that Qllf[erhle 77777 X1/(X7 xry(NV)x # 0. By defi-

nition of the grading on the tensor product of modules, we get supp(Qp _ (M[A])) C

supp(Qy (M ®; N)) for all i > 0. Let a = (1, —1) be the positive root of G relative
to B. By the proof of 3.3.1, the Nakayama functor N of mod B, T is just the shift by
—(p" — Da. For every s € Ny, we get

1
k[Xr7h+1 77777 X'r]/(Xp

supp (75, (M &, N)) 2 supp(QE_ (M[N)[-p*(p" — 1)a]).

By [18, 8.1.1], there is s € Ny such that

QF (M) [-p*(p" — 1a] = MN|[-p*(p" — Da +p""a]

OF (M) [-p*(p" — 1)a] = M[N[-p*(p" — 1)al.

Since similar computations can also be applied to 75 (M ®; N) = N0 Q% (M ®, N)
for 1 <1 < p® — 1, arguments analogous to those in the proof of 3.3.2 show that the
T, r-orbit of M ®; N is finite. O

Note that if NV in the situation of the previous result is projective, then cxp 7(M ®j
N) =1 and © N L, D is finite by 3.3.3. If the component containing M ®; N is not
regular, we have czy, (M ®; N) = r and the Kiinneth-formula yields h = r — 1 and
Xf)(N ) =h.

ka[XT—h+l ----- X’I‘]/(Xf_h+1 -----

Corollary 4.2.2. Let A\ € Z?, © C T'y(B,T) be the component containing ky. Then
© Nmod L,.D is finite.

Proof. For r = 1, this follows from 3.3.3 since cxp,r(ky) = 1. For r > 2, cxp.r(k)) =
r > 1, so that k, is not periodic. Now [15, 5.6] shows F(O) = Z[A], so that k) is
a quasi-simple module in a Z[A]-component of I';(B,T) . Suppose O is not regular.
Then F(O) is not regular and the standard almost split sequence [2, V.5.5] shows that
Qu, (k) € F(O). As Qy, is an auto-equivalence of the stable module category, this shows
that Q. (F(0)) = F(0), so that Qp, defines an automorphism of F(0). In particular,
k and Qp, (k) have the same quasi-length, so that 7y, = QF implies Q(kz)QUl:rl(k) =k
for some [ € Z. Thus, k is periodic, a contradiction. Hence © is regular. Since U, acts
trivially on ky, we have ky = kyp,r ®; k, where we regard k as the trivial module for
k[Xs, ..., X, ]/(XE ..., XP). The result now follows from 4.2.1. O
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4.3 B,-components containing regular modules

In this section, we show that certain components of I's(B,), where B is a connected
solvable group scheme, are of type Z[Ay]. We have B, = U, x T,, where U is the
unipotent radical and 7' is a maximal torus of B. By [15, 5.6, every infinite component of
I's(U,) has tree class A,,. We want to use methods from [17] to extend this to components
of B, contaning so-called regular modules defined there. Let F': mod B, — mod U, be
the canonical restriction functor.

Lemma 4.3.1. Let p > 5, © C I'y(B,) be a component containing a regular module.
Then F(©) is a component of I's(U,).

Proof. We use results from [17] to imitate the proof of [16, 2.2(2)]. By [17, 3.1.5],
F :© — I'y(U,) is a morphism of stable translation quivers. Hence there exists a unique
component ¥ C I'y(U,) such that ['(©) C V. By [17, 3.1.1], F(©) is 7{; -invariant for all
n € Z, so we only have to show that each neighbor of an element of F'(©) also belongs

to F(©). Let M € © and
£:(0) — . (F(M)) — P, mE;, —— F(M) — (0)

be almost split in mod U,., E; the indecomposable predecessors of F'(M) in U. As every
module in O is regular, [17, 3.1.4| yields that £ is isomorphic to

(0) —— F(r5,(M)) —— F(X) —— F(M) —— (0),
where

(0) —— 75, (M) X > M (0)

is the almost split sequence in mod B, ending in M. Let X = @2:1 s;X; be a decomposi-
tion of X into indecomposable summands. As F' is additive and sends indecomposables
to indecomposables by [17, 2.1.2], we get that @7, m;E; = @._, s;F(X,) with F(X;), E;
indecomposable. By the Krull-Remak-Schmidt Theorem, for every 1 < ¢ < n, there is
some j such that £; = F(X;), so that all predecessors of F'(M) also belong to F(©).
Using the bijectivity of 7y, one shows the same for all successors of F'(M). m

Remark. The proof works in the more general setting of [17, 3.1.5].

Proposition 4.3.2. Let p > 5 and © C I's(B,) be an infinite component containing a
reqular module. Then © has tree class A .

Proof. By [15, 5.6] and 4.3.1, F(0©) is a component of I'y(U,) and has tree class As.
Hence F(©) and © have infinitely many 7-orbits. By [17, 3.1.4], the number of summands
of a middle term of an almost split sequence in © is at most two and there are almost
split sequences whose terms lie in © with indecomposable middle term. As a component
whose tree class is a finite Dynkin diagram has finitely many 7-orbits, the list of possible
components in [15, 1.3] shows that © has tree class A. O
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