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Abstract

Let G be a connected reductive algebraic k-group over an algebraically closed field
k of characteristic p > 0, and g := Lie(G) be its Lie algebra. Suppose in addition
that G is standard, i.e. p is good for G, the derived subgroup of G is simply
connected and there exists a non-degenerate G-invariant symmetric bilinear form
for g. Following [CFP] and |PS| we acquaint ourselves with the projective varieties
E(r,g) and how they relate to the representation theory of g. It is the purpose of

this thesis to investigate the geometric properties of E(r, g).

By refining the definition of saturation rank in the context of finite groups schemes,
we reveal parallel descriptions for constant finite group schemes and infinitesimal
group schemes. When our consideration concentrates on restricted Lie algebras, i.e.
infinitesimal group schemes of height < 1, we identify the rank with the semisimple
rank of GG in case of reductive Lie algebras. This characterization is dedicated to
establishing the relationship between E(r, g) and the restricted nullcone V(g). As
a supplement, we also consider the non-reductive case, i.e. the proper parabolic
subgroups. In order to study more generally the rank on the r-th Frobenius kernel

G(r), we specialize to G = SL,, and r = 2, revealing an interesting result.

We also identify the varieties E(7smax, §) for G being simple and of classical type when
Tsmax €quals 7. — 1, where 7., is the maximal dimension of elementary subalgebras
of g. Our goal is to determine the irreducible components of E(rgnayx, 8), and to
pursue links and similarities with the result of Pevtsova and Stark on E(rpax, g)-

Having done this, the irreducibility of E(rsmax, g) for related types will be seen.
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Zusammenfassung

Sei GG eine zusammenhangende reduktive algebraische k-Gruppe iiber einem alge-
braisch abgeschlossenen Korper k der Charakteristik p > 0 und g := Lie(G) ihre
Lie-Algebra. Wir setzen zuséatzlich voraus, dass G standard ist, d.h. p ist gut fiir
G, die abgeleitete Untergruppe ist einfach zusammenhangend und es existiert eine
nicht-ausgeartete G-invariante symmetrische Bilinearform auf g. Wir folgen [CFP]
und [PS] und betrachten die projektiven Varietéten E(r,g) und ihren Zusammen-
hang zur Darstellungstheorie von g. Es ist Ziel dieser Arbeit, die geometrischen

Eigenschaften von E(r, g) zu untersuchen.

Indem wir die Definition des Saturationsranges fiir endliche Gruppenschemata ver-
feinern, finden wir Beschreibungen fiir konstante endliche Gruppenschemata und
infinitesimale Gruppenschemata. Im Falle restringierter Lie-Algebren, d.h. in-
finitesimaler Gruppenschemata der Hohe < 1, zeigen wir, dass im Falle reduktiver
Lie-Algebren der Rang mit dem halbeinfachen Rang von G iibereinstimmt. Diese
Charakterisierung hat das Ziel, einen Zusammenhang zwischen E(r,g) und dem
restringierten Nullkegel V(g) herzustellen. Wir betrachten zusétzlich den nicht-
reduktiven Fall, d.h. den Fall echter parabolischer Untergruppen. Um allgemeiner
den Rang des r-ten Frobeniuskerns G,y zu untersuchen, betrachten wir den Spezial-

fall G = SL,, und r = 2, wodurch wir zu einem interessanten Resultat kommen.

Wir bestimmen auflerdem die Varietéten E(rgpax, g) fiir einfaches G von klassischem
Typ, wenn rgpna, Mit .y Ubereinstimmt, wobei 1, die maximale Dimension einer
elementaren Unteralgebra von g ist. Unser Ziel ist die Bestimmung der irreduziblen
Komponenten von E(rgmay, g) sowie Zusammenhénge und Ahnlichkeiten mit dem
Resultaten von Pevtsova und Stark iiber E(rp.x, g). Im Anschluss zeigen wir die

Irreduzibilitdt von E(rgpax, g) fir damit zusammenhéngende Typen.
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Chapter 1

Introduction

Let (g, [p]) be a finite dimensional restricted Lie algebra over an algebraically closed
field k of positive characteristic p > 0. A Lie subalgebra & C g is referred to as
elementary if it is abelian, and the p-map is trivial. It is the purpose of this thesis
to study the projective variety E(r, g) of elementary subalgebras of g of dimension

r and its relationship to the restricted nullcone V' (g).

The investigation of E(r, g) is dedicated to knowing more about the representation
theory of g. When r = 1, E(1, g) is the projectivization of V' (g), with the latter iden-
tified with the spectrum of the finitely generated commutative algebra H (U(g),k);
see [FPar|]. When r is the maximal dimension 7., of elementary subalgebras of
g, Carslon-Friedlander-Pevtsova have identified E(ryay, g) for simple Lie algebras
of types A and C' in their paper [CFP|. Their calculation reveals interesting and
varied geometric structures of these varieties. Inspired by Malcev’s linear and com-
binatorial approach on the maximal dimensions of an abelian nilpotent subalgebra,
Pevtsova and Stark subsequently identify the varieties E(7max, g) in [PS] for a reduc-
tive restricted Lie algebra. Except for these two numbers, it is known in general that
E(r, g) is closely related to the variety of r-tuples of pairwise commuting p-nilpotent
elements of g. The appearance of these r-tuples has given an alternative description
of the affine variety of infinitesimal 1-parameter subgroups over k of an infinitesimal
group scheme of height < r in special cases; see [SFB1]. The work of Premet on

nilpotent commuting varieties of reductive Lie algebra then should be emphasized,
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which enables us to understand more about E(2, g); see |[Prel| for details.

In what follows, we assume that G is a connected standard reductive algebraic
k-group, and g := Lie(G) is the Lie algebra of G. Define

V]E(r,g) = U ¢

e€E(r,g)

which is contained in V' (g). We have a natural question in the following:

Question A. How to characterise the number

max {7“ | V(g) = VE(W)} ?

This question we have proposed, concentrating on the study of the relation be-
tween p-nilpotent elements and elementary subalgebras. Dating back to Quillen’s
work [Quil] [Qui2] on the maximal ideal spectrum Vg of the commutative k-algebra
H (G,k) of a finite group G, an analogous question could also be raised in terms
of the elementary abelian p-subgroups of GG. Similar to his work, in the context of
infinitesimal group schemes Suslin, Friedlander and Bendel investigated infinitesi-
mal 1-parameter subgroups [SFB1| [SFB2]. This work refines and generalizes the
theory for restricted Lie algebra studied by Friedlander, Parshall and Jantzen. The
generality allows us to consider infinitesimal group schemes of height < r rather
than the case when r = 1. When recollecting the representation-theoretic support
space served for finite group schemes, we find that it is of considerable interest to
develop a formula which applies to all finite group schemes, specializing in finite

groups and infinitesimal group schemes. The answer we give for Question A is:

Theorem A. Let GG be a standard connected reductive algebraic group with g =
Lie(G). Assume that p > h, where h is the Coxeter number of G. Then

rkes(G) = max {r | V(g) = Vie(g) }

where 1k (G) is the semisimple rank of G.

The other goal for us in this thesis is to give a description of the variety E(7gmax, 9)
of elementary subalgebras of dimension rgn.c = Tmax — 1 When G is simple and of
classical type. As a beneficiary, the direct influence comes from Pevtsova et al.’s

result. When combined with Malcev’s method, we have the following question:
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Question B. How to characterise the irreducible components of the variety

E(Tsmaxa g) 7

Let B C G be a Borel subgroup of G, R,(B) C B be the unipotent radical of
the Borel subgroup B and u, = Lie(R,(B)) be the Lie algebra of R,(B). The
determination of E(7gnax, @) is built on a mild restriction on G, that is the stan-
dard hypothesis as we have assumed. The reason for this requirement roots in our
utilization of Lemma 2.2 in [Pre2|, which helps us to reduce to the unipotent case
E(rsmax, ts). When the standard condition is removed, we have to resort to Levy
et al.’s result. They pointed out to us, Theorem 2.2 in [LMT] can also be applied
to our reduction procedure when p is a torsion prime for G. The calculation of

E(7smax, §) then proceeds into three steps:

e Firstly, by letting E(7smax, U6 )max C E(7smax, tp) consist of maximal elements, we

determine it as a set. The method we employ here is the map

LT : E(rgmax, 4o) — Com(®; )|

Tsmax

which is used in [Mal] and explained in [PS, Sect. 3.1]. It is a map that sends
an elementary subalgebra to a set of commuting positive roots. Our aim is
to find a suitable total ordering > for each classical type such that the im-
age of E(rsmax, Wo)max under the map LT is contained in Max(®;” ), where

Max(®;" ) C Com(®} ) is made up of maximal sets of commuting roots.

Once this is settled, we are going to show that the map

Lie : MaX((I)+ ) —— E(Tsmax; ub)max

Tsmax

is surjective up to conjugacy by G.

e Secondly, observe that an element of E(rgpax,up) is either maximal, i.e. be-
longs t0 E(rsmax, We)max OF is a proper subalgebra of an elementary subalgebra
in E(7rmax, us). We shall use results of |[PS| to the set E(7smax, to) \ E(Tsmax U6 ) max-

e Finally, we use the fact that every element in E(rgm.x,g) is conjugated to an

element in u, if G is standard.
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A subsidiary result in the first step is that every maximal elementary subalgebra
in up, of dimension 1. can be conjugated to a subalgebra which is stabilized by
the Borel subgroup B under the adjoint action. This interesting fact gives the
isomorphism from the G-orbit of such a subalgebra to a flag variety. The following

is our answer for Question B:

Theorem B. Let GG be a connected standard simple algebraic k-group with root
system & of type A,(n > 5),B,(n > 5),Ch(n > 3) or D,(n > 6). Then the

irreducible components of E(7gnax, g) for each type can be characterised:

Type | Rank Irreducible components

Agpir | n > 2 | G.Lie(®2), G.Lie(®™,), G.E(rgmax, Lie(®2)))
Agp | m >3 G E(Tsmax, Lie(@24)), G.E(rgmax, Lie(®:2)))
B, |n>5 G . E(rsmax, Lie(S1))
C, |n>3 G E(Tsmax, Lie(®r29))
D, |n>6 G E(Tsmax, Lie(®79))), G.E(rgmax, Lie(®r2d))

This thesis is organized as follows. In Chapter 2 we introduce representation-
theoretic support spaces for finite group schemes. The reductive algebraic k-group
and elementary subalgebra background required for the later chapters is arranged
in Chapter 3. Chapter 4 deals with the saturation rank for constant finite group
schemes and infinitesimal group schemes of height < 2 respectively. In Chapter 5
we determine the maximal set of commuting positive roots of order rgy,.,, whilst the

characterisation of irreducible components of E(rgpax, g) is found in Chapter 6.



Chapter 2

Representation-theoretic support

space

Throughout this chapter, k is assumed to be the underlying ground field. Our task
in this chapter is to recollect some basic information on affine group schemes firstly,
like where they arise from, their definitions, and the equivalent point of view served
for them. Then we are in a position to introduce representation-theoretic support
spaces for finite group schemes, which is following the work given by Friedlander
and Pevtsova; see [FP| for details. On the one hand, it is known that they generalise
the work of Quillen on finite groups, which will be seen subsequently. On the other
hand, they show good correspondence to the theory of support varieties and give an

access to the representations of finite group schemes.

2.1 Affine group schemes

Algebraic groups, a topic people would like to investigate, has been studied in a
generalised fashion, that is affine group schemes. We adopt here a viewpoint from
the language of categories, giving the definition of affine group schemes functo-
rially. Before we start, let us look at what we are going to talk about. It is

known that a one-dimensional connected linear algebraic group is isomorphic to
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G, (k)(additive k-group), or G,,(k)(multiplicative k-group). The elements of G,, (k)
are given by equation zy — 1 = 0 with solutions in k, and there are no specific
equations but 0x = 0 satisfied by the elements of G, (k). It is the purpose to as-
sign to an arbitrary commutative k-algebra A a group G,,(A)(resp.G,(A)) such
that elements in G,,(A)(resp.G4(A)) correspond to solutions in A given by the
equation zy — 1 = O(resp. 0z = 0). Then take a polynomial ring kl[t, t](resp.
k[t]) over k with indeterminates retrieved from variables of the equation, and let
I be the ideal generated by t1t; — 1(resp. 0). An inspection for the k-algebra
k[t1,t2]/1(resp. k[t]) yields an isomorphism from the group of k-algebras homomor-
phisms Homy(k[t1,t2]/1, A)(resp. Homy(k[t], A)) to group G,,(A) (resp. Gu(A)).
In this fashion, we say G,,(resp. G,) is represented by the k-algebra k[t1, t5]/I(resp.

k[t]), and we are led to give the definition of affine group schemes.

Throughout, Ens, Gr and Comy will denote the categories of sets, groups and com-
mutative k-algebras respectively. We follow the definition and discussion on affine
(group) schemes from [Janl| [Wat]|. Given a commutative k-algebra A, we consider
the k-functor

Specy(A) : Comy —Ens; R~ Homg(A, R)

where Homy(A, R) is the set of k-algebra homomorphisms from A to R. These
k-functors, having the form Spec, (A) are called affine schemes. Additionally, if A is
finitely generated as a k-algebra, then the affine scheme Spec, (A) is called algebraic.
Accordingly, denoting by fr = f®klr € k[ X1, ..., X,]®x R when f € k[Xy,..., X,)]
for any commutative k-algebra R. Then a k-functor X is called affine algebraic if
and only if there exist polynomials fi,..., fs € k[X3,..., X,] such that

X(R)={(x1,...,2p) € R"| fig(x1,...,2,) =0,1 <7 <s}.

Definition 2.1.1. A k-group functor §G: Comy —— Gr is called an affine group
scheme if it is affine, that is G = Spec, (k[G]). Then k[§G] will be referred to as the
coordinate algebra of G. If the representing algebra k[G] is finitely generated, then
G is called algebraic. 1f k[G] is finite-dimensional, then G is a finite group scheme,
and further the k-linear dual algebra kG := k[G]* will be called the group algebra(or

algebra of measure) of G.

In what follows, we will devote to establishing the connection between the category of
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affine group schemes and the category of commutative Hopf algebras, which largely

depends on the following result:

Theorem 2.1.1. (Yoneda’s Lemma) Suppose that A, B are commutative k-algebras.
There is a bijection between the set of natural transformations Spec,(A) — Specy(B)
and Homy (B, A).

Proof. We establish a map by assigning & : Specy (A) — Spec, (B) to ®4(id4).
Since ® is a natural transformation, we have the following commutative diagram for

every commutative k-algebra R and the k-algebra homomorphism A : A——R

Specy (A)(A) — Specy(B)(A)
Specy (A)(N) Specy (B)(A)

Specy (A) (1) — Specy (B)(R)

Then this implies Pp(A) = Ao P 4(id4), showing that P(A) is uniquely determined
by ®4(id4), so the map is injective. On the other hand, for any ¢ € Homy (B, A) and
commutative k-algebra R, we define ® : Spec,(A) — Spec,(B) as Pr(A) = Ao ¢
for A € Specy(A)(R). Then ®4(ids) = id4 0 = ¢, which gives the surjectivity, so

our result follows. O

By Theorem the corresponding homomorphism B —— A of a natural trans-
formation & : Spec,(A) — Spec,(B) will be denoted by ®*, and be called the

comorphism of ®.

Suppose now that G is an affine group scheme. Let R——=S be a k-algebra ho-

momorphism. One checks that the following diagram

S(R) x §(R) —™——~g(R)

| |

G(S) x §(§) —m - G(9)

commutes, this implies that the multiplication mult : § x §——= G 1is a natural

transformation. Similarly, unit: {e} ——=G and inv:G§——=G are also natural
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maps. By Yoneda’s Lemma, that G is an affine k-group functor is the same as giving

a k-algebra k[G] together with three algebra homomorphisms:

comultiplication A k[G] —k[G] ® k[G]
counit e k]G] —k

antipode n : k[G] —=Kk[9].

Additionally, the group axioms give rise to the following commutative diagrams:

k[S] S kG| ®k[9]  k[§] —=—=k[S] ®k[9]
k(9] ® k[S] "> k[S] @ k[S] © k[9] Kk k[9]

and

k ® k[9] <2 k[9] ® k[G] L2~ k[G] ® k

\k[;/

which endows (k[S], A, e,7n) with a Hopf algebra structure.

A morphism @ : §——=H between two affine group schemes is a homomorphism

if and only if its comorphism ®* : k[H] ——k[G] satisfies
Ago ®* = (d* ® P*) o Ay, gg 0 O = g, ng o ®* = d* o ny.

Theorem 2.1.2. The categories of affine group schemes and commutative Hopf

algebras are anti-equivalent.

2.2 Representation-theoretic support space

In this section, k is assumed to be an algebraically closed field of characteristic
char(k) = p > 0. It is our goal to introduce the space P(G) of p-points of a finite
group scheme G over k. This space gives a representation-theoretic interpretation
of the cohomological support variety Vg for all finite group schemes, and specializes

to finite groups and infinitesimal group schemes.
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Let § = G° x my(5) be a finite group scheme with group of connected components
70(G). We denote by H'(9,k) the cohomology ring H*(9,k) of G if char(k) = 2 and
the subring H¢"(G,k) of elements of even degree if char(k) > 2. In [F'S| 1.1], the
authors have shown that H (G, k) is a finitely generated commutative k-algebra. We
adopt the notation Vg = max(H (9,k)) for the maximal ideal spectrum of H (9, k),
which is referred to as the cohomological variety of G. Moreover, for any finitely
generated G-module M, we denote by Vg(M) C Vg the conical closed subset of
maximal ideals that contain the annihilator anng- gy (Extg (M, M)) of Extg (M, M),
which is called the support variety of M.

Definition 2.2.1. Let G be a finite group scheme. A p-point of G is a (left) flat map
of algebras «a :kZ/pZ —=kG together with an embedding ima C kU for some
abelian unipotent subgroup U C G.

Two p-points «,  : kZ/pZ —kG are said to be equivalent (o ~ 3) if for any finite
dimensional G-module M, o*(M) is projective if and only if 5*(M) is projective.
We denote by P(G) the set of equivalence classes of p-points of § and by P(9)y
the set of elements of P(G) represented by p-points « : kZ/pZ ——kSG such that
the pullback a*(M) of M through « is not a projective module over kZ/pZ, where
M is a finite dimensional §-module. It is known that P(G) can be endowed with a
Noetherian topological structure whose closed subsets are of the form P(9),, such

that there is a homeomorphism
Vg : P(§) —— ProjVs

between these two topological spaces by sending [a] to Wg([a]) := kera’ where
o' is the map from H'(G,k) to H(Z/Zp,k) induced by pullback, satisfying the
property Wg'(ProjVs(M)) = P(G) for every finitely generated G-modules M; see
[FP, Theorem 4.6/4.8/4.10].

The support space P(G)y as well as the projectivization of the support variety
Proj(V5(M))) for any finitely generated G-module M satisfies several pleasing prop-
erties presented in Theorem 5.6 [PS].
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Chapter 3

Reductive groups and varieties of

elementary subalgebras

This chapter has two purposes. One is to recollect a number of results from algebraic
groups which will be vital in later chapters. To present these we need have an idea of
root systems. Aside from this, we introduce the notation of varieties of elementary
subalgebras, interacting with the root system by considering T-invariant elementary
subalgebras. Throughout this chapter we assume that k is an algebraically closed

field of prime characteristic p > 0.

3.1 Restricted Lie algebras

Let (g,[,]) be a Lie algebra over k, and R be a commutative k-algebra. By defining
[z@r,y®s] = [z,y|@rs for all z,y € g and r, s € R, g®y R obtains the structure of
a Lie algebra over R. In particular, when we take R = k[T, this gives the definition

of a restricted Lie algebra.

Definition 3.1.1. A restricted Lie algebra (g, [p]) over k is a Lie algebra g over k
together with a map [p] : g—= g,z + 2P}, provided the following are satisfied:

o adzlPl = (adz)? Ve eg
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o (ax)lPl = apalP) Vaek,z €g

o (z+y)P =l oyl ¢ Zf:_ll si(x,y), where the s;(z,y) are given by the identity
in g @y k[T

—_

.
(adz@T+y@ 1) H(z@l) =) isiz,y) 0T "
1

(]

A map [p]: g——=g satisfying these three conditions is called a p-map.

If (g,[p]) is a restricted Lie algbera, a subalgebra f of g(resp. an ideal m of g) is
called a p-subalgebra(resp. p-ideal) if xP) € § Vo € f(resp. 2! € m Vo € m).

Example 3.1.2. (1) Let A be an associative k-algebra. Then the commutator
algebra (A, [,]) with bracket [x,y] = xy —yz is a Lie algebra over k. By taking the
p-map to be the ordinary p-th power operator

r—=aP:=goxo---ou,
—
p

(A=, [p]) is a restricted Lie algebra.

(2) Let A := Mat, (k) be the algebra of (n x n)-matrices over k. Then the corre-
sponding restricted Lie algebra (A~, [p]) will be denoted by g, (k), which is called
the general linear Lie algebra. Recall that the subalgebra

sl (k) == {x € gl,(k) | tr(z) = 0}
is a p-ideal of gl,(k), and is called the special linear Lie algebra.

Definition 3.1.3. Let (g, [p]) be a restricted Lie algebra with universal enveloping
algebra U(g). Let I be the two sided ideal of U(g) generated by {a? — 2Pl | 2 € g}.
Then

Uo(g) :=Ul(g)/I

is called the restricted enveloping algebra of g.
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3.2 Reductive groups and root data

Let GG be an affine algebraic k-group scheme. We say G is smooth if dim g = dim G,
where g = Lie(G) := T.(G) is the Lie algebra of G, i.e. the tangent space in
the identity element e € G(k). Being a group scheme, G is smooth if and only
if G is reduced; see [KMRT) 21.8/21.9]. By taking the k-rational points, there is
a categorical equivalence between the category of smooth affine algebraic k-group
schemes G and the category of linear algebraic groups G(k) over k. We then say
a smooth affine algebraic k-group scheme G is reductive(resp. semisimple) if G(k)
is a reductive linear algebraic group(resp. semisimple linear algebraic group), i.e.
its unipotent radical R, (G(k))(resp. solvable radical R(G(k))) is trivial; see |Bor]
and |Spr| for more details. Henceforth, without any real ambiguity, we will use the
term algebraic k-group for a smooth affine algebraic k-group scheme, or simply the

group of k-rational points of the scheme.

A root datum is a quadruple R = (X, R, XV, RY), where X and X" are free abelian
groups of finite rank in duality with respect to a pairing (,) : X x XV — Z, and R
together with RY are finite subsets of X and XV respectively. Additional conditions
required for R are: (i) there is a bijection between R and RY by sending « to o
for every @ € R with the property (a,a¥) = 2; (ii) for each « € R, the map

So i — x — (x,a")a on X maps R to R.

A prototypical example of a root datum arises from a pair (G,T'), where T' is a
maximal torus of a connected reductive algebraic k-group G. Fix a Borel subgroup
B which contains the maximal torus 7', as well as the unipotent radical R,(B).
Let X*(T) := Hom(T,G,,) be the character group, X.(T) := Hom(G,,,T) be the
cocharacter group, ® := ®(G,T) be the root system relative to (G,T) given by the
adjoint representations and ®¥ = {a" | @ € ®} be the corresponding coroot system.
By general theory, R(G,T) = (X*(T),®, X.(T),®") is a root datum.

We denote by A.(®) = Z®P the Z-sublattice of X*(T') generated by ®, and by
Ap(®) ={N € RD | (N\,¥) € Z for all & € ®} the weight lattice of ®. Then the
lattice A, (®) is a Z-sublattice of A, (®) of finite index. By the same token for @,
we have the Z-sublattice A,.(®") of X,.(T) and the weight lattice A, (®") when we
consider the dual root datum RY(G,T) = (X.(T),®", X*(T), ®) of R(G,T).



14 Chapter 3.  Reductive groups and varieties of elementary subalgebras

3.3 (Good and non-torsion primes

Let @ be a reduced root system with decomposition ® = ¢,U- - -Ud, into irreducible
components. For each component ®; with base A,;, there exists a unique highest
root, say f3;,1 <i < s. Write 3; = > mypc as a linear combination of simple roots
for each ¢, and the corresponding coroots 5 = > m;gaive. We say a prime p is bad for
® if it divides any coefficient m;, occurring in the expressions of 3;, and p is torsion
for @ if it divides any coefficient m;, existing among the expressions of the 8. By
inspecting the coefficients of highest roots in each irreducible root systems, one can
easily conclude that p is a bad prime if and only if p = m, for some coefficient m,y,
if and only if p is smaller than the largest coefficient; see [Bou, PLATE I-IX] for
highest roots of each irreducible root system. The torsion prime for ® is a prime
such that A,.(®Y)/ AT(CD/V) has p-torsion for some maximal closed subsystem &' of ®;
see [Ste, Definition 1.3/Theorem 1.12]. Meanwhile there is accordingly a criterion
for p being a torsion prime, that is p equals some coefficient or p is smaller than the

largest coefficient in some (3)'; see [Ste, Corollary 1.10/Theorem 1.12].

Definition 3.3.1. Let G be a reductive algebraic k-group, G be the derived
subgroup of G, T™ be the maximal torus of G and 7, (G) := A, (®)/X*(TW) be
the fundamental group of G. We say that p is good for G if p is not a bad prime
for ®; that p is a torsion prime for G if it is a torsion prime for ®, or if p divides

|m1(G)], otherwise p is said to be non-torsion for G.

3.4 Existence of a Chevalley Basis

Let G be a connected reductive algebraic k-group, g = Lie(G) be the Lie algebra of
G, T be a maximal torus in G, h = Lie(T) be the Lie algebra of T', and ® be the
root system of G. We choose ®* to be a set of positive roots. Set n* equal to the
sum of all g, with o € &7, and n~ equal to the sum of all g, with « € —®*. Then

we have the triangular decomposition
g=n ohodn'.

We choose for each root « a basis vector z, of the one-dimensional root subspace

go. Being the Lie algebra of GG, g carries a canonical p-th power map equivariant
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[p]

under the adjoint action of G. We then have zo € g,, because the adjoint action

of T is compatible with the p-th power map. Since pa is not a root, this gives

2Pl =0  foralla € ®.

o

Therefore, the constituents of the triangular decomposition are p-subalgebras, with
nt and n~ being unipotent. We assume now G is a semisimple algebraic k-group.
This implies that there are inclusions of Z-lattices A,.(®) C X*(T) C A, (®) and
A (DY) C Xi(T) C Ay (PY) respectively. By Chevalley’s classification theorem, each
Z-lattice between A,(®) and A,(P) determines a unique semisimple algebraic k-
group up to isomorphism with the same root system ®. We denote by G4 the adjoint
k-group relative to G if X*(T') = A,(®), and by G, the simply connected k-group
corresponding to G if X*(T') = A,(®). The observation from |A,(P)/X*(T)| =
| X (T)/A.(®Y)| shows that the latter condition can be replaced equivalently by
X (T) = A (DY).

Let g° := Lie(Gs.) be the Lie algebra of G, x, be a non-zero element of g¢ and
he = [Ta,x_o) for every a € ®. Assume A C @7 is the set of simple roots, then
B¢ = {hg, x4 | € A,y € O} is referred to as a Chevalley basis. The Z-span g of
a Chevalley basis is a Z-subalgebra of g*¢, and g*“ = g5’ ®z k. Then B*¢ is a basis of
g%, but with the structure constants reduced modulo p. In general, for a semisimple
algebraic k-group G, the inclusion A,.(®) C X*(T) C A,(P) would give a canonical
central isogeny 7 : Gg. —— G . We denoted by dr : g°° —— g the differential of 7
for their corresponding Lie algebras. Let B := {hq, 2 | a € A,y € ®} be the image
of B*¢ under the map dr without abuse of notations. It is a set of elements generating
the commutator [g,g] of g, yet it can happen that elements of {h, | « € A} are
linearly dependent. In conjunction with the equality dimg = |A| + |®| = |B], the

following proposition reveals when g affords a Chevalley basis.

Proposition 3.4.1. [Let, Chap.2] Let G be a semisimple algebraic k-group with

Lie algebra g. Then the following assertions are equivalent:

o B={hyx, |v€A €D} isa basis of g.

e g=[g, 9
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e p does not divide the order of the fundamental group m (G) = Ay (®)/X*(T).

e The canonical central isogeny w : Gs. — G is separable, i.e. kerdm C Lie(ker 7).

3.5 Commuting roots

Let G be a semisimple algebraic k-group with Lie algebra g. Suppose that g affords a
Chevalley basis B. Let a, f € @ be two roots. Observe that: (i)[z4, 25] = Na.gTa+s,
where the structure constant Ny 3 =0if a+ 8 ¢ ®U {0} and N,pg = £(r + 1) if
a+ (B € @, where r is retrieved from a a-string —ra+f,...,3,...,sa+ [ through
B; (i) [Ta,Z—a) = he if @ € A. The sign of the structure constant is determined
inductively by the sign of N, s for (a, §) being an extraspecial pair with respect to
the ordering > chosen on ®, and it is remarked here that our choice for extraspecial
pairs is always positive; see |[Car, Chap 4] for details. In the modular case, if p is
good for GG, then p is greater than the length of the longest root string. Under this
assumption, it is readily seen that [z,, 23] = 0 implies o+ 5 ¢ ® U {0}. Inspired by
this, we are led to give the following definition, which translates the commutative

property of two root vectors from that of the corresponding roots.

Definition 3.5.1. [PS, 2.2] Let «, 5 be two roots. We say a and § commute if

their sum is neither zero nor a root.

Suppose in addition p is good. From the above definition we have a and f commute
if and only if [x,, 23] = 0. We remark that we do not necessarily need g to afford
Chevalley Basis if the consideration only focuses on positive roots, i.e. when «, 8 €
dt; see [PS, Sect. 2.1].

In what follows, additionally suppose that G is simple with irreducible root system
®. Let U, be the root subgroup corresponding to a root o, and B = (U,, T | o € )
be the Borel subgroup of GG containing 7T'. Initially, we have studied the Weyl group
# in tandem with an irreducible root system ®. Let A := {a1,...,a,}, and I be
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a subset of A. We define
P :=dN Z Zox

Wi =(sa | € )

to be the parabolic subsystem of roots and standard parabolic subgroup of # re-
spectively; see [MT] for details. Then subgroups of the form P; := B#;B = (T, U, |
a € T U P;) are called standard parabolic subgroups of G. The Levi decomposi-
tion Pr = L; X R,(Pr) decomposes Py into a semi-direct product of its Levi factor
L; and the unipotent radical R, (P;), with the latter generated by root subgroups
{Us | o € @*\ ®F }. Influenced by this, we set S := A\ I and then define

o3t = 0\ of

to be the set of positive roots that cannot be written as a linear combination of the
rad

simple roots not in S. If S = {a;}, then we will simply write ®}* instead of ® e
It is known that the maximal dimension ry., of an elementary subalgebra is also
the maximal order among sets of commuting roots in ®*; see [PS, Sect 3.1]. We
use the notation Max(®;f ) to denote the set of subsets of commuting roots in &+
having order ru... By inspecting the elements in ®4, one can verify that various
(Iﬁad give rise to sets of commuting roots, which attain the maximal order 7., for
some ¢ and some types; see [PS| Table 2] for types A, By, C,, D,,, Eg, E7. For type
By, the elements of Max(®;" ) are diverse, which are mainly of the forms S;, S;;
see |PS, Notation 2.8]. For the purpose of our consideration in the sequel, we list

the sets of commuting roots with maximal order 7. again; see Table [3.1]

3.6 Varieties E(r,g) and E(r, g)’

Let (g,[p]) be a restricted Lie algebra. The variety E(r,g) was first studied by
Carslon-Friedlander-Pevtsova in their paper |[CFP|, with the definition

E(r,g) ={& C g | & elementary subalgebra of dimension r} .

There they have shown that E(r,g) is a closed subvariety of Gr,(g)(k), with the

latter being the variety of r-planes of the underlying vector space of g. This shows
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that it can be endowed with a projective variety structure. Suppose now G is a
semisimple algebraic group, g = Lie(G) which affords a Chevalley basis, and p is
good. In section 3.4, it was shown that x[(f] = 0 for each a € ®. In section 3.5, we
proved that [z,,25] = 0 if a, f commute. Combining these two, we say that a set of
commuting roots gives rise to an elementary subalgebra spanned by the associated
root vectors. More specifically, if R = {a | a € ®} is a set of commuting roots, then
Lie(R) := Span{z, | « € R} is an elementary subalgebra of dimension |R|. From
now on, we consider the set Com(X,) of sets of commuting roots in X of order r as

well as the subset
Max(X,) = {maximal set of commuting roots in X of order r}

for each r € Zs; and X C ®. The definition of Lie(R) provides a map Lie :
Com(®,) — E(r,g) naturally. A characterization of elements in E(r, g) arising
from the map Lie will be given in terms of T-invariant subalgebras. We say a

subalgebra g C g is T-invariant if t.g = g for all ¢ € T' and denote by
E(r,g)" = {& C g | & T-invariant elementary subalgebra of dimension r}

the subset of E(r,g). The related properties of the set E(r,g)? are given by the
following proposition, which provides a bijective map from the set Com(®,) to the
set E(r, g)”.

Proposition 3.6.1. Keep the notation for G and (g, [p]) from above. Then E(r,g)”

is a closed subvariety of E(r,g), with elements generated by sets of root vectors.

Proof. We first assume that an element & of E(r, g) is generated by root vectors.
Then by the action of elements of torus, say t.z, = a(t).z,, it is readily seen that & is
T-invariant. Conversely, if & is a T-invariant elementary subalgebra, then & affords
an adjoint representation, say Ad : T — GL(&). Accordingly, there is a weight
space decomposition & = &7 @>"_ &,. Note that &7 = &ng? = &NLie(T) = {0},
and &, = g, if &, # {0} by general theory. Thus & is generated by root vectors.
From this, we have seen that E(r, g)” = Lie(Com(®,)). Because Com(®,) is a finite
set, then E(r, g)7 is a finite set, so E(r, g)* is closed in E(r, g), as desired. O
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Table 3.1: Maximal sets of commuting roots.
Type T | Hestrictions Max(®F ) Max(® )| Fimax
On I‘ank max max
Ao n>1 Prad, | prad 2 n(n+1)
A2n+1 n 2 0 (I);La_'c_il 1 (TL + 1)2
n=273 Prad 1 2n — 1
@rlad’
n=4 S1, S, Sy, S, s ’
B,
ST, 55,55
S, 1<t<n
n>5 2n — 1 nn—1)+1
SH1<t<n
C, n>3 Prad 1 n(n+1)
n=4 Prad prad grad 3 6
D,
n>5 Prad ~prad 2 sn(n—1)
Fs Prad prad 2 16
E; Prad 1 27
Ly none of the form @4 134 36
Iy none of the form @rad 28 9
Gsy 5 3

none of the form @1
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Chapter 4

Saturation rank for finite group

schemes

In this chapter, we are ready to give the definition of saturation rank for all finite
group schemes, with an emphasis on constant finite group schemes and infinitesimal
group schemes. In terms of constant finite group schemes, we show that the satu-
ration rank is determined by their maximal elementary abelian subgroup schemes;
see Theorem In the context of infinitesimal group schemes, we reveal that the
saturation rank is controlled by the local data; see Theorem The techniques
we use range from Quillen’s stratification for finite groups to support varieties for
infinitesimal group schemes. Before we start, we will recall the definition of the

saturation rank proposed by Farnsteiner: see |[Far3, Sect. 6.4].

Let G be a finite group scheme. For a subgroup H C G, the canonical inclu-
sion map ty : H——=G induces a continuous yet not necessarily injective map
Lk - P(H) ——=P(9) . The definition of p-points ensures that

P(9) = U L (P (U)).

ucs
unipotent abelian

Motivated by this, we consider the set Maxg,(9) of maximal abelian unipotent

subgroups of G as well as the subsets

Maxy, (G)e := {U € Max,,(9) | exu(k) > ¢}
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for every ¢ > 1. Setting P(5)¢ := Uyemaxan(g), Lo (P(U)), the number
stk(9) == max{¢ > 1| P(9) = P(9)/}
is referred to as the saturation rank of G.

Remark 4.0.1. In [Fard] Section 6.2.1], the author has proved for any abelian
unipotent group scheme U C G, there exists a unique elementary abelian subgroup
scheme &y C U such that ¢, ke, : P(Ey) —=P(U) is a homeomorphism. We con-
sider the set Max,,(G) of maximal elementary abelian subgroups of § and the subsets
Max,q(9)e of elements in Max,,(G) with complexity > ¢. Replacing Max,,(9), with
Max,(9), in P(9), and redefining srk(9), the homeomorphism ¢, ke, reveals that

there is no difference on the number srk(§G) between these two settings.

Throughout this chapter we assume that k is an algebraically closed field of prime

characteristic p > 0.

4.1 Constant finite group schemes

Let GG be a finite group, then it defines a constant functor G4 which assigns to each
finitely generated connected commutative k-algebra the group G itself. This functor
is represented by k*I¢! indexed by the elements of G, with its k-linear dual kG. We

call this finite group scheme Gq retrieved from G a constant finite group scheme.

Let G¢ be a constant finite group scheme with G = G4 (k). We denote by H (G, k)
the cohomology ring H*(G,k) of G if char(k) = 2 and the subring H*(G, k) of
elements of even degree if char(k) > 2. Evens and Venkov have proven indepen-
dently that H'(G,k) is a finitely generated commutative k-algebra. We denote by
Ve = max(H (G, k)) the maximal ideal spectrum, an affine variety corresponding
to H'(G,k). Let £ < G be an elementary abelian p-subgroup of GG. Then there is

a restriction map
resg.p - H (G, k) — H (E,k)

which gives rise to a map of affine varieties res;; p: Vg ——=Vs . Quillen has

investigated the variety Vi; and shown that it is stratified by pieces coming from
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elementary abelian subgroups of G, which is known as Quillen Stratification; see

[Quil] and [Qui2| for details. A weak version of his result is the following

Vo = U resg g Ve,

E<G
elemab

where resg; p Vi = V(ker(resg g)) is an irreducible closed subvariety of V.

Notation 4.1.1. Keep the notation for H (G, k) and V. We denote by H (G, k)T
the augmentation ideal of H (G, k). Let I be an ideal of H (G, k), then gr(I) is
defined to be the unique maximal homogeneous ideal inside of I. We denote by
ProjVg the set of homogeneous ideals of H'(G, k) which are maximal among those
homogeneous ideals other than the augmentation ideal H (G, k). Then ProjVg
can be identified with the set of gr(m) for m € Vi \ {H(G,k)'}. Let E be an
elementary abelian subgroup of G. Observe that resy; y(gr(m)) = gr(resg z(m)) for
any m € Vg \ {H (E,k)!}. Then the map resf, p : Vg — Vi induces a map

resg; p : ProjVg —— Projlg .

An elementary abelian subgroup of G4 is isomorphic to G where E is an elemen-
tary abelian p-subgroup of G. Without any real ambiguity, we will use G and E

alternatively for the sake of convenience. By denoting
Vall) = U resg g Vi,
SrpEMaxea(Gc)e

we have the following Lemma:

Lemma 4.1.1. Suppose G¢ is a constant finite group scheme with Go(k) = G. Then

stk(Gg) =max{{ > 1| Ve =Va(0)}.

Proof. We utilize the homeomorphism Vg, : P(§¢) — ProjVs described in Chap-
ter 2.2 to verify this. Assume that Vi = V(). Let [o] € P(G¢), then Vg, ([a]) €
ProjVg. Thus there is m € Vi \ {H (G,k)'} such that Wg,([a]) = gr(m). By as-
sumption, there exists a maximal elementary abelian subgroup scheme Gg of G4 with
cxg, (k) > ¢ such that m € resy, (Vi \ {H (E,k)'}). Then gr(m) € resf, g ProjVp.
The bijective map Vs, ensures gr(m) = resg (Vg ([B])) = Vgg ([tsxr 0 B]) for some
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18] € P(Sg). This gives W, ([o]) = Wg, ([txxr © 8]), and then [a] = t.kp([F]) since
g, is bijective. Thus, we have P(Sg) = P(9a)e.

G

On the other hand, we assume P(G¢) = P(G¢)e. Let m € V. If m = H (G, k)T, then
m € res;; p Vg for any maximal elementary abelian subgroup G of Gg. So it suffices
to consider m # H'(G, k). Then gr(m) = ker o’ for some [a] € P(Gg). By our as-
sumption, there is a maximal elementary abelian subgroup Gg of G with cxg, (k) >
¢ such that [a] = t.xe([f]) where [f] € P(Gg). Thus ker o = ker(f" o resg ), and
consequently ker(resg z) C gr(m) C m. Asaresult, m € V(ker(resq,p)) = resg p V.
Therefore, we have Vi = Vi (0).

Combining these two, it has been shown that P(G¢) = P(SG¢)e if and only if Vi =
Vi(€) for £ > 1. This ultimately gives srk(Gg) = max{{ > 1| Vg = Vg(¢)}. O

Notice that the number of elementary abelian subgroups of a finite group is finite.
From the last Lemma, the saturation rank srk(G¢) of a constant finite group scheme
is clear, i.e. it is the minimal dimension of irreducible components of V. From now
on, we call an elementary abelian subgroup F < G distinguished if E' is not conjugate
to a proper subgroup of any other elementary abelian subgroups. It is indeed a
maximal one and vice versa. We then denote by ®(G) the set of representatives
from each conjugacy class of distinguished ones. We are going to describe the

irreducible components via establishing a relation on the set ®(G).

Theorem 4.1.2. Let G be a constant finite group scheme with Gg(k) = G. Then

stk(Gq) is the minimal rank of mazximal elementary abelian subgroups of G.

Proof. Tt suffices to show resy 5 Vi is maximal for £ € D(G). Let

+ . * + . * +
Vg =Vig — U resp p Vr, Vg =resgp Vi

F<E
elemab

and op = loxcem (pr,)B(¢) € H(E,k) where 3 denotes the Bockstein homomor-
phism. Then (J;_presy Vi is the zero-locus of o with the complement Vi =
Ve — V(og) in Vg. According to [Ben, Lemma 5.6.2], there exists op € H (G,k)
such that resg p(op) = ()", this gives rise to Vi 5 = resf y Ve — V(og). Sup-
pose that E; and E; are in ©(G). Because E; cannot conjugate to any proper
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subgroup of £}, then resg g, (0r,) = 0 again by [Ben, Lemma 5.6.2]. As a re-
sult, we have res;; p Vi, = V(ker(resg,p;)) C V(og,), this implies resy, y, Vi, ¢
res¢; p. Vi,. By the same token, we can get resg . Vg, ¢ vesg; p, Vi, and this shows
that {resf; ; Vi | E € ©(G)} is a set of irreducible components of V. Finally, notice
that dimresy, p Vi = dim H'(FE, k) = rk(£), which completes our proof. O

4.2 Infinitesimal group schemes

We say a finite group scheme § is infinitesimal if its coordinate algebra k[9] is
a local algebra. Then the augmentation ideal k[G]" of k[§] is its unique maximal
ideal. It is of height < r € Ny if 27" = 0 for all z € k[G]T. A class of infinitesimal
group schemes that have served as prototypical examples arise from reduced group
scheme G by taking their r-th Frobenius kernel G, via the Frobenius map F". The
representing algebra of G, is then k[G ()] = k[G]/I, where I is the ideal generated
by elements 27" for z € k[G(»]!. In particular, when r = 1, we find that k[G(y)] is
the dual of the restricted enveloping algebra of algebraic Lie algebra g = Lie(G).
And moreover, there is a categorical equivalence between the category of finite
dimensional p-restricted Lie algebras and category of infinitesimal group schemes
of height < 1. Henceforth, for any given finite dimensional restricted Lie algebra

(g, [p]), we denote the associated infinitesimal group scheme G, := Spec((Up(g))*)
by g.

Let G be an infinitesimal group scheme of height < r. An infinitesimal 1-parameter
subgroup of G over a commutative k-algebra R is a homomorphism of R-group
schemes Gg(),r — Gr . Let V,(G) be the functor, which sends every commutative
k-algebra A to the group V;(9)(A) = Homear/a(Gagr),a,Ga). The functor V,.(G) is
represented by an affine scheme of finite type over k, [SFB1, Theorem 1.5]. The
coordinate algebra k[V,.(G)] of V,.(9) is then a graded connected algebra generated
by homogeneous elements of degree p*,0 < i < r — 1. In what follows, we will only
concentrate in the k-rational points of the scheme V,.(G). We still use the notation
V-(G) to represent the affine variety of k-rational points of V,.(G). Note that an

infinitesimal 1-parameter subgroup v : G,;)—=§ over k may be decomposed as

Ga(r) = Ga(s)( g
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for some 1 < s < r, thus the performance of elementary abelian subgroups of G
should be on the stage. On the one hand, one hopes to find the largest elemen-
tary abelian subgroup that v may factor through; and on the other hand, we are
still wondering whether there is a number that can manipulate the complexity of

elementary abelian subgroups factored through by every v € V,.(9).

An elementary abelian subgroup of § is isomorphic to Gy, - - - G,y for some pos-
itive integers r1,...,7,; see |[Fard, 6.2]. Let Cg be the category whose objects are
elementary abelian subgroups of G, and whose morphisms are inclusions. Simi-
larly, define Cxg to be the category having commutative Hopf subalgebras of kS
whose underlying associative algbera is isomorphic to some truncated polynomial
ring k[z1,...,x,]/(2}, ..., aP) as its objects, and morphisms are also given by in-
clusions. There is a categorical equivalence between Cg and Cyg via the functor
J : €g —— Ckg by sending € to k€.

Let Gry(kG) : Comy —— Ens be the Grassmann scheme, i.e., the k-functor that
assign to every commutative k-algebra R the set Gry(kG)(R) of R-direct summands
of kG ®g R of rank d; see |[Janl, Sect 1.1.9]. We begin with the consideration of the
subfunctor Suby(k9) C Gry(kG) which is given by

Suby(kS)(R) := {V € Grg(kS)(R) |V -V CV,A(V)CV @z V}

for every commutative k-algebra R. Recall that the base change kG ®, R of the
Hopf k-algebra kG is then a Hopf R-algebra.

Proposition 4.2.1. Keep the notations for Gry(k9),Subg(kG) as above. Then
Suby(kG) is a closed subfunctor of Grg(k9).

Proof. Let i : R——S be a k-algebra homomorphism. Then it induces a Hopf
S-algebra homomorphism id ®(¢¥®id) : (kG ®y R) ®p S —=kG ®; S by sending
rRr®s to x®1(r)s, it follows that Grg(kS)(¢) sends Subs(kG)(R) to Subg(kG)(.S).
As as result, Sub,(kSG) is a subfunctor of the k-functor Gry(k9).

The closedness of Suby(kSG) is verified in this fashion: for every commutative k-
algebra A and every morphism f : Spec,(A) —= Grg(kG), f~'(Suby(k9)) is a
closed subfunctor of Spec,(A); see [Janl) 1.1.12]. By Yoneda’s Lemma, the mor-
phism corresponds to an A-point W € Grg(kG)(A).
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Fix a basis {v1,...,v,} of kG. Let a;;, be the elements of A that are given by

Uz"Uj:ZOéijWE> 1<4,5<n
=1
Denote by {wy, ..., wq} a set of generators of the locally free A-module W of rank

d, and define elements a,;, b, ¢,; € A via

n

we =Y 0 @ay, 1 <r<d,

=1

Aw) =33 (0 0b) ® (v @ cpy), 1 <7 < d.

i=1 j=1
By definition of Gry(kG)(A), there exists an A-submodule W' C kG ®; A such that

kG, A=W oW

and we denote by pr:kG ®y A——= W’ the corresponding projection. This A-

linear map is given by
pI’(Uj®1):ZUi®/ﬁ?ij, 1§j§n
i=1

We let I C A be the ideal generated by the elements for 1 <4,j,t <n,1<r,s<d

n n n n n
hrst = § § E QijpQriQsjRte 5 Gtrj = E brq’itqcrja y Mri = § bm'/ftqcrq-
q=1 q=1

(=1 i=1 j=1
Now let 9 : A——= R be a homomorphism of k-algebras. Then we have
kS @y R=Wr @& Wy
where Xgp = X ®4 R for X € {W, W’}. The corresponding projection
prp : kG @y R—Wp

is given by
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In view of

(wr X 1 Uy ® O‘zyﬁqu) am asj)
(=1 i=1 j=1

this gives rise to

pra((w, @ 1) (w, ®1)) =Y v @ Y(hyar).

t=1

By the same token, we have

(prp ® idg) 0 Ap(w, ® 1) ZZ v @ 1) ® (0 ¥(gug)),

tl]l

(1dR ®er) © AR wr ® 1 Z Z v & 77Z) /Ytrz (Ut ® 1)

t=1 i=1
Now suppose that ¢(I) = 0. Then the three forgoing identities imply Wg - Wx C
ker prp = Wk, as well as Agr(Wg) C ker(prp®idg)Nker(idg ®prg) = (Wr®g (k&
R)) N ((kG @k R) @ Wg) = Wi ®r Wg, thus Wg € Suby(k9)(R). Conversely, if
we have Wgr € Subg(kG)(R), then I C ker(¢)). Observe that f~1(Suby(k9))(R) =
{1 € Spec, (A)(R) | Wg = Gryg(kG) () (W) € Suby(kSG)(R)}. This shows

f~(Suba(k9))(R) = {¢ € Specy (A)(R) | ¥(I) = 0} .
Consequently, f~!(Subg(k9G)) is a closed subfunctor of Spec,(A), as desired. O

Remark 4.2.1. Let Aby(kG) C Gry(kG) be the subfunctor of commutative subal-
gebras (contains identity element of kG) of kG. It is a closed subfunctor, which can
be proved similar to Proposition [£.2.1] The above proposition shows that the sets
Subg(kG)(k), Abs(kG) (k) of rational k-points of these functors are closed subsets of
the Grassmann variety Gry(k9) (k).

Proposition 4.2.2. Let €(¢,G) be the set consisting of objects of Cg having com-
plezity €. Then €(L,G) is a projective variety.

Proof. Let X := {H € Gr(kG)(k) | H is a commutative Hopf subalgebra of kG}.
Then by Lemma 1.2(1) of [Far2] on Hopf algebras, we have

X = Sub, (kG)(k) N Ab,. (kS) (k).
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According to our Remark [4.2.1] X is a closed subvariety of Gr,(k3G)(k). Consider
the set Y := &(p’,kG), consisting of objects of Crg with dimension p‘. Then Y C X
is a subset of X. By the equivalence of categories between Cq and Cyg, it suffices to

endow Y with a projective variety structure, i.e. to show Y is closed.

Let kG, := {u € kG | v» = 0} be the set of p-nilpotent elements in kG, then
it is a closed conical subvariety. By setting H, := H Nk§G, for H € X, we are
going to verify that: The underlying associative algebra of H is isomorphic to
K[z1,..., 2 /(2],...,2}) if and only if dimyH, > p* — 1. Firstly if we have such
algebraic isomorphism for H, then H, = Rad H and dimyH, > p* — 1. Conversely,
if dimyH, > pt — 1 with dimyH = p’, then H = H, ® kly and H must be local
since the identity element is the unique non-zero idempotent element in H. Notice
that H is commutative, then it represents an infinitesimal group scheme. Theorem
in [Watl Sect 14.4] ensures that H has to be isomorphic to a truncated polynomial
ring, say k[z1,...,x]/(%", ..., 2""). By the definition of H, the p-th power of ;
for 1 < ¢ < ¢ should be zero, i.e. 2 = 0. This implies all e; = 1 and further
t= 22:1 e; = ¢ by dimension. Thus for such H, its underlying associative algebra

is isomorphic to k[zy, ..., z¢]/(27, ..., 2}). Finally, recall the following map

is upper semicontinuous [Farl, Lemma 7.3]. Thus Y = {H € X | dimxyHd NkSG, >
pt — 1} is closed. O

Suppose te : E—— G is the canonical inclusion of an elementary abelian subgroup.

Then there is a morphism ¢, ¢ : V,.(€) —=V,.(9) of support varieties. We set

(L 1.9) = Jer.9)

r>0

and let V) be the set which is the union of ¢, ¢(V,(€)) where € range over
all elements of €(¢ 1,9G). By the decomposition of v mentioned above, we have

Vi(G) = Veqar,g)- In general, we have:

Theorem 4.2.3. Suppose G is an infinitesimal group scheme of height < r. Then

stk(§) = max {€ | V,(G) = Vewrg) } -
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Proof. Let {vo, ..., vy—1} be the dual basis of the standard basis {T°,T",..., 7"~}
of k[G,(r] = k[T]/(T*"). Denote by u; = v, for 0 < i < r, this gives kG,(,) =
k[uo, ..., u,—1]. Now we turn to verify our statement. Proposition 3.8 of [FP] gives

a bijection
Og : Proj(V.(9)) —=P(9) 5 o] = [a. o]

where € : klu,_1] ~ kZ/pZ—kG,(y , and o, : kGopy —=kG . If o € Pt(9),
then it represents an equivalence class given by the map Og, say o] = Og([5]) for
some 5 € V,(G). Further if we assume that V.(3) = Vi), then there exists a
maximal elementary abelian subgroup € < G with cxe (k) > ¢ such that 8 = 1, ¢(7)
for some v € V,.(€). Therefore, [a] = [5.0€] = [take 0V 0€] = tuge([7x0€]) which lies
in ¢, ke(P(E)), and this gives P(G) = P(9),. On the other hand, if o € V,(9) \ {0}
and suppose P(9) = P(9),, then ©¢([a]) is an equivalence class of P(G). By our
assumption there exists a maximal abelian unipotent subgroup U along with an
elementary abelian subgroup €y with cxg, (k) > ¢ and a p-point 8 € Pt(Ey) such
that Og([a]) = tuke, ([F]); see [Fard, Lemma 6.2.1]. Again by the bijective map
Og,, we have [3] = [y, o €] for some v € V,(Ey), thus Og([a]) = Og([te, ©7]) and
a = tg, 07 € tygy (Vi (Ew)). Therefore, V.(G) = Veerg).-

From the above discussion, we have proved

Vi(G) = Vi(er,g) if and only if P(G) = P(9)e.

Then by definition, this gives rise to stk(§) = max {¢ | V,(3) = Vewr.g) }- O

Suppose a € V,(G). We denote by
Q:(E T; 9)06 = {8 S Q:(E Ta 9) | ac L*,E(V:"(S))}

and by rJ = max {¢ | €(( 1,G), # 0}. Putr),, =min {rf [a € V,(§)} and O ,, =
{a € Vi(9) |18 = rpn}-

Remark 4.2.2. Let § = G, be the Frobenius kernel of a smooth group scheme G.
Then G acts on G, via the adjoint representation. There results an action of G on

V.(G) and on €(¢,G,). Let a € V,(G) and g € G. Based on these facts, we obtain

Gr — Gy

the relation ry i
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Lemma 4.2.4. Suppose that G is an infinitesimal group schemes of height < r.
Then Vg is a closed subvariety of V,.(9).

Proof. We denote by pr; the projection onto the first coordinate:
pry = Vi(§) x €4, §) —=V.(9) .

Write kG = Klug, . .., u,—1] as we did in Theorem Consider the set Z =
{(as, k&) € Hom(kGy(, kG) x €(p*,kS) | o (u;) € kE,0 < i < r}, which is closed.
Then by categorical equivalence Z' := {(a, &) € V,(3) x €(£,9) | @ € t.5(V,(E))}
is closed in V,.(G) x €(¢,G). Proposition shows €(¢, G) is complete. Therefore,
the image pr,(2') of 2, i.e.Vg(g), is closed in V;(G) by general theory. O

Theorem 4.2.5. Suppose that G is an infinitesimal group scheme of height < r.
Then stk(§) = r9 . and OF

min rmin

is an open subset of V,.(9).

Proof. Let s = srk(9), then V,(G) = Vi(st,g), this gives €(s 1,9), # 0 for any

o € V(). Thus 7§ > s and rJ, > s on the one hand. On the other hand, for

any a € V,(9), rS >3 . gives €(r? . 1,9)s # 0. Therefore, V,(G) = Vews 4.y and
’ Gin

s > 1) . By the definition of rJ, the function

7“9:Vr(9)—>N; a7

«

is upper-semicontinuous(see [Farl| Sect.1]), because B) = {a € V,(9) | rd > n} =
Vent,g) = UsZn Vie(s,5) 1s closed for every n € N; see Lemma m Thus 7 =

rmin

Vi(9) \ Bsgrk(S)Jrl is open. O

4.3 Infinitesimal group schemes: height <1

Let G be an infinitesimal group scheme of height < 1. Then § = g for some
finite dimensional restricted Lie algebra (g, [p]). Let V(g) be the fibre of the map
[p] : g —g, which is called the restricted nullcone of g. Being the special case of
arbitrary infinitesimal group schemes, the passage from P(g) to V(g) is essentially a

translation of the illustration we did in section 2.4. Without any real ambiguity, the
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saturation rank of g will be denoted by srk(g). To reassure the reader, we redescribe
srk(g) in a more specific way. The first task for us is to recall the definition of
varieties of elementary subalgebras, which has been definied in Chapter 3.6. Then

we define

VE(rg) = U e CV(g).
e€E(r,g)
When G = g, V1(G)(resp. €(¢,g)) can be identified with V'(g)(resp. E(¢,g)). In view
of Lemma m, Vi(rg) is a closed subvariety of V(g).

Theorem 4.3.1. Suppose (g, [p]) is a restricted Lie algebra, then

stk(g) = max{r | V(g) = Vi@ }-

Proof. From the definition, the proof can be reduced to the following formula:

V(g) = Vepg == P(g) = P(g). .

We denote by kZ/pZ = klt] for t» = 0. Recall that for a restricted Lie algebra
(g, [p]), there is a bijective map

Og : Proj(V(g)) —=P(g) ; [2] = [au]
where a, is a representative of an equivalence class in P(g) which sends ¢ to z.

As we wish, we will first verify "==-". Using the map O, we see that each [a] € P(g)
is represented by some a, for € V(g) \ {0}. Now the equality V(g) = Vg
ensures the existence of an r-dimensional elementary subalgebra e, such that x € e,.
Additionally, such e, gives rise to an abelian unipotent subgroup e, = G:(’"l) of g
with complexity r, as well as the relation [a] = ¢k, ([a.]) for [a,] € P(e,), hence
P(g) = P(g)-

Conversely, if z € V(g) \ {0}, then it corresponds to an equivalence class O4([x]) =
[a,] in P(g). Since P(g) = P(g),, there exists an abelian unipotent subgroup U C g
with complexity > r together with [5] € P(U) such that [o,] = tux([8]). In the
same fashion, the passage from ©, to O, gives [3] = [3,] for some y € V(u) \ {0}

n ti—1 i t1 tn .
where u = @@ @ kat" if we write kU as k[Xy, ..., X,,]/(XT ..., XP") with n >

i=14,=0
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t

rand z; = X; + (XP' . X?™). Now we have O,([z]) = [a]

n

= tal(f]) =

texu([By]) = Og([y]), this gives [z] = [y]. Notice that V(u) = ékxfl ' Cgisan
=0

elementary subalgebra of dim V(u) > r as well as |J Viw,g) = VE(rg). As a result,
t>r

x € Vi(rg and V(g) = Vi(rq) consecutively which completes our proof. O

Example 4.3.1. We consider the 2n + 1-dimensional Heisenberg algebra h :=

D kz; & P ky; @ kz, whose bracket and p-map are given by
i=1 j=1

xlw =0, y][.p] =0, 2P = 0,

[z, 5] = 0= [yi, y5], [zi,y5] = 0i2, [2,0] =0
respectively. Suppose that p > 3, then Jacobson’s formula implies that b is [p]-
trivial, i.e. V(h) = bh. Let a = (g, a9,...,0,) and B = (B4, B2, ..., Bn) be two n-
tuples in A”. An observation tells us these elementary subalgebras of h of maximal
dimension n + 1 are of the forms ¢, 3 = P k(a,x; + Biy;) @ kz parametrized by o

i=1
and [ with some mild restrictions on (a;, 3;) € P! for 1 <4 < n. An inspection

shows that each element in § could be retrieved from one such maximal elementary
subalgebra. As a result, stk(h) =n + 1.

From the definition and the example, it is readily seen that the saturation rank of
g is determined by the local data. It is stressed that those maximal elementary
subalgebras assigned by every [p|-nilpotent element play an essential role in our
study. For this reason, we now define for each element x € V'(g)

E(r,g9), : ={e € E(r,g) | z € ¢}
as a subset of E(r, g), and further refer to the number
r?:=max{r | E(r,g). # 0}
as the local saturation rank of x. We also set

]E(g)ac = E(Tg7g>:c;
re s =min{rl |z e V(g)}.

min

The following short proof shows that the subset E(r, g), for x € V(g) is indeed a
closed subset.
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Proposition 4.3.2. Given x € V(g). The subset E(r,g), is closed in E(r,g) for
any r > 1.

Proof. Observe that E(r, g)o = E(r, g). It suffices to consider E(r, g),. for z € V(g) \
{0}. Note that A := kz is a closed, conical subset of g. Since the map

C:E(r,g) —Np;er—dimenA

is upper-semicontinuous |Farl, Lemma 7.3], which implies that the set E(r,g), =
{e € E(r,g) | dim eNA > 1} is closed. O

Remark 4.3.2. Let 34,(z) = {y € g| [y, 2] = 0} be the centralizer of x in g, and
nil .

go" :=V(g) N 34(x) be the intersection of V(g) and 34(x). For each positive integer

r, we define
(g(grxul - { X1,T2,...,T ) (grxul) ’ [xwx]] :071 SZ,] Sr}

to be the Zariski closed subvariety of r-tuples of pairwise commuting elements of
gt as well as %, (g™!)° the open subset of linear independent r-tuples of 4, (gil).
Denote by r, = max{r | €,(gi")° # (}. Then for every element (xy,...,z,,) of
%,.(giY), x € Spany {zy,..., 7, }. Otherwise, (z,21,...,2,,) € €, 1(g2)° £ 0, a

nil\o )

contradiction. Thus, each element in %, (g=")° gives rise to an elementary subalgebra

which contains x. According to this, one can easily check that
r = max {r | €. (gt")° # 0},
and there is a surjective map

q: Cu(gh")° —E(g).

with the elements of ¢~'(e,) for any ¢, € E(g), differ by the natural action of GL,,

The forthcoming two lemmas illustrate how the local saturation rank performs. On
the one hand, we will show that the minimal value of 7 when x run over all elements
of V(g) is actually our saturation rank of g. On the other hand, we will reveal that

the set of elements whose local saturation rank attains srk(g) is an open subset.

Lemma 4.3.3. Let (g, [p]) be a restricted Lie algebra. Then stk(g) = r?

min*
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Proof. Let r := srk(g). We have that for each z € V(g) an elementary subalgebra

¢, such that x € ¢, € E(r,g), which shows that E(r,g), # 0 and r < r%. Hence,
g

min*®

r<r

Conversely, since r8 > r? . Vx € V(g), then E(r2. g). # 0 applies. Thus V(g) =

r =— "min>

Ve g and 7, < r consecutively. O
Lemma 4.3.4. The function
r9:V(g)—No; z—rl

is upper-semicontinuous. Moreover, the set OF . :={x € V(g) | r&=1r2. } is open.

rmin min

Proof. For arbitrary n € N, the set
Bn:={zeV(g)|r 2n}={zeV(g) |E(n g). # 0} = Ve

is closed in V(g), thus the function r9 is upper-semicontinuous [Farl, Sect.1]. More-
over, if we take the closed subset B,s ., = {z € V(g) | r§ > 75, + 1}, then

- "min

0% = V() \ Bye_, is open in V(g). =

4.4 Special case in 4.3 I: reductive Lie algebras

In this section, we assume that g is the Lie algebra of a connected reductive algebraic
k-group G. Let .#"(g) be the nullcone of g consisting of all elements x in g which are
[p]-nilpotent in the sense that 2P/ = 0 for some r > 0 depending on . It is known
that when p is good for G, .4(g) is finite union of G-orbits; see |Jan2, 2.8. Theorem
1] and it is stressed there that the number of nilpotent orbits in g is always finite
regardless of p. The result also applies to V (g), by the fact that V(g) is a G-stable
subvariety of 4(g). We list the good primes and their Coxeter number for G being
simple algebraic groups in the following Table With the finiteness property
behind us, the existence of three canonical nilpotent orbits should be known: the
regular (or principal) orbit O,e, (or Oppn), the subregular orbit Ogype, and the
minimal orbit O,,;,; see [CM, 4.1-4.3]. A connected reductive group G is said to be

standard if it satisfies the follwoing hypotheses(see |[Jan2, 2.9]):
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e The derived subgroup GO of G is simply-connected
e pis a good prime for G.

e The Lie algebra g of G has a non-degenerate symmetric bilinear G-invariant form

B:gxg——k.

Type A, | Bn/Cy D, Es/Fy | Er | B | Gy
Good primes p || > 2 >3 >3 >5 >5 |1 >T7|>5
Coxeter number h(G) || n+ 1 2n 2n — 2 12 18 | 30 6

Table 4.1: Good primes and Coxeter number

Recall that the semisimple rank rky(G) of G is defined to be the rank of its derived

subgroup G, The main theorem of this section is the following:

Theorem 4.4.1. Let G be a standard connected reductive algebraic group with g :=
Lie(G). Assume that p > h, where h is the Coxeter number of G. Then

stk(g) = rkg(G).

Proof. Let GV =[G, G] be the derived subgroup of GG and g(*) be the corresponding
Lie algebra. By our assumption on G, G is simply-connected and semisimple.
Let Gy, Gs,...,G,, be the simple simply-connected normal subgroups of G with
g; = Lie(G;). Then G =Gy xGyx---xGpaswellas g = g1 Dga®- - - By, [Prel,

Sect.3.1]. Moreover, G; is one of the cases:

(i) G; is simple, simply-connected and not of type Ay, 1 ;

(ii) G; = SL(V;) and p | dimV;.

By case (ii), in accordance with the "standard” criterion, we define groups G; by

setting

o - GL(V;), if G;=SL(V;) and p | dimV;,

1/ .
Gi, otherwise.
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and further denote by G' = G} x G x --- x G, . In this fashion, one can check
that G’ satisfies the three hypotheses, that is, it is standard. Let g, = Lie(G)),
and g = Lie(G'), then we have g = g, © g, ®--- ® g,,. According to [GP} 6.2],
there are tori Tj and 77 with their corresponding Lie algebras t; and t; such that
g @t = g®t. Based on the definitions, this gives V(g) = V(g') as well as
E(r,g) = E(r,g’) for any positive integer r, which implies srk(g) = srk(g').

We are in a position to compute srk(g'). Notice that G and G’ have the same
Coxeter number. If p > h, then V(g') = A (g) = O, is irreducible ensured
by [Jan2, Lemma 6.2], where O,., = G/.ereg and e,4 is a regular nilpotent element
of g. By Lemma [4.3.4, we have O,., N o

rmin

# (). An inspection on the r? -

function shows that it is invariant up to conjugation, that is r& = rj for any
he€G and z € g. As a result, O,y C OF

rmin
!

stk(g) =78, = o

min ereg”

and by Lemma [4.3.3] we obtain

Write €,cg = €1 + €2+ - +epm, e € g;. Then
Cer (€reg) = CG'1<€1> X CG'2<€2) XX Cgr (em)

and

3y (€reg) =34 (€1) D3y (€2) © -+ D3y (€m)

One can check that e,¢, is regular nilpotent in g if and only if each e; is regular
nilpotent in g;. Since each G is standard, there is 59;(6’@') = Lie CG;(GZ'). So if each
Cer (e;) is abelian, then 3/ (e,e ) is abelian. Check that each G’ is D-standard reduc-
tive group ( [McT)} Definition 3.2], [McN|, Remark 3], [Let, Remark 2.5.6(a)]), [McT|
(5.2.4)] implies the abelian property of 3./ (ee;). Due to the Jordan-Chevalley de-
composition, there is a direct sum of Lie algebra 3/ (€reg) = (34 (€reg))s © (34 (€reg) )n-
Since regular nilpotent elements are distinguished(see [Hum2, Sect. 7.13]), this
gives rise to (37 (ereg))s = 3(g') by |Lev, Theorem 3]. At this point, the abelian
property of (3;(ereg))n ensures that, it is the maximal elementary subalgebra of
g containing e,., of dimension (dim 3y (€reg) — dim3(g')). For G' and g', we have
dim 3 (€reg) = dim Cpyr (€req) = 1k(G") since G is standard. That gives, stk(g) =
dim(ﬁg’(ereg))n = rk(G/) - dimg(g,).

If G; = G, then g; is simple and 3(g;) = 0. If G; = GL(V;) with p | dimVj, then g,
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has a one-dimensional center. By denoting
rk,(G) = ord {G; | G; = SL(V;) and p | dimV;}

we have dim 3(g’) = rk,(G). Since rk(GL(V;)) = 1+rk(SL(V})), this implies rk(G") =
rk(GM) + 1k, (G). As a result,

stk(g) = 1k(G') — 1k, (G) = (tk(GW) + 1k (G)) — 1k (G) = 1kes(G),

that is our srk(g) and we finish the proof. O

In what follows, we will recollect some material on nilpotent orbits from the partition
point of view for GG being simple of classical type A, B,C' or D and p being good.
Let P(N) be a set of partitions of N where N = ¢ + 1(resp. 2¢ + 1, 2{) when
® = Ay(resp. By, Cy and Dy), for which we can endow it with a dominance partial
order <, and say that A dominates p if p < A If A = (A, ..., \;) is such a partition,
then we assign to it a nilpotent matrix x) = diag(NVy, ..., N;) with upper triangular
Jordan blocks Ny, ..., N, with sizes Ay X A\1,..., Ay X A¢, and put Oy = G.zy. It is
known that the nilpotent orbits of classical Lie algebra can be described in terms
of partitions, and if A and p are the partitions of two nilpotent orbits Oy and O,
in g, then O, C O, if and only if u < \; see [CM, Theorem 5.12-5.14, 6.2.5].
First suppose that GG is of type A,. Write £ +1 = gp + r with 0 < r < p. Denote
by A F £+ 1 the partition with g parts of size p and 1 part of size r. Then A is
maximal with respect to < among all partitions of £ + 1 which have parts of size at
most p. As a result, V(g) = O,. Now we assume that G has type B,C or D. The
natural embedding via the standard representation of g into gly (k)(V = 2¢,2¢+ 1)
lets us view g as a restricted subalgebra of gly(k). Let Px(N) C P(N) be the
subset of partitions corresponding to the nilpotent orbits in g for X = B,C or D.
If X is a partition of IV, then there exists a partition Ay € Px(N), which we call
X-collapse is the unique largest partition dominated by A; see [CM, Lemma 6.3.3].
Write N = gp+d with 0 <d <pand A= (p,...,p,d) = N, this gives V(g) = O,,.
——

q times

Now we concentrate on the case when G = SL,,(k), g = sl,,(k) and n > 3. From the
proof of Theorem {4.4.1, we find that srk(sl,(k)) = n — 1 whenever p > n. In the

'We often refer to [CM] in this paragraph. Although the results there are obtained over complex
numbers, they are still valid in positive characteristic p as long as p is good. See [CLNP}, Sect 3.9].
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following part, the local saturation rank of the elements, especially in the subregular
nilpotent orbit Ogupreg and minimal nilpotent orbit O,,;, will be calculated in an
attempt to describe the open set O, of V(g). Inspired by Remark and the
proof of Theorem [4.4.1], the determination of the centraliser of a nilpotent element
plays a central role in our computation. By the natural embedding of sl,(k) in
gl(V) with dimV = n, we begin with an observation from gl(V). Let e € gl(V) be
nilpotent with the corresponding partition (Ay,..., ), 3(e) be the centraliser of e
in gl(V). It is assumed that \; > Ay > -+ > A\, > 0. Then there exist elements
v1,...,v € V such that all e/.v; with 1 <4 <tand 0 < j < \; form a basis of V
together with e*.v; = 0. Let £ € 3(e), then ¢ is completely determined by &(v;) with
1 <i <t because £(e.v;) = €7.£(v;), but e.£(v;) = 0. One can easily check that

t Aj—1
E § s
5(1)1) = A35s€ . V;
j:1 s:max{kj—)\i,O}

for some a;;5, which gives the basis {ffs} of 3(e) defined by

1<i4,j<k, and max{\; —\;,0} <s <A\, .

& (v) = ey,
gzj’s(vr) =0 for r # 1,

It is convenient to assume that §is = 0 whenever s is not within the appropriate

bound.

Given two basis elements &* and £ of 3(e), we have the composition rule: 134 LT =
0g,:6°7", and further their bracket:

'7 ) — '7 ? +
(€75 €57 = 00,85 = 0,80

Lemma 4.4.2. Suppose G = SL,(k)(n > 3). Let 7 = (n—1,1) - n be the partition
corresponding to the subregular nilpotent orbit of g, x, be the nilpotent matrixz given

by the partition 7. If p > n — 1, then we have r,  =n — 1.

Proof. Let e := x, with 7 = (n — 1,1), a nilpotent element in gl(V) in a natural

way. Keep the notation for 3(e) as above, the basis of 3(e) as described is :

1,s . 2,0, 1,n—2, 2,0
170§3Sn_27 1 2 ) 2"
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Let 3(e)" = 3(e) N g, the centraliser of the nilpotent element e in g, and & € 3(e)".
Write

n—2
§= Z ansfll’s + a120§f’0 + a21(n—2)§21’n_2 + a220£§’0.
s=0
Since it is an element of g, this implies a9 = —(n — 1)a;1o. Thus the basis of 3(e)’

1s
Ls .20, fln—2 10 2,0
l<s<n=2 & &1 & —(n—1)&.

Keep the form of ¢ with the relation of a19 and agy9. We want to determine the

nilpotent, part 3(e). of 3(e)’. Given by the composition rule, there are the relations:
1,0 £1,0 10 2,0 ¢2,0 2,0, Ln—2 (2,0 1n-2, 1,5\

M &G &7 =&7 & & =67 (2&" -4 =" 3) (&) =0 for

1<s<n-—2 and ()2 = (62" ?)2 = 0. Depending on these rules, we conclude

that if n >3 and p >n—1,or n = 3 and p > n — 1, then 3(e),

» 18 a vector space

having the following basis
G 1<s<n-2 % &%

with & = 0 if and only if

aro = ap = 0, with {7 = 0 if and only if a119 = azo = @120 - @211 = 0. Now we are

Alternatively, in the case n = 3 and p = 2, £ € 3(e),

n

able to determine the maximal elementarly Subalge]oras er tlgat will be assigned to e.
Observe that for 1 < s <n—2, [§°,6°] = &7 —¢"™ =0for1<s <n-—2,
(6%, = —&2° =0 and [6°, 6" 7% = £°1"7% = 0. We then have [¢,°, €] = 0 for
any £ € 3(e), and 1 < s < n — 2. Still, note that [&°,£"7] # 0. Thus, if n > 3
and p>n—1,orn=3and p>n—1, then

e =k&" @ Ok Dk(ag” +06");
parameterized by (a : b) € P! and if n = 3 and p = 2, then
e =kt @ Ok HKET, where & € {7,677}

Notice that all of them show r, = r,, =n — 1, and this completes our proof. O

We remark here that if p = n — 1, then V(g) = O, for 7 = (n — 1,1). According to
the procedure processed in Theorem and the result of Lemma we have
stk(g) = .. = n — 1. This shows that the equality srk(g) = rks(G) still holds for
smaller p, like p =n — 1.
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Lemma 4.4.3. Suppose G = SL,, (k) with n > 3. Let O C A(g) \ (Oreg U Osubreg)
be a nilpotent orbit, and xx € Oy be the corresponding nilpotent element given by
the partition X. If p > max{2,n — 2}, then we have r,, > n. Specifically, when
A = (2,1"72) is the partition corresponding to the minimal nilpotent orbit Oy, we
have 1, = L%J
Proof. According to the dominance order <, we know that Oy C A(g) \ (Opey U
Osubreg) if and only if A < (n — 2,2). Write A = (A\q,...,A) with Ay > Ay >
- > XN > 0. We are going to read off z, from the basis {ffs} of gl(V). Let
s=max{i |\ >2}. If 1 <i < s, the action of &' on V gives an unique non-zero

Jordan block of size A; x A;. Then we can immediately know

=&

In what follows, we consider three cases to estimate the local saturation rank of x.

In case of all \; > 2, we find there is an elementary subalgebra

@ @ kgzr @ @k51+1 Aig1—1 ® kgl A1—1

i=1 r=1

that contains x, with dimension 22:1 A; = n. Alternatively, there is at least one
block with size 1 x 1. If there is only one, then s =t — 1 and A = (Aq,..., A, 1).
Since A < (n — 2,2), then s > 2 and we find an elementary subalgebra

s Ai—1

@ @kgzr @ @k51+1 Aip1—1 @ kfs As—1 @kgl A1—1

i=1 r=1

which contains x,. Otherwise, A has the form (A,..., A, 17%) for t — s > 2. Let

t—s—1 psti :
E=>1 jj:fl Then we assign to z) an elementary subalgebra

t—s—1

@@kgzr@ @ kg @@k£l+l)\l+1 l@kgl)\l 1

=1 r=1

where £ is the i-th power of £. One can compute that r,, > n for both cases.

Note that the minimal nilpotent orbit Oy where A = (2,1"?) is the G-orbit of the
highest root Ey,. When n = 2m(resp. n = 2m + 1), Theorem 2.7(resp. Theorem
2.8) in [CFP] shows that the elementary subalgebra which contains E,, has maximal

dimension m?(resp. m(m + 1)). Therefore, we have r,, = L"IQJ O
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Suppose that n > 4. If p = n — 2, then V(g) = Oy with A = (n — 2,2). By the
same token, we have srk(g) = r,, > n according to Lemma [£.4.3] This shows that
for smaller p < n, like p =n — 2, we have srk(g) > rky(G).

Theorem 4.4.4. Suppose G = SL,, (k) with n > 3. If p > n, then

ormin = Oreg L Osubreg'

Proof. Theorem tells us Oppin = {x € V(g) | r» = n — 1}. Consecutive appli-
cations of Lemma and Lemma yield Ormin = Oreg U Osubreg- H

4.5 Special case in 4.3 II: parabolic subalgebras

Suppose G is a connected reductive algebraic group. Fix a maximal torus T of
G, and denote by ® := ®(G,T) the root system of G relative to T. Let A =
{ai,...,a,} be a basis of simple roots in @, as well as &t be the positive root
system associated with A. Given a subset I C {1,...,n}, we denote by Pj(resp.
L;) the standard parabolic(resp. Levi) subgroup of G corresponding to I with
the decomposition P; = L; X R,(P;). Then ®; is a root system of L; relative
to T, and Ay := {«a; | ¢ € I} is a basis of simple roots in ®;. Given two subsets
J C I C{l,...,n}, the standard parabolic subgroup of L; associated to J is
denoted by Py ;. There is the Levi decomposition Pr; = L; X R,(Pry) of P;
similarly. Let p;; = Lie Pry,l; = Lie L; and u;; = Lie R,(P; ). It is known
that p;; has Richardson elements e such that the orbit (Ad P; s)e is open in u; s;

see [Ric|. Thus the following lemma is immediately obtained.

Lemma 4.5.1. Keep the notation for Pr j,ur; and e as above. Suppose that p >
h(L;), where h(Ly) is the Coxeter number of L. Then stk(ur y) =re"’.

Proof. If p > h(Ly), then V(u; ;) = uy is irreducible. Note that 0.7 is open

rmin

in V(ury) = usy, this gives 0027 N (Ad Py j)e # 0. Observe that Py ; acts on

rmin

R,(Pr.y), thus Ad Py ; acts on u; ;. As a result, (AdP; )e C O, and this

rmin’

implies stk(u; ;) = re"’. O
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The above lemma puts forward the question of finding the Richardson elements in
usy. When I = {1,...,n}, there is an explicit construction of these elements in
case of G being of classical type and char(k) # 2(see [BG]), which extends work
in [Bau|. For the sake of simplicity, when I = {1,...,n}, we will denote P ; by P;,
and this also applies to their corresponding Lie algebras. It is clear that, a standard

parabolic subalgebra p; has the form

p;= h D Z kxa
acdtud;
where h = Lie(T") for any given subset J C {1,...,n}, as well as its Levi factor and

nilradical

L=b® > kra, uy= > k.

acd; ae(IHr\cI)}'

In the sequel of this section, we consider G = SL,,,;(k), and concentrate on com-
puting the saturation rank of the nilradical of standard parabolic subalgebras of
the special linear Lie algebra g = sl,.;(k) in some cases. Recall that a standard
parabolic subalgebra p; of sl,, (k) is uniquely described by the sequence of lengths
of blocks, that is the square matrices on the diagonal in the standard Levi factor
[;. Motivated by these observations, we write d = (dy,...,d,) with > . d; =n+1
for the associated dimension vector of the block lengths in [;. The following lemma

shows the interrelations between J and d.

Lemma 4.5.2. Suppose p; C sl,,11(k) is a standard parabolic subalgebra defined via
J={1,...,on}\{r1,...,rs}, 1 <m <---<ry<n. Thend = (r1,79 —11,...,75s —
rs—1,n + 1 —1g). On the other hand, if the dimension vector of the Levi factor [;
has the formd = (d, ..., d,), then J ={1,...,n}\ {di1,d; —i—dg,...,Zf;ll d;}.

Proof. It J = {1,....,n} \ {r1,...,rs} with 1 < r; < -+ < ry < n, then the

associated basis of ®;is Ay = {a; | i #r;, 1 <i < s}. Note that the subset

{Oé,,,H_l, ce . 7a7‘1¢+1—1} (7”0 = 0)

gives a block of length r;,1 — ;. Thus A, gives the dimension vector d = (rq, 7y —
T1,...,7s — rs_1,n + 1 —ry). On the other hand, if the dimension vector d =
(di,....ds), then J = {1,....,n} \ {ry,...,7r,_;} with the relations: r; = di,r; —

1o, =di(l <i<s—1),andr,, =n+1-d,., Thus J = {1,...,n}\
{di,di +do,.... >0 di}. O
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As a benefit of Lemma sometimes we write p(d) instead of p;. Theorem 3.2
of [Bau| gives the construction of a Richardson element for the standard parabolic
subalgebra p(d) through the corresponding dimension vector d. More precisely, it
is obtaind by first constructing the horizontal line diagram L;(d) and then labeling
the vertices, and finally the Richardson element of p(d) is given by

X(d) = X(Ln(d)) = ZEM,

where E; ; is the elementary matrix in sl (k); see [Bau, Sect.3]. In what follows,
we will focus on four special cases of p;, i.e. when J =0,|J| =1,]|J] =n —2 and
|J| =n — 1. We assume that p > h(L;), depending on the set J being considered.

n+1
CaseI(J = ()). By Lemma [4.5.2, d = (1,1,...,1). This gives [; = b, and p; =
h D>, co+ kro which is the Lie algebra b = Lie(5) of the standard Borel subgroup

B < G with uy = uy as its nilradical. The labeled horizontal line diagram is then

1—2—. —n+1

and the given Richardson element is X (d) = Ey 2+ Es3+- -+ E, n+1. Observe that
X(d) coincides with the regular nilpotent element e,., of g, and the set of genera-

tors {ereg, e?

regr efeg} of the centralizer 34(e,.,) also lies inside of u,. Therefore,

stk(up) = g = dimzg(ereg) = 1.

We remark here that this case has already served as an example of srk(g) = srk(uty).
Let G be a reductive algebraic k-group, with standard Borel subgroup B. Either
Theorem 2.2 of [LMT] when G is semisimple and p is a non-torsion prime for G, or
Lemma 2.2 [Pre2] when G is standard implies that E(r,g) = G.E(r,u,) for r > 1
where u, = Lie(Ug) is the Lie algebra of the unipotent radical of B. According to

this, we have

V(g) = GV () = G Vi(srk(up) ) = VG E(srk(up) ) = VE(srk(uy).g):

which gives srk(g) > srk(up) in general.

Case II(|J| = n — 1). In this case, P; always is the maximal parabolic subgroup.
We denote Pj(resp. R,(Pj)) by P,,(resp. U,,) when P; is maximal and «; ¢ Ay,
as well as their Lie algebras p;(resp. uy) by pa,(resp. u,,). Before starting, let us
first look at an example.
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Example 4.5.1. Let J = {2,...,n}. Then d = (1,n) by Lemma and p(d)
is the standard maximal parabolic subalgebra of sl,, (k) which is denoted by p,,.
We also have p,, = h & ®Be¢}u<1>+ krs and u,, = Gaﬂew\qﬁ kzg consecutively.

Pictorially, such u,, can be represented in the following matrix form, marked by x*:

0% = x %
0[{0 O 0 0
0[0 O 00
0

o 0
0{0 0 --- 00
0{0 0 --- 00
0{0 0 --- 00

Reading off the Richardson element from the labeled horizontal line diagram, we
have X(d) = Ej5. Observe that u,, itself is an elementary subalgebra, thus

U .
stk(Ug, ) = g}, = dim u,, = n.

Theorem 4.5.3. Suppose that J = {1,...,n} \ {r},1 <r < n. Then srk(u;) =
r(n+1—r).

Proof. In this case, note that u; = u,, C sl,.1(k) is the Lie subalgebra of (n +
1) x (n + 1) matrices (a;;) with a;; = 0 except for 1 < i <r,r+1<j<n+1.
It is readily seen to be an elementary subalgebra of dimension r(n 4+ 1 — r), thus
stk(uy) =r(n+1—r). O

Remark 4.5.2. Theorem is not only valid for G = SL,;;(k). Notice that in
this case the nilradical u; of p; is abelian. As a Lie algebra of R, (Pj), this provides
an example for the unipotent radical R,(P;) being abelian. Lemma 2.2 of [RRS|
illustrates that if GG is simple and P is a proper standard parabolic subgroup of G,
the unipotent radical R, (P) is abelian if and only if P is maximal(i.e.,P = P; for
|J| = |A] = 1) and the corresponding simple root a;(a; ¢ Ay) occurs in the highest
root denoted by p with coefficient 1. According to this Lemma, it is clear what the
standard proper parabolic subgroups with abelian unipotent radical are when G is
simple; see |RRS, Remark 2.3] for details. And in this situation, the saturation rank

of u,, is the dimension of the corresponding abelian unipotent radical U,,.
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Case III(|J| = 1). Until the end of this section for a nilradical u; and the corre-
sponding Richardson element X (d), the centraliser 3,,(X(d)) of X(d) in u; will be
denoted by 3(d).

Example 4.5.3. Consider p; C sly(k) given by J = {3}. Then d = (1,1,2) is the
dimension vector by Lemma and the labeled horizontal line diagram is

1—2—3

4

Reading off the Richardson element, we have X (d) = E}2 + Es3. Direct compu-
tation shows that the centralizer 3(d) is generated by X(d), Ey 3 and E; 4. Thus
E(us)x@ = {kX(d) @kE, 3 ®kE, 4} is irreducible and srk(uy) = 3.

Definition 4.5.4. Suppose that d is a dimension vector. For any £k € N, a k-
chain(or a chain of length k) is a sequence of k connected lines in Ly(d). A labeled
k-chain is a k-chain in the labeled horizontal line diagram, which will be denoted
by L¥(d : i — j) where i(resp. j) is the starting(resp. ending) point of the labeled
k-chain. Now we are to define a map v from the set of labeled k-chains where &

varies to the set of root vectors

v {Lﬁ(d D —j)}keN — {E”}U
Lid:i—j) — v(Li(d:i—}7))
by setting v(L¥(d : iy — ix11)) = E;

Vi i LE(d : iy —igyq) is of the following form

’il ig Z.k:—&-l
For a fixed k, we now take %) = k ZLﬁ(d:i_j) v(L¥(d :i—j)) as the one-dimensional
vector space generated by the sum of images of all labeled k-chains in Lj(d) via the

map V.

Lemma 4.5.4. Let p(d) C sl,1(k) be given by J = {r},1 < r < n. Then the
centralizer 3(d) of the Richardson element X(d) in the nilradical uy is spanned
by the generators of all %y, together with one choice of root vector(s) from the set

{Evri1, Ery1na} depending on r.
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Proof. 1f J = {r} with 1 < r < n, then by Lemma [4.5.2/d = (1,...,1,2,1,...,1),

and the labeled horizontal line diagram Ly (d) is

1—. oo . r T+2—. oo .—n_|_]_

r+1

Reading off the Richardson element associated to p(d), we get X (d) = 31— Ejiy1+
Erpio+ 375 o Ejjr1. Observe that

) krq. - .
v {Lh<d ‘= ]>}1§k§n—1 — {E@j}1§i;ér+1<n+1,i<j7ér+1§n+1

is a bijective map. With this map, we are ready to describe the elements of 3(d).

Notice that any nilpotent element in u; is given in the form

X = Z Z a@jEZ’J‘ + Z aT,jET,j7

1<i<n+1i<j<n+1 r4+2<j<n+1
i#£r
this gives
X = E E aiv(Ly(d i —j)) + E Qi1 Eippr + E 1,5 Erg 5.
1<k<n 1<y 1<i<r r+1<j<n+1

Assume that [X(d),X] = 0. Direct computation yields the following relations:
(a) If 1 < k < n — 2, these coefficients a;; of F; ; = v(L§(d : i — j)) for any labeled
k-chains v(LE(d : i — 7)) are equal; (b) a;,11 = 0 for 1 < i < r, and a,41; = 0
forr+1<j<n+1;(c) a1, 1041, and ay 41 are arbitrary. Given by these
relations, we conclude that the element X is a linear combination of generators of
Fy(1 < k < n) together with Ey,4; and E,4q ,41.

If J={1}or J={n}, thend = (2,1,...,1) ord = (1,...,1,2). The determination
n—1 n—1

of elements of 3(d) for these two cases is similar to what we have done for 1 < r < n,

but the choice for the root vector from the set {11, Eyy1n41} is slightly different.

If r =1, then only E)1,41 is going to be chosen as part of the generators. If r = n,

we shall choose F ,41, and we finish our proof. O

Theorem 4.5.5. Suppose p; C sl 1(k)(n > 2) is given as above. There are three

claims:
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(1) The saturation rank srk(uy) of the nilradical uy is n.

(2) Any mazximal elementary subalgebra associated to a Richardson element X (d)

is unique or determined by (a : b) € PL.

(3) The variety E(uy)x(a) is irreducible of dimension < 1.

Remark. In the following, we only consider the case of 1 < r < n with n > 3.
When r = 1 or » = n together with n > 2, their proofs are analogous and will be
omitted. But the elementary subalgebra we find for the Richardson element X (d)
iSH D DKy Dkl ifr=1andis % @ - & X1 DL 1 if 7 =n.

Proof. We prove the following statement by induction: any elementary subalgebra
associated to a Richardson element in u; of s, ;1 (k) has dimension at most n and any
subalgebra of this dimension is of the form %, @ --- & Z,—1 S k(aE) ;41 +bEr11.041)
parametrized by points (a : b) € P'. This ultimately implies claims (1),(2) and (3).

The statement is clear for n=3. Assume that it is proved for n — 1. Let ¢; be
an elementary subalgebra containing a Richardson element X (d) € u; of sl (k).
Denote by ¢y = @], kE; .11 an elementary subalgebra of uy, it is a Lie ideal in u;

since [uy, es] C es.

We consider the following extension

(O) ¢o uy P uJ/e2—> (0)

Notice that us/es ~ u is the nilradical of p’;, where p’; is the standard parabolic

subalgebra of sl, (k) given by J = {r}. The corresponding dimension vector of p’; is

thend = (1,...,1,2,1,...,1). According to this we have pr(X(d)) = X(d'), which
—_—— =

r—1 n—r—1

is a Richardson element of ui,. By our induction hypothesis, the dimension of pr(e;)
is at most n — 1, and from this we will show that e; has dimension at most n. We do
this by considering two situations. Let y € ¢; Ney. We can write y = Z?:l a; Ej p i1
since y € ¢5. An observation from the form of X (d) and the relation [y, X(d)] =0
implies a; = 0 for all i # 1,7+ 1. If kE) , 4, appears as a direct summand in pr(e;),
then Ey,41 + 3 € ey for some 3 € es. Then the relation [y, £y ,41 + 3] = 0 implies

ar41 = 0. As a result, ¢y N ey is generated by at most one element, i.e. Ej,4q.
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Thus, we have dime; < (n — 1) + 1 = n. Alternatively, kE; , 11 will not be a direct
summand of pr(e;). If = n — 1, then by the above remark specializing to such r,
we have dimpr(e;) <n—2. If r <n—1, then k(aFEy 11 +bE, 11, +¢3') can not be a
direct summand of ¢, for (a,b,c) € k*® and 3 € ey because k(aF) 41 +c3') is not a
direct summand of e; when b = 0 and [aFE; 11 +bET+17n+cg,/, X(d)] # 0 when b # 0.
This yields that there is no k(aFy ;.1 +bFE,11,) for (a : b) € P! as a direct summand
of pr(e;), which gives dim pr(e;) < n — 2. Thus, we have dime; < (n —2) +2 = n.

Now we assume that ¢; has the maximal dimension n. We denote by £, the one-
dimensional vector space defined in Definition for the dimension vector d  in
case of sl, (k). As discussed above, if kE) ;1 is a direct summand of pr(e;), the
maximal dimension is attained if and only if dimpr(e;) = n — 1, and by induction
we have pr(e)) = %, @ - © %, , ©kE),,1. Alternatively, for the dimension to
be maximal we need dimpr(e;) = n — 2, and by Lemma we have pr(e;) =
R, D ®R, 5 Since e; Ney C 3(d) N ey, the pre-image of Z,(resp. kE ,41)
is Z; + kE1 pni1 + KE i1 11 (vesp. kKB 41 + kEr 1041 + kE n41) by Lemma m
for 1 < ¢ < n— 2. Note that £, can commute with any elements in ¢; and
kE) py1 = Hn_1, whence ¢ = %1 @ - B Zno1 © k(E1 41 + cErpin)(c € k)
if pr(e;) = %, © - %, s OkE i, ;g oreg = RO DRy DKE 11 if

/

pr(e) =%, ® - DA, ,. This finishes the proof of our claims. O

Case IV (]J| = n — 2). The following are two examples before we start.

Example 4.5.5. Let J := {2,...,n — 1} be the subset of the set {1,...,n} and we
assign to it a standard parabolic subalgebra p; with its nilpotent radical u;. The
Lie algebra u; is a Heisenberg Lie algebra. Hence, srk(u;) = n by Example m

Example 4.5.6. Let p; C sljo(k) be given by J = {1,...,9} \ {4,6}. Then the

dimension vector is d = (4,2,4). The labeled horizontal line diagram is drawn as
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follows in the first array

1—>5—7 l—-5—-—7
2——6—8 2 6 8
3—m9 3 9
4 ——10 4 10

and we obtain X(d) = Ei5 + Es7 + Eag + Ess + Es9 + Ey10 for the Richardson
element in u;. Note that u; = u,, +u,, is a sum of two elementary subalgebras with
nontrivial intersection € := u,, Nuy, = GkL;; for 1 <7 <4 and 7 < 5 < 10, and
the elementary matrixs E; ; € u, \ € are in 1-1 correspondence to the lines i ¥
of the picture in the second array. Denote by ay = Ey 5+ E5 7,00 = E1 g+ Es 5,03 =
Ess5+ Eg7 and oy = Eyg + Egs. Then X(d) = a3 + aq + Es9 + E410. Notice that
€ C 3(uy), the center of uy, this gives 3(d) = 3u, (01 + a4) and rx(g)y = ra,+a,- Thus

the determination of the saturation rank srk(u;) passes from the local saturation
rank of X (d) to that of oy +a4. From direct computation, it follows that 3, , (a1 +ay)
is generated by «;(1 < i < 4) together with the basis element of €. Let m =
Z?Zl &ay and n = Z?:l ¢jo; with the property that both are linearly independent
with oy + a4. Now it suffices to determine the maximal elementary subalgebras
containing oy + a4 and we do this by proving that the condition [m,n] = 0 will
imply that the vector space Spany {m,n,a; + a4} is two-dimensional. It is easily
seen that the two 4-tuples &7 := (ky, ko, ks, ky) and (7 := ({1, 0o, U5, £,) satisfy the

following system of equations

(ke — a)ls = keo(£r — £)
(k1 — ka)ls = k3(€; — {y)
kols = ksls

according to [m,n] = 0. Fixing m, then £ and ¢ are the solutions of Az = 0 with

coeflicient matirx
kg k4 — kl O _k2
A= ]fg 0 k4 - ]{31 —]{Zg
0 ks —ko 0
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In the following, we list all the possibilities that could happen to clarify our claim.
We write a; + ay = (a, o, a3, ) - (1,0,0,1)T for convenience.

O Case 1: k1 = ky, koks = 0.

Since £ # 0, we may assume that ky = 0 # ks without loss of generality. Then
rk(A) = 2 and we get the linearly independent solutions ¢ = (1,0,0,1)7,n =
(0,0,1,0)T of equation Az = 0. As a result, & = ki + ksn, £ = aC + bn(b # 0)
and (1,0,0,1)7, &, ¢ are linearly dependent.

O Case 2: k1 = ky, koks # 0.

In this case, rk(A) = 2 and the linearly independent solutions are ¢ = (1,0,0,1)",n =
(0, ks, k3,0)T. Hence, & = k1 +n,0 = al+bn(b # 0) and (1,0,0,1)T, &, ¢ are linearly
dependent.

O Case 3: ky # ky, ko = 0(or k3 = 0 or koks # 0).

In this situation, rk(A) = 3 and there is only one linearly independent solution, say
¢, thus £ = a¢ for some a # 0. This gives (1,0,0,1)T, ¢, ¢ are linearly independent.
O Case 4: ky # kg, ke =0 = k3.

Note that rk(A4) = 2 and the linearly independent solutions are ¢ = (1,0,0,0)7,n =
(0,0,0,1)T. Thus, £ = ki + kyn, € = a + bn(a # b), this also implies that
(1,0,0,1)T, &, ¢ are linearly dependent.

Therefore, the maximal elementary subalgebra associated to «; 4+ a4 has the form

k(ay + ay) @ km @ € of dimension 18, this implies srk(uy) = 74, 10, = 18.

Theorem 4.5.6. Suppose py is given as above with J = {1,...,n}\ {r,s},r <s.
Then stk(uy) > (n+1—s)r+1. Especially if s—r = min{r,s —r,n+ 1 — s}, then
stk(uy) > (n— s)r + s.

Proof. For given J, the corresponding dimension vector is d = (r,s —r,n+ 1 — s),
as well as the nilradical u; = u,, + u,, is the sum of two nilradicals of maximal
standard parabolic subalgebras p,, and p,, respectively. We set ¢ = u,, N u,,,
then e is an elementary subalgebra with e € 3(u;). Note that X(d) ¢ e, thus there
is an elementary subalgebra kX (d) @ e that contains X (d). This gives srk(u;) >
(n+1—s)r+1
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M%T

For the special case that s —r = min{r,s — r,n + 1 — s}, we have a more explicit
computation. Let X(d) = 7" (E;,+i+ Eryisti), then from the labeled horizontal
line diagram we obtain X (d) = X(d) or X(d) = X(d)' + 3 for 3 € ¢\ {0}. Since
3 is a central nilpotent element, this property gives rise to 3(d) = 3,,(X(d)’) and

further rx@q) = Tx(d) - Denote by ;== E; 4+ Erps4j for 1 <i,5 < s—r read off
from the above diagram. Then X(d)/ = ai1+- -+ as_ps—r) and direct computation
shows that the centralizer 3,,(X(d)’) is generated by all a;; and basis elements of
e. Let V = Span, {a;; |1<4i,j <s—r} and ¢ C V be the maximal elementary
subalgebra containing X (d)". The elements of set {a; |1<i<s—r} C V are
linearly independent and pairwise commuting, this implies that dime > s — r.
Consequently, stk(uy) = rx@) = dime +dime > (s —r)+(n+1—s)r = (n—s)r+
5. [l

4.6 Infinitesimal group schemes: height < 2

Suppose that G is an infinitesimal group scheme of height < 2. Take § = SLy,(o) =
Ker{F?: SL, —=SL,} the second Frobenius kernel of SL,, where the geometric
Frobenius F' : SL,(R) — SL,(R) is defined by raising each matrix entry to the p
power. Let A4 = 4 (sl,(k)) be the nilpotent variety of sl,(k), and €"!(sl,(k)) :=
{(z,y) € &/ x A | [z,y] =0} be the nilpotent commuting variety of sl,(k); see
[Prel]. The variety of 1-parameter subgroup V5(SLy,(2)) of SL,,(2) has been detected in
terms of 2-tuples of pairwise commuting p-nilpotent matrices; see [SFB1, Proposition

1.2/Lemma 1.8]. More specifically, if p > n, the element of V5(SL,2)) has uniquely
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the form exp, : Gq2) —SLn) where a = (ag,ay) € €M (sl,(k)) by sending
for any k-algebra A and s € A to exp,(s) = exp(sag) - exp(sPay). Here for any
p-nilpotent matrix x € sl,(A), we set

2 o1

T
eXp(:E)=1+x+7+---+<p_1),

€ SL,(A).

Let e € A4 be a nilpotent element in sl,,(k). As in section 3.2, we denote by 3(e) :=
3s1, () (€) the centralizer of e in sl,(k), by €(e) the Zariski closure of SL, (k).(e, 4 N
3(e)) and by O, the SL,(k)-orbit of e. Consider the morphism

§: SLn(k) x (A" N3(e)) —=€(e); &(g,x) = (Ad(g).e, Ad(g).x)
which is dominant, the canonical embedding
L N Nj(e)—SL,(k) x (A Njze))

which maps = to «(z) = (1,z), and their composition o : A4 Nj(e) —=E(e).

Suppose in what follows p > n and e is a regular nilpotent element of sl, (k). Then

(‘)i&;ﬁ? is an open subset of €(e) according to Theorem |4.2.5, [Prel, Theorem 3.7]

and |Jan2, Lemma 4.1]. Therefore, (£ o L)_l(OSL"@)) is open dense in A4 N 3(e);

rmin

see [Prel} 3.1] for the irreducibility of 4" N 3(e).

SLn(Q)

rmin

Lemma 4.6.1. (£0:)71(O ) is not empty.

Proof. Since ¢ is a dominant morphism of irreducible affine varieties, the image

SLy(2)(k).(e, 4 N 3(e)) contains a non-empty open subset U of €(e). Then the

SLy(2)

s . SL,, R . '
non-trivial intersection O, "® N U implies that O, "* contains an element g .(e,z")

for some g € SL,2)(k) and ' € A4 N j3(e). Notice that XDy (ea!) = g'.exp(

ez’ )
Remark 4.2.2| ensures that (e,z') € OS,I;’;S) As a result, ' € (€0 L)_l(OE;Z?) and
(€o [,)_1<O§;ZS ') in not empty, as desired. O

Since O, N 3(e) is open in A" N 3(e), Lemma {4.6.1| ensures (£ o L)_l(OE;’;S)) N (0.N

3(e)) # 0. Now it is our task to investigate O, N 3(e). It is known that 3(e) =

Spany {e, e?,...,e" '}, and a nilpotent element Y, a;e’ can be conjugate to e if and

only if a; # 0. We pick e € (0.N3(e)) ﬂ(foa)_l((‘)f;’;ff)), then (e, eg) = (§ot)(eg) €
0@ 1 follows that stk(SLy(2)) = poin@

rimn — "(eye0)
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Theorem 4.6.2. Keep the notations for G,e and the assumption for p in this sec-
tion. Then we have stk(SLy)) > 2(n — 1).

Proof. Let a = (ay,...,an_1) € GV be a (n — 1)-tuple and ¢, = Y27 a;e’.
We define a closed subgroup of SL,, that is U, := (1 + e, | a € GX™ V) gener-
ated by 1 + e, when a ranges over all elements in G, (=D, Additionally U, is an
abelian unipotent subgroup of SL,,. We denote by u, := Lie(U,) the abelian Lie
algebra of U, and by ¢ : U~ SL, the closed embedding with the associated
morphism d¢ : u, —sl,(k) of corresponding restricted Lie algebras. One can
easily check that for any k-algebra A and every p-nilpotent element x € u, ®, A the
homomorphism exp,,) : Go ®x A —SL, ®xA factors through U, ®x A. There-
fore, ¢ is an embedding of exponential type. By [SFBI1, Lemma 1.7], this gives
Vo(Ue) = {(ap, 1) € ue X 1.} = u, X u.. We observe that (e,eg) € Vo(U.). Then
€XD(e.e) - Ga(2) — SLn2) factors through U,) the second-Frobenius kernel of
U.. Take the unique elementary abelian subgroup &y, , < Ue) given by [Fard],

Lemma 6.2.1], then the image of map exp ., will be contained in &,, . No-
tice that Xey (k) = cxp,,, (k) = dimV5(Ue) = 2dimu, = 2(n — 1), this gives

stk(SLy(2)) = pln® > 2(n — 1), as desired. O

(e,e0)

Conjecture 4.6.3. Let G = G, be the r-th Frobenius kernel of a reduced algebraic
k-group scheme G. Suppose that G(k) is reductive, standard and p > h(G(k)). Then
we have stk(G) > r - rk(G(k)).



Chapter 5

Maximal subsets of commuting

roots

In this chapter, we will determine the set Max(®;" ) when ® is of type A, B, (n >
2),Cy(n > 3) or D,(n > 4). It is known that, see Appendix A.1 and A.3 of [PS], all
maximal subsets of commuting roots in ® for type A,,_; and C), can be described via
subsets of {1,...,n}. While for types B, and D,, they are unknown. As a result,
more effort is needed for the set Max(®;" ) when ® = B,, D,,. However, by the
relation of root systems between B,, and D, we only need to devote to computing

it for D,,. This is to be done by induction on n.

Notation 5.0.1. Let Z be the set of integers equipped with an ordering <, the
smaller than or equal relation. Given two subsets of Z, say A and B, A < B

denotes that any element in A is smaller than all the elements in B.

Notation 5.0.2. If A, B are two subsets of ®, then we use the symbol [A, B] = 0

to indicate that any root in A commutes with roots in B and vice versa.
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5.1 Type A,

Suppose that G is of type A,. The root of A, is an integer vector in R"*! of length
V2 for which the coordinates sum to 0. We denote by

O={e—¢liFtj1<ij<n+1}

the corresponding set of roots, and by A = {ay, ..., a,} the base of ® where o; = ¢;,—
€;+1. There is a bijection ¢ from the set of non-trivial proper subsets of {1,...,n + 1}
to the set of maximal subsets of commuting roots of ® by sending J to ¢(J) :=
{e:—¢€; | i€ J,j¢ J}, and the condition J < {1,...,n+1}\ J on J gives rise to a
maximal subset of commuting roots of ®*; see [PS, A.1]. Let M(A) € Max(®; ).
Note that the maximal dimension 7., is (m + 1)*(resp. m(m + 1)) when n =
2m+1(resp. n = 2m). If M(A) is still maximal in ®, then M(A) = ¢(J) for certain
J. By letting |M(A)| = |¢(J)| = |J|(n+1—]|J|) equal (m+1)>—1 when n = 2m+1
and equal m(m + 1) — 1 when n = 2m, we get |J| = m,m + 2 for n = 2m + 1,
and there is no solution for n = 2m. Continuing the consideration, if |J| = m
or m + 2 then M(A) has to be @24 or &9, respectively. Alternatively, M (A)
should be contained in an element of Max(®, . ). Inspecting the bijective map ¢
especially for [¢(J)] = Tmax, One gets that M(A) equals @0, o (resp. PV, 1o)
=¢(J)N®* for J ={1,...,m,m+ 2} when n = 2m+ 1(resp. n = 2m), and equals
o5y g = o(J)N@F for J ={1,...,m —1,m + 1} when n = 2m.

5.2 Type C,

Suppose that G is of type C,. It is well known that for this type the set of
positive roots ®* consists of elements ¢, — ¢; for 1 < i < 7 < n together with
¢ +e forl <i<j<mn and ® = &" U —-P". Setting a; = ¢ — €41 when
1 < i < n—1 and consecutively «,, = 2¢,, then A = {ay,...,,} is a base
of . A maximal subset of commuting roots in ® arises uniquely from a sub-
set of {1,...,n}, which is given by a bijective map ¢ sending J C {1,...,n} to
o(J) = {ei + €y, € — €5, —€ — € | i,i €eTandj,j € J}; see [PS, A.3]. Notice
that ¢(J) C @7 if and only if J = {1,...,n}, which gives rise to a unique element
of Max(®,” ) of order in(n + 1), that is ®!*%; see Table for details. This fact

2 n
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subsequently implies that M (C') as an element of Max(®;f ) cannot be maximal in
®. Let |¢(J)| = 3n(n+1), then J can be arbitrary. Let [¢(J)N®*| = sn(n+1)—1,
then |J| = n—1and J = {1,...,n — 1} precisely. At this point, one can get
M) =¢)Ndt ={e+¢ | 1 <i < j<ntU{eg—¢|1l<r<n} for

J={1,...,n — 1}, which will be denoted by ®¢

n—1,n"

5.3 Type D,

Suppose that G is of type D,(n > 4). Let & = {¢; £¢; | 1 <i < j <n} be the
set of positive roots of type D,,. We define o; = ¢; — €41 for 1 < i < n —1 to-
gether with «,, = €,-1 + €,, then A = {ay,...,a,} is a base of ®. Before our
determination of elements in Max(®;" ), we first investigate the subsets of com-
muting roots of ®*d  Recall the definition for ®™! it is a subset consisting of

ag,00° 1,000
roots {1 £, eat¢€;|2<i<n,3<j<n} LetRC @;af}m be a subset of com-
muting roots. If € — ey € R, then €3 £ ¢; ¢ R for 3 < j < n, which implies the
inclusion R C @324 = {e; £ ¢} for 2 < i < n. Alternatively, ¢, — e ¢ R. By
denoting 8, C {e; — €,,€2 + €, | 3 <r < n} a maximal subset having the property
€1 — € € 8, if and only if e +¢. ¢ S, and §, C {61 +¢€,60—¢€.|3<r<n}a
maximal subset with the property €; + €, € 8 if and only if €5 — €, ¢ S, we have

R C 8w :={e1 +e}US,US,.

Suppose n = 4. Let Ut = &+ \ &4 = {e;+¢;}. From Table we have seen
Tsmax = "max — 1 = b for type Dy. Let M (D) € Max(®; ), then M (D) = M,U M,
where M, C U and M, C 29 with |M,| + [My| = 5. If M, = 0, then |M,| = 5,
and we have M, C ®'4 or M, = 8,,. The maximality of M (D) ensures that M}, must
be 8up. Let 8! = {e; —e3,61 — €4}, 82 = {e1 —e3, 62+ €u}, 8 = {e2 + €3,60 + €4}
and 81 = {e; + €3,€; — €4} be the four forms of §,. Let 8} = {e; + €3,¢1 + €4}, 87 =
{e1+e3,60— €4}, 83 = {ea — €3,62 — €4} and 8} = {ea — €3, €1 + €4} be the four forms
of 8;. Then there are a wide variety of possibilities of 8,;, which is given by Ssz =
{e1 4+ e}USLUS] for 1 <4, j < 4, and that is our M (D) in this case. If [M,| = 1, we
assume that M, = {e3 — ¢, } without losing any generality. By the equation |M,| = 4
and the maximality of M (D), we have M, = {e; £ o, €1 + €3, 61 — €4} C P24, Similar
arguments give rise to M, = {e; £ e, 61 + 3,61 +e4} C P Af M, = {e3+ €4}
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If |M,| = 2, then M, = {e; £ €961+ €3} € P24 or My = {e; + 2,61 + 3,62 +
€3} € 8u by the same arguments. Summarizing here, there are 20 possibilities
of M(D), they are Ssz for 1 < 4,5 < 4, 8 := {e1 - 63,61 +€3,61 —€4,63 — €4},
So =: {e1 €9, €61 +€3,€1 +€4,63+ €4}, 83 := {€1 L €a,€1 + €3,63 £ €4}, and 84 =
{€1 + €2,€1 + €3, €62 + €3, €3 £ €4}.

Suppose n = 5. Let M(D) € Max(®} ) with 7gmax = Tmax — 1 = 9. Keep the
notations for ¥+, M,, M, and M (D) = M, U M, as above. Accordingly, we have
Ut = {e3 + €4, €3 - €5,€4 £ €5}. Notice that e3 + ¢4 is the longest root in . If e3 —
€4 € M,, then e;+e5 ¢ M, which gives M, C MY := {e3 + €4, €3 & €5}. Alternatively,
if e3—e4 ¢ M,, then one can easily check that M, C M} := {e3 + €4, €3 + €5, €4 + €5},
or M, C M? := {e3+€4,63 —€5,€4 — €5}, or M, C M3> := {e3+¢e4,¢3 £ €5}, or
M, C M} := {e3+€4,e4€5}. From the above determination for M,, we have
|M,| < 4. Our goal is to give a concrete analysis for M (D) in several steps. If
|M,| = 4, then M, = M? = {e3+es,63te5}. By [My, M) = 0, it will imply
|M,| < 3 whenever M, C ®4 or M, C 8,,. But |My| = 5 if M (D) exists, so there
is no M (D) in this case. If |M,| = 3, then |M,| = 6 if M (D) exists. In this case, we
first assume that M, C ®334. Then €, 4 ¢; exist for at least one choice for i from set
{3,4,5}, this implies |M,| < 2 by [M,, M;] = 0, a contradiction. In the following,
we assume My, C 8, then |M, N (S, USy)| > 5. We list several possibilities to get a
contradiction in this case: (a) M, = M} or M2, there is no M, with |M,| = 6 such
that M (D) is maximal; (b)M, = M2 or M2, then M, C {e; + ¢;} U {€; + €2} where
1 <i<2and 3 <j <4, thus |[MyN (S, US8)| < 4; ()M, C MY, then €3 + ¢
occurs in M, for i = 4 or ¢ = 5, which implies |M,| < 5 by the same reason with
(c). At this point, the left case for our discussion is only when |M,| = 2, this is
because @13 is maximal in @ and of maximal order 8 among subsets of commuting
roots in @24 | so ¢ ¢ M(D). We now assume |M,| = 2 and M(D) exists,

al,0)

then |M,| = 7. If M, C @4, then M, = 0 by [M,, M] = 0, a contradiction. If
M, C 8ap, then My, = {e1 + €2} U {e; +€j,6s—€es | i=1,2and j = 3,5} with M, =
{es —es,es+ e}, or My = {e1 + e} U{e;+e€3,6,—¢€|i=1,2and j =4,5} with
M, = {€3 — €4, €3 — €5}. Summarizing here, by taking I, = {1,2,3} with J; = {4,5}
and I, = {1,2,3,5} with J, = {4} there are two possibilities for M (D), that is
M(D)={e+eses—€;|i#i € [;and j € J} NOT for s € {1,2}.

Lemma 5.3.1. Suppose that G is of type D, with n > 6. Let W', := U+ N prad
and Urad, = Ut N @ad - yhere U= &\ £ is q root system of D, 5. Let

n—1’ aq,02
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M(D) € Max(®/,_,, 1). Then there is no decomposition M (D) = M, U M, with

2
M, = Umd, gred, gnd M, C rad

n—2 aq,02 "

Proof. 1t is known from Table that @ — 1 is the submaximal order of D,,.
Because V is the root system of D, 5 and W%ﬂ is the maximal order of D,,_o,
grad, = gt N @rad and P, .= U N @Y are elements of Max(¥7, ), 5 ). Recall
that 2 ={ete,eate |2<i<nand3 <j<n} If M, = fo;;_dQ, then €; —
€ ¢ My for i = 1,2 and 3 < j < n by [M,, My] = 0, this gives rise to M, C
{1+ e, 61+ €}gcie, TP or My, C {e1+6,6a+¢€ |2<i<nand3 <j<n}
Notice that | M (D_) |_— |M,| = 2n—4. From an inspection of these two cases it follows
that |My| < n < 2n—4 or M, U M, € & from which we deduce that M (D) can
not exist in this case. Alternatively, we assume that M, = U™, For this case,
we get M, C {1 €r,61 —€,, €61 + Cj}ggjgnil or My, C {e1 — €, €1+ 5i}2§z‘§n—1 U
{e2 —€en, €2+ €5}5,<,, - Moreover, we have either [My| <n <2n—4 or M,UM, C

drad " By the same reason as before there is no M (D). O

Suppose n = 6. Keep the notations for ¥, M, and M,. The maximal order .y
is 15 for Dg, and submaximal order rgn.x = Tmax — 1 is 14. M, is a subset of
commuting roots of WT, thus |M,| < 6. M, is a subset of commuting roots of

®rad and the maximal order among these subsets is 10, so [M| < 10. There

are only two candidates left for our determination for M (D), say when |M,| = 6
and |M,| = 8, or when |M,| = 5 and |[M,| = 9 by |M,| < 6 and |M,| < 10,
and |My| = 10 cannot occur since it gives M;, = @3¢ which is maximal in ®*. If

|M,| = 6, then M, = W54 ¥#ad or ¥rad, By Lemma 5.3.1] it is only needed to check
when M, = U5, Recall that U = {e3 + ¢;},.,¢, it gives M, C {e1 L€, €1 + €3}
or M, C {e1+ €2,€1 + €3,€62 + €3}, there is no_]\_4b with |M,| = 8. If |M,|] = 5,
then |M,| = 9 if M (D) exists. If M, C ®7 then every element in U* cannot
commute with all of the elements of M,, so M (D) does not exist. Otherwise, we
let M, C 8., then it has to be M, = S, by their orders. If M, is not maximal
in UF, then M, C Wiad @rad or Pad We discuss these three possibilities to get
a contradiction: (a) M, C ¥4 then there exists iy where 4 < iy < 6 such that
es ¢, € M,. But €3 £ ¢, can not commute with elements of 8, from each of
the sets {e; + €y, €2 — €5, } and {e1 — €, €2 + €5, }; (b) M, C U4, then 8, must be
{e1 + €2 + 5i}3§z‘§5u {e1 + €2, €61 — €6, €2 — €6}, but now M, UM, C ®24: (¢) M, C
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U, then 84, must be {e1 + €}yr;cs U {€2 + € }50, 04, but again M, U M, C 4.
Now the consideration is only left for M, being maximal with |M,| = 5. Since 5 is the
submaximal order for Dy, M, € Max(¥;). There are 20 candidates but only two are
suitable: M, = {e3 + €1,€6; — €5,6; — €6}354 O M, = {€3+ €4,6; — €5, €, + 66}3<l<4
Given by these, their corresponding M, are {1+ €6+ 6,6 — €} cicoscrcancs<s

St >ayd T Y o

and {€; + €2,€6 + €.,€6 — €5,6 + €5}1<i<a3<r<4. Summarizing here, by denoting

I = {1,2,3,4} with J; = {5,6) and I, = {1,2,3,4,6} with J, = {5} we have
M(D) = {€i+€¢’,€z‘—ﬁj|i7éi/ €l,and j € Js}ﬂqﬁ for s € {1,2}.

At this moment, for types Dy, D5 and Dg the set Max(®;" ) has been determined.
Let J C {1,...,n} be a subset. We denote by

o)) = {e+erei—cj—cj—ep lizi € Jandj#j ¢ J}

a subset of ®, which is a maximal set of commuting roots(check directly). By
denoting @5_2771_1 = ¢(J)N®T when J ={1,...,n—2} and 7 | = ¢(J) N DT
when J = {1,...,n—2,n}, the elements of Max(@ffsmax) for type D,, can be written

as @, n—1 and oD | forn € {5,6} respectively. In the following, we use a theorem

n—1n

to reveal the general phenomenon for D,, whenever n > 5:

Theorem 5.3.2. Suppose that G is of type Dyp(n > 5). Let M (D) € Max(®} ),
then M(D) is either of the form ®2 , | or ®)

Proof. Keep the notation for W, M, and M, again. We prove the above state-
ment by induction. It is known that W is the root system of D,,_, when & is the
root system of D,. The statement is clear for n = 5 and n = 6. Assume it is
proved for n — 2 and n — 1. We prove the statement is true for n and n + 1.
Let M(D) € Max(®; ) and M(D) = M, U M. Then we get the upper bounds
|M,| < M |My| < 2n — 2 and the equation |M,| + |M,| = "—) 1. By
Lemma 5.3.1, |Ma| + M By the maximality of ®2, |M,| # 2n —2 otherwise
M, = &3 but 2n — 2 < ”(” D _ 1 when n > 5. The only case left for consider-
ation is when |M,| = % 1 and |M,| = 2n — 3. Note that &2(”*3) -1
is the submaximal order for ¥ of D,,_s. If M, is maximal in ¥*, then by induc-
tion hypothesis M, = gb(j) NUY for J = {3,...,mn—2}, or J = {3,...,n—2,n}.
According to this, we get M, & ord and M, = S,. More precisely, M, =

{61+ €2, 6+ €6, —€n1,€6 — 6"}1<i<2,3<r<n—2 when J = {3,...,n—2}, or M}, =
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St >ayo i >

these give rise to M(D) = ¢(J)N®* where J = JU{1,2}(i.e. J={1,...,n—2}or

J=A{1,...,n—2n}). Afterwards, let us turn to the case that M, is not maximal.
Because Max(¥;" ) = {Wrd, rad 1) this gives M, C U™ or M, C =, If

M, C Urd. " then My, = {€1 + €2, €; + €, € — €n}1ciconepen_1 DY [Ma, My] = 0, but

at the moment M, U M, C &4 so M(D) does not exist. If M, C ¥, then

n—1 n—2
My, = {e1 + e, ¢ +5r}1§z’§2,3§r§n by [M,, M) = 0, but M, U M, € &' which is
also not maximal in ®* so there is no M (D) again in this case. O
5.4 Type B,

Suppose that G is of type B,(n > 2). The elements of ® are those integer vectors
in R” with length v/2 or length 1. Specifically, ® = {+¢; + € hicicjen Y {EE i
We denote by o; = ¢ — €41 when 1 < ¢ < n — 1 together with «,, = €,,
then A = {ay,...,a,} is a base of &. Let X = {¢ |1 <i<n}. Then ¥ :=
® \ £X is readily seen to be a root system of D, when n > 4 with simple roots
{ag,...,n_1,0_1 4+ 20, }. An inspection shows that K is a maximal subset of
non-commuting roots, it implies that any maximal subset of commuting roots of ®*
is the union a subset of commuting roots of U+ together with at most one element
from K.

Suppose that n = 2. Keep the notations for ¥ and K. We have U+ = {¢; + ¢} and
K = {€1,€2}. From Table , Tsmax(B2) = Tmax(B2) — 1 =2 x 2 — 2 = 2. Note that
€1 + € is the longest root in ®*. Let M(B) € Max(®; ), then M(B) := K, =
{€e1 + €2, €}

Suppose that n = 3. Keep the notations for ¥ and K. Then Ut = {e;+€y, € F€3, €5+
e}, and K = {1, €2, €e3}. Let R C UT be a subset of commuting roots. If e;—ey € R,
then R C {e L e, 61 €3} If g —ea ¢ R, then R C Ry := {€1 + €,€61 £ €3},
or R C Ry := {€1+e€3,61+€3,6a+ €3}, or R C Ry := {e1 + €2,€1 — €3,€62 — €3},
or R C Ry := {€e1+€9,69te3}. It is known that rgnax(B3) = Tmax(Bs) — 1 =
2x3—-2=4. Let M(B) € Max(®," ) and R;, = R; U {¢}, then M(B) =
Ri1, Ry, Ro1, Raa, Rag, R31, R3a, Ray, Raa.
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Suppose that n > 4. Keep the notations for ¥ and K. By the fact that rp.x(B,) =
Tmax(Drn) + 1 when n > 4; see this from Table we have rgnax(Bn) = Tmax(Dn) =
Tsmax(Dn) + 1. Let M(B) € Max(®;} ). Since the element of Max(¥;} ) is not
maximal in @1, this gives M(B) = € (D) U {¢;} where ¢ (D) € Com(¥; ) for

T'smax

some 1 < i < n. Let us first assume that n = 4. If €(D) = M(D) € Max(V} ),
we let Sffbr = SZJb U{e } as well as §;. = 8; U {¢.}. Then one can easily check that
M(B) = 84 8§22 8§23 &3 84137 for 1 < j < 4 and r € {1,2}; 832 847 842" for
r € {1,2,3}; 8%, 82 834 U for r = {1,2,4}; 83" for r € {1,2,3,4}; §;, for
1 <i<4andr e {1,3}; S8u; Sgo. Alternatively, € (D) C Wiad ¥iad or Yrad hyt
€ (D) U{e;} with [€(D),{e;}] = 0 will not be maximal. So in this case, there is no
M(B). Now we assume n > 5. By the same argument as n = 4, it will be clear
that M(B) = M(D) U {¢;} for some i, depending on M (D). To be more precise,
M(B) has the following form: _# = ®P , U{e} with ¢t = 1,...,n —2,n, and

=0, U{a} witht=1,2,... . n—2.

Summarizing here for types A,(n > 2), B,(n > 2),C,(n > 3) and D,(n > 4), we
list the elements of Max(®;" ) via Table :
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Restrictions " "
Type T Max(®F ) |[Max(®F )| T'smax
On I'ank smax smax
Ay | nz1 B B s 2 nn+1) -1
Apr | m>1 i, o, godd 3 n? +2n
Ry, Ria,
R217 R227 R23
n=3 9 4
R31, Ry
B,
Ry, Ry
n=4 too many 51 6
I, 1<t#n—-1<n
n>5 2n —3 tn(n—1)
/t*a 1 S t<n-—2
C, n>3 5, , 1 n(n+1)—1
8, 1<ij<4
n=4 20 5
8,1 <i<4
D,
n=o (I)r?fQ,nfla (I)r?fl,n 2 %n(n - 1) -1

Table 5.1: Maximal subsets of commuting roots of order 7gyax.




64

Chapter 5.  Mazimal subsets of commuting roots




Chapter 6

Calculation of the variety
E(rsmax, g) for g = Lie(G)

In this chapter we determine the irreducible components of E(7rgpax, 8). k is assumed

to be an algebraically closed field of prime characteristic p > 0.

In section 6.1-6.6 we assume that G is a classical simple algebraic k-group and p is

good. By introducing the subset
E(7smax; Y6 )max = {& € E(rsmax, Us); & is maximal}

of E(rgmax, tp) we show that E(rgpmax, tp)max © G.Lie(Max (P  )).

T'smax

In section 6.7 we additionally assume that G is simply connected and g affords a
non-degenerate G-invariant symmetric bilinear form, i.e. G is a standard classical

simple algebraic group.

Notation 6.0.1. Let = be an ordering on ®*, and A, B are two subsets of ®*. The
notation A > B denotes that for any a,b with a € A and b € B, we have a > b.
Let & C up be an elementary subalgebra. The ordering = on ®* gives an ordering
on the basis elements of u,. We always choose the unique basis of & which is in
reduced echelon form with respect to this ordering and let LT (&) be the set of roots
§ such that the corresponding xg are the leading terms in this reduced basis, [PS].
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6.1 Type Ay

Suppose that G is of type As,i1. Let > be the reverse lexicographic ordering given
by i1 < a1 < ag < -+ < agpme1. Let § and v be two positive roots, written as a
linear combination of simple roots. We then say 3 > ~ if the coefficient of a,,, 11 in
v is larger than it in 3, or if they are equal and the coefficient of ay in ~ is larger

and so on.

Lemma 6.1.1. Suppose that G is of type Agpmi1,m > 1. If & € E(Tsmax, Uo)max;
then LT (&) € Max(®;f ) with respect to =.

Proof. Assume that LT (&) ¢ Max(®,” ), then LT(&) & @29, by assumption and
Table 3.1 Let v be the root associated to a lower term z. of a reduced basis
element. Since &1\ ¢4, - d4, it gives v € &4 . That it is reduced means
v € ¢l \ LT(&), and then only one kind of possibilities left because |24,

ILT(&)| + 1. As a result, & & & @ kx, which is not maximal, a contradiction.
Therefore, LT(&') € Max(®," ) if & € E(rsmax, Up)max With respect to . O

Theorem 6.1.2. Suppose that G is of type Agpmi1 with m > 2. If & € E(Tsmax, Us)

satisfies LT(&) = @@= @2, or oM, o then & = Lie(®129), & = Lie(®12%,) or

& = Lie(®03d, | )oPedran)) for some a.

Proof. e Case 1. LT(&) = 4. We write the reduced echelon form basis for &

Tij = Tej—e;y L <i<mandm +2 < j < 2m +2

i—1 m 2m+2
Yi = a:eifeerl + E E QistLes—eq + E birxem+1f€r; 1 S i S m
s=1 t=s+1 r=m+2

Let 1 <i < mand 2 <t < m, the coefficient of z.,_., in [y;, 74| IS @istNe,—c,e0—e;
this gives a;; = 0 for all 7, s and t. If i, 5 < m are distinct, then the coefficient of
Te;—e, I [y;, ;] i by N As m > 2, this gives all b;, = 0. Therefore,

we have & = Lie(®r9).

m+1—€r,€; —€m41°
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e Case 2. LT(&) = @2¢,. The reduced echelon form basis of & is of the form

i—1
Tij = Te;—e; + Zaijsxes_eerQ,l <i<m+landm+3<7<2m+2
s=1
m+1 m+42

Vi = Tepine;+ Y Y bjstTe,cym+3 < j < 2m+2
s=1 t=s+1

Let m+3<j,j <2m+2and 2<t<m+1. If j and j are distinct, then the
coefficient of Tegmes in [y;, xtj/] is bjsths_gtvgt_ej,, it gives bjs; = 0 for all j, s and t <

m+2asm > 2. Then the coefficient of z, ¢, in [y;, 7;;/] s a;5 Ne,, 5 —c;ceemy» this
implies a;;, = 0 for all 4, j, s. It remains to show bjs(m42). If m=+3 < 4,5 < 2m+2 are
distinct, then the coefficient of @¢, ¢, in [y, ¥;] 1S bjs(m+2) Nepso—erres—emss- According
to this together with m > 2, we get bjym2) = 0 for all j and s. Therefore, we have
# = Lie(a,)
e Case 3. LT(&) = @9, 5. The reduced echelon form basis of & consists of

i—1
Lij = xei—ej- + E QijsLes—€pmio
s=1
m 2m—+2
Yi = xel—em+1 + § § bzstxeg €t + § drxeerl —€r + E k 'rxeT €m42
s=1 t=s+1 r=m-42
m 2m—+2
xem+2 —€j + E E h]stxeg €t + § E]rxe,,hq —€r + § gjrxe,«—eerg
s=1 t=s+1 r=m-42

where 1 < ¢ < mand m+ 3 < j < 2m + 2. By the same argument as before
we deduce that b,y = hjs = 0 for all s and ¢. If 7,7 < m are distinct, then the
coefficient of x¢,_¢, in [yi, y;] 15 dirNepy1—eriej—emss- As m > 2, this gives di = 0
and the argument can also be applied to z; which ensures that &;, = 0. Let 1 <
i < m, if there is some i with k; = 0, then the coefficient of z.,_, in [y;, 2;] is
EJ'TNQ'
of xc, ¢, in [y;, 2] is ki N,

€r —€m+42,Em+42—€5)

—emitsemi1—e. Which gives £, = 0 for all j and r. Subsequently, the coefficient
this gives k;, = 0 for all ¢ and r, and this
also applies to [x;;, zjr] from which we can get a;;; = 0. Alternatively, if all £; # 0
for 1 < ¢ < m, pick an arbitrary iy with 1 < 45 < m and use the conjugation by
exp(ad(XoZa,,.,)) to & where Ao = —kipiy N | emyzscig—emp - Observe that there is
N0 Te; ey i €xXp(ad(XoTa,,.;))(Yip). Then we use the aforementioned argument
to exp(ad(AoTa,,.,))(&). As a result, we get & = Lie(P], o) PEAAT0 ) where

a = —)\0. UJ
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6.2 Type Ay,

Suppose that G is of type As,,. Let 8 and v be two positive roots written as a linear
combinations of the simple roots «;. Define 5 =7 v if the sum of the coefficients of «,,
and o, 41 in the expression of 7 is larger than or equal to the sum for 3. Define > to
be the reverse lexicographic ordering given by 11 < ap < a3 < ag < -+ < Qo
Finally we denote by »= (>1,>2) the refinement of >; by =5, and this is the

ordering we choose for As,,. According to this setting, one can easily check that
O\ (PRt UdRy,) = R\ gy = PR\ ot - PR N B

Lemma 6.2.1. Suppose that G is of type Agy, with m > 3. If & € E(Tsmax, U6 ) max;
then LT (&) € Max(®;f ) with respect to =.

Proof. It LT(&) ¢ Max(®; ), then either LT(&) ¢ @24, or LT(&) & P24, ac-
cording to Table [3.1}

e Case 1. LT(&) ¢ ®24,. Then ¢}, \ LT(&) = {€, — €, } for some (u,v). Notice
that &+ \ @224, > &4, thus the reduced echelon form basis of & is as follows

Teme; + ijTe,—c,, @y =0ifi <wori=u,j>wv

for 1<i<m+1,m+2<j<2m+1and (i,5) # (u,v). Then it is readily seen
that & ¢ & & k., _,, and the maximality of & leads to a contradiction.

e Case 2.1. LT(&) ¢ @4, We may first assume that &4\ LT(&) = {e, — €,} C
@ﬁdﬂ@;ﬁl. Then the reduced basis of & consists of elements for 1 < < m,m+2 <
Jj<2m+1and (i,5) # (u,v)

Tij = Teje; T UijTe,—,, @ij = 0if i <uwori=wu,j>v

2m—+1
Yi = Tej—emin + E bis$em+1—55 + dixeu—ev~
s=m+2
Now we compute
2m+1 2m+1
[yi?yi/] = E : bi/sti_Eerl,5m+1_€sx€i—fs + E : bisNﬁerl_ES)ei’_Eerlxei'_Es'
s=m+2 m+2

As m > 3, we take i # i/, this gives b;s = 0 for all 7 and s. As a result, we will have
& ¢ & @k, ., a contradiction.
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o Case 2.2. &4\ LT(&) = {ey — €py1} C @24\ @29, Then the reduced echelon
form basis of & is Te,— for 1 <i<mand m+2 <75 <2m+ 1 together with for
1<i#u<m

2m+1
Yi = Tej—epin + QiTe,—epin + Z disxem+17657 q; = 0if ¢ < .
s=m+2
If 4,7 are distinct, then the coefficient of z., ., in [y;, yy] is Nepiro ey - —emi1dis, SO
dis = 0 for all 7 and s as m > 3. Thus & g;lé“' ® ke, ..., a contradiction and we
finish the proof. [

Theorem 6.2.2. Suppose that G is of type Asy with m > 3. If & € E(Tsmax, Us)
satisfies LT(&) = @57 . or @5V, o then there erists some a such that & =

Lie(@%erl)exp(ad(amm or & = Lle(q)m+1 I )eXp(ad(a:vaerl))'

Then the reduced echelon form basis of & is

Proof. e Case 1. LT(&) = o

m,m-+1°

T forl<i<m-—Tlandm+2<j<2m+1and

2m—+1
Yy; = xem_Hij + g AjsTe,, —es
s=m-+2
i—1 m-—1 2m+1
i = Tej—em + E E bzuvxeu €y + E CisTey,— €m+1 + E dzsxem €s
u=1 v=u+1 s=m-+2

where m 42 < j < 2m + 1 for y; and 1 <7 < m for z;. If there exists some j such

that a;; = 0 in y;, then we compute for 1 <1i <m

2m+1
[y]7 Zl E CZS €m+1—€5,€s— 6m+1$65 €j _'_ E a]tN€m et,ezfequfet
s=1 t=m+2

Notice that these items ., and z_, are different, so ¢;; = 0 for all 7 and s
and further a;; = 0 for all j and s. Otherwise, fix some y; and denote by A =
—aj N emstemsi—c; Using conjugation given by exp(ad(AZe,,—e,,,)) to &, then

we have explicitly

exp(ad<)‘$6m—6m+1))(yj) = ‘T€m+1—6j + Z ajsxfm—fs7
m+2<s#5<2m+1

which leads us to consider exp(ad(Azc, —e,.,))(&) or just assume there is some

a;; = 0 for & firstly without any real ambiguity. When 1 < v < m, we compute
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the coefficient of x,_; in [z.,_,, z;] for a fixed j, that is Ne,_¢; e, —c,biuv- This gives

biwp = 0 for all i, w and v. If 1 < i,i" < m are distinct, then the coefficient of Te,—e, 1N

(23, 27] 18 Ney—erpem—esdir - As m > 3, this gives d;s = 0 for all ¢, s, and consequently
& = Lie(PY ) *Pderem)) for g = —\,.

e Case 2. LT(&) = @5, .o We write the reduced basis for 1 < 7 < m and
m+3<7<2m+1.

i—1
Lij = Te;—e; + g Qijtler—emtar
2m+1
Yi :xei—em+1 E bzsxeerl —€s + E CisTes—emiar
s=m+2
2m—+1
= Teppio—e; T E E QjunTey—e, + E fisTepii—es + E KjsTe,—epio-
u=1 v=u+1 s=m+2

Ifm+3<j#j <2m+1, choose 1 < v < m+ 1, then we compute

v—1 i—1
[xvj7 Z] ] E dj’uUNev—Ej,eu—evxeu—Ej + E avthet—eerg,eerg—ej/ Iet—ej/ .
u=1 t=1

As m > 3, this gives d;,, = 0 and consequently a;;; = 0 by seeing the coefficient
of X, in [245,25]. If 1 < i # i < m, then the coefficient of z., ., in [y;,yy] is
Nei—emiremsr—esbits, 50 bis = 0 for all < and s. Now let { = —cu]\feml+1 e Ei—emin
for some 1 < ¢ < m, conjugation given by exp(ad({xe,,,,—e.,.)) lets us assume that
c;; = 0. Then we compute

2m—+1

y“Z] - Z fJS € —€m+4+1,€Em41— Esxﬁffs +cht €t —€Em+2,€Em+2— GJxEt €5
s=m-+2

Since ¢; = 0, this gives that ¢;; and fjs are zero. Finally, the coefficient of z, .,
in [z, 2] for i # jis Ne,o—cieomemiokjss 50 kjs = 0 for all j and s. Now we have
& = Lie(®5y, . o) AT 1)) for g = —€ and complete the proof. O

6.3 Type B,

Suppose that G is of type B,,. Let A = {a1,...,a,} be the set of simple roots,

Op_1 X Qp_o <+ <01 <X Oy
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be the ordering and > be the reverse lexicographical ordering according to this.
Then one can check that Ne,—c, c;1e, = Nejten,e;—e, = 1 holds fori<j<n.

Let 4 = {¢j —€n,€j,¢; + €, for 1 < j <mn —1. Then & can be written as the

union of the sets
{an}={e—¢ |1<i<j<n}>=I 1> =70>{e+¢ |1 <i<j<n}
Setting

le::{ei—f—ej|1§i<j<n}
Ry ={ei+e, |1 <i<n}
ng::{ei—en|1§i<n}

then the sets of commuting positive roots of maximal order r,., are of the forms

(see Table

St::R1U:R2U{€t}, 1§t§n,
S; =R UR3U{e}, 1 <t <.

We cite the notations for the elementary subalgebras of maximal dimension from [PS,

3.5]

B(ay,...,a,) = Span, {xg, Zaixei geRU fRQ}
i=1
n—1

C(ay,...,a,_1) = Span, {375, Zaiazei b e R U 923}

i=1

with (ay,...,a,) # 0 for B(ay,...,a,) and (ay,...,a,—1) # 0 for C(ay,...,an_1).
Lemma 6.3.1. Suppose that G is of type B,, with n > 5. If & € E(rgnax, Us )max;
then LT (&) # Ry U Ry and LT(&) # Ry U Ry with respect to .

Proof. As supposed, if LT (&) = Ry U R3 the reduced echelon form basis of & is

Tij = Tejte 1 §1<]<n,

7 7
Yi = Te;j—ey, + E QisTe, + g bitxetJrena 1 S 1< n.
s=1 t=1
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In this case, we may assume a;; = 0 otherwise we will use exp(ad(—anN;il_Ena:an)).
We prove the following statement by induction: b; = 0 for all ,¢. The statement
is clear for n = 5 which is shown as follows. If 1 < ¢ < 5, the computation for
(Y1, y:] = 0 yields b;;Ney—es ;45 + 011 Neytes ci—es = bis + b11 = 0 as well as b;; = 0 for

1 <t <. Then for 1 < i < j <5 the equations [y;,y;] = 0 yields the relations

ba1 + a21a33Ne, e; = 0, bo1 + as1a4aNe, ¢, = 0, b3y + az1asaNe, o, =0,
bs1 + (az1a3z — a22a31)Ney e, = 0, b1 + (21042 — A22G41)Ney e, = 0,

b1 + (as1aas — az3a41)Ney ey = 0, by + bj; + aza;;Ne, o, = 0,

€i,€5
a31042 = (32041, A32043 = A33042, 032044 = 21043 = A22043 = 0.

We claim that by; = 0. If byy # 0, we denote by 0 = a3yNey e, Neyeu N, -, and
o =€ —¢€,0=€+e,7=¢c—¢0=c Wepkt € (8—a)(o-b)
and t; € (0 —v)71(1). Let Hy := ker(8 — «) and H; = ker(d — v) be two closed

subgroups of 7. Then it is readily seen that Hyty = {t eT| % =0 bl_ll} and

Hit, = {t eT | % = 1} together with the relation Hotg N Hqty # () if and only if
totl_l € HyH,. From inspection of the morphism of multiplication m : T x T — T,
we know that HyH; = m(Hy x Hy) is a constructible subset of 7', which endows
itself with a closed subgroup structure. By general theory, we have dim HyH; >
dim Hy > dim T — 1, this gives rise to HyH; = T'(otherwise Hy = HoH; = H; but
Hy ¢ Hi because f — « and § — v are not linear dependent). From this point of
view, Hgto N Hit; # 0, and we pick t* € Hyty N Hit;. Now we apply t* to & by
conjugation. By denoting y; := (&5 — €;)(t*)y; for 1 < i <5 we get

Fy = Teey + D GnTe, + Y biTe ey, a1 = by =0if 1 <t <.
s=1 t=1
According to the equations t*.[y;,y;] = 0, we have the same relations as before:
bii + bj; + azaj;Ne,.; = 0 for 1 < i < j < 5. By this, one can easily check
that C/L\Q/Q2N N, . N1 = Qb:I. Notice that the choice of t* we take, there are

€2,€3° T€2,€64° T€3,€4
*

l;; = &i;bll = o and ay = )0y = ag. Then 20 = a39Ney es Ney.en N2L = 0,

a(t ~y(t*) €2,€3 €3,€4
thus o = 0. However, if by # 0, then as; # 0 because a3, Ne, ; Ney.e, Ni, ., = 2b11,
and then p # 0 a contradiction, we finish our claim. Now we continue our proof.
One can immediately get b; = agoa33 = aooagy = aszayy = 0 for 1 < ¢ < 4 when
bi1 = 0. The remaining steps are the explicit calculations due to the relations listed
above, which ultimately give rise to b;; = 0 for all 7 and also ensure the statement

for n = 5.
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Assume it is proved for n—1. Consider the set {y1,...,y,—2}. Then by our induction
hypothesis, we have b;; = 0 for all 1 <i <n — 1 and t. Consider the coefficient of
Teyqe, (Y1, Yn—1], 1t 1S b1y Ne, e eitens SO Dn—1)e = 0 for t # 1. If ag = ag =
0, consider the coefficient of @¢, ye, In [y2, Yn—1], it IS b—1)1 Ney—e, 1€, this gives
bin-1)1 = 0. Otherwise, we assume ay, # 0(r = 1 or r = 2). Then the coefficients of
Teptens A Ty, 1 [Y2, Yn1] aT€ A2,0(n—1)(n—1)Ney e,y AN A2,0(n—1)(n-2)Ney e
this gives agm—1)(n—1) = Am-1)(n—2) = 0. Then our induction hypothesis can be
applied to {y1, ..., Yn—3, Yn—1}, from which we still have b(,_1); = 0, and this finally

completes our induction procedure.

Our assertion for LT(&) # Ry U R is done as follows. As we wish, if LT(&) =
Ri U R, then [y;,y;] = 0 yields [Zizl ais:z:s,zgzl ajsts] = 0 since by = bjy = 0
for all t. Then there exist r and (a1, ...,a,,0,...,0) € k"1 \ {0} such that & &
C(ay,...,a,,0,...,0) up to conjugation by elements of B, this gives a contradiction

since & is maximal.

To show also LT(&) # Ry U Ry, we write down the reduced echelon form basis of &
when LT(@Q) = :Rl U :RQ, that is

Tij :x€i+6j’1 <1< j<nm,
i—1 i—1

Yi = xei—l—en + § a'isxes + § bitxst—ena 1 S v < n.
s=1 t=1

Methodically, as the case when LT(&) = R; U R3, one can check that b = 0
for all ¢ and ¢, and finally we can find element of B which helps to conjugate & to
B(d}, ... ,a;,, 0,...,0) for some (ay, ... ,a,;,,O, ...,0) € k"\ {0}, also a contradiction.

]

Lemma 6.3.2. Suppose that G is of type B, with n > 5. If & € E(Tsmax, U6 )max;
then we have LT(&) € Max(®;" ) with respect to +.

Tsmax

Proof. Suppose LT (&) ¢ Max(®; ), then we have LT(&) & S; or Sf by Table
for B,,. Then by Lemma S\ LT(&) € Ry U Ry if LT(E) € Sy, and
SI\LT(&) C Ry UR3 if LT(&) € S}

e Case 1.1. 8; \ LT(&) = {¢, + €n} C Ro. We assume ¢t < n. The proof for t = n is
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omitted. Then the reduced echelon form basis of & is of the form

Tij = Tejtejs 1< <j <n,
i—1 i—1

Yi = Tejte, + Z AisTe,—e, + Z bisxes + diqxeq—l—ena 1< 7é q<n,
s=1 s=1

t—1 t—1
2= Te, T+ E §sTey—en T E NsTey T VqTeqtens
s=1 s=1

with d;; = v, = 01if i,t < ¢. That it is reduced means b; = 0 for all 7 > ¢.
The first step is to eliminate the coefficient d;, for each ¢ > ¢ using conjugation.
Notice that the action of exp(ad(Az,_.,) on & is lower triangular with respect
to = for i > ¢. Therefore LT (exp(ad(Az,,—,))(€)) = LT(&) and the elements
in the reduced echelon basis of exp(ad(Az.,_,))(&) with leading term ., are

exp(ad(Aze,—,;))(vi). Now we choose \; = —d;uN_! this gives

€q—€i,€ite€n?

1—1 1—1
eXp(ad(/\ixEq—ei))(yi) = Tejte, T Z WisTey—e, + Z bisTe,
s=1 s=1

and the effect given by exp(ad(X;z¢,—,)) on the other basis elements is the distur-
bance on their coefficients. Thus consecutive conjugations exp(ad(A,—1Z¢,—c,_,)) ©
-+~ o exp(ad(Ag41%¢,—¢,.,)) could be conducted to & which shall ultimately remove
the items z. .., for each y;. Inspired by the first step, it suffices to show & is not
maximal when d;; = 0 . Our task here is to confirm that a;s, b;s and & are all zero
and we analyze it by considering two cases according to ¢q. Notice that we have if
i < j < mn, the coefficient of @, ¢, in [yi,y;] 15 Ne,—e,,c;+e,@is, this gives a;s = 0.
If ¢ #n—1, then a;s = 0 for all © # ¢ < n — 1. And for such ¢, additionally if
i # t which might happen since n > 5, the coefficient of x, ¢, in [yi, 2] 18 Ne, ¢, bis,
this gives b;s = 0 and subsequently & = 0 for s # i due to the coefficient of =,
in [y;,z]. ft=n—1, then {§ = 0 for all sasn —3 > 2. If t < n— 1, then
we compute the coefficient of . ., , in [yn_1, 2], this also gives & = 0 for all s.
The coefficients left for elimination are ag,—1)s, by s(possibly if t <n —1) and b(,—1)s.
Note that the coefficient of ., e, in [y, 2] is N, ¢, bis if t < n — 1, this gives by = 0.
If i,s < n — 1 are distinct, the coefficient of ¢, ¢, in [Yi, Yn—1] 15 Neyten eo—en@(n—1)s-
As n — 3 > 2, this gives a(,—1)s = 0 for all s. Finally, the coefficient of ., in
[Yn—1,2] is Ne, e,bn-1)s, 50 bn—1)s = 0 and we finish the first step. Alternatively, if

g =n — 1, we argue similar to the first step but we need to consider the coefficient
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of y,,_s instead of y,_;. Summarizing here, we are now in the position to say that
& C B(m,...,m-1,1,0,...,0) up to conjugation, it is not maximal.

e Case 1.2. 8§ \ LT(&) = {ey + €,} C Ry. Then the reduced echelon form basis of
& is of the form

Tij = Tejte; T QijTeyie,, L <1< J <,

i—1 i—1
Yi = Tejte, T E QisTe,—e, + E bisxes + dixeu—l—eu; I <i<n,
s=1 s=1

t—1 t—1
Z=1T¢ + E §sTey—e, T E NsTe, T VTeyte,
s=1 s=1

with (7,7) # (u,v). By the same token with Case 1.1, we can show that a;s, b;s, &;
are all zero, and this gives & C B(m,...,m-1,1,0,...,0) is not maximal.

o Case 2.1. 8§\ LT(&) = {e;, — €n} € R3. Then the reduced echelon form basis of
& is the following

Tij = Tejpey, 1 <1< g <,

i i
Ui = Teen + O UisTe, + Y bisTe ey + diglieg—c,, 1 S i # g <m,

s=1 s=1
t—1 t
2 =T + E gsxes + E NsTeyte, T VqTeqg—en
s=1 s=1

with d;; = 0if ¢ < ¢ and 7, = 0 if ¢ < ¢. That it is reduced means a; = 0. If 7 > ¢,
then LT (exp(ad(Aze,—;)))(&) = LT(&). By setting \; = —d;qN_ , we get

€q—€i,€i—€n

exp(ad(Nize,—,)) (i)

= Temen + O (s + 00 gNi0ii Ney—eie)Te, + 3 (bis + GugAibiiNey—eperven ) Terren
s=1 s=1
Conjugation by exp(ad(Ap—1Te,—¢,_,)) © - -+ 0 exp(ad(Ag41%e,—c,.,)) lets us assume
diq = 0. Using conjugation by exp(ad(—n.N_',Ta,)) we assume 7, = 0. Due to
these settings, it suffices to show & is not maximal when all d;; = 0 and 1, = 0
and our strategy is to verify that all a;,, b;s,ns are zero. In the following, we may
assume t > ¢ because for ¢t < ¢ the situation is similar but easier. If i # ¢, then the
coeficient of z. .., for s # ¢ in [z, ;] is N, e, @is, 50 a;s = 0 for all i # ¢t and s # q.

An inspection later for the coefficient of x. ., in [z,y;] for i # t gives n, = 0 for
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s # q as n — 3 > 2, which helps to get a;s = 0 for s # ¢ by checking the coefficient
of Te, e, In [2,y]. If 4,7, 5 < n are distinct, then the coefficient of z., .., in [y;, y;]
iS Ne, e eotenbjs, this gives b;; = 0 for all s # j because n > 5. Now for i # j the
coefficient of ¢, 1¢; i [Yi, Y5] 15 Ne,—epej+en0sj T Neiten,e;—en bii- Thusifi < j < £ <n,

we get a system of equations

Nei—en,ej—&—enbjj + Nei—&-en,e‘j—enbii - bjj + bzz =0
Neifen,eﬁ»enbﬂ + N€i+en,€g76nbii == bM + bm = 0
Nejfen,ngrenbM + NEjJan,Eg*Enbjj = by + bjj =0

this gives b;; = bj; = by = 0. It is straightforward to see the left coefficients are a;q
and 7,. By computing the coefficient of 4., in [z,y;] for i # t yields a;; = 0 and
further 7, = 0 due to the coeflicient of x ., in [z,¥;]. Finally, we compute [z, ],
and we find that the coefficient of z, ., is ay Ve, c,, this gives a;; = 0. Summarizing
here, we have already seen that & is a subalgebra of C'(&,...,&1,1,0...,0) which
is not maximal up to conjugation by elements in the Borel B.

e Case 2.2. §7 \ LT(&) = {e, + €,} € Ry. The reduced echelon form basis of & is

Tij = Tejpe; T QijTeyte,, 1 <1< J <,

A i
Yi = Tej—e, + E AisTe, + E bisxeeren + dixeu+eva 1<i< n,

s=1 s=1
t—1 t
Z = Te + E gsxes + E NsTey+ep, + Ve, +e,
s=1 s=1

with (4, j) # (u,v), and a;; = 0if j <wv or j = v,i < u. It is readily seen that the

proof for the non-maximality of & is similar to Case 2.1. O]

The elements of Max(®; ) have been detected in Section 3.4, they are ¢ for
1<t#n—-1<mnand #Z forl <t <n-—2 In the following, by defining the
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subsets of Ry, Ry and R3

Ri={a+e¢|1<i<j<n-—1}
R ={ei+e|1<i<n—1}
Ry=Hei+e, |1 <i<n—1}
Ry = {€n—1+ €}

Ry={e—e, |1<i<n—1}
Ry ={en-1—€n}
Ry={e;—en 1|1 <i<n-—1}

we get

S Fi=RURUR U{e} t#n—1,
I =R URUR U{e},t#n—1,n.

We also define the subalgebras given below which are elementary subalgebras of

dimension 7¢pax.
n—1

H(ay,...,a, 1) = Span, {xg, Zaixei geRU IR2}

i=1

n—2

L(ay,...,a,_2) = Span, {xﬁ, Zaixei BeRU fR;}

=1

Theorem 6.3.3. Suppose that G is of type B, with n > 5. If & € E(Tsmax, Us)
satisfies LT(&) = _#, or 7/ then there exist ai, ..., an,—1 such that & is G-conjugate

to H(ay,...,a,—1) or L(ay,...,a, o) respectively.

Proof.  Case 1. LT(&) = _#, for t <n — 1. The proof for t = n is omitted. Then
the reduced echelon form basis of & consists of ., where 1 <i <j <n—1and

for 1 < i < n —1 the elements
i—1 i—1 n—2
X = Le;4ep + E AisTe,—e, + E bisxes + § disxes+en_1>
s=1 s=1 s=1

n—1 n—1 n—2
Yi = Te;—epy T § §isTey—en + § NisTe, T ViTe, 1+e, T § CisTegten—_15
s=1 s=1 s=1

t—1 t—1 n—2
Z = Te + E )\swesfen + E OsTe, + E RsTes+epn_1-
s=1 s=1 s=1
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That it is reduced means b; = n; = 0. By inspection of the lower triangular
x5n71>> and exp(ad<_dioioN71 xan71>)

actions given by exp(ad(—r;N_ ! e —my€ign

€En—1,€¢
with respect to =, we may assume x; = d;,;, = 0 for some 79 < n—1. One can check
that the coefficient of .y, in [y, y;] 1S Ne,—e, 1.0 1+¢,7Yj, this gives v, = 0 for all
Jj <n—1.1Ifi #t, then the coeflicient of z. ., in [z, y;] is N, ¢, Mis, 80 7;s = 0 for all
© # t and s which subsequently gives xk; = 0 for s # i by the coefficient of z. ., in
[z,y;]. Asmn > 5, this gives k;, = 0 for all s, from which immediately we get 1, = 0 for
all s by computing [z, y;]. By the same token for [z, x;], one can compute that b;, =
0= s foralliand s. If 4, j < n—1 are distinct, then the coefficient of x, ., in [z;, y;]
i Ne, treneo—en§js for s # 1, and the coefficient of ¢, 18 Ne, e,y ,¢;—e,_, dis for j # 5.
As n > 5, this gives rise to &5 = d;s = 0 for s # 7. Now for ¢ # j, the coefficient
of Tepe, I [, 95] 15 Nepgenej—en&ij + Neiten—1,6j—en_1dii- Notice that there is some

d

to see that the left coefficients are a;s, (;s and 5. By computing [;, z;] for distinct

= 0, this ultimately gives d; = &; = 0 for all 7 as n > 5. It is straightforward

1010

i and j we can rule out all a;;. Choosing representatives $, 1 € Ng(T') for simple
reflections s, 1 € #', which act on y; by $,_1.¥; = Tc,_, + 22;12 isTeotre,- Similar
to a;s, there will be no terms ., ., in $,-1.y;. Finally, we apply s, to $,_1&,
which shows that & can be G-conjugate to H(ay,...,a,_1) for (a,...,a,-1) # 0
by $, 0 &,_1 © exp(ad(—dioioN;lfl_%%ﬁnxanfl)) oexp(ad(—r N1 Te, )

o Case 2. LT(&) = _#; for t <n — 1. The reduced echelon form basis of & then is
Teye; Where 1 <4< j <n—1andfor1<4i<n—1the elements

7 7 n—2
Ty = Le,—ep, + E AijsTe, + E bisxes+en + § disxes+e7l,17
s=1 s=1 s=1

n—1 n—1 n—2
Yi = Tej—epn_n + Vile,_1—en + § fiszss + E NisTes+en + § §i5$55+en_1,
s=1 s=1 s=1

t—1 t n—2
z =T, + E AsZe, + E 0sTe te, + E KsTeyte, -
s=1 s=1 s=1

That it is reduced means a; = 0 = &;. Observe that these terms =, 4., , are redun-

dant in the operation of [z, z;], thus up to conjugation by exp(ad(—o; N x,.)) if

€En,Et
or # 0, we shall have a;,, b;s and g, are zero due to [PS| Theorem 3.3]. An inspection
for exp(ad(—dini, N ' | 4 .ci—en Tan_14+2a,)) lets us assume there is d;y;, = 0 for some

g <n—1.1Ifi,j,s <n—1 are distinct, then Te,te, has coeflicient Neoven1ej—en_1dis

and ., has coefficient N, _c, c.+e.7js 1[4, Y;], s0 dis = 15 = 0 for all s # 1.
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Also for i # j, the coefficient of x¢ 1, in [Zi, ;] 15 Nejten1,6i—en1 Bii T Nei—ensej+en i
this gives dy = n;; = 0 for all ¢ by d;;, = 0. If @ # j, the coefficient of z,

—€n

in [yi, y;] 18 New i,

Vi » 80 7 = 0 forall 1 < i < n —1. Now the deter-
mination for the coefficients ky, ;s and (5 is directly given by taking [z,y;] and
lyi,y;] and using $,—;. Finally, we first use simple reflection s, and then s,_,
which shows that & can be G-conjugated to L(aq,...,a;-1,1,0,...,0) by taking
$n—10 8 0 Sp_1 0 exp(ad(—digio No, " e ci—en Tan_142a,)) © explad(— o N\, 24,)) and

completes the proof of the theorem. O

Corollary 6.3.4. If n > 5, then any element of E(Tsmax, Up)max 18 G-conjugate to

Lie(_#1).

Proof. The simple reflection s,, conjugates L(ay,...,a,—2) to H(ai,...,a,_2,0). It
suffices to consider H(ay,...,a,—1). Since (ay,...,a,—_1) # 0, then by a consecutive
application of simple reflection s; for 1 <i <n—1, H(ay,...,a,_1) will be conjugate

to H' (a1,...,an_s,1), where

n—1
Hl(al, .e,Qp_9,1) = Span, {xg, Zaixei | B e R U sn_g.fR;, Ap1 = 1} .
i=1
Then the element —az-N;lenfl’enfl:Bgi_en_l for i < n—1 exponentiates to & helps to re-

move the term x.,. After this, H (ai,...,a,_2, 1) can be conjugated to H' (0, ...,0,1).
Using simple reflections sy, ..., s,_o to H (0,...,0,1), we conjugate H (0,...,0,1)

to H(1,0,...,0). Finally by using conjugation s, 1 o s, o s, 1, this conjugates
H(1,0,...,0,1) to Lie(_#:) and we finish our proof. O
6.4 Type C,

Suppose that G is of type C,(n > 3). Let > be the reverse lexicographic ordering
given by o, < a1 < -+ < .

Lemma 6.4.1. Suppose that G is of type C,, with n > 3. If & € E(Tsmax, U6 ) max;
then LT(&) € Max(®;" ) with respect to .

Proof. The proof is similar to Lemmma [6.1.1 m
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In what follows, we wish to refine the set ®* by defining
@f ={er +e,6+€,...,2€¢},
where 1 <ji<nandforl<i<n
O ={e1 —€,60— €. .., €61 — €}
Then one can easily check that ®* is the union of the following ordered subsets:
Oy = =B =D =D =D - DY
Simultaneously, for the elements of ®; and ®; we have

2 m €1 te6 7 m e+,

€im1 — € Z €3 — € 2 € — €.

Recall the definition of ® , , for C,, in Section , we get

n—1
o, =%, ul e

=1

Theorem 6.4.2. Suppose that G is of type C,, with n > 3. If & € E(Tsmax, Us)
satisfies LT(&) = ®F_, , then & = Lie(®S_, ,,)*P@d@zan)) for some a.

n—1,n

Proof. If LT(&) = ®¢ The reduced echelon form basis of & consists of

n—1n-
Tij = Tepe;, 1 <1< j < n, and

n
Yi = Tej—e, T+ E QijsTeg+teys I1<i<n.
s=1

Our hope here is that there is a;; = 0 for some y;. Otherwise we will take the action

on & given by exp(ad(—a; Ny, Zq,)) for any ¢, which helps to eliminate the term

2€en,€i—¢€n
Teite, 1N exp(ad(—az-iN{Ei’Ei_Enxan))(yi). So now we assume that a; = 0. If i,7 <n
are distinct, then the coefficient of z¢, 1, in [y, y;] 1S Ne,—e, coten@js if s # 7, this
gives aj, = 0 for all j and s # j as n > 3. Also for ¢ # j the coefficient of x, ¢, in
[Yi, ¥5) 15 Ne,—enej4en @i+ Neytenej—en Giiy 80 a5 = 0. Thus & = Lie(q)gfl’n)e"p(ad(”an))

for a = a; N, ! O

2€n,6;—€n "
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6.5 Type D,

Suppose that G is of type D,,. Let > be the reverse lexicographic ordering given by
Qpg >+ Qg = Q1 > Qp_1 > Q.

One can compute that if i < j <mn, then N ¢, c;—c, = Nei—eprejten = L

Let R={e;i+¢ |1 <i<j<n-—1}. Then

o = RU{e, 46, |1 <r<n},and
dd = RU{e, —e, |1 <7 <n}.

According to >, it gives rise to an refinement of ®*:

{ei—¢|2<i<j<n}={a—¢|2<j<n}= & \R= I\ R~ R

n

Lemma 6.5.1. Suppose that G is of type D,, with n > 5. If & € E(Tsmax, U6 )max;
then LT (&) € Max(®;t ) with respect to .

Proof. We prove it by assuming LT(&) ¢ Max(®, ). Then LT(&) ¢ P24, or

LT(&) & @4, by Table 3.1]
e Case 1. LT(&) ¢ @4, If o124\ LT(&) = {e, + €, } for some 1 < s < n, then the

reduced echelon form basis of & consists of

Tij = Teppe;s 1 <1< <n—1,

Yi = Tejten + QisTeote,, 1 <1 7# s <nanda;s=0wheni < s.

Alternatively, we have @24\ LT(&) = {e; + ¢} for 1 < s <t <n—1. And we have
the reduced echelon form basis of & for 1 <1i < j <n and (i,j) # (s,1t)

Tij = Teppe; T UijTe e, Gij =0 wheni < sori=sandj<t,

Yk = Tepten T OkTegre,, 1 <k <.
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One can immeadiately see that, both of them yield & G Lie(®!4), a contradiction.
e Case 2. LT(&) ¢ @24, If ¢'*d \ LT(&) = {es — €,}, then there is the reduced

echelon form basis of &

Tij = Tejre;y 1 <1< <n—1,
n—1

Yi = Tej—e, + QisTe,—e, + Z bitTe,1e,, 1 <1 # s <nanda;; =0wheni<s.
t=1

Note that exp(ad(—a;sN* Te,—¢;)) for s < i will rule out the term a;sz., .,

€s—€j,€,—€n

in y; and fix ajsx, ., in y; if j #14. Let \; = —a;s N1 , then conjugation by

€s—€i,€;—€n

b:=exp(ad(A\p—12Ze,—¢, ,)) 0 - -0exp(ad(Ast1Zc,—e,,,)) yields the final reduced basis

!’

Ljj = Lejte; 1<i<y<n—1,

n—1

Yi = Tej—en + Zbitxﬁz-ifna 1 < i # s <n.
t=1

As n > 5, the proof in [PS, Theorem 3.6] shows that all b, = 0. Consequently & &
Lie(®™4 )" which is not maximal. Alternatively, we get ®'4, \ LT(&) = {e, + &}
for 1 < s <t < n and the reduced echelon form basis of & in the following

Tij = Tejqe; + Aigle,te,
n—1

Yi = Tej—e, + E birxer—l-en + dixes—i-et-

r=1

If i,j,7 < n are distinct, then the coefficient of x¢, ¢, in [yi, y;] 15 bir Ne,1eye)—en-
As n > 5, we have b, = 0 for all 7 # i. Now for ¢ # j the coefficient of z ., in
[Wi, Y5 18 Nej—enejtenbis + Nejren,e;—enbia- Thus if i < j <t < n we have a system of

equations

Nq—sn,ej—‘renbjj + Nei+5n,ej—enbii = bjj + bu =0
Nei—en,et—l—enbtt + Nei+en,et—enbii - btt + bzz =0
NEj*En,Gt‘i’Enbtt + Nej“l’ﬁnyetfﬁnbjj = btt + b]j = O

whose solution is b;; = bj; = by = 0. This gives b;; = 0 for all <. Therefore, we have
& G Lie(®™4)), a contradiction. O
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Theorem 6.5.2. Suppose that G is of type D,, with n > 6. If & € E(Tsmax, Us)
satisfies LT(&) = @2, or @D, | then & = Lie(®D | )o®ed@ran 1)) op & =

n—1,n
Lie(®L , ;) o®@d@zen) for some a.

Proof. @ Case 1. LT(&) = ®F Then the reduced echelon form basis can be

n—1n-

written as follows

Tij = Tere; T E ijhTepten_1r L <1< J<n—1,
h<i
n—2

Yi = Tejte, + g birTe,te, 1, 1 <1 <n—1and for same ¢
r=1

- xel—en 1 + E E thxsv €¢ + E dzrxer €n +k$€n 1+€n + E glsx€5+€n 1°

v<i v<t<n—1

If i > 3, the coefficient of x¢ 4, in [215, 2] iS Nejye; e, —e; Civgr 50 Cine = 0 when v > 2.
If i > 2, the coefficient of ¢, 4, in 725, 2i] 18 Neyye;,e1—¢,Ci1j, thus ¢y = 0 for ¢ > 3.
If i # j, the coefficients of x¢, ¢, In [79), 2;] 15 Neyiej e —eCit2- As n > 6, this gives
cnz = 0. Now for ¢ > 2, the coefficient of @, ., in [Zij, 2] 1S Ne,ten 1.ei—en_1Qijihs
thus a;, = 0 for all b < i. Let A = —dHNenl1 —ensc1—en_,- Using conjugation by

exp(ad(Aze, ,—,)), we may assume dy; = 0. If 7,5,¢ < n — 1 are distinct, then we

have

yz,Zg g djt$61+€t+§ bztxej+et

This gives d;, = di = 0 for all r # i. Now for i # j, the coefficient of ., 1, in [y; ;]
djj_{—Nei—l-en,l,Ej—enflbii = djj+bll =0. AS n Z 6, this giVGS d“ = d11 =0

for all 7 and consequently all b;; = 0. For i # j, the coefficient of Te;te, 1NN 2, 2] 1s

iS N€i+€nu5j_5n
Ne, 1 temej—eni1 ki, 80 all k; = 0. If 4,7,5 < n — 1 are distinct then the coefficient of
Te,pe; 0 [24,25] 1 Negen yej—en_i1lis- As n > 6, this gives £;; = 0 for all s # i. Now
gll'

for i # j, the coefficient of x¢ 4, in [2;, 2] i Nej—e, 1 ej4en1tjj + Netren_s,

€j—€n—1

Thus if i < j <t <n —1 are distinct, we have a system of equations
N6¢*6n717€j+6n—1£jj + N6i+5n717€j75n71€ii = gjj + g” =0
N€i_€n—1»€t+€n—1£tt + N€i+€n—1»€t_€n—1£ii = gtt + eu =0
Nej_enflﬁt"‘enflgtt + N€j+5n711€t_5n71€jj = by + gjj =0
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with unique solution ¢;; = ¢;; = {;; = 0. This gives £;; = 0 for all ¢ and finally yields
& = Lie(®P_, n)eXp(ad(“‘”"nfl)).

e Case 2. LT(&) = P

n—2n—1 LThen the reduced echelon form basis of & is

Tij = Tere; T E ijhTepten 1, 1 <1< J<n—1,

h<i
n—1 n—2

Yi = Tey—e, + E bipTepte, T E CigTeqten_r» 1 <1 <n—1and for some ¢
p=1 q=1

n—1 n—2
Zi = Tej—en_1 + E E divtl‘eu—et + k;il‘enfl—en + E firmfr"l‘EyL + E GisTestey_1-
r=1 s=1

v<i v<t<n—1

By the same token, we can first show that all b;, = 0. Then the calculation for the

remaining coefficients is similar to Case 1, but we need to use the exponential given
by Za,. As a result, there exists some a such that & = Lie(LT(&))*P@d(@zan)) ]

6.6 Summarizing for unipotent case

Summarizing the above discussions for GG, except for some small ranks for each type
we are to give the main result. Before doing this, we recall the definition of an ideal
of ®F. We say R C ®* is an ideal if « + 8 € R whenever o € ®*,3 € R and
a+ f € ®F; see [PS, Definition 2.10]. A prototypical example for such an ideal
arises from @24, which plays a fundamental role in the sequel on our determination

of irreducible components of E(7gmax, §)-

Theorem 6.6.1. Suppose that G is of type A,(n > 5),B,(n > 5),C,(n > 3) or
D, (n >6). Then

E(Tsmaxv ub)max g U GLIQ(R),

ReCom(®0x)
R an ideal

and the ideals occurring here for each type are listed in the third column of the

following Table[0.1].
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Type | Rank Ideal R € Com(®; ) Ideal R € Max(®;" )
Agpyr | n2>2 (I’flady (szafza (I)Za-& \{ani} (I);a-&

Agp | >3 | O\ {an}, &\ {onga} o, o

B, |n>5 S1\{an_1 +2a,} Sh

C, |n>3 drad\ {a,} Prad

D, |n>6 P\ L, 4} Ppad) | Prad

Table 6.1: Ideals for Theorem and Corollary

Proof. Chapter 5 together with sections 6.1-6.5 ensure that

E(rsmaxa ub)max g U GLIG(R)

REMax(®;,

Tsmax)

If w € Ng(T) is a representative of an element w in Weyl group #/, if I and w.I are
contained in Com(®; ) then w.Lie(/) = Lie(w.l). It suffices to show that each
element of Max(®; ) can be # -conjugated to an ideal of ®*. For type Ag,i1,
®r2d and @3, both are ideals, and @39 |, can be conjugated to ®12%, \ {41} by
a simple reflection s,41. For type Ag,, O, ,; is conjugate to @11\ {a,} by s,, and
DL 4o s conjugate to D1\ {an41} by spp1. For type By, by corollary [6.3.4] we
only need to consider _#; and it can be conjugate to Si \ {au,—1 + 2w, }. For type
Cp, ®° |

Dy, ®)_, ,, is conjugate to @14, \ {oy,_1} by s,—1, and @), is also conjugate to

is able to be conjugate to ®4\ {«,,} by simple reflection s,. For type

M
drad \ Lo, 1} by composition of simple reflections s,,_1 o s,,.

Having done this, we still need to verify that ®4\ {a;} and S; \ {a,_1 + 2, } are
ideals. Let o € &, 8 € &1\ {o;} and o+ 3 € T, then a + 8 € ®1*! because P
is an ideal. But o + 8 # «; since q; is a simple root, this gives a + 3 € ®124\ {a;}
and it is an ideal. By the same token for S; \ {a,—1 + 2a,}, it suffices to show
a+f # ap_1 420, f a+p = ap_1+2a,, then {«, 5} = {€,_1,€,}, it is impossible
because [ is an element of Sy. n

Corollary 6.6.2. Suppose that G is of type A,(n > 5), B,(n > 5),Ch(n > 3) or
D, (n > 6). Then

E(Femax, Us) C U GLie(®)u ()  GE(rumax Lie(R)).

ReCom(d;, ) ReMax(d;

Tsmax Tmax)

R an ideal R an ideal
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and ideals R € Max(®;} ) are listed in the fourth column of Table .

Proof. Theorem has determined E(7smax, Up)max- We still need to consider
E(7smaxs 46) \ E(Tsmax, Up)max- 10 accordance with |[PS| Corollary 3.9] and an easy
observation from Gr,,,, (Lie(R))(k) = E(rgmax, Lie(R)) for R € Max(®; ), we

arrive at the conclusion. O

6.7 Irreducible components of E(rgy.x, 9)

In this section, we determine the irreducible components of the variety E(rsmax, 8)
when G is a standard simple algebraic k-group of classical type. According to the
hypothesis for a connected reductive k-group G being standard, we have (i) the
fundamental group m;(G) has cardinal n 4+ 1 in type A,,, 2 in types B, C,, and 4
in types D,, if G is simply-connected; (ii) G' cannot be of types Ay, if G affords a
non-degenerate bilinear form. As a result, if GG is standard of classical type then p

is non-torsion for G.

Lemma 6.7.1. Let G be a standard simple algebraic k-group with root system ® of
type Ap(n >5), B,(n >5),Ch(n > 3) or D,(n >6). Then

E(Fomax, §) = lJ GLe@®u ]  GE(ramax Lie(R)
ReCom (@}, . ) ReMax(®7 ..)
R an ideal R an ideal

is the union of irreducible closed subsets. Moreover, the ideal orbit G.Lie(R) is
isomorphic to the flag variety G/ P for R € Com(®;" ) and Pr = Stabg(Lie(R));
see Table[6.1] for ideals.

Proof. According to Corollary together with [Pre2, Lemma 2.2] or [LMT)} The-

orem 2.2], one can easily get the decomposition for E(rgmax, 9)-

Notice that the operation of the root subgroup U, associated to the root a on
weight space V is affirmed as U,V = >, cn, Vitma; see [MT] for details. From
the definition of ideals R, the elementary subalgebra Lie(R) will be fixed by B
under the adjoint action. Thus the stabilizer P = Stabg(Lie(R)) is then a standard
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parabolic subgroup. By |[Hum2, Proposition 0.15], the ideal orbit G.Lie(R) is then
closed and of course irreducible. Furthermore, G.Lie(R) is isomorphic to the flag
variety G/Pg according to [PS, Theorem 4.9].

Now we turn to consider the space G.E(rsmax, Lie(R)). Because E(rsmax, Lie(R)) is
complete, it is a closed subset of E(rgpax, §). Since R is an ideal of @ E(rgpayx, Lie(R))
is stabilized by B. Thus, G.E(rsmax, Lie(R)) is closed in E(7gmax, §) again by [Hum2,
Proposition 0.15]. Since Lie(R) is an elementary subalgebra, E(rgmax, Lie(R)) equals
the Grassmannian Gr,_,, (Lie(R))(k) which is irreducible. Then it is natural to get
the irreduciblity of G.E(rgmax, Lie(R)). O

Lemma 6.7.2. Suppose that & is an elementary subalgebra of dimension r, R €
Com(®") is an ideal of ®* of order r. Let = be a reverse lexicographic ordering
with respect to any ordering of the simple roots. Assume that there is g € G which
satisfies g.& = Lie(R). Then LT(&) and R are conjugate by elements of #, where
LT(&) is taken with respect to ».

Proof. For mentioned g € G, there exist b,b € B and w € # such that g = bwb’
by the Bruhat decomposition of G. Because ¢g.& = Lie(R), it can be written as
wh.& = b~'.Lie(R). Notice that R is an ideal, it will stable under the action of
elements of B. Thus wb .& = Lie(R) and

b'& = . Lie(R) = Lie(w . R).

Observe that: (a) if & € ®T, then the action of U, on & is lower triangular with
respect to >=; (b) the action given by elements of torus is the scale multiplication; (c)
B = (U,, T | a« € %) is generated by U, for « € &+ and T. Then the equality
b'& = Lie(w™.R) gives LT(&) = w™ . R, as desired. O

Theorem 6.7.3. Let G be a standard simple algebraic k-group with root system
O of type Ap(n > 5),B,(n > 5),Ch(n > 3) or Dy(n > 6). Then the irreducible
components of E(rsmax, 8) for each type can be characterised; see Table .

Proof. By Lemmal6.7.1] it suffices to check the maximality of each irreducible closed
subvariety. Observe that: (1) Let R, R € Com(®;. ), and G.Lie(R) C G.Lie(R).
If R is an ideal, then by Lemma R and R’ are conjugate by an element
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Type | Rank Irreducible components

Aspir | n>2 | G.Lie(®1), G.Lie(®™,), G.E(rsmax, Lie(P2)))
Asp | n >3] G.E(remax, Lie(P)), G.E(rgmax, Lie(P2))
B, |n>5 G.E(rgmax, Lie(S1))
C, |n>3 G E(romax, Lie(®r2d))
D, |n>6| GE(rgmax, Lie(®?)), G.E(rgnay, Lie(®?4))

Table 6.2: Irreducible components for Theorem [6.7.3

of #; (2) Let R € Com(®; ) be an ideal, R € Max(®, ) and G.Lie(R) C
G E(Tsmax, Lie(R')). Then by Lemma R and LT(&(R)) are conjugate by an
element of %/, where ¢g.&(R) = Lie(R) for some g € G; (3) Let R € Max(®;" ) be
an ideal, R € Max(®} ) and G.E(rsmax, Lie(R)) € G.E(7smax, Lie(R')). Then by
Lemma R\ {7} and LT(&()) are conjugate by an element of #', where 7 is
an arbitrary root in R and &(v) is the corresponding element in E(rgmax, Lie(R'))
satisfying Lie(R \ {7}) = ¢g(7).&(vy) for some ¢g(y) € G. Using these, we are now
going to do the analysis for each classical type in the following.

e Type Ay, 1. (a) G.Lie(P4 \ {a,41}) is not maximal because Lie(®r, \ {a,41}) is
an element of E(rymax, Lie(®2))); (b) If G.Lie(®) C G.Lie(®!,) or G.Lie(®) C
G E(Tsmax, Lie(@™ ) then ®12¢ is #/-conjugate to ®:22, or conjugate to LT (&(r4)).
Both cases are impossible when we look at [PS, Lemma 2.6], this gives G.Lie(®r9)
is maximal. (c) G.Lie(®,) and G.E(rgmax, Lie(P2))) are maximal by the same
argument of (b).

e Type Ay,. (a) G.Lie(®™\ {a,}) and G.Lie(®, \ {ay,+1}) are not maximal
since they are contained in G.E(rgpax, Lie(R)) for R = &= @rad respectively;
(b) G.E(rsmax, Lie(@2)) and G.E(rsmax, Lie(P2*)) are maximal. Without loss of

generality, we may assume that

G E(Tsmax, Lie(®*)) C G.E(rgmax, Lie(®2)).

Then @4\ {a,} is #/-conjugate to ®2*¢, \ {7} where v = oy +- - -+, is the highest
root, and consecutively @24\ {7} and !¢, \ {7} are conjugate. Notice that the
Weyl group of A, is the permutation group Sa,11. Let w. @7\ {v} = ®r2d \ {4} for
somew € # and n+1 < jo < 2n+ 1. We donote by w(jo) the corresponding action
- 6j0}1§i<n+1 c éfzad \ {7}. Then w.{e; — Ej0}1§i<n+1 <
{e = €wtin frcians € P \ {7} and w{ei — &}y € {6 = €wtio f1cionys fOr

for jo when w acts on {;
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n+1<r#jo<2n+1. Asn > 3, there exists jy such that w(jo) # 2n + 1. Then
the equality |{e; — €jotojpiq | < {ei — ew(jo)}1§i<n+2 | shows the impossibility.

e Type B,,. Because Lie(S; \ {a,,—1 + 2a, }) is an element of E(rgpay, Lie(Sy)), there
is only one irreducible component, i.e. G.E(7gmax, Lie(S)).

e Type C,,. Because Lie(®4\ {«,}) is an element of E(rgpay, Lie(®24)), it is readily
seen that G.E(rgmax, Lie(®4)) is the only irreducible component.

e Type D,. Because Lie(®™, \ {a,_1}) is an element of E(rgpay, Lie(®r2d))), it
suffices to check the maximality of G.E(rgmay, Lie(R)) for R = &4 or R = ¢rad,

We may assume
G E(Tamax, Lie(@™)) C G.E(rgmax, Lie(®9)).

By observation (3) when v = «,,_; we have that ®™4 \ {a,,_;} and LT(&(a,_1))
are # -conjugate. On the other hand, one can easily check that LT(&(a,-1)) and
drad\ Lo, } are # -conjugate, so there is some w € # such that w.®™4 \ {a,, 1} =

drad\ Lo, }. Notice that
P\ {a, 1} ={a+e|1<i<j<n—-1}U{e—6|1<i<n—1},
I\ fa, b ={e;+e | 1<i<j<n—1}U{eg+e |1<i<n—1}.

Let A:={e;+¢€,|1<i<n—1}. We now consider w™. 4 in &4 \ {a,_;}. By

the order of set A, one can verify that
wlA=B:={e+e 1 |1<i<n—1}
or
wlA=C={e¢—¢ |1 <i<n—1}.

If w™'. A = B, then by observing the action of w on ®™4, \ {a,_;}, we have w.C' =
{€i—€n—1 |1 <i<n—1}. But thisisimpossible since {¢; —€,_; |1 <i<n—1} ¢
orad\fo, }. Ifw™. A = C, then we find that w.B = {¢; — ¢, 1 | 1 <i <n — 1}. This
is also impossible by the same reason. Hence, the closed subset G.E(rgpay, Lie(®24)))
is maximal. The maximality of G.E(rgpay, Lie(®4)) is verified in a similar way and
omitted. O

Remark 6.7.1. Theorem 4.11 in [PS] has revealed that E(rp.x, g) is the disjoint
union of G-orbits. From our proof we have seen that for Ay, the components have

empty intersection, but it is not clear for Ay, and D,,.
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