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Abstract 

The Theory of Characteristic Modes (TCM) has proved itself well in antenna 

design even in the recent years. A large number of applications has been pre-

sented by other authors, in which the TCM has been utilized. In this disserta-

tion, the common theory is extended with new numerical techniques suitable 

for the design of small antennas. Eigenvalue tracking as a fundamental numer-

ical problem, which arises from the early mode analysis, is discussed. The de-

generated mode effect is presented and an explanation is given as to where it 

comes from and how it affects the tracking concept. A new algorithm is pre-

sented to generate differential eigenvalue curves and to compensate for the de-

generated mode effect.  

The modal source reconstruction is an additional technique, which is used to 

predict the mode contribution from a simplified structure. This technique al-

lows utilization of the TCM with other not Method of Moments based solver 

under the assumption that the simplified structures carries almost the same 

chassis modes as the real structure. Furthermore, the lumped impedance 

matching networks are treated in the mode analysis. The influence of such 

lumped networks on the characteristic modes is investigated and the modal 

efficiency is defined. The definition of the modal admittances and impedances 

are given and evaluated for inductive and capacitive coupling elements. Equiv-

alent circuit models are presented and evaluated for these types of coupling 

elements for generic examples. 



The problem of a useful interpretation of the dielectric modes and their eigen-

value are discussed and evaluated for dielectric resonator antennas (DRAs). 

Conditions are given where the eigenvalue of the dielectric modes determines 

the natural resonance of modes. A cylindrical DRA is used to validate the pro-

posed interpretation of modes. Finally, the combined mode excitation concept 

is presented and evaluated for small terminals. This concept is used as a basis 

to integrate antennas into a hand held device. The experiences are used to de-

velop the proposed concept further and to integrate the antennas into the rear-

view mirror of a vehicle. 

  



 

Zusammenfassung 

Die Antennenentwicklung auf Basis der Theorie der Charakteristischen Moden 

(TCM) hat sich vor allem in den letzten Jahren rasant weiterentwickelt. Das 

Konzept der modalen Zerlegung hat sich bereits für eine Vielzahl von Anwen-

dungen bewehrt. In dem Hauptfokus dieser Dissertation ist die theoretische 

und numerische Erweiterung der Theorie, welche für die Entwicklung von 

kleinen Antennen besonders geeignet sind. Das Problem der Eigenwertverfol-

gung ist ein seit langem bekanntes Problem, welches bis heute nicht ausrei-

chend gelöst ist. Das Problem der entarteten Moden wird präsentiert und es 

wird ausführlich erklärt, woher das Problem kommt und wie dieser die Verfol-

gung der Moden beeinflusst. Aufbauend auf diese Voruntersuchung wird ein 

neues Verfahren präsentiert, welches das Problem der entarteten Moden kom-

pensiert und die Verfolgung der Eigenwerte entscheiden verbessert. 

Die Vorhersage der modalen Stromverteilung auf Basis des modalen Fernfel-

des ist eine neue Methode, um nicht Momenten basierte Solver in die TCM 

einzubeziehen. Dieses Konzept basiert auf der Annahme, dass eine verein-

fachte Struktur die gleichen Moden unterstützt, wie das komplexere Model, 

mit allen darin enthaltenen Details. Weiterhin werden konzentrierte Anpass-

netzwerke in die Modenberechnung einbezogen, um so den Einfluss der reak-

tiven Komponenten zu beurteilen. Die modale Effizienz wird eingeführt, für 

den Fall, dass verlustbehaftete Elemente im Netzwerk enthalten sind. Dieses 

wird für einige ausgewählte Beispiele validiert. Darauffolgend wird die mo-

dale Admittanz und Impedanz eingeführt, diskutiert und angewendet auf die 



so genannten induktiven und kapazitiven Koppelelemente. Äquivalente Er-

satzschaltungen werden entwickelt und für einige in der Antennentechnik üb-

liche Beispiele validiert. 

Das Problem der sinnvollen Interpretation der dielektrischen Moden wird auf-

gegriffen und diskutiert. Es werden Bedingungen genannt, wann eine sinnvolle 

Interpretation der Mode möglich ist. Dies wird am Beispiel einer zylindrischen 

dielektrischen Resonator-Antenne erläutert und es werden die natürlichen Re-

sonanzen der Moden mit der in der Fachliteratur bekannten zylindrischen Mo-

den verglichen. Abschließend wird ein neues Konzept der kombinierten Anre-

gung der Moden präsentiert und speziell für die Antennenintegration in kleine 

mobile Plattformen diskutiert. Dieses Konzept wird für ein kleines mobiles 

Endgerät aufgebaut und messtechnisch verifiziert. Aufbauend auf dieser An-

tennenentwicklung wird das hier präsentierte Konzept weiterentwickelt und es 

werden mehrere Antennen in einem Innenspiegel eines Autos integriert.  
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Chapter 1  

Introduction  

1.1 Background 

The small antenna design (e.g. mobile phones) and the automotive antenna in-

tegration (e.g. antennas in vehicles) are the focus of current research projects. 

The demands of consumer industries for more compact antennas which are 

able to operate in a large number of operation frequency bands, have increased 

in recent years. Under these circumstances, antenna design becomes more and 

more difficult, since the user prefers a well-shaped device with a non-visible 

antenna. In addition, the high data rates of mobile communications need to 

serve, e.g. LTE (Long Term Evolution), LTE-Advanced or the IEEE 802.11 

Standard. These standards include use of more than one antenna for communi-

cations between the mobile device and the base station. The so-called MIMO 

(Multiple-Input-Multiple-Output) antenna design concept shows promising 

approaches to serve these needs for the consumer industry. 

The demands and the restrictions affect the realization of a MIMO system due 

to the physical size and shape of the chassis [Gca08, Shu13, Zha13, Mie13]. 
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The most critical point in the integration of a MIMO system into a small vol-

ume is the electromagnetic coupling between the antennas. A reduction in the 

electromagnetic coupling (i.e. mutual coupling) is a key aspect in the antenna 

design for MIMO. Initial investigations into this phenomenon [Man01, Vai02] 

show that the metallic chassis is an important radiator. The understanding of 

the underlying radiation mechanism is required to enable optimization of the 

antenna system. Therefore, the shape and size of the chassis are important pa-

rameters and have to be taken into account for the MIMO antenna design. A 

basic concept to reduce the mutual coupling has been presented in e.g. [Kar04]. 

The author inserts a slit into the chassis to reduce the mutual coupling between 

two feeding ports. This concept is far from practical realization, as the entire 

space on the chassis is required for other phone components. A slit or other 

large modifications of the chassis are unacceptable for the final prototype and, 

hence, the industrial fabrication. 

Since the last decade the Theory of Characteristic Modes (TCM) has been 

proved well in MIMO antenna design, as already demonstrated in certain pub-

lications [Max10, Mar11a, Mar11b Mar12, Kre12, Had15]. The antenna de-

sign with the TCM exploits the chassis wave modes, which can exist in prin-

ciple. These chassis wave modes can be excited either selectively, or in com-

bination with a set of coupling elements. The selective excitation concept leads 

to a reduction in the mutual coupling effect on a small handheld device 

[Mar14]. Based on this idea, certain applications can be found in literature. 

These applications are motivated by the fundamental theory which shows ad-

vantages compared with common mode decomposition methods, e.g. Multi-

pole Expansion [Bla07] or analytic expansion method with the Bessel Function 

of the first kind [Jam89, Bal89, Bal05].  
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1.2 Objective of this work 

In this thesis, the TCM is extended with new concepts suitable for small an-

tenna design. The concepts presented in this work can aid understanding of the 

radiation mechanism of a given antenna system and optimize the performance 

to a certain degree. Furthermore, this work discusses the numerical evaluation 

of the TCM. The different numerical techniques are discussed and evaluated 

for generic examples. New modal parameters are introduced, which are suita-

ble to quantify the performance of an antenna system. 

The main scientific merits of this thesis are: 

¶ Numerical evaluation of the Method of Moments impedance matrix 

with different techniques. 

¶ Characteristic Mode computation with available program libraries. 

¶ Source reconstruction to enable the use of other numerical methods 

(e.g. FDTD) for the TCM. 

¶ Advanced eigenvalue tracking over a wide frequency range. 

¶ Characteristic Modes under the influence of an impedance matching 

network. 

¶ Decomposition of the input admittance impedance with modal admit-

tances and impedances. 

¶ Discussion of the dielectric Characteristic Mode Theory for antenna 

design. 

¶ Application of the TCM to the combined mode excitation. 

1.3 Content and Organization of the thesis 

In this thesis, new methods and concepts of the Theory of Characteristic Modes 
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are presented for small antenna design. The numerical techniques and the the-

oretical investigations are the main focus of this work. The main scientific con-

tribution is based on the publications [I - VII I]. The thesis summarizes the con-

tent of the authorôs publications.  

Chapters 2,3 and 4 review the basic equations and techniques required for this 

thesis. In Chapter 2, the basic surface integral equations are explained, with 

their advantages and disadvantages. In Chapter 3, the Method of Moments and 

the RWG basis function are explained in brief. Hereinafter, the basic theory of 

the characteristic modes is summarized, as it is required for the fundamental 

understanding of this work.  

Chapter 5 explains the problem to track the eigenvalues over a wide frequency 

range. The available tracking algorithms are reviewed and their limitations are 

discussed. The problem to track the degenerated modes is investigated and a 

new method is presented to improve the tracking of modes with crossing ei-

genvalue curves. This method is published in [VIII ]. 

In Chapter 6, the reconstruction of the modal sources is presented, which al-

lows for the mode analysis with other not Method of Moment based EM soft-

ware. The envelope correlation is used as a measurement to determine the 

mode contribution on a simplified structure. This concept is discussed and 

evaluated for the popular iPhone4 to demonstrate the capability. This numeri-

cal technique has been published earlier in [I and III].  

In Chapter 7, the modal admittance and impedance decomposition technique 

is presented, which provide an explanation of how the impedance matching 

can be understood with the Theory of Characteristic Modes. A simplified 

equivalent circuit model is given to represent the admittance and impedance 
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that remain from the modal decomposition. The inductive and capacitive cou-

pling elements are used to validate the decomposition method and the equiva-

lent circuit model for generic examples. 

Chapter 8 treats the lumped lossy impedance matching networks and their in-

fluence on the characteristic modes. The impedance matching network is in-

cluded into the characteristic mode computation and the modified eigenvalues 

are calculated and compared with the initial system. The modal efficiency is 

defined if  lossy components are included within the network. These results are 

published in [II]. 

In Chapter 9, the dielectric modes are investigated. The problem of the useful 

interpretation of the eigenvalues is discussed, and the conditions are presented 

wherein the eigenvalues indicate the natural resonance of the dielectric modes. 

Furthermore, the dielectric modes are compared with dielectric resonator an-

tenna modes, which are available in literature. Similarities are discussed and 

the resonance frequencies are compared. 

The application of the Theory of Characteristic Modes is in focus of Chapter 

10. The combined mode excitation is developed for a small antenna terminal. 

A 2-port MIMO system is evaluated, fabricated and tested for a mobile termi-

nal chassis. This antenna concept is developed further for the antenna integra-

tion into a rearview mirror of a vehicle. Finally, a conclusion is given in Chap-

ter 11. 
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Chapter 2  

Surface Integral Equation 

The scattering of closed and composite bodies is a problem in the electromag-

netic field theory, which arose in the 1960s. The radar application of that time 

required the knowledge of the radar cross-section of moving objects for clear 

detection [Bow69, Cri68]. Although computer science was at its beginning, 

many efforts were made to calculate the radar cross-sections of basic geometric 

objects analytically, e.g., perfectly conducting sphere [Mie1908], cone [Bai56] 

or elliptic disk [Bjö91]. The evaluation of more complex geometries requires 

advanced numerical methods. One well-proved method is based on the well-

known equivalence principle, first derived by Huygens [Bal89, Bla07]. A vir-

tual surface is used to derive equivalent electric and magnetic surface currents, 

which radiate in free space. The equivalent surface currents are found to gen-

erate the scattering field of interest, which is used to calculate the radar cross-

section in a further step. 

The initial investigations focused on perfectly electric conductors (PEC) 

placed in free space. In this special case, the virtual surface can be chosen to 

be the real surface of the body and the equivalent surface current is equal to 

the real surface current that exists on the PEC body. In a more general case, 
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where the body is made out of dielectric material or composite materials, the 

equivalent surface current is an abstract source distribution required to derive 

the scattering field of interest. 

A large number of formulations exists, but most of these are suitable only for 

specific problems. The widely-used electric field integral equation (EFIE) is 

the most stable formulation for planar structures and, with some limitations, 

for closed PEC bodies. Apart from the commonly used EFIE, the so-called 

magnetic field integral equation (MFIE) is used for closed PEC bodies. In the 

following sections, the two basic formulations are explained in brief, as they 

are required for the calculation of the Characteristic Modes with the Method 

of Moments (MoM) in this work [Wat02, Har68]. 

2.1 Electric Field Integral Equation (EFIE)  

The electromagnetic scattering of a PEC body can be described by the extinc-

tion theorem [Bal89]. Fig. 2-1 illustrates the principle of the extinction theo-

rem. In order to derive the principle behind this formulation, let us assume that 

an incident electric field Einc, e.g., an incoming plane wave, excites the closed 

PEC body. The boundary condition of the PEC body enforces the tangential 

component of the electric field on the surface to vanish. Therefore, a second 

electric field ES, in addition to the Einc, exists, to compensate for the tangential 

component of the total electric field on the surface S. This electric field ES is 

generated by the surface current distribution J on a virtual arbitrary surface S 

placed in free space (Ů0, ɛ0).   
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Fig. 2-1 Equivalent surface principle for the EFIE. 

The boundary condition on the surface S is: 

[ ]inc S tan
0+ =E E , (2.1) 

where the subscript ñtanò denotes the tangential component.  

The scattering field ES is calculated by the magnetic vector potential A and the 

scalar electric potential ʟ with 

() () ()( )S gradjw f=- -E r A r r , (2.2) 

where ɤ is the angular frequency. 

The vector potential A can be calculated with: 

() ()
'

' '
4 '

jk

S

e
dSm

p

- -

=
-ññ
r r

A r J r
r r

 (2.3) 

and the scalar potential  ʟwith: 

() ()
'

1
' '

4 '

jk

S

e
dS

j
f

we p

- -
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= ÐÖ
-ññ
r r

r J r
r r

. (2.4) 

In (2.3) and (2.4), rô is related to the source on the surface S and r  is related to 

the observation point in free space. The term 

ůŸÐ

Ů0,ɛ0

Ů0,ɛ0 J

Einc ES

S
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, '
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=
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r r
r r

 (2.5) 

in (2.3) and in (2.4) is called the Greenôs function of the free space. Applying 

the boundary condition (2.1) with (2.2), the EFIE formulation can be derived: 

() ()

()
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'
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'

' '
4 '

1
' '

4 '

.
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e
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=
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å õ-
+Ð ÐÖæ öæ ö-ç ÷

=
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ññ

r r

r r

E r J r
r r

J r
r r

L J

 
(2.6) 

This formulation is widely used in the TCM, since the EFIE is generally known 

to be robust for planar structures. A more detailed and general derivation of 

the EFIE (and the MFIE) can be found in Appendix A1. However, this formu-

lation has a convergence problem for low frequencies. This effect is called the 

low-frequency break down [Wat02, Nai09], and it gives the lower bound for 

this formulation. In case of closed PEC bodies, the EFIE can have an additional 

convergence issue, which is known as the internal resonance problem [Wat02, 

Pet90]. Internal fields can exist from the theoretical point of view and these 

vanish at the closed surface S. A unique solution in this case cannot be found. 

Special techniques are required to avoid this internal resonance problem. Some 

solutions for this problem are available in [Can91, Hel93, Pra01, Rao90]. 

2.2 Magnetic Field Integral Equation (MFIE)  

The principle behind the magnetic field integral equation (MFIE) is similar to 

the EFIE as described in chapter 2.1. The magnetic field is used to set up the 

boundary condition on the surface of the closed PEC body: 
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[ ]inc S³ + =n H H J . (2.7) 

This condition is used to derive the general valid MFIE (also known as the 

NxMFIE) formulation: 

() () ()
'

inc ' ' '
4 4 '

jk

S

e
dS

p p

- -å õW
³ = - ³ ³Ðæ öæ ö-ç ÷

ññ
r r

n H r J r n J r
r r

. (2.8) 

In (2.8), ɋ is the solid angle, which is typically set ɋ=2ˊ. More detailed infor-

mation can be found in [Erg05]. 

The formulation (2.8) does not reveal the so-called ñlow frequency break-

down,ò as is the case for the EFIE. The frequency dependence is concentrated 

in the gradient of the Greenôs function in (2.8). Therefore, this formulation is 

suitable for very low frequency. The disadvantage lies in the internal resonance 

problem, which has a high influence on the convergence of the numerical so-

lution. Further, the MFIE requires a higher mesh density compared to the EFIE 

to achieve similar results. Additional information can be found in [Wat02] and 

the Appendix A1. 
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Chapter 3  

Method of Moments 

The Method of Moments (MoM) is a favorite technique to calculate character-

istic modes numerically. It implies a matrix that can be evaluated with different 

numerical methods for different integral equations. The entities of the matrix 

describes the coupling between the small portions of the scattering surface. If 

the EFIE is used, the entries of the matrix are the mutual impedance, and the 

overall matrix is called the impedance matrix of the body. This impedance ma-

trix links the unknown current with the impressed voltage on the surface. In 

order to solve the MoM, the unknown quantity ð here the surface current ð is 

expanded with a limited set of basis functions. The superposition of the 

weighted basis functions gives the surface current of interest. The choice of the 

basis function is essential for the MoM and the convergence speed of the solu-

tion. The complexity of the numerical evaluation of the integral terms can be 

reduced significantly, if the basis function is chosen well. Two fundamental 

types of basis functions exist, which are widely used in the electromagnetic 

field theory: the Dirac- and the pulse function [Bla07]. 

In the past few decades, the so-called Rao-Wilton-Glisson (RWG) basis func-

tion [Rao80, Rao82] has proved itself for the SIE and the TCM. The RWG 
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basis function is a triangular pulse function which models the surface current 

with a set of dipoles placed tangentially on the surface. Owing to the simplicity 

of the RWG basis function, it is widely used in the TCM computation. More-

over, the tetrahedral basis function [Sch84] can be used for the VIE and the 

characteristic mode computation as an alternative. More exotic basis functions 

are the roof-top basis function [Ser99], the polynomial basis function [Jor04] 

or the linear-linear basis function [Ozg07]. These exotic basis functions and 

the tetrahedral basis function are complex, and require more computational ef-

forts. For these reasons, they are not popular in the TCM and, so, are not dis-

cussed in this work. 

3.1 The RWG Basis Function 

The RWG basis function was first introduced by Rao [Rao80] in 1980. The 

triangular pulse function is a divergence conforming basis function suitable for 

the surface integral formulations (EFIE, MFIE and PMCHWT: please see 

Chapter 3.3). The surface current is modeled as a combination of dipoles lying 

planar on the entire surface. The combination of two triangles can be under-

stood as a single dipole orientated from the Am
+ triangle to the Am

- triangle. 

Each triangle of the RWG function represents a constant surface charge den-

sity. Two triangles, which have different charges, assume a constant surface 

current flow between adjacent vertexes across the length lm. The ɟm
± vector is 

used to set up the surface current flow as denoted in Fig. 3-1. 

 

Fig. 3-1 The m-th RWG basis function. This figure is based on the idea in © [Rao80] 1980. 

lm

ɟm
+

ɟm
-
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The m-th RWG basis function is defined with 

()RWG,

2

2
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m m
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+ +
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. (3.1) 

The divergence of (3.1) is constant over the respective triangles, and is: 
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 (3.2) 

From (3.2) the charge density ɟRWG can be defined with: 

()RWG, RWG,

1
=m m

j
r

w
ÐÖf r . (3.3) 

The divergence conforming property of the RWG basis function makes this 

function suitable for the EIFE formulation, as explained in [Mak02] in detail. 

Alternative formulations (e.g. MFIE) can be used in combination with the 

RWG basis function with some limitations. Prior investigations show that the 

surface has to be meshed with a higher RWG density compared with the robust 

EFIE formulation. 

3.2 Testing Procedure 

The testing of the integral equations is essential for the convergence speed of 

the MoM solution. The main premise of the testing procedure is to derive scalar 

values out of the vector terms, e.g. in (2.6), which are used to fill the MoM 
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matrix. The choice of the testing function is not limited in general. However, 

two concepts are used in the praxis. First of all, the so-called Point-Matching 

can be used to derive simplified terms, which can be evaluated numerically 

with less effort. For that, the Dirac Function is used as the testing function. The 

disadvantage of the Point-Matching is the lower accuracy of the integral terms 

and the slow convergence of the solution. Hereafter, the Galerkin-Procedure is 

widely used in the literature to evaluate the matrix elements numerically. In 

this procedure, the RWG basis function fRWG,n is used to test the integral terms. 

This procedure has the advantage of attaining a high accuracy of the solution. 

Moreover, this testing scheme gives a symmetric MoM matrix, which is im-

portant for the TCM. The symmetry of the matrix is a key point in the TCM 

and the way in which the characteristic modes are interpreted for the antenna 

design. For these reasons, this testing procedure is preferred for the TCM anal-

ysis, rather than the Point-Matching.  

The testing scheme for the impedance matrix entities Zn,m with the Galarkin-

Procedure for the EFIE is: 

( ) ( ), RWG, RWG, RWG, RWG,,n m n m n m

S

Z dS= = Öññf L f f L f  (3.4) 

where L  represents the surface integral equation, with the EFIE as denoted in 

(2.6).  

In the same manner, the excitation vector V can be calculated with: 

RWG, inc,n nV = f E . (3.5) 

The combination of (3.4) and (3.5) leads to the matrix formulation of the scat-

tering problem 
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( ) ( )

( )

RWG,1 RWG,1 RWG,1 RWG,2RWG,1 inc
1

RWG,2 inc RWG,2 RWG,1 2

, ,,

, ,

I

I

è øè ø
è øé ùé ù
é ùé ùé ù= Ö
é ùé ùé ù
é ùé ùê úé ù

ê úê ú I
V Z

f L f f L ff E

f E f L f , (3.6) 

which is typically summarized into: 

= ÖV Z I . (3.7) 

The unknown coefficients of the respective basis functions fRWG, which can be 

found in the current vector I , are calculated with a matrix inversion of Z.  

1-= ÖI Z V . (3.8) 

The principle to evaluate the matrix elements for the MFIE can be utilized with 

fewer modifications in a similar way. 

3.3 PHMCTW Formulation for Dielectric and Magnetic 

Bodies 

The formulations (EFIE and MFIE), reviewed in brief, are valid for PEC bod-

ies placed in free space. These basic integral formulations can be combined 

into different extended formulations, which enable the treatment of dielectric 

and magnetic bodies. The first formulation suitable for the numerical evalua-

tion with the MoM was the so-called PMCHWT (Poggio-Miller -Chang-Har-

rington-Wu-Tsai) formulation from 1971 [Har72a, Uma86]. Later, this formu-

lations was modified, in order to improve the matrix calculation (e.g. Normal 

Müller Formulation or Combined Normal Formulation). Although other for-

mulations yield more accurate results for specific geometries, only the 



3. Method of Moments 

18 

PMCHWT formulation has a symmetric matrix, which enables real character-

istic modes and real valued eigenvalues [Har72a]. These properties are im-

portant for the TCM analysis and, hence, the PMCHWT is used in this work. 

 

Fig. 3-2 Equivalence principle of the PMCHWT formulation.  

The matrix formulation of the PMCHWT integral representation is: 

e 1 2 1 2 e

m 1 2 1 2 m
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= Öé ù é ù é ù
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V K K Y Y I
. (3.9) 

In (3.9), the matrixes and vectors are defined as follows: 
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()e, RWG, inc,n nV = f E r  (3.14) 

()m, RWG, inc,n nV = f H r  (3.15) 

The subscript ñiò is related to the i-th medium and ñn,mò is related to the n-th 

testing and m-th basis function. The I e and I m vectors respectively contain the 

coefficients of the electric current J and the magnetic current M  on the surface 

S. 

The material parameters are defined with: 

0 r,
i

i i j
s

e e e
w

= - , (3.16) 

m,

0 r,

i

i i j
s

m m m
w

= - , (3.17) 

and 

i i ik w e m= . (3.18) 
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In (3.16) and (3.17), Ů0, Ůr,i, ůi, ɛ0, ɛr,i and ům,i are the permittivity of the free 

space, the relative permittivity, electric conductivity, permeability of the free 

space, relative permeability and the magnetic conductivity, respectively. 

First of all, the system matrix in (3.9) is not symmetrical due to the minus sign 

in the upper K i operator. But with a few modifications, the system matrix can 

be made symmetrical for the TCM analysis. This concept is explained in the 

Chapter 4.3. 

3.4 Efficient Numerical Evaluation of the Integral Equa-

tions 

An efficient numerical calculation of the reviewed integral formulations re-

quires advanced techniques. The matrix elements in (3.4) are calculated in two 

phases. In the first phase, the internal surface integral is evaluated with either 

the seven-point integration rule [Sav96] or with the Barycentric subdivision 

[Kam98] (see Appendix C). For both types of numerical treatments, the sam-

pling points are used over the triangle surface to approximate the internal inte-

gral. In the second phase, the testing integral (3.4) is evaluated with the Mid-

Point Rule [Rao80]. For this, the midpoint of the respective triangle is used to 

approximate the interaction of the testing function with the basis function. A 

detailed description can be found in Appendix B1. 

Furthermore, the singularity extraction method is required to calculate the in-

ternal surface integral over the Greenôs function. In case of zero distance be-

tween the observation point r  and the source point rô, the numerical evaluation 

of the Greenôs function with the samples is difficult . The singularity of the 

Greenôs function is extracted, and the term is split  into a numerical and an 

analytical term. The numerical term is continuous and can be evaluated with 
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the given sampling points of the surface. The analytical term is solved in closed 

form with the evaluation of the contour integral instead of the surface integral. 

A description of the singularity extraction and the analytic solution can be 

found in [YOi03] and in Appendix B2 and B3. 

 

  



3. Method of Moments 

22 

 

 

 



 

23 

 

 

 

 

Chapter 4  

The Theory of Characteristic Modes 

The Theory of Characteristic Modes (TCM) was derived by Garbacz, Harring-

ton and Mautz in the 1960s and 1970s. The initial idea to decompose the scat-

tering field into an orthogonal field pattern was first reported by Garbacz in 

1965 [Gar65, Gar68]. Later, this idea was developed further into the current 

known formulation by Harrington and Mautz in 1971 [Har71a, Har71b]. The 

authors exploited the generalized eigenvalue equation to derive equivalent 

modal surface currents, which are orthogonal with respect to the power budget. 

The same authors extended the basic theory, which is ð first of all ð valid 

for PEC bodies, towards the lossy dielectric and magnetic materials [Har72a, 

Har72a, Cha77]. Furthermore, Garbacz utilized the TCM on the network pa-

rameter of a multi-antenna system [Gar71]. He described the input admittance 

and the mutual admittance with a summation of the modal admittances. In 

1972, Harrington and Mautz evaluated the modal Q-Factor directly from the 

eigenvalue of the respective mode [Har72b]. They demonstrated that the usage 

of lumped reactive elements can displace the resonance frequency of the modes 

selectively. These publications may pave the way for the development of 

equivalent circuits with the TCM and facilitate the fundamental understanding 

of the internal coupling phenomenon from a network theory point of view. 



4. The Theory of Characteristic Modes 

24 

In the 1980s, the TCM was not developed further. The small amount of avail-

able publications in this area deal with specific problems, which are treated 

analytically [Kab87a, Kaba87b]. The limitation in the numerical computation 

with available computer programs of that time harms the TCM analysis for 

more realistic geometries and applications. With the increasing memory size 

and CPU speed of modern computers at the beginning of the 1990s, the TCM 

became more interesting for antenna design. The first antenna design concept, 

based on the TCM, was the UHV application for the land vehicles in [Mur94, 

Aus98].  

The newly rising mobile phone market at the beginning of 2000 facilitated the 

TCM research for small antenna design. The pioneers in this research field 

found the TCM to be suitable for the understanding of the fundamental radia-

tion principle and the influence of the small chassis. In [Man01] and in [Vai02], 

the TCM is used to describe the antenna resonances which are highly influ-

enced by the finite size chassis. From that time onward, the TCM has been 

used for a large number of applications. In recent years, the TCM is again being 

used for the integration and optimization of the chassis conformal antennas in 

automotive applications (e.g. vehicle, aircraft [Cha14] and ship [Che14b]). A 

more detailed description of the history of TCM and its applications can be 

found in e.g. [Che15]. 

In the next few paragraphs, the generalized eigenvalue problem, as a funda-

mental mathematical background, is reviewed, and basic parameters are intro-

duced, which are required for the discussion in this work. 
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4.1 The Generalized Eigenvalue Problem for PEC 

Modes 

The generalized eigenvalue equation is a powerful method to solve advanced 

problems, and not only in the electromagnetic field theory. Other scientific 

fields, e.g. theoretical physics, benefit from the eigenvalue decomposition, as 

it allows scientists to solve complex differential equations. The basic idea of 

the TCM is to find orthogonal eigenvectors, which span out the sub-space of 

the solution. A complex matrix that describes the respective problem is used 

to calculate the eigenvectors and eigenvalues. Let us assume a complex imped-

ance matrix Z = R + jX is given, as described in Chapter 3. The generalized 

eigenvalue equation in this case [Har71a] is: 

n n nl=XJ RJ . (4.1) 

In (4.1), Jn is the n-th characteristic mode (also commonly called mode or wave 

mode) and ɚn is the n-th eigenvalue. From (4.1) the eigenvectors Jn can be 

scaled arbitraril y, but typically they are scaled to unity with: 

1
, 1

2
n n =J RJ . (4.2) 

This orthogonality of the modes can by summarized with three basic equations: 

( )
1

, 1
2

m n n nmjl d= +J ZJ , (4.3) 

1
,

2
m n nmd=J RJ  (4.4) 

and 
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1
,

2
m n n nmld=J XJ . (4.5) 

The ŭnm in (4.3), (4.4) and (4.5) denotes the Kronecker-Delta function (ŭnm=1, 

if n=m and 0 otherwise). The orthogonality of the modes is a useful property, 

which is a strict consequence of the generalized eigenvalue equation (4.1). It 

is noticeable that the characteristic modes are not strictly orthogonal, as the 

operation: 

,m n

nm

m n

ḑ
Ö

J J

J J
 (4.6) 

is not valid.  

An additional fact is important for the TCM analysis; this is related to the im-

pedance matrix of the MoM. The symmetry of the impedance matrix Z is the 

reason for the real valued eigenvalues ɚn and real characteristic modes Jn in 

(4.1). In contrast to other well-known and trusted mode decomposition meth-

ods (e.g. for microstrip antennas, [Bal89, Bal05, Jam89]), the resonance fre-

quency of the characteristic modes is real and allows a more intuitive interpre-

tation of the radiation mechanism. 

Other properties related to the matrix formulation (4.1) are explained in the 

next section. 

4.2 On the Property of the Characteristic Modes 

The impedance matrix Z is related to the power and energy of the body. As 

described in [Har71a], the field distribution exterior to the body has a clear 

relationship with the radiated power Prad with: 
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In (4.7), E, H and J are respectively the total electric field, the total magnetic 

field and the total surface current. The (SŸÐ) denotes the envelope surface in 

infinity. Eq. (4.7) is, in general, valid for lossless PEC bodies and can applied 

on the modes with the Poynting Theorem (as described in [Bal89]) with: 
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 (4.8) 

From (4.8), it is obvious that the eigenvalue ɚn is directly related to the reactive 

power of the system and allows scientists to classify the modes with respect to 

the energy stored. If the eigenvalue is negative (ɚn<0), the mode stores more 

electric energy rather than magnetic energy. In this case, the mode is said to be 

capacitive. In the other case, if the eigenvalue is positive (ɚn>0), more magnetic 

energy is stored rather than electric energy and the mode is called inductive. In 

the special case ð where the eigenvalue is equal to zero (ɚn=0) ð the mode is 

in resonance. The resonance is a desirable state, since the reactive power of 

modes is zero. Therefore, any antenna design concept is aimed at the resonance 

of certain modes in the desired frequency bands [Cab07]. 

The power budget of the total surface current J can be expanded with the TCM 

in an intuitive way. For that, the total surface current J is decomposed into an 

infinite summation of modes Jn with: 

1

n n

n

a
¤

=

=äJ J , (4.9) 
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where an is the complex coefficient. This can be calculated with: 

( )
inc,

2 1

n

n

n

a
jl

=
+

J E
. (4.10) 

Evaluating (4.7) with (4.8) reveals the power budget and the obvious advantage 

of the TCM. The factor 2 in (4.10) is the consequence of the normalization in 

(4.4) (please see [Bla07, Kre12] for additional explanations). 

The total radiated power Prad is decomposed into portions; each mode contrib-

utes with: 

2

rad

1

n

n

P a
¤

=

=ä . (4.11) 

If (4.11) is normalized to the total radiated power, a more simple formulation 

can be found: 
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¤ ¤

= =

= =ä ä . (4.12) 

In (4.12), bn is the normalized coefficient of the n-th mode. The magnitude 

square of bn is the percentage power each mode contributes to the overall 

power Prad. 

A more suitable depiction of the excitation coefficient is the so-called power 

coefficient [Led15]. This coefficient takes the impedance matching of the feed-

ing port into account and gives information about how efficiently the modes 

are excited. The weighting of the square normalized coefficient with the scat-

tering parameter of a single port system gives the power coefficient cn: 
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( )2 2

111n nc b S= - . (4.13) 

Any antenna design concept is aimed at the excitation of the resonant modes 

and the impedance matching of the feeding port. Therefore, this coefficient is 

more suitable to quantify the mode excitation with a concentrated single port.  

4.3 The Generalized Eigenvalue Problem for Dielectric 

and Magnetic Modes 

In the previous section, the basic TCM concept ð valid for PEC bodies placed 

in free space ð is reviewed. This concept can be extended towards the dielec-

tric and magnetic bodies, including loss [Har72a, Cha77] in the SIE. In Chapter 

3.3, the PMCHWT formulation for the SIE is presented, which includes an 

extended system matrix. This matrix is not symmetrical as denoted in (3.9). 

For this reason, the matrix formulation of the problem presented is not suitable 

for the TCM analysis. A few modifications are required to achieve a symmetric 

matrix, which enables real surface current modes and real eigenvalues. 

The magnetic surface current M (respectively, the current vector I m) is ex-

tended with the imaginary unit, and the matrix formulation now becomes: 

( )

( )
1 2 1 2e e

1 2 1 2m m

j

jj j

è + - + øè ø è ø
= Öé ùé ù é ù
- + +ê ú ê úê ú

T

Z Z K KV I

K K Y YV I
. 

(4.14) 

From (4.14), the generalized eigenvalue equation is: 

{} {}Im Ren n nlÖ = ÖT W T W . (4.15) 

In (4.15), Wn is the n-th characteristic mode of the lossy dielectric and mag-

netic body and can be further decomposed into: 
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And again, the characteristic mode Wn is a real valued vector with a real valued 

eigenvalue ɚn. The magnetic current mode M n has a fixed phase shift of 90° to 

the electric surface current mode Jn due to the imaginary unit j in (4.16). 

In the case of lossless materials, the modal far fields of Wn are orthogonal, as 

demanded in the common theory for PEC bodies. However, in case of lossy 

materials, the orthogonality of the modal far fields is not valid anymore. Alt-

hough the orthogonal property of the modes is lost in the far field, an interpre-

tation of the scattering phenomenon can be made with some limitations. This 

problem is discussed in Chapter 8.4 (for lossy components included in the 

TCM) and Chapter 9.4 (for lossy materials). 

At this point, it should be noticed that the eigenvalue ɚn of dielectric modes Wn 

cannot be used to determine the resonance of the mode in general. This cir-

cumstance is a major drawback at first appearance. However, a physical inter-

pretation of the eigenvalue ɚn can still be given and used for the antenna design. 

This issue is explained in Chapter 9. 

4.4 Characteristic Mode Computation 

In order to solve the Generalized Eigenvalue Equation (4.1) or (4.14), two pro-

gram libraries can be used; the LAPACK [LAP]  and the ARPACK [ARP] li-

braries. Both libraries are written in Fortran77 and are available in MATLAB 

[MAT]  or as dynamic libraries. A more special method can be found in 

[Har71b], which is based on the so-called SVD (Singular Value Decomposi-

tion). 

The LAPACK library provides the EIG Function which is able to calculate all 
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eigenvalues and eigenvectors of a symmetric matrix. The numerical calcula-

tion of the characteristic modes with this function gives the relevant modes 

required to analyze the given body. In addition, other typically none real ei-

genvectors are given, which cannot be used for the TCM. Therefore, the output 

parameter (eigenvectors and eigenvalues) has to be filtered for the real modes. 

The second library (ARPACK) provides the EIGS Function, which can calcu-

late the relevant modes without any other disturbed (incorrect) modes. For this, 

the function requires the number of modes to be calculated as a parameter. 

Since it can be difficult to estimate the number of the relevant modes at the 

beginning of the TCM analysis, some initial experiments may be required to 

find the right number. The SVD method (as described in [Har71b]) delivers all 

relevant modes without an additional parameter. However, the SVD method 

can give inaccurate modes, if the geometry is complex. From the available rou-

tines and methods, the EIGS Function is preferred to calculate the modes nu-

merically. In practice, only a few modes are interesting for the TCM analysis. 

4.5 Characteristic Basis Function (CBF) 

The characteristic modes can be used to decompose an arbitrary surface current 

distribution J as denoted in (4.9), if an infinite set of modes is used. In common 

applications, a limited set of modes is sufficient, which has a small eigenvalue, 

i.e., small magnitude value |ɚn|. In [Pra03], the author describes an idea to use 

a limited number of orthogonal modes as the basis function (instead of the 

RWG) in the MoM. This principle can help reduce the size of the matrix and 

save computation time. The characteristic basis function is commonly used to 

solve large-scale problems [Mit08, Maa08] or to analyze not connected cou-

pled structures [Hu14]. 
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In order to use the characteristic basis function in the MoM, an additional cal-

culation step is required. First of all, the impedance matrix Z is calculated, as 

described in Chapter 3. Next, a limited set of N characteristic modes Jn is cal-

culated with (4.1) and normalized as usual. Now, the basis function fRWG is 

replaced with the characteristic modes and a new matrix ZCBF is calculated 

with: 

[ ] [ ]
T

CBF 1 1N N= Ö ÖZ J J Z J J . (4.17) 

In the same manner, the excitation vector VCBF is defined with: 

[ ]
T

CBF 1 N=V J J V . (4.18) 

The original problem of the MoM is now simplified to: 

CBF CBF CBF= ÖV Z I . (4.19) 

The matrix ZCBF has the dimension N×N and is much smaller than the original 

matrix Z. The unknown vector I CBF contains the coefficients an of the respec-

tive characteristic modes Jn. As a more advanced concept, the linear equation 

in (4.19) can be used in a second generalized eigenvalue equation to calculate 

coupled characteristic modes. 

4.6 Examples 

In order to introduce the TCM and the basic parameters required in this thesis, 

two simple examples ð a dipole and a rectangular plate ð are investigated. 

The examples will show what the eigenvalue of common modes look like and 

how they affect the input impedance of a feeding port. Furthermore, these ex-

amples demonstrate how the modes are excited with common feeding concepts 

(plane wave and concentrated voltage source). 
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Fig. 4-1  Center-fed dipole having the length l = 120 mm a) and three lower order modes J1-3 

b). © IEEE 2014 [Saf14]. 

4.6.1 Dipole  

The first example is the simplest example that can be found in literature. A 

dipole having the length l = 120 mm is fed with a delta-gap voltage (please see 

Appendix C3 or [Mak03] for details), placed at the center. The first three lower 

order modes J1-3 can be found in the observed frequency range 

(0.5 Ò f [GHz] Ò 4) shown in Fig. 4-1 b). 

 

Fig. 4-2  Eigenvalues of the first three characteristic modes of a center-fed dipole having the 

length l = 120 mm. 

 

J1 J2 J3

l = 120 mm

Port
a)

b)

#1

#2 #3
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Fig. 4-3  Power coefficient an of the first three characteristic modes of a center-fed dipole 

having the length l = 120 mm. 

The first three modes J1-3 have a resonance (#1 ï #3 in Fig. 4-2) in the fre-

quency range sought, as it can be observed in Fig. 4-2. Owing to the excitation 

in the center of the dipole, only two modes (J1 and J3) are excited with a sig-

nificant contribution. From the TCM and their applications, it is known that 

the excitation of the resonant modes can gives a reasonable impedance match-

ing of the respective feeding port. In this example, mode J1 and mode J3 have 

a resonance at fres,J1 = 1.15 GHz (#1) and at fres,J3 = 3.625 GHz (#3) respec-

tively. Since they are excited with a high purity, an impedance matching 

around the resonance frequencies can be observed, as depicted in Fig. 4-3. 

4.6.2 Rectangular Plate 

The rectangular plate is excited with an illuminating plane wave Einc polarized 

in x- and y-direction, as denoted in Fig. 4-4 a) and b). The first six characteristic 

modes (shown in Fig. 4-5) are calculated, as explained in Chapter 4.4. The 

eigenvalues of the first six characteristic modes are shown in Fig. 4-6. This 

#1 #3
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eigenvalue plot is common for planar structures. The eigenvalue of the capac-

itive modes J1- 5 starts from high negative values and converge toward zero. 

On the other side, the eigenvalue of the inductive mode J6 has a high positive 

eigenvalue at the low frequency, and converges with increasing frequency to-

ward zero eigenvalue.  

 

Fig. 4-4  Rectangular PEC plate placed in free space a). The plate is excited with a plane wave 

Einc polarized in x- and y- direction b). © IEEE 2016 [Saf16]. 

 

Fig. 4-5  Six significant characteristic modes J1-6 of a rectangular PEC plate placed in free 

space. 

In the frequency range observed (1 Ò f [GHz] Ò 5), five resonances can be 

found, listed in Table 4-1 and marked in Fig. 4-6 (#1 ï #5). The lowest reso-

nance is at fres,J1 = 1.1 GHz (#1) and represents a half wavelength dipole mode 

in vertical direction. The next resonance (#2) of J2 represents the full wave-

length dipole mode in vertical direction. On the same principle, modes J3 and 

J4 can be interpreted with respect to the surface current distribution. Mode J5 

a) 120 mm b)

Einc

Ex

Ey

k

x

y

z

J1 J2

J4
J5

J3

J6
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represents a quadrupole in free space with a resonance at fres,J5 = 3.3 GHz. The 

inductive mode J6 is a magnetic dipole mode without a resonance in the ob-

served frequency range. 

The plane wave excites the full and half wave dipole modes (J1,3,4) with an 

alternating dominance, as can be observed in Fig. 4-7. In the low frequency 

range (1 Ò f [GHz] Ò 2) where the first mode J1 reveals a resonance (#1), a 

strong dominance can be observed. With increasing frequency, the vertical di-

pole mode J3 becomes more dominant in combination with the first mode J1. 

The plane wave, which is polarized in vertical and horizontal directions, ex-

cites a surface current orientated in a similar direction. Above f = 4 GHz, mode 

J1 and J4 lose their dominance, and mode J3 becomes more significant. The 

total surface current distribution induced is similar to a 1.5 wavelength dipole 

mode along the major axis and, therefore, is similar to the surface current of 

mode J3 in Fig. 4-5. However, in the higher frequency range (f > 4 GHz), more 

modes are excited, and a clear dominance of isolated modes cannot be found. 

This behavior is typical for objects, which are larger than the wavelength. 

 

Fig. 4-6  First six eigenvalues of the modes shown in Fig. 4-5. 

#1

#2

#4 #5 #3
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TABLE 4-1   

RESONANCE FREQUENCY OF THE CHARACTERISTIC MODES OF A RECTANGULAR PLATE. 

 Mode Resonance Frequency 

#1 J1 1.10 GHz 

#2 J2 2.55 GHz 

#3 J4 3.00 GHz 

#4 J5 3.30 GHz 

#5 J3 4.10 GHz 

 J6 None 

 

 

Fig. 4-7  Normalized coefficients of three significant modes of rectangular plate excited with 

a plane wave polarized in x- and y-direction. The eigenvalues and the normalized 

coefficients are tracked with the orthogonalization based algorithm as explained in 

Chapter 5. © IEEE 2016 [Saf16]. 
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Chapter 5  

Eigenvalue Tracking 

1The eigenvalue of the Characteristic Modes is an important parameter, which 

allows for an intuitive interpretation of the radiation mechanism in case of loss-

less PEC bodies. From the eigenvalue, other parameters are calculated, e.g., 

excitation coefficient or Q-factor, which are used for analysis and further op-

timizations. Therefore, continuous and differential eigenvalue curves are of 

high importance for the TCM analysis. The basic eigenvalue equation is de-

fined in the frequency domain and, hence, the matrix (impedance matrix in 

case of PEC bodies) is calculated at isolated frequencies through the predefined 

frequency range. After the eigenvalue equation is solved, a sorting of the ei-

genvalues is required with an algorithm. 

The problem in tracking the eigenvalue of a parameterized matrix is known 

from other scientific areas, e.g., signal processing [Aal85] or mathematics 

[Kal10]. Although tracking algorithms are available for specific scientific ar-

eas, none of these is suitable for the TCM in the form presented. In [Max10, 

Cap11, Kre12, Mie15, Rai11, Lud14, Che15], different concepts are presented 

                                                      

1 The following chapter uses textual materials and figures from [Saf16] © 

IEEE 2016. 
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for the tracking of characteristic modes based on the surface current, far field 

and eigenvector correlation. The correlation-based tracking algorithms may be 

acceptable for specific structures, but, in general, they are either not stable or 

have other issues that restrict their applicability. 

The correlation-based algorithms can fail if the gradient of a certain mode is 

high. This can happen if the geometry of the structure is complex or if reactive 

elements are used. In [Cap11], the author reports about an unavoidable effect 

that can occur while tracking the eigenvalues of the modes. The surface current 

distribution of specific modes changes drastically and appears unsymmetri-

cally at isolated frequency points. This effect goes along with equal eigenval-

ues at certain frequency points [Bla07]. These modes are commonly denoted 

as degenerated modes and exert a strong influence on the common tracking 

algorithm. In common tracking algorithms, the degeneration becomes critical 

at frequencies, where the eigenvalues of different modes intersect. 

5.1 Definition of the Tracking Problem 

The problem to track the eigenvalues of modes over a wide frequency range is 

originated in the late 1990s and at the beginning of the millennium. With the 

increasing computing capability, more complex geometries (compared with 

wired structures) have been investigated, e.g., rectangular plate and fractal an-

tenna. The eigenvalues of the characteristic modes have been used to find the 

natural resonance of the chassis wave modes and to derive simple equivalent 

circuits [Vai02]. The continuous eigenvalue curves of the modes are used to 

derive the values of the equivalent circuit elements, viz., inductor and capaci-

tor. 

The defined eigenvalues range is -Ð < ɚn < +Ð and may be not appropriate to 
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demonstrate the capability of the tracking of modes, especially if the eigen-

value is close to zero or tends to infinity. Therefore, the so-called characteristic 

angle Ŭn is defined [New79] 

( )1180 tann na l-= ¯- , (5.1) 

which maps the eigenvalue into the limited range of 90° < Ŭn < 270°. The spe-

cial case where the eigenvalue is zero (ɚn = 0) the characteristic angle is 

mapped to Ŭn = 180°.  

In order to demonstrate the general tracking problem, a simple rectangular 

strip ð having the outer dimension of 120 × 20 mm2 ð is investigated. In Fig. 

5-1 a), the raw data and in Fig. 5-1 b), the sorted data are shown. It can be 

observed that the order of modes in Fig. 5-1 a) is incorrect. The use of a track-

ing algorithm corrects the characteristic angle, as it can be observed in Fig. 5-1 

b). 

 

Fig. 5-1 Eigenvalues of a PEC strip having an outer dimension of 120 × 20 mm2. The raw 

data of the eigenvalues a) and sorted eigenvalues b) with a correlation based tracking 

algorithm. © IEEE 2016 [Saf16]. 

5.2 Correlation Based Eigenvalue Tracking 

The correlation based tracking algorithms are widely used in TCM software 

a) b)
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tools. The concept requires a quantity that can be correlated at all frequencies. 

Such quantities can be the eigenvectors Jn, the far field En or the surface current 

correlation of the modes. In the following, the principle is explained of how an 

automatic tracking can be applied with the three different quantities.  

The concept to track the modes with a correlation-based algorithm is simple in 

realization. A correlation matrix is constructed, where the rows are related to 

frequency f1 (Jm) and the columns are related to the frequency f2 (Jn). The en-

tries of the correlation matrix close to unity indicate the correct order of the 

modes. Since it is not possible to predict a high gradient of the eigenvalue, and, 

therefore a high gradient of any quantity, an adaptive frequency control is used 

to improve the tracking. Although this concept is basically known from other 

simulation tools, it has not been used for the tracking of modes known from 

available literature. 

The principle of a correlation-based tracking algorithm (independent of the 

quantity chosen) is illustrated in Fig. 5-2. The algorithm can be summarized as 

follows. The modes Jm at the initial frequency f1 are calculated, preconditioned 

and stored in the memory for the next steps. The preconditioning is an im-

portant step, which helps keep the number of unsorted modes small. A typical 

strategy for a preconditioning is to filter the eigenvalues to be within a certain 

interval (e.g. -100 Ò ɚn [1]  Ò +100). A different preconditioning technique is 

presented in [Cap11], where the modes are presorted and processed in a more 

advanced sorting algorithm. Thereafter, the modes Jn at the following fre-

quency step are calculated and preconditioned, using the same procedure. The 

correlation matrix ɟm,n between the modes is calculated and is used to search 

for the highest magnitude of a column. If the magnitude is high enough (in this 

case |ɟm,n|Ó0.75), the modes at the two frequencies can be ordered into the same 

mode number. In the other case, i.e., if the highest magnitude is less than 
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|ɟm,n|<0.75, the tracking has failed. In this case, the frequency f2 is adjusted to 

be closer to f1 and the procedure is repeated. In order to avoid the frequency f2 

to be too close to f1, the minimum bandwidth (10% of the defined frequency 

bandwidth BW) is tested. In case of f2 ï f1 < 0.1 BW, the tracking has anyway 

failed; otherwise, the new frequency f2ô is set. After all modes are tracked, the 

initial frequency is f1Ŷf2 and the next frequency is set f2Ŷf2+BW. These steps 

are repeated until the end frequency of the simulation is reached. 

 

Fig. 5-2  Simple sketch of the correlation based tracking algorithm. © IEEE 2016 [Saf16]. 

The tracking with the correlation-based tracking algorithm can fail for certain 

reasons. Two modes can change the respective mode order, if the correlation 

alternates between low and high value within a single frequency step. Such 

observations can be made if the eigenvalue reveals a high gradient or the sur-

face current mode alternate strongly. The common correlation-based tracking 

may not be able to distinguish between the two modes and these can be inter-

preted as identical modes and labeled accordingly. The strong surface current 

deformation is somehow related to the degenerated mode effect, and gives an 
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explanation of the appearance and disappearance of modes.  

In the other case, where the eigenvalues exceed the defined range of |ɚn|>100, 

the algorithm is not able to continue the tracking. In most cases, it might be 

sufficient to refine the frequency stepping or to redefine the eigenvalue range 

in order to improve the tracking. The tracking of higher order modes might 

require a higher mesh density, since they show more complex surface current 

distributions. 

In the following, three different correlations are explained which can be used 

to track the characteristic modes. 

5.2.1 Eigenvector Correlation 

The eigenvector correlation ð as described in [Max10, Cap11, Kre12] ð is a 

basic method to track the modes over the frequency. This correlation ɟm,n is 

calculated with the eigenvector Jn with: 

( )
T

,

m n

m n

m n

r =
Ö

J J

J J
. (5.2) 

The eigenvector correlation is very sensitive to the change of the surface cur-

rent modes Jm and Jn respectively. This ð and the fact that the eigenvectors 

are strictly not orthogonal at the same frequency (please see (4.6)) ð makes 

the eigenvector correlation more susceptible to wrong tacking, compared with 

other quantities. The orthogonality of certain eigenvectors, which can be ob-

served for some examples, is random. Therefore, the eigenvector correlation is 

not preferred for the tracking in this form. However, a more advanced eigen-

vector correlation can be found in [Che15]. 
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5.2.2 Far Field Correlation 

The far field correlation requires an additional calculation step before the cor-

relation matrix can be set. The far fields Em and En of the modes have to be 

calculated numerically with a defined resolution (e.g. a resolution of 5° for the 

phi- and theta-component of the modal far field En and Em). Owing to the usual 

normalization to unity (1=0.5<Jn,RJn>), the far field correlation, in this case, 

is: 

( )
*

,

0

1

2
m n m n

F S

dA
Z

r
¤

= ññE E . (5.3) 

Under the assumption that the frequency difference between En(f1) and 

Em(f1+æf) is small, the correlation in (5.3) tends to unity. The modal far fields 

can be saved after the algorithm is finished and used for a modification of the 

tracking in an additional post-processing step, if required. 

The additional far field calculation with a given resolution decreases the accu-

racy of the correlation (see Chapter 6.3 for detailed explanations). Therefore, 

this correlation is not discussed further, but detailed explanations and an ad-

vanced tracking algorithm can be found in [Mie15]. 

5.2.3 Surface Current Correlation 

The surface current correlation is an advanced method to program a tracking 

algorithm in a similar way, as presented for the far field correlation. The real 

part of the impedance matrix Z (for lossless PEC bodies) is used to calculate 

the correlation between two modes at different frequencies [Rai11, Lud14, 

Che15], with 

,

1
,

2
m n m nr = J RJ . (5.4) 
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In a similar manner, as explained earlier, the correlation is close to unity, if the 

frequency variation is small. The correlation in (5.4) is more accurate com-

pared with other quantities, since no other calculation steps (such as the far 

field calculation) are required.  

 

Fig. 5-3 Schematic of the correlation based tracking algorithm with the surface current cor-

relation. The scheme shows the principle of the frequency control. The areas that are 

separated with dashed gray lines denote the memory allocated for the modes Jn and 

for the matrix R. © IEEE 2016 [Saf16]. 

An optimal algorithm requires an intelligent frequency control to avoid the 

need to save more than one matrix R. Since the matrix R can be large, a fre-

quency control helps use the allocated memory efficiently. The concept to store 

one matrix R at all frequencies is sketched in Fig. 5-3. If the correlation matrix 

in Fig. 5-3 reveals a not trackable mode (Step 1), the frequency is decreased 
















































































































































































































































