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Abstract 

The Theory of Characteristic Modes (TCM) has proved itself well in antenna 

design even in the recent years. A large number of applications has been pre-

sented by other authors, in which the TCM has been utilized. In this disserta-

tion, the common theory is extended with new numerical techniques suitable 

for the design of small antennas. Eigenvalue tracking as a fundamental numer-

ical problem, which arises from the early mode analysis, is discussed. The de-

generated mode effect is presented and an explanation is given as to where it 

comes from and how it affects the tracking concept. A new algorithm is pre-

sented to generate differential eigenvalue curves and to compensate for the de-

generated mode effect.  

The modal source reconstruction is an additional technique, which is used to 

predict the mode contribution from a simplified structure. This technique al-

lows utilization of the TCM with other not Method of Moments based solver 

under the assumption that the simplified structures carries almost the same 

chassis modes as the real structure. Furthermore, the lumped impedance 

matching networks are treated in the mode analysis. The influence of such 

lumped networks on the characteristic modes is investigated and the modal 

efficiency is defined. The definition of the modal admittances and impedances 

are given and evaluated for inductive and capacitive coupling elements. Equiv-

alent circuit models are presented and evaluated for these types of coupling 

elements for generic examples. 



The problem of a useful interpretation of the dielectric modes and their eigen-

value are discussed and evaluated for dielectric resonator antennas (DRAs). 

Conditions are given where the eigenvalue of the dielectric modes determines 

the natural resonance of modes. A cylindrical DRA is used to validate the pro-

posed interpretation of modes. Finally, the combined mode excitation concept 

is presented and evaluated for small terminals. This concept is used as a basis 

to integrate antennas into a hand held device. The experiences are used to de-

velop the proposed concept further and to integrate the antennas into the rear-

view mirror of a vehicle. 

  



 

Zusammenfassung 

Die Antennenentwicklung auf Basis der Theorie der Charakteristischen Moden 

(TCM) hat sich vor allem in den letzten Jahren rasant weiterentwickelt. Das 

Konzept der modalen Zerlegung hat sich bereits für eine Vielzahl von Anwen-

dungen bewehrt. In dem Hauptfokus dieser Dissertation ist die theoretische 

und numerische Erweiterung der Theorie, welche für die Entwicklung von 

kleinen Antennen besonders geeignet sind. Das Problem der Eigenwertverfol-

gung ist ein seit langem bekanntes Problem, welches bis heute nicht ausrei-

chend gelöst ist. Das Problem der entarteten Moden wird präsentiert und es 

wird ausführlich erklärt, woher das Problem kommt und wie dieser die Verfol-

gung der Moden beeinflusst. Aufbauend auf diese Voruntersuchung wird ein 

neues Verfahren präsentiert, welches das Problem der entarteten Moden kom-

pensiert und die Verfolgung der Eigenwerte entscheiden verbessert. 

Die Vorhersage der modalen Stromverteilung auf Basis des modalen Fernfel-

des ist eine neue Methode, um nicht Momenten basierte Solver in die TCM 

einzubeziehen. Dieses Konzept basiert auf der Annahme, dass eine verein-

fachte Struktur die gleichen Moden unterstützt, wie das komplexere Model, 

mit allen darin enthaltenen Details. Weiterhin werden konzentrierte Anpass-

netzwerke in die Modenberechnung einbezogen, um so den Einfluss der reak-

tiven Komponenten zu beurteilen. Die modale Effizienz wird eingeführt, für 

den Fall, dass verlustbehaftete Elemente im Netzwerk enthalten sind. Dieses 

wird für einige ausgewählte Beispiele validiert. Darauffolgend wird die mo-

dale Admittanz und Impedanz eingeführt, diskutiert und angewendet auf die 



so genannten induktiven und kapazitiven Koppelelemente. Äquivalente Er-

satzschaltungen werden entwickelt und für einige in der Antennentechnik üb-

liche Beispiele validiert. 

Das Problem der sinnvollen Interpretation der dielektrischen Moden wird auf-

gegriffen und diskutiert. Es werden Bedingungen genannt, wann eine sinnvolle 

Interpretation der Mode möglich ist. Dies wird am Beispiel einer zylindrischen 

dielektrischen Resonator-Antenne erläutert und es werden die natürlichen Re-

sonanzen der Moden mit der in der Fachliteratur bekannten zylindrischen Mo-

den verglichen. Abschließend wird ein neues Konzept der kombinierten Anre-

gung der Moden präsentiert und speziell für die Antennenintegration in kleine 

mobile Plattformen diskutiert. Dieses Konzept wird für ein kleines mobiles 

Endgerät aufgebaut und messtechnisch verifiziert. Aufbauend auf dieser An-

tennenentwicklung wird das hier präsentierte Konzept weiterentwickelt und es 

werden mehrere Antennen in einem Innenspiegel eines Autos integriert.  
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Chapter 1  

Introduction 

1.1 Background 

The small antenna design (e.g. mobile phones) and the automotive antenna in-

tegration (e.g. antennas in vehicles) are the focus of current research projects. 

The demands of consumer industries for more compact antennas which are 

able to operate in a large number of operation frequency bands, have increased 

in recent years. Under these circumstances, antenna design becomes more and 

more difficult, since the user prefers a well-shaped device with a non-visible 

antenna. In addition, the high data rates of mobile communications need to 

serve, e.g. LTE (Long Term Evolution), LTE-Advanced or the IEEE 802.11 

Standard. These standards include use of more than one antenna for communi-

cations between the mobile device and the base station. The so-called MIMO 

(Multiple-Input-Multiple-Output) antenna design concept shows promising 

approaches to serve these needs for the consumer industry. 

The demands and the restrictions affect the realization of a MIMO system due 

to the physical size and shape of the chassis [Gca08, Shu13, Zha13, Mie13]. 
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The most critical point in the integration of a MIMO system into a small vol-

ume is the electromagnetic coupling between the antennas. A reduction in the 

electromagnetic coupling (i.e. mutual coupling) is a key aspect in the antenna 

design for MIMO. Initial investigations into this phenomenon [Man01, Vai02] 

show that the metallic chassis is an important radiator. The understanding of 

the underlying radiation mechanism is required to enable optimization of the 

antenna system. Therefore, the shape and size of the chassis are important pa-

rameters and have to be taken into account for the MIMO antenna design. A 

basic concept to reduce the mutual coupling has been presented in e.g. [Kar04]. 

The author inserts a slit into the chassis to reduce the mutual coupling between 

two feeding ports. This concept is far from practical realization, as the entire 

space on the chassis is required for other phone components. A slit or other 

large modifications of the chassis are unacceptable for the final prototype and, 

hence, the industrial fabrication. 

Since the last decade the Theory of Characteristic Modes (TCM) has been 

proved well in MIMO antenna design, as already demonstrated in certain pub-

lications [Max10, Mar11a, Mar11b Mar12, Kre12, Had15]. The antenna de-

sign with the TCM exploits the chassis wave modes, which can exist in prin-

ciple. These chassis wave modes can be excited either selectively, or in com-

bination with a set of coupling elements. The selective excitation concept leads 

to a reduction in the mutual coupling effect on a small handheld device 

[Mar14]. Based on this idea, certain applications can be found in literature. 

These applications are motivated by the fundamental theory which shows ad-

vantages compared with common mode decomposition methods, e.g. Multi-

pole Expansion [Bla07] or analytic expansion method with the Bessel Function 

of the first kind [Jam89, Bal89, Bal05].  
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1.2 Objective of this work 

In this thesis, the TCM is extended with new concepts suitable for small an-

tenna design. The concepts presented in this work can aid understanding of the 

radiation mechanism of a given antenna system and optimize the performance 

to a certain degree. Furthermore, this work discusses the numerical evaluation 

of the TCM. The different numerical techniques are discussed and evaluated 

for generic examples. New modal parameters are introduced, which are suita-

ble to quantify the performance of an antenna system. 

The main scientific merits of this thesis are: 

 Numerical evaluation of the Method of Moments impedance matrix 

with different techniques. 

 Characteristic Mode computation with available program libraries. 

 Source reconstruction to enable the use of other numerical methods 

(e.g. FDTD) for the TCM. 

 Advanced eigenvalue tracking over a wide frequency range. 

 Characteristic Modes under the influence of an impedance matching 

network. 

 Decomposition of the input admittance impedance with modal admit-

tances and impedances. 

 Discussion of the dielectric Characteristic Mode Theory for antenna 

design. 

 Application of the TCM to the combined mode excitation. 

1.3 Content and Organization of the thesis 

In this thesis, new methods and concepts of the Theory of Characteristic Modes 
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are presented for small antenna design. The numerical techniques and the the-

oretical investigations are the main focus of this work. The main scientific con-

tribution is based on the publications [I - VIII]. The thesis summarizes the con-

tent of the author’s publications.  

Chapters 2,3 and 4 review the basic equations and techniques required for this 

thesis. In Chapter 2, the basic surface integral equations are explained, with 

their advantages and disadvantages. In Chapter 3, the Method of Moments and 

the RWG basis function are explained in brief. Hereinafter, the basic theory of 

the characteristic modes is summarized, as it is required for the fundamental 

understanding of this work.  

Chapter 5 explains the problem to track the eigenvalues over a wide frequency 

range. The available tracking algorithms are reviewed and their limitations are 

discussed. The problem to track the degenerated modes is investigated and a 

new method is presented to improve the tracking of modes with crossing ei-

genvalue curves. This method is published in [VIII]. 

In Chapter 6, the reconstruction of the modal sources is presented, which al-

lows for the mode analysis with other not Method of Moment based EM soft-

ware. The envelope correlation is used as a measurement to determine the 

mode contribution on a simplified structure. This concept is discussed and 

evaluated for the popular iPhone4 to demonstrate the capability. This numeri-

cal technique has been published earlier in [I and III].  

In Chapter 7, the modal admittance and impedance decomposition technique 

is presented, which provide an explanation of how the impedance matching 

can be understood with the Theory of Characteristic Modes. A simplified 

equivalent circuit model is given to represent the admittance and impedance 
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that remain from the modal decomposition. The inductive and capacitive cou-

pling elements are used to validate the decomposition method and the equiva-

lent circuit model for generic examples. 

Chapter 8 treats the lumped lossy impedance matching networks and their in-

fluence on the characteristic modes. The impedance matching network is in-

cluded into the characteristic mode computation and the modified eigenvalues 

are calculated and compared with the initial system. The modal efficiency is 

defined if lossy components are included within the network. These results are 

published in [II]. 

In Chapter 9, the dielectric modes are investigated. The problem of the useful 

interpretation of the eigenvalues is discussed, and the conditions are presented 

wherein the eigenvalues indicate the natural resonance of the dielectric modes. 

Furthermore, the dielectric modes are compared with dielectric resonator an-

tenna modes, which are available in literature. Similarities are discussed and 

the resonance frequencies are compared. 

The application of the Theory of Characteristic Modes is in focus of Chapter 

10. The combined mode excitation is developed for a small antenna terminal. 

A 2-port MIMO system is evaluated, fabricated and tested for a mobile termi-

nal chassis. This antenna concept is developed further for the antenna integra-

tion into a rearview mirror of a vehicle. Finally, a conclusion is given in Chap-

ter 11. 
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Chapter 2  

Surface Integral Equation 

The scattering of closed and composite bodies is a problem in the electromag-

netic field theory, which arose in the 1960s. The radar application of that time 

required the knowledge of the radar cross-section of moving objects for clear 

detection [Bow69, Cri68]. Although computer science was at its beginning, 

many efforts were made to calculate the radar cross-sections of basic geometric 

objects analytically, e.g., perfectly conducting sphere [Mie1908], cone [Bai56] 

or elliptic disk [Bjö91]. The evaluation of more complex geometries requires 

advanced numerical methods. One well-proved method is based on the well-

known equivalence principle, first derived by Huygens [Bal89, Bla07]. A vir-

tual surface is used to derive equivalent electric and magnetic surface currents, 

which radiate in free space. The equivalent surface currents are found to gen-

erate the scattering field of interest, which is used to calculate the radar cross-

section in a further step. 

The initial investigations focused on perfectly electric conductors (PEC) 

placed in free space. In this special case, the virtual surface can be chosen to 

be the real surface of the body and the equivalent surface current is equal to 

the real surface current that exists on the PEC body. In a more general case, 
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where the body is made out of dielectric material or composite materials, the 

equivalent surface current is an abstract source distribution required to derive 

the scattering field of interest. 

A large number of formulations exists, but most of these are suitable only for 

specific problems. The widely-used electric field integral equation (EFIE) is 

the most stable formulation for planar structures and, with some limitations, 

for closed PEC bodies. Apart from the commonly used EFIE, the so-called 

magnetic field integral equation (MFIE) is used for closed PEC bodies. In the 

following sections, the two basic formulations are explained in brief, as they 

are required for the calculation of the Characteristic Modes with the Method 

of Moments (MoM) in this work [Wat02, Har68]. 

2.1 Electric Field Integral Equation (EFIE) 

The electromagnetic scattering of a PEC body can be described by the extinc-

tion theorem [Bal89]. Fig. 2-1 illustrates the principle of the extinction theo-

rem. In order to derive the principle behind this formulation, let us assume that 

an incident electric field Einc, e.g., an incoming plane wave, excites the closed 

PEC body. The boundary condition of the PEC body enforces the tangential 

component of the electric field on the surface to vanish. Therefore, a second 

electric field ES, in addition to the Einc, exists, to compensate for the tangential 

component of the total electric field on the surface S. This electric field ES is 

generated by the surface current distribution J on a virtual arbitrary surface S 

placed in free space (ε0, μ0).   
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Fig. 2-1 Equivalent surface principle for the EFIE. 

The boundary condition on the surface S is: 

 inc S tan
0 E E , (2.1) 

where the subscript “tan” denotes the tangential component.  

The scattering field ES is calculated by the magnetic vector potential A and the 

scalar electric potential ϕ with 

      S gradj   E r A r r , (2.2) 

where ω is the angular frequency. 

The vector potential A can be calculated with: 

   
'

' '
4 '

jk

S

e
dS



 



r r

A r J r
r r

 (2.3) 

and the scalar potential ϕ with: 

   
'

1
' '

4 '

jk

S

e
dS

j


 

 


  

r r

r J r
r r

. (2.4) 

In (2.3) and (2.4), r’ is related to the source on the surface S and r is related to 

the observation point in free space. The term 

σ→∞

ε0,μ0

ε0,μ0 J

Einc ES

S
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 
'

, '
4 '

jk
e

G


 




r r

r r
r r

 (2.5) 

in (2.3) and in (2.4) is called the Green’s function of the free space. Applying 

the boundary condition (2.1) with (2.2), the EFIE formulation can be derived: 

   

 

 

'

inc

'

' '
4 '

1
' '

4 '

.

jk

S

jk

S

e
j dS

e
dS

j




 

 

 




 
     







r r

r r

E r J r
r r

J r
r r

L J

 
(2.6) 

This formulation is widely used in the TCM, since the EFIE is generally known 

to be robust for planar structures. A more detailed and general derivation of 

the EFIE (and the MFIE) can be found in Appendix A1. However, this formu-

lation has a convergence problem for low frequencies. This effect is called the 

low-frequency break down [Wat02, Nai09], and it gives the lower bound for 

this formulation. In case of closed PEC bodies, the EFIE can have an additional 

convergence issue, which is known as the internal resonance problem [Wat02, 

Pet90]. Internal fields can exist from the theoretical point of view and these 

vanish at the closed surface S. A unique solution in this case cannot be found. 

Special techniques are required to avoid this internal resonance problem. Some 

solutions for this problem are available in [Can91, Hel93, Pra01, Rao90]. 

2.2 Magnetic Field Integral Equation (MFIE) 

The principle behind the magnetic field integral equation (MFIE) is similar to 

the EFIE as described in chapter 2.1. The magnetic field is used to set up the 

boundary condition on the surface of the closed PEC body: 
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 inc S  n H H J . (2.7) 

This condition is used to derive the general valid MFIE (also known as the 

NxMFIE) formulation: 

     
'

inc ' ' '
4 4 '

jk

S

e
dS

 

  
        


r r

n H r J r n J r
r r

. (2.8) 

In (2.8), Ω is the solid angle, which is typically set Ω=2π. More detailed infor-

mation can be found in [Erg05]. 

The formulation (2.8) does not reveal the so-called “low frequency break-

down,” as is the case for the EFIE. The frequency dependence is concentrated 

in the gradient of the Green’s function in (2.8). Therefore, this formulation is 

suitable for very low frequency. The disadvantage lies in the internal resonance 

problem, which has a high influence on the convergence of the numerical so-

lution. Further, the MFIE requires a higher mesh density compared to the EFIE 

to achieve similar results. Additional information can be found in [Wat02] and 

the Appendix A1. 
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Chapter 3  

Method of Moments 

The Method of Moments (MoM) is a favorite technique to calculate character-

istic modes numerically. It implies a matrix that can be evaluated with different 

numerical methods for different integral equations. The entities of the matrix 

describes the coupling between the small portions of the scattering surface. If 

the EFIE is used, the entries of the matrix are the mutual impedance, and the 

overall matrix is called the impedance matrix of the body. This impedance ma-

trix links the unknown current with the impressed voltage on the surface. In 

order to solve the MoM, the unknown quantity — here the surface current — is 

expanded with a limited set of basis functions. The superposition of the 

weighted basis functions gives the surface current of interest. The choice of the 

basis function is essential for the MoM and the convergence speed of the solu-

tion. The complexity of the numerical evaluation of the integral terms can be 

reduced significantly, if the basis function is chosen well. Two fundamental 

types of basis functions exist, which are widely used in the electromagnetic 

field theory: the Dirac- and the pulse function [Bla07]. 

In the past few decades, the so-called Rao-Wilton-Glisson (RWG) basis func-

tion [Rao80, Rao82] has proved itself for the SIE and the TCM. The RWG 
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basis function is a triangular pulse function which models the surface current 

with a set of dipoles placed tangentially on the surface. Owing to the simplicity 

of the RWG basis function, it is widely used in the TCM computation. More-

over, the tetrahedral basis function [Sch84] can be used for the VIE and the 

characteristic mode computation as an alternative. More exotic basis functions 

are the roof-top basis function [Ser99], the polynomial basis function [Jor04] 

or the linear-linear basis function [Ozg07]. These exotic basis functions and 

the tetrahedral basis function are complex, and require more computational ef-

forts. For these reasons, they are not popular in the TCM and, so, are not dis-

cussed in this work. 

3.1 The RWG Basis Function 

The RWG basis function was first introduced by Rao [Rao80] in 1980. The 

triangular pulse function is a divergence conforming basis function suitable for 

the surface integral formulations (EFIE, MFIE and PMCHWT: please see 

Chapter 3.3). The surface current is modeled as a combination of dipoles lying 

planar on the entire surface. The combination of two triangles can be under-

stood as a single dipole orientated from the Am
+ triangle to the Am

- triangle. 

Each triangle of the RWG function represents a constant surface charge den-

sity. Two triangles, which have different charges, assume a constant surface 

current flow between adjacent vertexes across the length lm. The ρm
± vector is 

used to set up the surface current flow as denoted in Fig. 3-1. 

 

Fig. 3-1 The m-th RWG basis function. This figure is based on the idea in © [Rao80] 1980. 

lm

ρm
+

ρm
-

Am
+

Am
-
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The m-th RWG basis function is defined with 

 RWG,

2

2

0 else

m
m m

m

m m
m m

m

l
A

A

l
A

A

 



 







 





ρ r

f r
ρ r

. (3.1) 

The divergence of (3.1) is constant over the respective triangles, and is: 

 RWG,

0 else

m
m

m

m m
m

m

l
A

A

l
A

A













   

 



r

f r
r

 (3.2) 

From (3.2) the charge density ρRWG can be defined with: 

 RWG, RWG,

1
=m m

j



  f r . (3.3) 

The divergence conforming property of the RWG basis function makes this 

function suitable for the EIFE formulation, as explained in [Mak02] in detail. 

Alternative formulations (e.g. MFIE) can be used in combination with the 

RWG basis function with some limitations. Prior investigations show that the 

surface has to be meshed with a higher RWG density compared with the robust 

EFIE formulation. 

3.2 Testing Procedure 

The testing of the integral equations is essential for the convergence speed of 

the MoM solution. The main premise of the testing procedure is to derive scalar 

values out of the vector terms, e.g. in (2.6), which are used to fill the MoM 
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matrix. The choice of the testing function is not limited in general. However, 

two concepts are used in the praxis. First of all, the so-called Point-Matching 

can be used to derive simplified terms, which can be evaluated numerically 

with less effort. For that, the Dirac Function is used as the testing function. The 

disadvantage of the Point-Matching is the lower accuracy of the integral terms 

and the slow convergence of the solution. Hereafter, the Galerkin-Procedure is 

widely used in the literature to evaluate the matrix elements numerically. In 

this procedure, the RWG basis function fRWG,n is used to test the integral terms. 

This procedure has the advantage of attaining a high accuracy of the solution. 

Moreover, this testing scheme gives a symmetric MoM matrix, which is im-

portant for the TCM. The symmetry of the matrix is a key point in the TCM 

and the way in which the characteristic modes are interpreted for the antenna 

design. For these reasons, this testing procedure is preferred for the TCM anal-

ysis, rather than the Point-Matching.  

The testing scheme for the impedance matrix entities Zn,m with the Galarkin-

Procedure for the EFIE is: 

   , RWG, RWG, RWG, RWG,,n m n m n m

S

Z dS  f L f f L f  (3.4) 

where L represents the surface integral equation, with the EFIE as denoted in 

(2.6).  

In the same manner, the excitation vector V can be calculated with: 

RWG, inc,n nV  f E . (3.5) 

The combination of (3.4) and (3.5) leads to the matrix formulation of the scat-

tering problem 
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   

 

RWG,1 RWG,1 RWG,1 RWG,2RWG,1 inc
1

RWG,2 inc RWG,2 RWG,1 2

, ,,

, ,

I

I

  
   
     
   
     

    I
V Z

f L f f L ff E

f E f L f , (3.6) 

which is typically summarized into: 

 V Z I . (3.7) 

The unknown coefficients of the respective basis functions fRWG, which can be 

found in the current vector I, are calculated with a matrix inversion of Z.  

1 I Z V . (3.8) 

The principle to evaluate the matrix elements for the MFIE can be utilized with 

fewer modifications in a similar way. 

3.3 PHMCTW Formulation for Dielectric and Magnetic 

Bodies 

The formulations (EFIE and MFIE), reviewed in brief, are valid for PEC bod-

ies placed in free space. These basic integral formulations can be combined 

into different extended formulations, which enable the treatment of dielectric 

and magnetic bodies. The first formulation suitable for the numerical evalua-

tion with the MoM was the so-called PMCHWT (Poggio-Miller-Chang-Har-

rington-Wu-Tsai) formulation from 1971 [Har72a, Uma86]. Later, this formu-

lations was modified, in order to improve the matrix calculation (e.g. Normal 

Müller Formulation or Combined Normal Formulation). Although other for-

mulations yield more accurate results for specific geometries, only the 
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PMCHWT formulation has a symmetric matrix, which enables real character-

istic modes and real valued eigenvalues [Har72a]. These properties are im-

portant for the TCM analysis and, hence, the PMCHWT is used in this work. 

 

Fig. 3-2 Equivalence principle of the PMCHWT formulation.  

The matrix formulation of the PMCHWT integral representation is: 

e 1 2 1 2 e

m 1 2 1 2 m

      
      

       

V Z Z K K I

V K K Y Y I
. (3.9) 

In (3.9), the matrixes and vectors are defined as follows: 

 

 

, , RWG, RWG,

RWG, RWG,

, , ' '

1
, , ' '

i n m n i m i

S

n m i

i S

Z j G dS

G dS
j





 

 
   
 





f f r r

f f r r

 (3.10) 

ε1,μ1

ε2,μ2,σ2

Einc

S

Hinc

ε1,μ1

J

Einc

M

Hinc

ε2,μ2,σ2

-J

-MPEC

PEC
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 

 

, , RWG, RWG,

RWG, RWG,

, , ' '

1
, , ' '

i n m n i m i

S

n m i

i S

Y j G dS

G dS
j





 

 
   
 





f f r r

f f r r

 (3.11) 

 , , RWG, RWG,, ' , ' 'i n m n m i

S

K G dS f f r r  (3.12) 

 
'

, '
4 '

ijk

i

e
G



 




r r

r r
r r

 (3.13) 

 e, RWG, inc,n nV  f E r  (3.14) 

 m, RWG, inc,n nV  f H r  (3.15) 

The subscript “i” is related to the i-th medium and “n,m” is related to the n-th 

testing and m-th basis function. The Ie and Im vectors respectively contain the 

coefficients of the electric current J and the magnetic current M on the surface 

S. 

The material parameters are defined with: 

0 r,
i

i i j


  


  , (3.16) 

m,

0 r,

i

i i j


  


  , (3.17) 

and 

i i ik    . (3.18) 
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In (3.16) and (3.17), ε0, εr,i, σi, μ0, μr,i and σm,i are the permittivity of the free 

space, the relative permittivity, electric conductivity, permeability of the free 

space, relative permeability and the magnetic conductivity, respectively. 

First of all, the system matrix in (3.9) is not symmetrical due to the minus sign 

in the upper Ki operator. But with a few modifications, the system matrix can 

be made symmetrical for the TCM analysis. This concept is explained in the 

Chapter 4.3. 

3.4 Efficient Numerical Evaluation of the Integral Equa-

tions 

An efficient numerical calculation of the reviewed integral formulations re-

quires advanced techniques. The matrix elements in (3.4) are calculated in two 

phases. In the first phase, the internal surface integral is evaluated with either 

the seven-point integration rule [Sav96] or with the Barycentric subdivision 

[Kam98] (see Appendix C). For both types of numerical treatments, the sam-

pling points are used over the triangle surface to approximate the internal inte-

gral. In the second phase, the testing integral (3.4) is evaluated with the Mid-

Point Rule [Rao80]. For this, the midpoint of the respective triangle is used to 

approximate the interaction of the testing function with the basis function. A 

detailed description can be found in Appendix B1. 

Furthermore, the singularity extraction method is required to calculate the in-

ternal surface integral over the Green’s function. In case of zero distance be-

tween the observation point r and the source point r’, the numerical evaluation 

of the Green’s function with the samples is difficult. The singularity of the 

Green’s function is extracted, and the term is split into a numerical and an 

analytical term. The numerical term is continuous and can be evaluated with 
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the given sampling points of the surface. The analytical term is solved in closed 

form with the evaluation of the contour integral instead of the surface integral. 

A description of the singularity extraction and the analytic solution can be 

found in [YOi03] and in Appendix B2 and B3. 
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Chapter 4  

The Theory of Characteristic Modes 

The Theory of Characteristic Modes (TCM) was derived by Garbacz, Harring-

ton and Mautz in the 1960s and 1970s. The initial idea to decompose the scat-

tering field into an orthogonal field pattern was first reported by Garbacz in 

1965 [Gar65, Gar68]. Later, this idea was developed further into the current 

known formulation by Harrington and Mautz in 1971 [Har71a, Har71b]. The 

authors exploited the generalized eigenvalue equation to derive equivalent 

modal surface currents, which are orthogonal with respect to the power budget. 

The same authors extended the basic theory, which is — first of all — valid 

for PEC bodies, towards the lossy dielectric and magnetic materials [Har72a, 

Har72a, Cha77]. Furthermore, Garbacz utilized the TCM on the network pa-

rameter of a multi-antenna system [Gar71]. He described the input admittance 

and the mutual admittance with a summation of the modal admittances. In 

1972, Harrington and Mautz evaluated the modal Q-Factor directly from the 

eigenvalue of the respective mode [Har72b]. They demonstrated that the usage 

of lumped reactive elements can displace the resonance frequency of the modes 

selectively. These publications may pave the way for the development of 

equivalent circuits with the TCM and facilitate the fundamental understanding 

of the internal coupling phenomenon from a network theory point of view. 
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In the 1980s, the TCM was not developed further. The small amount of avail-

able publications in this area deal with specific problems, which are treated 

analytically [Kab87a, Kaba87b]. The limitation in the numerical computation 

with available computer programs of that time harms the TCM analysis for 

more realistic geometries and applications. With the increasing memory size 

and CPU speed of modern computers at the beginning of the 1990s, the TCM 

became more interesting for antenna design. The first antenna design concept, 

based on the TCM, was the UHV application for the land vehicles in [Mur94, 

Aus98].  

The newly rising mobile phone market at the beginning of 2000 facilitated the 

TCM research for small antenna design. The pioneers in this research field 

found the TCM to be suitable for the understanding of the fundamental radia-

tion principle and the influence of the small chassis. In [Man01] and in [Vai02], 

the TCM is used to describe the antenna resonances which are highly influ-

enced by the finite size chassis. From that time onward, the TCM has been 

used for a large number of applications. In recent years, the TCM is again being 

used for the integration and optimization of the chassis conformal antennas in 

automotive applications (e.g. vehicle, aircraft [Cha14] and ship [Che14b]). A 

more detailed description of the history of TCM and its applications can be 

found in e.g. [Che15]. 

In the next few paragraphs, the generalized eigenvalue problem, as a funda-

mental mathematical background, is reviewed, and basic parameters are intro-

duced, which are required for the discussion in this work. 
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4.1 The Generalized Eigenvalue Problem for PEC 

Modes 

The generalized eigenvalue equation is a powerful method to solve advanced 

problems, and not only in the electromagnetic field theory. Other scientific 

fields, e.g. theoretical physics, benefit from the eigenvalue decomposition, as 

it allows scientists to solve complex differential equations. The basic idea of 

the TCM is to find orthogonal eigenvectors, which span out the sub-space of 

the solution. A complex matrix that describes the respective problem is used 

to calculate the eigenvectors and eigenvalues. Let us assume a complex imped-

ance matrix Z = R + jX is given, as described in Chapter 3. The generalized 

eigenvalue equation in this case [Har71a] is: 

n n nXJ RJ . (4.1) 

In (4.1), Jn is the n-th characteristic mode (also commonly called mode or wave 

mode) and λn is the n-th eigenvalue. From (4.1) the eigenvectors Jn can be 

scaled arbitrarily, but typically they are scaled to unity with: 

1
, 1

2
n n J RJ . (4.2) 

This orthogonality of the modes can by summarized with three basic equations: 

 
1

, 1
2

m n n nmj  J ZJ , (4.3) 

1
,

2
m n nmJ RJ  (4.4) 

and 
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1
,

2
m n n nm J XJ . (4.5) 

The δnm in (4.3), (4.4) and (4.5) denotes the Kronecker-Delta function (δnm=1, 

if n=m and 0 otherwise). The orthogonality of the modes is a useful property, 

which is a strict consequence of the generalized eigenvalue equation (4.1). It 

is noticeable that the characteristic modes are not strictly orthogonal, as the 

operation: 

,m n

nm

m n




J J

J J
 (4.6) 

is not valid.  

An additional fact is important for the TCM analysis; this is related to the im-

pedance matrix of the MoM. The symmetry of the impedance matrix Z is the 

reason for the real valued eigenvalues λn and real characteristic modes Jn in 

(4.1). In contrast to other well-known and trusted mode decomposition meth-

ods (e.g. for microstrip antennas, [Bal89, Bal05, Jam89]), the resonance fre-

quency of the characteristic modes is real and allows a more intuitive interpre-

tation of the radiation mechanism. 

Other properties related to the matrix formulation (4.1) are explained in the 

next section. 

4.2 On the Property of the Characteristic Modes 

The impedance matrix Z is related to the power and energy of the body. As 

described in [Har71a], the field distribution exterior to the body has a clear 

relationship with the radiated power Prad with: 
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* * *

rad

1 1 1
Re Re ,

2 2 2
S S

P dS dS


   
       

  
 E H E H J ZJ . (4.7) 

In (4.7), E, H and J are respectively the total electric field, the total magnetic 

field and the total surface current. The (S→∞) denotes the envelope surface in 

infinity. Eq. (4.7) is, in general, valid for lossless PEC bodies and can applied 

on the modes with the Poynting Theorem (as described in [Bal89]) with: 

 2 2*

0 0

1 1
Re

2 4

1
, 1

2

n n n n n

S V

n n n

P dS j dV

j

  



  
    

  

  

 E H H E

J ZJ

 (4.8) 

From (4.8), it is obvious that the eigenvalue λn is directly related to the reactive 

power of the system and allows scientists to classify the modes with respect to 

the energy stored. If the eigenvalue is negative (λn<0), the mode stores more 

electric energy rather than magnetic energy. In this case, the mode is said to be 

capacitive. In the other case, if the eigenvalue is positive (λn>0), more magnetic 

energy is stored rather than electric energy and the mode is called inductive. In 

the special case — where the eigenvalue is equal to zero (λn=0) — the mode is 

in resonance. The resonance is a desirable state, since the reactive power of 

modes is zero. Therefore, any antenna design concept is aimed at the resonance 

of certain modes in the desired frequency bands [Cab07]. 

The power budget of the total surface current J can be expanded with the TCM 

in an intuitive way. For that, the total surface current J is decomposed into an 

infinite summation of modes Jn with: 

1

n n

n

a




J J , (4.9) 
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where an is the complex coefficient. This can be calculated with: 

 
inc,

2 1

n

n

n

a
j




J E
. (4.10) 

Evaluating (4.7) with (4.8) reveals the power budget and the obvious advantage 

of the TCM. The factor 2 in (4.10) is the consequence of the normalization in 

(4.4) (please see [Bla07, Kre12] for additional explanations). 

The total radiated power Prad is decomposed into portions; each mode contrib-

utes with: 

2

rad

1

n

n

P a




 . (4.11) 

If (4.11) is normalized to the total radiated power, a more simple formulation 

can be found: 

2

2

1 1rad

1
n

n

n n

a
b

P

 

 

   . (4.12) 

In (4.12), bn is the normalized coefficient of the n-th mode. The magnitude 

square of bn is the percentage power each mode contributes to the overall 

power Prad. 

A more suitable depiction of the excitation coefficient is the so-called power 

coefficient [Led15]. This coefficient takes the impedance matching of the feed-

ing port into account and gives information about how efficiently the modes 

are excited. The weighting of the square normalized coefficient with the scat-

tering parameter of a single port system gives the power coefficient cn: 
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 2 2

111n nc b S  . (4.13) 

Any antenna design concept is aimed at the excitation of the resonant modes 

and the impedance matching of the feeding port. Therefore, this coefficient is 

more suitable to quantify the mode excitation with a concentrated single port.  

4.3 The Generalized Eigenvalue Problem for Dielectric 

and Magnetic Modes 

In the previous section, the basic TCM concept — valid for PEC bodies placed 

in free space — is reviewed. This concept can be extended towards the dielec-

tric and magnetic bodies, including loss [Har72a, Cha77] in the SIE. In Chapter 

3.3, the PMCHWT formulation for the SIE is presented, which includes an 

extended system matrix. This matrix is not symmetrical as denoted in (3.9). 

For this reason, the matrix formulation of the problem presented is not suitable 

for the TCM analysis. A few modifications are required to achieve a symmetric 

matrix, which enables real surface current modes and real eigenvalues. 

The magnetic surface current M (respectively, the current vector Im) is ex-

tended with the imaginary unit, and the matrix formulation now becomes: 

 

 
1 2 1 2e e

1 2 1 2m m

j

jj j

       
     

      
T

Z Z K KV I

K K Y YV I
. 

(4.14) 

From (4.14), the generalized eigenvalue equation is: 

   Im Ren n n  T W T W . (4.15) 

In (4.15), Wn is the n-th characteristic mode of the lossy dielectric and mag-

netic body and can be further decomposed into: 
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n

n

nj

 
  
 

J
W

M
. (4.16) 

And again, the characteristic mode Wn is a real valued vector with a real valued 

eigenvalue λn. The magnetic current mode Mn has a fixed phase shift of 90° to 

the electric surface current mode Jn due to the imaginary unit j in (4.16). 

In the case of lossless materials, the modal far fields of Wn are orthogonal, as 

demanded in the common theory for PEC bodies. However, in case of lossy 

materials, the orthogonality of the modal far fields is not valid anymore. Alt-

hough the orthogonal property of the modes is lost in the far field, an interpre-

tation of the scattering phenomenon can be made with some limitations. This 

problem is discussed in Chapter 8.4 (for lossy components included in the 

TCM) and Chapter 9.4 (for lossy materials). 

At this point, it should be noticed that the eigenvalue λn of dielectric modes Wn 

cannot be used to determine the resonance of the mode in general. This cir-

cumstance is a major drawback at first appearance. However, a physical inter-

pretation of the eigenvalue λn can still be given and used for the antenna design. 

This issue is explained in Chapter 9. 

4.4 Characteristic Mode Computation 

In order to solve the Generalized Eigenvalue Equation (4.1) or (4.14), two pro-

gram libraries can be used; the LAPACK [LAP] and the ARPACK [ARP] li-

braries. Both libraries are written in Fortran77 and are available in MATLAB 

[MAT] or as dynamic libraries. A more special method can be found in 

[Har71b], which is based on the so-called SVD (Singular Value Decomposi-

tion). 

The LAPACK library provides the EIG Function which is able to calculate all 
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eigenvalues and eigenvectors of a symmetric matrix. The numerical calcula-

tion of the characteristic modes with this function gives the relevant modes 

required to analyze the given body. In addition, other typically none real ei-

genvectors are given, which cannot be used for the TCM. Therefore, the output 

parameter (eigenvectors and eigenvalues) has to be filtered for the real modes. 

The second library (ARPACK) provides the EIGS Function, which can calcu-

late the relevant modes without any other disturbed (incorrect) modes. For this, 

the function requires the number of modes to be calculated as a parameter. 

Since it can be difficult to estimate the number of the relevant modes at the 

beginning of the TCM analysis, some initial experiments may be required to 

find the right number. The SVD method (as described in [Har71b]) delivers all 

relevant modes without an additional parameter. However, the SVD method 

can give inaccurate modes, if the geometry is complex. From the available rou-

tines and methods, the EIGS Function is preferred to calculate the modes nu-

merically. In practice, only a few modes are interesting for the TCM analysis. 

4.5 Characteristic Basis Function (CBF) 

The characteristic modes can be used to decompose an arbitrary surface current 

distribution J as denoted in (4.9), if an infinite set of modes is used. In common 

applications, a limited set of modes is sufficient, which has a small eigenvalue, 

i.e., small magnitude value |λn|. In [Pra03], the author describes an idea to use 

a limited number of orthogonal modes as the basis function (instead of the 

RWG) in the MoM. This principle can help reduce the size of the matrix and 

save computation time. The characteristic basis function is commonly used to 

solve large-scale problems [Mit08, Maa08] or to analyze not connected cou-

pled structures [Hu14]. 
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In order to use the characteristic basis function in the MoM, an additional cal-

culation step is required. First of all, the impedance matrix Z is calculated, as 

described in Chapter 3. Next, a limited set of N characteristic modes Jn is cal-

culated with (4.1) and normalized as usual. Now, the basis function fRWG is 

replaced with the characteristic modes and a new matrix ZCBF is calculated 

with: 

   
T

CBF 1 1N N  Z J J Z J J . (4.17) 

In the same manner, the excitation vector VCBF is defined with: 

 
T

CBF 1 NV J J V . (4.18) 

The original problem of the MoM is now simplified to: 

CBF CBF CBF V Z I . (4.19) 

The matrix ZCBF has the dimension N×N and is much smaller than the original 

matrix Z. The unknown vector ICBF contains the coefficients an of the respec-

tive characteristic modes Jn. As a more advanced concept, the linear equation 

in (4.19) can be used in a second generalized eigenvalue equation to calculate 

coupled characteristic modes. 

4.6 Examples 

In order to introduce the TCM and the basic parameters required in this thesis, 

two simple examples — a dipole and a rectangular plate — are investigated. 

The examples will show what the eigenvalue of common modes look like and 

how they affect the input impedance of a feeding port. Furthermore, these ex-

amples demonstrate how the modes are excited with common feeding concepts 

(plane wave and concentrated voltage source). 
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Fig. 4-1  Center-fed dipole having the length l = 120 mm a) and three lower order modes J1-3 

b). © IEEE 2014 [Saf14]. 

4.6.1 Dipole  

The first example is the simplest example that can be found in literature. A 

dipole having the length l = 120 mm is fed with a delta-gap voltage (please see 

Appendix C3 or [Mak03] for details), placed at the center. The first three lower 

order modes J1-3 can be found in the observed frequency range 

(0.5 ≤ f [GHz] ≤ 4) shown in Fig. 4-1 b). 

 

Fig. 4-2  Eigenvalues of the first three characteristic modes of a center-fed dipole having the 

length l = 120 mm. 

 

J1 J2 J3

l = 120 mm

Port
a)

b)

#1

#2 #3
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Fig. 4-3  Power coefficient an of the first three characteristic modes of a center-fed dipole 

having the length l = 120 mm. 

The first three modes J1-3 have a resonance (#1 – #3 in Fig. 4-2) in the fre-

quency range sought, as it can be observed in Fig. 4-2. Owing to the excitation 

in the center of the dipole, only two modes (J1 and J3) are excited with a sig-

nificant contribution. From the TCM and their applications, it is known that 

the excitation of the resonant modes can gives a reasonable impedance match-

ing of the respective feeding port. In this example, mode J1 and mode J3 have 

a resonance at fres,J1 = 1.15 GHz (#1) and at fres,J3 = 3.625 GHz (#3) respec-

tively. Since they are excited with a high purity, an impedance matching 

around the resonance frequencies can be observed, as depicted in Fig. 4-3. 

4.6.2 Rectangular Plate 

The rectangular plate is excited with an illuminating plane wave Einc polarized 

in x- and y-direction, as denoted in Fig. 4-4 a) and b). The first six characteristic 

modes (shown in Fig. 4-5) are calculated, as explained in Chapter 4.4. The 

eigenvalues of the first six characteristic modes are shown in Fig. 4-6. This 

#1 #3
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eigenvalue plot is common for planar structures. The eigenvalue of the capac-

itive modes J1- 5 starts from high negative values and converge toward zero. 

On the other side, the eigenvalue of the inductive mode J6 has a high positive 

eigenvalue at the low frequency, and converges with increasing frequency to-

ward zero eigenvalue.  

 

Fig. 4-4  Rectangular PEC plate placed in free space a). The plate is excited with a plane wave 

Einc polarized in x- and y- direction b). © IEEE 2016 [Saf16]. 

 

Fig. 4-5  Six significant characteristic modes J1-6 of a rectangular PEC plate placed in free 

space. 

In the frequency range observed (1 ≤ f [GHz] ≤ 5), five resonances can be 

found, listed in Table 4-1 and marked in Fig. 4-6 (#1 – #5). The lowest reso-

nance is at fres,J1 = 1.1 GHz (#1) and represents a half wavelength dipole mode 

in vertical direction. The next resonance (#2) of J2 represents the full wave-

length dipole mode in vertical direction. On the same principle, modes J3 and 

J4 can be interpreted with respect to the surface current distribution. Mode J5 

a) 120 mm b)

Einc

Ex

Ey

k

x

y

z

J1 J2

J4
J5

J3

J6
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represents a quadrupole in free space with a resonance at fres,J5 = 3.3 GHz. The 

inductive mode J6 is a magnetic dipole mode without a resonance in the ob-

served frequency range. 

The plane wave excites the full and half wave dipole modes (J1,3,4) with an 

alternating dominance, as can be observed in Fig. 4-7. In the low frequency 

range (1 ≤ f [GHz] ≤ 2) where the first mode J1 reveals a resonance (#1), a 

strong dominance can be observed. With increasing frequency, the vertical di-

pole mode J3 becomes more dominant in combination with the first mode J1. 

The plane wave, which is polarized in vertical and horizontal directions, ex-

cites a surface current orientated in a similar direction. Above f = 4 GHz, mode 

J1 and J4 lose their dominance, and mode J3 becomes more significant. The 

total surface current distribution induced is similar to a 1.5 wavelength dipole 

mode along the major axis and, therefore, is similar to the surface current of 

mode J3 in Fig. 4-5. However, in the higher frequency range (f > 4 GHz), more 

modes are excited, and a clear dominance of isolated modes cannot be found. 

This behavior is typical for objects, which are larger than the wavelength. 

 

Fig. 4-6  First six eigenvalues of the modes shown in Fig. 4-5. 

#1

#2

#4 #5 #3
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TABLE 4-1   

RESONANCE FREQUENCY OF THE CHARACTERISTIC MODES OF A RECTANGULAR PLATE. 

 Mode Resonance Frequency 

#1 J1 1.10 GHz 

#2 J2 2.55 GHz 

#3 J4 3.00 GHz 

#4 J5 3.30 GHz 

#5 J3 4.10 GHz 

 J6 None 

 

 

Fig. 4-7  Normalized coefficients of three significant modes of rectangular plate excited with 

a plane wave polarized in x- and y-direction. The eigenvalues and the normalized 

coefficients are tracked with the orthogonalization based algorithm as explained in 

Chapter 5. © IEEE 2016 [Saf16]. 
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Chapter 5  

Eigenvalue Tracking 

1The eigenvalue of the Characteristic Modes is an important parameter, which 

allows for an intuitive interpretation of the radiation mechanism in case of loss-

less PEC bodies. From the eigenvalue, other parameters are calculated, e.g., 

excitation coefficient or Q-factor, which are used for analysis and further op-

timizations. Therefore, continuous and differential eigenvalue curves are of 

high importance for the TCM analysis. The basic eigenvalue equation is de-

fined in the frequency domain and, hence, the matrix (impedance matrix in 

case of PEC bodies) is calculated at isolated frequencies through the predefined 

frequency range. After the eigenvalue equation is solved, a sorting of the ei-

genvalues is required with an algorithm. 

The problem in tracking the eigenvalue of a parameterized matrix is known 

from other scientific areas, e.g., signal processing [Aal85] or mathematics 

[Kal10]. Although tracking algorithms are available for specific scientific ar-

eas, none of these is suitable for the TCM in the form presented. In [Max10, 

Cap11, Kre12, Mie15, Rai11, Lud14, Che15], different concepts are presented 

                                                      

1 The following chapter uses textual materials and figures from [Saf16] © 

IEEE 2016. 
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for the tracking of characteristic modes based on the surface current, far field 

and eigenvector correlation. The correlation-based tracking algorithms may be 

acceptable for specific structures, but, in general, they are either not stable or 

have other issues that restrict their applicability. 

The correlation-based algorithms can fail if the gradient of a certain mode is 

high. This can happen if the geometry of the structure is complex or if reactive 

elements are used. In [Cap11], the author reports about an unavoidable effect 

that can occur while tracking the eigenvalues of the modes. The surface current 

distribution of specific modes changes drastically and appears unsymmetri-

cally at isolated frequency points. This effect goes along with equal eigenval-

ues at certain frequency points [Bla07]. These modes are commonly denoted 

as degenerated modes and exert a strong influence on the common tracking 

algorithm. In common tracking algorithms, the degeneration becomes critical 

at frequencies, where the eigenvalues of different modes intersect. 

5.1 Definition of the Tracking Problem 

The problem to track the eigenvalues of modes over a wide frequency range is 

originated in the late 1990s and at the beginning of the millennium. With the 

increasing computing capability, more complex geometries (compared with 

wired structures) have been investigated, e.g., rectangular plate and fractal an-

tenna. The eigenvalues of the characteristic modes have been used to find the 

natural resonance of the chassis wave modes and to derive simple equivalent 

circuits [Vai02]. The continuous eigenvalue curves of the modes are used to 

derive the values of the equivalent circuit elements, viz., inductor and capaci-

tor. 

The defined eigenvalues range is -∞ < λn < +∞ and may be not appropriate to 
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demonstrate the capability of the tracking of modes, especially if the eigen-

value is close to zero or tends to infinity. Therefore, the so-called characteristic 

angle αn is defined [New79] 

 1180 tann n    , (5.1) 

which maps the eigenvalue into the limited range of 90° < αn < 270°. The spe-

cial case where the eigenvalue is zero (λn = 0) the characteristic angle is 

mapped to αn = 180°.  

In order to demonstrate the general tracking problem, a simple rectangular 

strip — having the outer dimension of 120 × 20 mm2 — is investigated. In Fig. 

5-1 a), the raw data and in Fig. 5-1 b), the sorted data are shown. It can be 

observed that the order of modes in Fig. 5-1 a) is incorrect. The use of a track-

ing algorithm corrects the characteristic angle, as it can be observed in Fig. 5-1 

b). 

 

Fig. 5-1 Eigenvalues of a PEC strip having an outer dimension of 120 × 20 mm2. The raw 

data of the eigenvalues a) and sorted eigenvalues b) with a correlation based tracking 

algorithm. © IEEE 2016 [Saf16]. 

5.2 Correlation Based Eigenvalue Tracking 

The correlation based tracking algorithms are widely used in TCM software 

a) b)
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tools. The concept requires a quantity that can be correlated at all frequencies. 

Such quantities can be the eigenvectors Jn, the far field En or the surface current 

correlation of the modes. In the following, the principle is explained of how an 

automatic tracking can be applied with the three different quantities.  

The concept to track the modes with a correlation-based algorithm is simple in 

realization. A correlation matrix is constructed, where the rows are related to 

frequency f1 (Jm) and the columns are related to the frequency f2 (Jn). The en-

tries of the correlation matrix close to unity indicate the correct order of the 

modes. Since it is not possible to predict a high gradient of the eigenvalue, and, 

therefore a high gradient of any quantity, an adaptive frequency control is used 

to improve the tracking. Although this concept is basically known from other 

simulation tools, it has not been used for the tracking of modes known from 

available literature. 

The principle of a correlation-based tracking algorithm (independent of the 

quantity chosen) is illustrated in Fig. 5-2. The algorithm can be summarized as 

follows. The modes Jm at the initial frequency f1 are calculated, preconditioned 

and stored in the memory for the next steps. The preconditioning is an im-

portant step, which helps keep the number of unsorted modes small. A typical 

strategy for a preconditioning is to filter the eigenvalues to be within a certain 

interval (e.g. -100 ≤ λn [1] ≤ +100). A different preconditioning technique is 

presented in [Cap11], where the modes are presorted and processed in a more 

advanced sorting algorithm. Thereafter, the modes Jn at the following fre-

quency step are calculated and preconditioned, using the same procedure. The 

correlation matrix ρm,n between the modes is calculated and is used to search 

for the highest magnitude of a column. If the magnitude is high enough (in this 

case |ρm,n|≥0.75), the modes at the two frequencies can be ordered into the same 

mode number. In the other case, i.e., if the highest magnitude is less than 
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|ρm,n|<0.75, the tracking has failed. In this case, the frequency f2 is adjusted to 

be closer to f1 and the procedure is repeated. In order to avoid the frequency f2 

to be too close to f1, the minimum bandwidth (10% of the defined frequency 

bandwidth BW) is tested. In case of f2 – f1 < 0.1 BW, the tracking has anyway 

failed; otherwise, the new frequency f2’ is set. After all modes are tracked, the 

initial frequency is f1←f2 and the next frequency is set f2←f2+BW. These steps 

are repeated until the end frequency of the simulation is reached. 

 

Fig. 5-2  Simple sketch of the correlation based tracking algorithm. © IEEE 2016 [Saf16]. 

The tracking with the correlation-based tracking algorithm can fail for certain 

reasons. Two modes can change the respective mode order, if the correlation 

alternates between low and high value within a single frequency step. Such 

observations can be made if the eigenvalue reveals a high gradient or the sur-

face current mode alternate strongly. The common correlation-based tracking 

may not be able to distinguish between the two modes and these can be inter-

preted as identical modes and labeled accordingly. The strong surface current 

deformation is somehow related to the degenerated mode effect, and gives an 
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explanation of the appearance and disappearance of modes.  

In the other case, where the eigenvalues exceed the defined range of |λn|>100, 

the algorithm is not able to continue the tracking. In most cases, it might be 

sufficient to refine the frequency stepping or to redefine the eigenvalue range 

in order to improve the tracking. The tracking of higher order modes might 

require a higher mesh density, since they show more complex surface current 

distributions. 

In the following, three different correlations are explained which can be used 

to track the characteristic modes. 

5.2.1 Eigenvector Correlation 

The eigenvector correlation — as described in [Max10, Cap11, Kre12] — is a 

basic method to track the modes over the frequency. This correlation ρm,n is 

calculated with the eigenvector Jn with: 

 
T

,

m n

m n

m n

 


J J

J J
. (5.2) 

The eigenvector correlation is very sensitive to the change of the surface cur-

rent modes Jm and Jn respectively. This — and the fact that the eigenvectors 

are strictly not orthogonal at the same frequency (please see (4.6)) — makes 

the eigenvector correlation more susceptible to wrong tacking, compared with 

other quantities. The orthogonality of certain eigenvectors, which can be ob-

served for some examples, is random. Therefore, the eigenvector correlation is 

not preferred for the tracking in this form. However, a more advanced eigen-

vector correlation can be found in [Che15]. 
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5.2.2 Far Field Correlation 

The far field correlation requires an additional calculation step before the cor-

relation matrix can be set. The far fields Em and En of the modes have to be 

calculated numerically with a defined resolution (e.g. a resolution of 5° for the 

phi- and theta-component of the modal far field En and Em). Owing to the usual 

normalization to unity (1=0.5<Jn,RJn>), the far field correlation, in this case, 

is: 

 
*

,

0

1

2
m n m n

F S

dA
Z




  E E . (5.3) 

Under the assumption that the frequency difference between En(f1) and 

Em(f1+∆f) is small, the correlation in (5.3) tends to unity. The modal far fields 

can be saved after the algorithm is finished and used for a modification of the 

tracking in an additional post-processing step, if required. 

The additional far field calculation with a given resolution decreases the accu-

racy of the correlation (see Chapter 6.3 for detailed explanations). Therefore, 

this correlation is not discussed further, but detailed explanations and an ad-

vanced tracking algorithm can be found in [Mie15]. 

5.2.3 Surface Current Correlation 

The surface current correlation is an advanced method to program a tracking 

algorithm in a similar way, as presented for the far field correlation. The real 

part of the impedance matrix Z (for lossless PEC bodies) is used to calculate 

the correlation between two modes at different frequencies [Rai11, Lud14, 

Che15], with 

,

1
,

2
m n m n  J RJ . (5.4) 
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In a similar manner, as explained earlier, the correlation is close to unity, if the 

frequency variation is small. The correlation in (5.4) is more accurate com-

pared with other quantities, since no other calculation steps (such as the far 

field calculation) are required.  

 

Fig. 5-3 Schematic of the correlation based tracking algorithm with the surface current cor-

relation. The scheme shows the principle of the frequency control. The areas that are 

separated with dashed gray lines denote the memory allocated for the modes Jn and 

for the matrix R. © IEEE 2016 [Saf16]. 

An optimal algorithm requires an intelligent frequency control to avoid the 

need to save more than one matrix R. Since the matrix R can be large, a fre-

quency control helps use the allocated memory efficiently. The concept to store 

one matrix R at all frequencies is sketched in Fig. 5-3. If the correlation matrix 

in Fig. 5-3 reveals a not trackable mode (Step 1), the frequency is decreased 
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(Step 2), and the correlation matrix is recalculated. Under the assumption that 

the tracking has failed again, the frequency is reduced for the second time (Step 

3). Now, the tracking is successful, and the modes between the f1 and f2’’ can 

be ordered. The same matrix R’’ can be used to track the modes between the 

f2’’ and f2’ (Step 4). Next, a tracking is required between f2’ and f2 without the 

need to recalculate the matrix R again. In order to continue the tracking, the 

impedance matrix R’’’ at frequency f2’’’ is calculated and used to track from f2’ 

to f2’’’ and from f2’’’ to f2 (Steps 5-6). In the ideal case, the tracking is successful, 

and a clear mode order from f1 to f2 (Step 7) can be defined. 

This method requires a sufficient mesh density of the structure and a minimum 

frequency step size to enable the correct tracking, even for higher order modes.  

5.3 Correlation-Based Eigenvalue Tracking – Example 

The combination of the correlation-based tracking, as sketched in Fig. 5-2, and 

the frequency control in Fig. 5-3, gives a powerful and robust algorithm. In 

order to demonstrate the correlation-based eigenvalue tracking, a generic ex-

ample (rectangular plate) is investigated. Such an example is typically used, as 

it can be easily reproduced by other TCM software tools. The rectangular plate 

is excited with a plane wave polarized in x- and y- direction, as denoted in Fig. 

4-4.  

The results of the correlation-based tracking algorithm for the far field and 

surface current correlation is shown are Fig. 5-4, Fig. 5-5 and Fig. 5-6. The 

bandwidth is 50 MHz for both tracking methods. Notice that, the correlation-

based tracking algorithm adjusts the frequency step size in an adaptive manner, 

depending on the respective correlations between the modes. The bandwidth 

is reduced through the tracking, if at least one mode is difficult to track, and 

increased up to the initial bandwidth, if the modes are tracked successfully. 
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The tracking of the rectangular plate (please see Fig. 5-4) shows, at first ap-

pearance, reasonable characteristic angle curves αn with the far field and sur-

face current correlation. However, it seems that the tracking has failed for 

mode J1,4 in Fig. 5-4 (please see the zoomed area). 

 

Fig. 5-4 Characteristic angles αn of 10 modes for a rectangular plate tracked with the corre-

lation-based algorithm. The results achieved with the far field and the surface current 

correlation are equal. © IEEE 2016 [Saf16]. 

 

Fig. 5-5 Recalculated characteristic angles αn of the rectangular plate (zoomed area in Fig. 

5-4) with 180 frequency points. © IEEE 2016 [Saf16]. 
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The wrong tracking of mode J1,4 in the zoomed area in Fig. 5-4 is investigated 

in detail. For that, the tracking algorithm is repeated with a high frequency 

resolution (2.76 MHz initial bandwidth) in the new frequency range 

3 ≤ f [GHz] ≤ 3.5. The result of this high-resolution tracking is shown in Fig. 

5-5. The tracking somehow reveals a different mode order, compared to Fig. 

5-4. Mode J2 is tracked with a different mode order above 3.35 GHz (please 

compare Fig. 5-5 with the zoomed area in Fig. 5-4). In order to understand why 

the tracking has failed for the different frequency resolutions, the surface cur-

rent modes J1,4 around f = 3.3 GHz are investigated as an example.  

The surface current distribution J1,4 and the respective eigenvalues λ1,4 are 

shown in Fig. 5-6 for different frequencies around f ≈ 3.3 GHz. It can be ob-

served that the surface current modes J1,4 show a strong deformation within the 

frequency range (3.222 ≤ f [GHz] ≤ 3.317). Furthermore, the two modes J1,4 

swap around f = 3.3 GHz with respect to the surface current distribution. The 

eigenvalue distance |λ1-λ4| can be used to quantify the swapping of modes. The 

same effect can be observed for other modes in the entire frequency range (e.g. 

at f = 3.2 GHz and f = 3.36 GHz in Fig. 5-5 or at f = 2.2 GHz in Fig. 5-4). 

These incorrect modes are called degenerated modes, and they harm the track-

ing in general. 

Depending on the current simulation, one can hit the exact frequency where 

two incorrect modes swap their surface current distribution (e.g. in Fig. 6 at 

f = 3.3 GHz) or omit at random. For this reason, the correlation-based tracking 

algorithm can give different tracking results, depending on the initial frequency 

resolution, for the same structure and the same mesh density. 
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Fig. 5-6 Incorrect surface current of two modes J1,4 at different frequency points. The black 

arrows denote the effective surface current distribution. © IEEE 2016 [Saf16]. 

5.4 Degenerated Modes 

The correlation-based mode tracking algorithm reveals an effect that occurs if 

two modes have nearly equal eigenvalues. This effect is related to the general-

ized eigenvalue decomposition of the impedance matrix Z. From the eigen-

value decomposition of a matrix, it is known that double eigenvalues can exist 

with two respective orthogonal eigenvectors. In this special case, the eigenvec-

tors of the two identical eigenvalues are not clearly defined. In order to explain 

this fact, let us assume that two modes Ja,b exist with identical eigenvalues 

λa=λb. The two modes Ja,b fulfill the eigenvalue equation (4.1) with the two 

eigenvalues λa,b with: 

      .a b a a b b a b     X J J R J J R J J  (5.5) 

Therefore, any combination of the two modes Ja,b fulfills the generalized ei-

genvalue equation in the same way: 
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      .a a b b a a a b b b a a b b           X J J R J J R J J  (5.6) 

where κa,b are real-valued weighting coefficients.  

From (5.6), it is clear that the weighted summation of Ja and Jb leads to an 

infinite number of possible solutions. In order to find a unique solution for 

(5.6), the orthogonality must be exploited. The aim is now to find two new 

modes (Ja’,b’) that are orthogonal and that can be substituted in (5.6). The new 

two modes are now  

'a a a b b  J J J  (5.7) 

and 

b' a a b b  J J J . (5.8) 

In (5.8), νa,b are real-valued weighting coefficients similar to κa,b in (5.7). The 

new modes Ja’,b’ must be real and orthogonal with respect to each other and 

with respect to the remaining modes. By exploiting (5.4) and (5.6) in (4.1), a 

generally valid condition for the new real coefficients can be derived: 

0a a b b     . (5.9) 

Although (5.9) is valid even for complex coefficients a solution with real co-

efficients can be found. The condition (5.9) can be used to find a solution based 

on a single parameter γ. The general solution is 

   ' cos sin

a b

a a b

 

  J J J  
(5.10) 

and 
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   ' sin cos

a b

b a b

 

   J J J . 
(5.11) 

The angle γ describes a rotation of the initial modes Ja,b in the respective sub-

space as depicted in Fig. 5-7. 

 

Fig. 5-7 Illustration of the degenerated modes. The initial eigenvectors Ja and Jb are rotated 

by the angle γ to get the true eigenvectors Ja’ and Jb’. © IEEE 2016 [Saf16]. 

The effect of the degenerated modes exerts a high influence on the eigenvalue 

tracking. This effect is emphasized in an incorrect mode order after the tracking 

algorithm is used. However, the effect can have another appearance, which is 

explained in Fig. 5-8. The normalized coefficient bn, which determines the 

power the mode contributes to the overall input power, is shown below the 

eigenvalue tracking of the rectangular plate. It can be observed that the nor-

malized coefficient bn shows a conspicuous behavior near the equal eigenvalue 

points (at f = 3.3 GHz, f = 3.9 GHz and f = 4.7 GHz). A high point-wise devi-

ation from the expected curves indicates the proposed effect. The strong defor-

mation of the incorrect surface current modes affects the calculation of the 

weighting coefficient an and the normalized coefficients bn. It is noticeable that 

the normalized coefficients bn are incorrect, although the eigenvalue tracking 

is correct (please see Fig. 5-8 at f = 3.9 GHz and f = 4.7 GHz). 
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Fig. 5-8 Characteristic angles αn and the normalized coefficients bn for a rectangular plate (excited by a 

plane wave polarized in x- and y-direction). The two plots illustrate the degenerated mode effect. 

© IEEE 2016 [Saf16]. 
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the previous frequency values as a condition to set up the angle γ and recalcu-

late the eigenvectors. Based on this idea, a new tracking algorithm is derived, 

which enables a rotation of the eigenvectors. For that, the eigenvectors at the 

previous frequency are used as a starting vector for the realignment with a 

modified Arnoldi-orthogonalization (the origin method can be found in 

[Arn51]). The orthogonalization method and the new tracking algorithm are 

explained in the next section. 

5.5 Orthogonalization-Based Eigenvalue Tracking 

The orthogonalization-based eigenvalue tracking is an iterative algorithm to 

find nearly orthogonal eigenvectors from a given set of starting vectors. Under 

the assumption that the starting vectors are already nearly orthogonal to each 

other, the algorithm requires a few steps to recalculate the desired true eigen-

vectors. In the following, the new concept is described to realign the charac-

teristic modes. 

First of all, the initial characteristic modes Jm at the start frequency f1 are de-

fined as the starting vector for the new algorithm. The initial modes are as-

sumed to be the true eigenvectors needed to decompose the surface current at 

the first frequency point. Next, the modes Ji are calculated at the next fre-

quency f2 and the best decomposition of the initial modes Jm, which are found 

at the initial frequency f1 with 

 
1

1

1

N

m i i N

i

N

a

a

a


 
 

  
 
  


A

J J J J  . (5.12) 

The real coefficients ai in (5.12) can be found with the least mean square ap-

proximation: 
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   
1

1
T T

m

N

a

a



 
 


 
  

A A A J  . (5.13) 

In order to use (5.13), a condition is needed to set the number of modes used. 

The eigenvalue range (-100 ≤ λi [1] ≤ +100) is used to identify the modes re-

quired for the new algorithm.  

The magnitude of the coefficients ai is used to find those modes that are not 

included in matrix A (indicated with a small ai in (5.13)). By scanning the co-

efficients ai, the number of modes tracked can be changed through the tracking 

program. This step allows one to start or end the tracking of a single mode. The 

real coefficients ai are searched for the highest magnitude value. If the highest 

magnitude value is smaller than e.g. |ai| < 0.6, the initial mode Jm exceeds the 

defined range (e.g. |λm| > 100), and is not tracked further. Otherwise, the initial 

mode Jm can be identified in the new set of modes Ji. The decomposition of 

the initial modes is used to define the starting vector for the iterative procedure 

for the modified Arnoldi-Orthogonalization: 

 
T

1n Na a J A  . (5.14) 

In the next step the impedance matrix Z at the frequency f2 is used for the 

orthogonalization method as follows: 

,

1

,
Re

,

N
w n

n n w n w

w w w
w n



  
    

  


J ZJ
J J J

J ZJ
 , (5.15) 

where Ψw,n controls the length of the eigenvector Jw. Since the new orthogo-

nalized eigenvectors Jn must be real, the parameter Ψw,n is real, and the real 

part of the complex matrix Z is used.  
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Fig. 5-9 Schematic sketch of the orthogonalization-based algorithm. © IEEE 2016 [Saf16]. 

The step width Ψw,n can be set by the imaginary part of the complex matrix 

with: 

,
Im

,

,

w n

w w

w n e

  
  

   

J ZJ

J ZJ
 . 

(5.16) 

The iteration (5.15) is repeated until all modes Jn are orthogonal to each other 

with respect to the power budget. The worst correlation between the modes is 

used as an indicator to stop the iteration. If the worst correlation is smaller than 

|ρn,m| < 0.01, the procedure has finished, and the same procedure is used for the 

next frequency until the last frequency value has been reached. If the iteration 

reaches a predefined count (e.g. 500 steps), the procedure is stopped and the 

current frequency f2 is reduced similarly to the frequency control in the corre-

lation based algorithm. In order to avoid a too small bandwidth, the same 

query — as explained in Chapter 5.2 — is used. The minimum band width 

(f2 – f1 < 0.1 BW) condition is used to break up the tracking for certain modes. 
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A schematic sketch of the algorithm is shown in Fig. 5-9. 

After the procedure has finished, the eigenvectors are normalized to radiate a 

unit power (1=0.5<Jn,RJn>) and the eigenvalues are recalculated with: 

 
 

Im ,

Re ,

n n

n

n n

 
J ZJ

J ZJ
 . (5.17) 

The main advantage of the orthogonalization-based tracking algorithm is the 

fact that a new set of modes is calculated with the condition of minimal change 

in the modal surface current distribution. The comparison between the com-

monly used mode calculation and the new presented algorithm shows that the 

new true modes are slightly different, compared with the original modes. How-

ever, the new set of modes fulfills all conditions defined by the TCM, and these 

can be used for the antenna design without restrictions. 

The disadvantage of the new algorithm is the slow convergence of the main 

orthogonalization in (5.15). The algorithm has to complete the full count of 

iteration steps until it recognizes the failure at the current frequency. Only after 

these steps can the frequency be adjusted. For these reasons, the algorithm re-

quires more time to track the modes, compared with the correlation-based 

tracking algorithm. 

5.6 Orthogonalization-Based Eigenvalue Tracking – Ex-

ample 

In this section, the proposed orthogonalization-based eigenvalue tracking al-

gorithm is discussed on two examples with increasing complexity. In the first 

example a rectangular plate is discussed. The same example is used in Chapter 

4.6.2 to introduce the TCM. In the second example, a fractal antenna — placed 
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over an infinite size ground plate — is investigated to demonstrate the capa-

bility and the limitation of the proposed algorithm. 

5.6.1 Rectangular Plate 

The rectangular plate has the outer dimension of 120 × 60 mm2 and is placed 

in the x/y-plane, as denoted in Fig. 4-4. A plane wave polarized in x- and y-

direction excites a limited number of modes on the surface. The result of the 

eigenvalue tracking with the new orthogonalization-based tracking algorithm 

is shown in Fig. 5-10.  

The eigenvalue curves in Fig. 5-10 and the normalized coefficients in Fig. 5-11 

are reasonable in the entire frequency range. The effect of the degenerated 

modes is avoided. The tracking between modes J1 and J4 — that failed in the 

correlation based tracking algorithm (please see Fig. 5-8) — is now correct. 

Even a simulation with a high count of frequency points yields the same result 

(see the zoomed area in Fig. 5-10).  

 

Fig. 5-10 The characteristic angles αn for a rectangular plate tracked with the orthogonaliza-

tion-based tracking algorithm. © IEEE 2016 [Saf16]. 
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The recalculated characteristic modes reveal a minimized alternation with re-

spect to the surface current distribution, compared to the commonly used cor-

relation-based tracking algorithm. Therefore, the new algorithm is not only a 

tracking algorithm of eigenvalues, but a new method to calculate the charac-

teristic modes. The new set of modes is orthogonal — as demanded in the basic 

theory — and, hence, the new eigenvectors are the characteristic modes ini-

tially introduced in [Har71a] and in Chapter 4. 

 

Fig. 5-11 The normalized coefficient bn for a rectangular plate tracked with the orthogonali-

zation based tracking algorithm. © IEEE 2016 [Saf16]. 

5.6.2 Fractal Antenna over an Infinite Size Ground Plane 

The fractal antenna, placed over the infinite size ground plate, is used to 

demonstrate the capability and the limitation of the orthogonalization-based 

eigenvalue tracking algorithm. A similar example is used in [Cap11] to demon-

strate the degenerated mode effect. The outer dimension of the fractal antenna 

is 102 × 60 ×2 and the height over the ground plane is h = 10 mm. A small strip 

is added between the antenna and the ground plane.  

The tracking result with the orthogonalization-based tracking algorithm is 
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shown in Fig. 5-12. It can be observed that the modes are tracked accurately in 

the observed frequency range. However, the tracking algorithm can fail, as it 

can be observed for the high inductive (with αn ≈ 90°) modes above 

f > 2.8 GHz. The orthogonalization can fail, if the number of modes used in-

creases and the eigenvalue is large. Owing to the iterative procedure, any mis-

take made will affect further calculations and could be responsible for wrong 

tracked modes. The other disadvantage of the new algorithm is the overall time 

consumption. Compared to the robust surface current correlation-tracking al-

gorithm, the new algorithm requires more time to recalculate the eigenvectors 

and to set the right order. In the special case, if one mode falls into the defined 

eigenvalue range (|λm|>100) which was not tracked previously, the algorithm 

needs more iteration steps to orthogonalize the eigenvectors. The time required 

and the limited number of modes that can be tracked up to a certain frequency 

give the limitation of the new algorithm. 

 

Fig. 5-12 Eigenvalue tracking of a fractal antenna placed oven an infinite size ground plane. 

The distance between the fractal antenna and ground plane is h = 10 mm. The initial 

frequency step is 50 MHz. The fractal antenna is discretized in 2088 RWG basis 

functions. The main and higher order modes are respectively denoted in black and 

gray curves. A similar example has been investigated in [Cap11]. © IEEE 2016 

[Saf16]. 
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Chapter 6  

Source Reconstruction 

2Meanwhile, it is widely accepted that in terms of small terminals, the current 

distribution on the terminal chassis itself can play a significant role for the en-

tire antenna performance. It has been shown in [Man01] and [Vai02] that in 

case of mobile phones, especially in low band operation, dominant modes are 

mainly affected by the overall dimensions of the chassis rather than by com-

plex geometrical details of the terminal or the antenna element itself. There-

fore, a profound understanding of the current distribution on the terminal chas-

sis, respectively the PCB, is a key aspect in the design of novel antenna solu-

tions. 

Typically, the characteristic modes are calculated numerically using the MoM 

[Har93]. The MoM is well suited, because it is based on an impedance matrix 

(in case of PEC bodies), which allows for a direct calculation of the coupling 

between different current elements of the structure. On the other hand many 

state-of-the-art software tools used for antenna design utilize grid-based meth-

ods such as the FDTD (Finite Difference Time Domain) method. For such 

                                                      

2 The following chapter uses textual materials and figures from [Saf13] © 

IEEE 2013. 
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tools, a direct calculation of the characteristic modes is not easily possible. 

The TCM analysis of the real complex structure can be difficult in practice. In 

some cases, it might be sufficient to analyze simplified structures carrying al-

most the same significant modes, i.e., describe the main radiation mechanism 

of the complex structure sufficiently to draw simple conclusions. 

This chapter presents a source reconstruction with a simplified geometry using 

two methods. The significant modes are extracted from the simplified structure 

and used to give an explanation of how the mounted antenna works in the pres-

ence of a finite size ground plate. 

6.1 Far Field Calculation 

The far field calculation of a known vector and scalar potential is well-known 

and available in literature. Two equations can be used, as described in brief in 

the following.  

The scattering equation (2.2) is a basic formula to calculate the scattering elec-

tric field ES in any location in free space with  

   

 
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 (6.1) 

Thus, Equation (6.1) is valid in the near and far field of the PEC body. 

From (6.1), a second formula can be derived, which is valid only in the far field 

region. For this, the common far field approximation is used in (6.1), as ex-

plained in detail in [Bal05, pp908] to derive a simplified equation: 
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E r J r J r n n , (6.2) 

where n is the unit vector from the source point r’ to the observation point r. 

6.2 Correlation of the Characteristic Modes 

The correlation between the modal far field and the total radiated far field can 

be used as a testing procedure to predict the mode contribution for the specific 

excitation. It describes the similarity of two vector fields (Eα and Eβ) by their 

spatial convolution over the infinite envelope: 
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The correlation between the total electric far field E and the electric far field 

of a certain characteristic mode En can be interpreted as a measurement of how 

strongly this mode contributes to the entire far field: 
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(6.4) 

The coefficient an in (6.4) simply cares for the consistency of the units and can 
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be set to unity:  
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Now, Equation (6.4) yields: 
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By exploiting the orthogonality of the modes (6.6) can be simplified in such a 

way that the integral becomes zero for m ≠ n.  
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Thus the correlation reduces to a single term for n = m: 
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Eq. (6.7) shows that the correlation between the total radiated far field and the 

n-th characteristic mode is actually represented by the normalized coefficient 

bn. Note that the terms |bn|2 are equal to the percentage each mode contributes 

to the total radiated power Prad, as denoted in (4.12). 

6.3 Reconstruction of the Modal Sources 

Based on the above considerations, two methods are derived to reconstruct an 

approximation for the modal weighting factors of a simplified structure from 

the total radiated far field of the actual antenna. As explained above, this is 

based on the assumption that the actual (complex) antenna contains almost the 

same modes as the simplified structure, but these might have different 
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weighting coefficients due to the different coupling structure. However, the 

assumption made for the simplified structure is in any case a best guess and 

the method presented proves whether it is sufficiently correct. In case it is not 

correct, this is indicated by an incorrect power budget, and, in this case, the 

simplified structure has to be remodeled. 

The first method is called the “Scalar-Method” as it is directly based on the 

correlation in (6.6) and the assumption that (4.4) and (6.7) are equal due to the 

orthogonality of the current modes and the linear operator L that links these 

modes to the far field modes. As will be shown later, due to numerical inaccu-

racy, this is not exactly true. In order to compensate for this inaccuracy, a sec-

ond method, called the “Matrix-Method” is derived. 

6.3.1 Scalar Method 

First, the actual (complex) antenna is modeled using the FDTD-based com-

mercial EM software Empire XPU [EMP]. As a result, the entire far field E of 

the antenna is calculated. Then, a simplified structure is modeled using our in-

house MoM-based software. As a result the characteristic current modes Jn and 

the related far field modes En are obtained for the simplified structure. Assum-

ing that the radiation mechanism of both structures — the complex one and the 

simplified one — is essentially based on the same modes, the correlation of the 

total far field of the complex structure is calculated with the different modes 

of the simplified structure. This leads to the specific contribution of each mode 

to the entire far field.  

This method uses the relationship in (6.6) in a straight-forward approach by 

exploiting the orthogonality of the modes. Under the assumption that only a 

limited number of modes add a significant contribution to the radiation, the 

computational effort can be reduced. Therefore, the power budget in (4.12) can 
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be used in order to check if all relevant modes are included in the calculation, 

i.e., the power budget must be reasonably close to unity.  

The presented method is simple and leads to a good estimation of the relevant 

modes, i.e., which eigenvalues are reasonably low. However, the accuracy is 

limited when the eigenvalue of the observed mode is large. The origin of this 

inaccuracy is the far field relation in (6.2). As explained earlier, Equation (4.4) 

is chosen for the normalization to ensure that all modes radiate exactly 1 W 

power. If the normalization is applied, Equation (6.7) should be exact as well, 

but is indeed affected by numerical inaccuracies. 

 

Fig. 6-1  a) Correlation of 10 characteristic modes of the surface current density of a rectan-

gular plate with dimensions 120 x 60 mm² at f = 1 GHz. B) Correlation of the related 

far field modes obtained using (6.7). The axes are related to the order numbers of 

the characteristic modes. © IEEE 2013 [Saf13]. 

Fig. 6-1 illustrates the inaccuracies by a simple test applied to the characteristic 

modes of a rectangular plate having the dimensions 120  60 mm2 at 

f = 1 GHz. The actual characteristic modes of the surface current density are 

orthogonal to each other. Therefore, their auto-correlation must be one, and 

their cross-correlation must be zero. As can be observed from Fig. 6-1 a) this 

can be achieved as a result of a numerical calculation with good accuracy. 
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However, if the far field transformation is applied using (6.2) and the correla-

tion test is performed again, slight inaccuracies for some modes are obtained, 

as denoted in Fig. 6-1 b). A close look at the eigenvalues of these modes ex-

hibits high eigenvalues of |λ3| = 3250 for Mode 3, |λ7| = 1975 for Mode 7 and 

|λ9| = 166 for Mode 9. For most of the other modes, the eigenvalues are low, 

and the error in the correlation is relatively small. Therefore, the contribution 

of these modes to the entire far field is extremely small, and their accuracy 

suffers more from numerical inaccuracies of the far field transformation due to 

the limited dynamic range. 

Nevertheless, the “Scalar-Method” is a versatile tool for practical applications, 

where only the dominant modes with low eigenvalues in the desired frequency 

range are of interest. However, in order to increase the accuracy for modes 

with high eigenvalues, the actual method can even be expanded to what is call 

the “Matrix-Method”. The second method takes possible inaccuracies in the 

modal far field into account in order to improve the calculation of the coeffi-

cients. 

6.3.2 Matrix Method 

As explained in the previous section, the “Scalar-Method” leads to inaccura-

cies in case of high eigenvalues of certain modes. Therefore, the simplification 

in (6.6) cannot be applied and the correlation between the total far field E and 

the certain mode En results in 
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The correlation in (6.9) now contains several unknown normalized coefficients 
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bn which cannot be solved by a single equation. If the correlation is evaluated 

for N modes, it results in a linear system, where the coefficients can be deter-

mined by a simple matrix inversion. Now, the reconstruction is formulated in 

terms of a matrix equation: 
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where the {.} operator is defined by 
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The entities of the matrix in (6.10) contain the correlation of the modes. If the 

far field modes obtained from the numerical calculation would be perfectly de-

correlated, the matrix would result in the identity matrix, and the solution of 

the unknown normalized coefficients bn would be obvious. 

In order to evaluate the matrix in (6.10), N modes are required where at least 

some of them have to add a significant contribution. The eigenvalue λn is used 

here to detect the relevant modes. If the eigenvalue is within the range 

– 100 < λn [1] < 100, the mode is taken into account. 

6.4 Examples 

For the numerical validation, two examples with increasing complexity are 

discussed. In the first example, a simple plate excited by an incident plane 

wave Einc is investigated (see Fig. 6-2 a)). This example is somehow generic, 

as the incident plane wave just excites the main modes along the major axis in 

accordance with the boundary conditions of the plate. This example, first of 

all, acts as a validation of the proposed methods. 
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In the second example, an iPhone 4, shown in Fig. 6-2 b), is modeled in Empire 

XPU [EMP] with a reasonable amount of geometrical complexity. It contains 

the main metal parts including the two parts of the metal frame, which are used 

as coupling (antenna) elements as well as some plastic and glass of the casing. 

Assuming that the entire chassis determined by the overall dimensions of the 

phone represents the radiation mechanism sufficiently, a plate of the same 

outer dimensions as the iPhone 4 is modeled in the in-house software (please 

see Fig. 6-2 c)) in order to calculate its characteristic modes. The far field of 

the complex structure for these modes is traced with the reconstruction meth-

ods.  

The reconstruction for the two examples is realized with six modes, which are 

shown in Fig. 6-3. 

 

Fig. 6-2  Rectangular plate excited by a plane wave Einc polarized parallel to the major axis 

a). The Empire model of the iPhone 4 b) and the simplified structure c). © IEEE 

2013 [Saf13]. 

 

Fig. 6-3 Six characteristic modes of the plate shown in Fig. 6-2 a. © IEEE 2013 [Saf13]. 
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6.4.1 Plane Wave 

The results of the reconstructions with the two methods are shown in Fig. 6-4. 

The “Scalar-Method” in Fig. 6-4 a) shows good agreement for the dominant 

mode J1 over the simulated frequency range. This mode carries nearly all the 

power up to f ≤ 3 GHz. Other modes add only significant contribution above 

f > 3 GHz. The reconstruction of mode J3, shows relatively large errors below 

f < 2 GHz, where their contribution to the total radiated far field is low. Other 

modes (J2, J4, J5 and J6) have a negligible contribution to the entire far field in 

the observed frequency range. It can be observed in Fig. 6-4 b) that the “Ma-

trix-Method” gives better results even in the case of high eigenvalues. The re-

maining error for high eigenvalues is negligible for practical applications as a 

coefficient |bn| < -40 dB means that the mode contributes less than 1 % of the 

total radiated power. 

 

Fig. 6-4  Result of the reconstruction for the first example shown in Fig. 6-2 a). a) Recon-

struction using the “Scalar-Method” and b) using the “Matrix-Method” for 2 relevant 

modes shown in Fig. 6-3. The subscript “ref” denotes a reference value and ‘rec’ 

denotes the result of the reconstruction. © IEEE 2013 [Saf13]. 
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Fig. 6-5  Power budget of the first example calculated with the “Scalar-Method”, shown in 

a), and “Matrix-Method,” shown in b). For the power budget, N = 10 modes are 

taken into account. © IEEE 2013 [Saf13]. 

In order to check whether the reconstruction gives meaningful results at all, the 

power budget in (4.12) is used (please see Fig. 6-5). The summation of all 

normalized coefficients bn should be close to one, if all significant modes are 

involved. The small offset (Fig. 6-5) is the effect of the error in the far field 

transformation. The consequence of the error is the limited accuracy in the re-

construction of the coefficients bn. If a number of distorted coefficients |bn|2 is 

summed up with the accurate coefficients |bn|2 of dominant modes, a value 

larger than one can occur. This is an indication that only a small number of 

modes (one or two modes) has a significant contribution to the total far field. 

As can be observed in Fig. 6-5 b), the “Matrix-Method” compensates the error 

and the power budget is close to one. 

6.4.2 iPhone 4 

In the second example, an iPhone 4 is investigated. The Empire XPU [EMP] 

model includes quite an amount of geometrical details as well as the antenna 

structure for the GSM and UMTS bands. Assuming again that the main radia-

tion mechanism is carried by the chassis itself and the antenna elements just 
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act as coupling elements for the chassis modes, a simple rectangular plate, hav-

ing the same outer dimensions as the iPhone 4, is modeled in the in-house.  

 

Fig. 6-6  Result of the reconstruction for the iPhone 4 shown in Fig. 6-2 a). a) Reconstruction 

using the “Scalar-Method” and b) using the “Matrix-Method” for four relevant 

modes shown in Fig. 6-3. The subscript “rec” denotes the result of the reconstruc-

tion. © IEEE 2013 [Saf13]. 

 

Fig. 6-7  Power budget for the third example (iPhone 4) calculated with the “Scalar-Method”, 

shown in a), and “Matrix-Method,” shown in b). For the power budget, N = 7 and 

N > 7 modes are taken into account. © IEEE 2013 [Saf13]. 



6.4 Examples 

73 

The results of the reconstruction with the two methods are shown in Fig. 6-6. 

Because the two models are not identical, a reference value is not available in 

this case. However, the results demonstrate that the iPhone 4 excites different 

modes, depending on the actual frequency band. At f = 900 MHz, mode J1 is 

excited strongly and carries almost 93% of the entire power. With increasing 

frequency, the significance of mode J1 decreases, and mode J2 becomes dom-

inant instead. Mode J2 carries more than 50% of the entire power at f = 2 GHz. 

Above f > 2 GHz, no clear dominance can be determined, since a number of 

modes is excited with similar significance for the entire radiation.  

The two methods result in almost the same coefficients bn, as can be observed 

in Fig. 6-6. The power budget is shown in Fig. 6-7, and it can be observed that 

it gives reasonable results for both methods, if a sufficient number of charac-

teristic modes is taken into account (N > 7).  
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Chapter 7  

Characteristic Admittance and Impedance 

The characteristic modes offer the possibility to understand the physical mech-

anism essential for the radiation. Modal parameters can be derived to give hints 

on how to optimize the radiating structure and to enhance the impedance be-

havior and, hence, the bandwidth potential. For that, an additional modal pa-

rameter — the modal admittance and impedance of the feeding port — can be 

used for the optimization. These parameters can be used to derive equivalent 

circuits and to find the optimal impedance matching network. In [Yee73], the 

modal admittance has been introduced first. The author has evaluated the 

modal admittance on a two-port wired antenna system. He decomposed the 

input admittance and the mutual admittance into the modal admittances, which 

provide information about the modes that contribute strongly. Furthermore, the 

author reports about a slow convergence of the series expansion with the TCM 

for the input admittance. In [Cab07], the convergence problem is investigated 

in more detail. 

The development of equivalent circuit models for the feeding port is an inter-

esting problem that has been studied for many years. The decomposition of the 
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input impedance or admittance into a limited set of sub circuits, which repre-

sent the natural resonances of the antenna structure, can benefit from the modal 

decomposition. In [Cab07, Ada13, Kre14], some circuit models have been pre-

sented, which have been derived by the TCM. For that, the equivalent circuit 

has been considered as a series LC-circuit, or a high pass filer 2nd order. In 

addition to the modal decomposition, a shunt capacitor is used in almost all 

models to complete the series expansion of the input impedance or admittance. 

This shunt capacitor represents the higher order modes that radiate less power 

(in typical antenna designs, the power radiated by the higher order modes is 

close to zero). Since the numerical calculation of such higher order modes is 

difficult the overall influence is modeled with the shunt capacitor. Such ap-

proximation is valid within a limited frequency range and for limited antenna 

shapes. In the following, chapter a more advanced approximation of the higher 

order modes is presented to improve the modal admittance decomposition. A 

definition for the modal impedance is given as an alternative to the modal ad-

mittance. Furthermore, the reactive load concept is used to demonstrate how 

the impedance matching technique affects the modal admittance and imped-

ance decomposition. The convergence of the modal series expansion is the 

main focus of this chapter. 

7.1 Characteristic Admittance 

The input admittance can be fully decomposed into modal admittances for an 

infinite number of modes. Such decomposition has been presented in [Yee73] 

and is 

in

1

n

n

Y Y




  (7.1) 

for the self- and mutual-admittance.  
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The modal admittance can be described by the eigenvalue and the modal sur-

face current at the respective feeding position: 

 
 
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2 1
n m m
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Y l I
j
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, (7.2) 

where lm is the edge length and Im is the surface current of the mode at the m-

th position. 

 

Fig. 7-1  Admittance decomposition with four (N=4) dipole modes. The center-fed dipole has 

the length of l = 120 mm. 

The modal decomposition (7.1) is not practicable since a limited number of 

modes is available from the eigenanalysis. Hence, the following question 

arises: How accurate is the decomposition (7.1) with a limited number of 

modes? The answer was given by the author in [Yee73] who introduced the 

admittance decomposition. A finite summation of the modal admittances is 

complete only for the real part of the admittance. The imaginary part of the 

admittance requires higher order modes which do not radiate power. Such 

modes have a high Q-factor and they have a high magnitude eigenvalue 

Re(Y)=Re(∑Yn)

120 mm
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(|λn|→∞). In Fig. 7-1, the admittance decomposition (7.1) with (7.2) and N = 4 

modes is shown for a center-fed dipole having the length l = 120 mm. It can be 

observed that the real part of the admittance equals the summation of the real 

part of the modal admittances. The imaginary part shows a deviation in the 

entire frequency range. 

From that point of view the admittance is decomposed into a limited number 

of N modes and the remaining admittance YRest: 

in Rest
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The remaining admittance YRest can be described further with the higher order 

modes with: 
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 (7.4) 

From (7.4), it is clear that the remaining admittance is purely imaginary, and 

affects only the imaginary part of the admittance. Although the eigenvalue λn 

tends to infinity, the surface current Im at the m-th position can tend to infinity 

for certain higher order modes. From the numerical point of view, the calcula-

tion of these higher order modes is difficult, and the approximation of the re-

maining part YRest is required.  

The approximation of the remaining part YRest with a single shunt capacitor 

(YRest=jωC) is the most favorite method used in literature. Indeed, such approx-

imation can give reasonable results for some antenna geometries in a limited 

frequency range. For more complex antenna shapes, a more advanced approx-
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imation is required to be able to describe the admittance behavior. The conver-

gence series is highly affected by the antenna geometry in a close vicinity of 

the feeding port. Therefore, the approximation must account for the antenna 

shape near the feeding port.  

In recent years the so-called capacitive and inductive coupling elements have 

proved for the selective excitation of modes as shown in e.g. [Mar14]. Those 

coupling elements required a more advanced approximation of the remaining 

admittance with advanced models. Ideal transmission lines are be used to de-

scribe the natural admittance behavior of the structure.  

7.2 Approximation of the Remaining Admittance with 

an Ideal Transmission Line 

The approximation of the remaining admittance is performed separately for the 

capacitive and inductive coupling elements, as the geometry is somehow dif-

ferent. The capacitive coupling element (CCE) and the inductive coupling el-

ement (ICE) are approximated with an open and short-terminated ideal trans-

mission line, as denoted in Fig. 7-2 a) and Fig. 7-2 b), respectively. The un-

known parameters of the ideal transmission lines are the input impedance Z0 

and the length l. In the following section, a method is presented to determine 

the parameter of those ideal transmission lines. Furthermore, the approxima-

tion of the given models is investigated, and the limitations are discussed.  

In both cases (CCE and ICE), a small (L = 20 mm) coupling element and a 

long (L = 40 mm) coupling element are investigated for various positions on 

the edge of a finite size ground plate. 
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Fig. 7-2  Equivalent circuit model for the modal admittance decomposition. The remaining 

admittance YRest is approximated with an open ideal transmission line a) and a short-

terminated ideal transmission line b). 

7.2.1 Capacitive Coupling Elements (CCE) 

The remaining admittance YRest for the CCE is investigated for two lengths of 

the element (L = 20 mm and L = 40 mm) and for various positions 

(0 ≤ d [mm] ≤ 60) along the major axis of the finite size ground plate, as de-

noted in Fig. 7-3. 

 

Fig. 7-3  Finite size ground plate with a CCE on the top edge. 
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The investigated remaining admittance YRest of the input admittance Yin in de-

pendence of the position d of the CCE is shown in Fig. 7-4 and Fig. 7-5, re-

spectively for the small CCE and long CCE. It can be observed that at certain 

frequencies, if more modes are included in the decomposition, the remaining 

admittance YRest(d) decreases with a high gradient. The characteristic modes 

can be calculated accurately up to a specific frequency, where the eigenvalue 

is less than e.g. |λn| < 1000. Since the eigenvalue of the modes tends to zero 

and more eigenvalues falls within the eigenvalue range with higher frequency, 

the modes are used in an incremental manner in the summation in (7.3). 

Furthermore, it can be observed that the remaining part YRest(d) is mostly inde-

pendent of the position d. The imaginary part of the surface current at the feed 

position is mostly influenced by the geometry in the close vicinity of the feed-

ing port. The transmission line reflects the given influence of the feeding struc-

ture of the CCE better, rather than a single shunt capacitor. The admittance of 

an ideal open transmission line is purely imaginary and, therefore, suitable to 

model the remaining admittance YRest. The circuit model of the CCE is shown 

in Fig. 7-2 a). 

The transmission line parameters (Z0 and l) can be estimated by the geometry 

of the CCE and the number N of the characteristic modes used. First, the wave 

impedance Z0 of the transmission line is estimated with the aid of an infinite 

size ground. The wave impedance Z0 is nearly identical to the wave impedance 

of an infinite long CCE placed on an infinite size ground. The numerical esti-

mated value with Empire XPU [EMP] is Z0 ≈ 130 Ω. Next, the length l of the 

transmission line is determined for different CCE lengths L. If the CCE is small 

compared to the wavelength (L << λ), the geometrical length of the CCE can 

be used to determine the parameter l. In the proposed example, the geometrical 
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length of the CCE is L = 10 mm, and this leads to a slight longer parameter 

l = 10.8 mm. In the other case, if the length of the CCE is nearly or larger than 

the wavelength, the modal surface currents can be used to find the parameter 

l. For that the frequency f0 is determined where the approximation of the total 

surface current with a limited set of N modes is reasonable: 

2
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After the frequency f0 is determined, the parameter l is calculated by the use of 

the well-known impedance equation of an open transmission line: 
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The parameter l is determined by enforcing the phase term of the cotangent in 

(7.6) to be zero with: 
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The zero magnitude frequency (7.5) for the long CCE (L = 40 mm) is 

f0 = 3.275 GHz, this leads to the parameter l = 22.9 mm. The method presented 

to determine the open transmission line parameters are valid for the specific 

geometry of the CCE and with some modifications (instead of (7.6), the im-

pedance equation of an ideal short-terminated transmission line is used) only 

for the ICE. It has to be clarified that the calculated values are an approxima-

tion of the parameters required to model the remaining admittance YRest. In 

some cases, a careful tuning of the length l or the impedance Z0 might be re-

quired. 
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Fig. 7-4  Imaginary part of the admittance YRest(d) of the CCE (L = 10 mm). The gray curves 

denote the remaining part of the decomposition for different positions of the small 

CCE. The solid black line YT-Line denotes the approximation with an ideal open-ter-

minated transmission lines. 

The admittance of the approximated open-terminated transmission line is 

shown in Fig. 7-4 for a small CCE (L = 10 mm) and in Fig. 7-5 for a large CCE 

(L = 40 mm). Both models, with the estimated transmission line parameters Z0 

and l, approximate the remaining admittance YRest good, except near the zero 

admittance point YRest(f = 3.3 GHz) in Fig. 7-5. However, the remaining admit-

tance YRest for L=40 mm in Fig. 7-5 shows the behavior of the imaginary part 

of a lossy open-terminated transmission line or the imaginary part of a lossy 

high pass 2nd order (such approximation has been used in [Ada13] to derive 

equivalent circuit models of the characteristic modes). 

The approximation of the remaining admittance YRest is invalid near the zero 

admittance frequency (Im{YRest(f)}=0), as can be clearly observed in Fig. 7-5. 
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Depending on the number of used modes N the resonance of the input admit-

tance is slightly lower that the zero admittance point (typically ∆f ≈ 300 MHz 

with N = 4). Therefore, a reasonable modal decomposition of the admittance 

Yin at the resonance frequency (Im{Yin}=0) can be reached for the proposed 

examples. 

 

Fig. 7-5  Imaginary part of the admittance YRest(d) of the CCE (L = 40 mm). The gray curves 

denote the remaining part of the decomposition for different positions of the small 

CCE. The solid black line YT-Line denotes the approximation with an ideal open-ter-

minated transmission lines. 

7.2.2 Inductive Coupling Elements (ICE) 

The ICE is an interesting alternative to the commonly used CCE to excite the 

characteristic modes on a small terminal. In [Mar14], several ICEs are used in 

combination to design a MIMO antenna system. It has been shown that single 

modes can be excited with a high purity with the ICEs. The example that has 

been treated now is somehow similar to the previous example. A slit with a 

variable length L is brought into the finite size ground plate at different posi-

tions d, as shown in Fig. 7-6. The ICE is shifted till the corner of the ground 
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plane with respect to the used length L. 

 

Fig. 7-6  Finite size ground plate with an ICE on the top edge. 

The approximation of the remaining admittance YRest with a short-terminated 

transmission line is denoted in Fig. 7-2 b). The transmission line parameters 

(Z0 and l) are determined with a method similar to the one presented for the 

CCE. The wave impedance of the short-terminated transmission line is found 

to be equal to the wave impedance of the CCE (Z0 = 130 Ω), since the gap of 

both coupling elements are the same (3 mm). The parameter l of the short-

terminated transmission line — in the case of the small ICE (L = 10 mm) — is 

found to be slightly shorter than the geometrical length (l = 9.2 mm). In the 

case of the long ICE (L = 40 mm), the same principle — as presented for the 

long CCE — can be used. The zero magnitude frequency is determined to be 

f0 = 3.22 GHz and then used to estimate the length l = 23.3 mm (L = 40 mm).  

The approximation of the remaining admittance YRest is shown in Fig. 7-7 for 

L = 10 mm and for L = 40 mm. It can be observed that the remaining admit-

tance YRest is again independent of the position d of the ICE for both lengths. 

The assumed approximation of a short-terminated ideal transmission line is 
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valid in the entire frequency range.  

 

Fig. 7-7  Imaginary part of the admittance YRest(d) of the ICE (L = 10 mm and L = 40 mm). 

The gray curves are the remaining admittance YRest(d) of the decomposition for dif-

ferent positions d of the small ICE. The solid black lines YT-Line denote the approxi-

mation, with ideal short-terminated transmission lines. 

7.3 Approximation of the Loaded Remaining Admit-

tance 

In the previous chapter, it was shown that the remaining admittance YRest can 

be approximated by an ideal open-terminated or short-terminated transmission 

line for the CCE and ICE, respectively. Now the investigation is extended to-

ward the reactive loading of the feeding port with a single reactive component. 

This fundamental impedance matching technique is used to influence the ei-

genvalue behavior of characteristic mode [Saf15]. The resonance frequency of 

the modes (λn = 0), which are excited by the coupling element, are shifted to 

the desired operational frequency in order to achieve good impedance match-

ing. In the following section, the same examples (CCE and ICE) are used with 

an additional lumped inductance placed at the feeding port to demonstrate the 

approximation of the remaining admittance YRest. 
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Fig. 7-8  Remaining admittance YRest for a loaded CCE a) and ICE b) with in inductance 

LFeed = 20 nH. 

7.3.1 Loaded Capacitive Coupling Element 

The CCE is now loaded with an inductance LFeed = 20 nH. In order to approx-

imate the new remaining admittance YRest, an inductor is inserted in the series 

with the ideal open-terminated transmission line, as denoted in Fig. 7-8 a). The 

remaining admittance YRest(d) and the new approximation are shown in Fig. 

7-9. The resulting approximation for both lengths is good in the entire fre-

quency range. The length of the transmission line for the long CCE 

(L = 40 mm) is adjusted (l = 26.7 mm) with the method explained earlier. 

 

Fig. 7-9  Imaginary part of the admittance YRest(d) of the CCE ( L = 10 mm and L = 40 mm). 

The gray curves denote the remaining admittance YRest(d) of the decomposition for 

different positions d of the CCE. The solid black line YT-Line+YL-Feed denotes the ap-

proximation with an ideal open-terminated transmission line in series with the in-

ductance LFeed = 20 nH. 
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7.3.2 Loaded Inductive Coupling Element 

The remaining loaded admittance YRest of the ICE can be approximated in the 

same way as presented earlier. The ideal short-terminated transmission line, 

already introduced, which have the same parameters, is used in combination 

with the inductance as illustrated in Fig. 7-8 b). The approximated admittance 

and the remaining admittance YRest(d) are shown in Fig. 7-10. The approxima-

tions with the inductance are reasonable except near the zero admittance point 

YRest(f = 3.76 GHz) for the long ICE (L = 40 mm).  

 

Fig. 7-10  Imaginary part of the admittance YRest(d) of the ICE (L = 10 mm and L = 40 mm). 

The gray curves denote the remaining admittance YRest(d) of the decomposition for 

different positions d of the ICE. The solid black line YT-Line+YL-Feed denotes the ap-

proximation with an ideal short-terminated transmission line in the series with the 

inductance LFeed = 20 nH. 

From the examples of the CCE and ICE investigated, it can be concluded that 

an equivalent circuit model can be found to approximate the remaining admit-

tance with and without reactive loading, at the feeding port. In the next section, 

the characteristic impedances are investigated, which allow a more intuitive 

interpretation of the input impedance from the modal point of view. 
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7.4 Characteristic Impedance 

The decomposition of the input admittance into a set of characteristic admit-

tances as described earlier, can be modified for an alternative decomposition 

into characteristic impedances. Owing to the orthogonality of the modes the 

power budged is a summation of the power each mode contributes [Saf13]. 

Therefore, a modal impedance Zn can be found to represent the modal power 

relation with: 

 
2

2

2
1

n

n n

m m

a
Z j

l I
  , (7.8) 

This equation can be rewritten further into: 
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(7.9) 

The poor convergence of the series expansion in (7.1) requires a modification 

of (7.9). The infinite summation of the modal admittances is replaced by the 

input impedance Zin 

 
2 *

inn nZ Z Y . (7.10) 

This formula is a simple transformation from a shunt circuit into a series cir-

cuit. In a similar manner, as denoted in (7.3), the input impedance can be ap-

proximated by N modes:  

in Rest

1

N

n

n

Z Z Z


  . (7.11) 

The remaining impedance ZRest can be approximated with the same compo-

nents (open- and short-terminated ideal transmission lines) having the same 
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parameters (Z0 and l) as presented in the previous sections. 

 

Fig. 7-11  Four significant modes for the impedance decomposition of the rectangular plate 

(130 × 70 mm2) with a CCE on top. 

The characteristic impedance is evaluated for the example shown in Fig. 7-3. 

Four characteristic modes (see Fig. 7-11) are significant for the impedance de-

composition in (7.11). Mode J1 and J2 are well-known as they represent the 

half- and the full-wave dipole mode in vertical and horizontal direction, re-

spectively. The other two modes J3,4 are higher order capacitive modes which 

become significant above f > 2 GHz. The surface current of the respective 

modes J1-4 on the feeding position is high.  

 

Fig. 7-12  Characteristic impedances of four significant modes and the real part of the input 

impedance Zin for the example, with the CCE having the length L = 10 mm and the 
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position d = 0 mm. 

The characteristic impedances Z1-4 are shown in Fig. 7-12. It can be observed 

that the real parts of the characteristic impedances Z1-4 show an alternating 

dominance for the real part of the input impedance Zin. Furthermore, the imag-

inary part of the characteristic impedances is zero (Im{Zn} = 0), if the respec-

tive mode is in resonance (λn = 0), as expected. The approximation of the input 

impedance Zin with the N = 4 modes and the remaining impedance ZRest is 

shown in Fig. 7-13. These four modes J1-4 are required to decompose the real 

part of the input impedance Zin. The imaginary part shows good agreement 

with the equivalent transmission line model. 

 

Fig. 7-13  Input impedance of the CCE (L = 10 mm and d = 0 mm) and the approximated im-

pedance with N = 4 modes. 
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components on the surface. In [Har72b, Mau73], this concept is used to ma-

nipulate the resonance frequency of a single mode. The same principle can be 

used to manipulate the characteristic impedances Zn and the remaining part 

ZRest in order to impedance-match the feeding port. 

In the following example, N = 4 modes are investigated, which are loaded with 

a single inductance LFeed = 10 nH. The influence of the inductance is included 

in the characteristic mode computation, as explained in [Har72b] and in the 

approximation of the remaining impedance ZRest, as denoted in Fig. 7-14. The 

real and imaginary part of the modal impedances for the first four modes J1-4 

are shown in Fig. 7-15 and Fig. 7-16, respectively. It can be observed that the 

real and imaginary part of the modal impedance Z1 is changed drastically. This 

mode is now more dominant, up to f = 2.6 GHz. The modal impedance Z2 is 

mostly unchanged within the observed frequency range, although the surface 

current is high at the feeding position. The other two modes J3,4 are insignifi-

cant above f ≥ 2 GHz. The surface current of these modes has been lowered in 

the close vicinity of the feeding port. It is obvious that above f ≥ 2.65 GHz 

other modes are excited. A reasonable decomposition of the real part of the 

input impedance is not possible with these four modes. Nevertheless, the de-

composition is acceptable up to f ≤ 2.65 GHz, where the CCE is matched 

(|S11| ≤ -6 dB), as can be observed in Fig. 7-17. 

 

Fig. 7-14  Circuit model of the small CCE (L = 10 mm and d = 0 mm) with four characteristic 

impedances Z1-4. The feeding port is loaded with LFeed = 10 nH. 

Z0, l

ZRest

Zin

Z1 Z2 Z3 Z4 LFeed

ΣZn



7.5 Manipulation of the Characteristic Impedance with Reactive Elements 

93 

The impedance matching with the inductance LFeed can be summarized as fol-

lows. The reactive element changes the first significant mode with the lowest 

resonance frequency while other modes are either unchanged or become less 

significant.  

 

Fig. 7-15  Real part of the characteristic impedances of the mode J1-4 and the real part of the 

input impedance Zin of the CCE (L = 10 mm and d = 0 mm). 

The imaginary part of the characteristic impedances Z1-4 is less significant for 

the overall impedance Zin. On the other hand, the approximated remaining im-

pedance ZRest is pure imaginary. Only this term is needed to describe the imag-

inary part of Zin. The inductance LFeed is added to the ideal open-terminated 

transmission line (see Fig. 7-14). Therefore, it can be concluded that the char-

acteristic impedances are needed to decompose the real part of the impedance, 

while the remaining part ZRest, which is needed to compensate the effect of the 

higher order modes, exerts a high influence on the imaginary part of the input 

impedance. The same principle holds for the long CCE (L = 40 mm, loaded 

with a capacitor) and for various lengths of the ICE. 
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Fig. 7-16  Imaginary part of the characteristic impedances of the mode J1-4 of the CCE 

(L = 10 mm and d = 0 mm). 

 

Fig. 7-17  Scattering parameter S11 of the CCE with and without the inductance L = 10 nH. 
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Chapter 8  

Reactive Loading in the TCM 

3Reactive loading of certain parts of an antenna is a powerful instrument to 

tailor the impedance behavior of the antenna with respect to the desired fre-

quency bands of operation. Different methods are already described widely in 

basic microwave literature [Jam89, Bal89, Bal05]. The most basic methods 

simply refer to the entire current distribution on the antenna in order to find out 

where to place inductors or capacitors that affect this current distribution. More 

advanced methods — referring to a modal decomposition of the electromag-

netic field of the antenna — have been studied intensively for microstrip an-

tennas [Jam89] and dielectric resonator antennas [Bal89, Mon94]. Such modal 

decompositions facilitate some insight into how a specific loading affects the 

different wave modes excited on the antenna.  

Apart from the conventional use of the TCM, the network ports of a multi-

antenna system can be analyzed with the network modes [Vol08]. From such 

a perspective, a simple model of a much more complex antenna system can be 

derived and used to design an efficient decoupling network. This could further 

                                                      

3 The following chapter uses textual materials and figures from [Saf15] © 

IEEE 2015. 
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help optimize the antenna shape and location. The combination of both mode 

types — the wave modes and the network modes — can help scientist to gain 

a deeper insight into the internal mechanism responsible for the efficient radi-

ation, mutual coupling and feeding of a multi-antenna system. 

8.1 Resonance Manipulation due to Reactance Distribu-

tion 

In common applications the resonance of the antenna is an important parame-

ter, which is used to impedance match the feeding port towards the load. There-

fore, the resonance should be known, as also the method to shift into the desire 

frequency band. In [Har72b, Mau73], a methodology is presented to find a 

continuous reactive load distribution on the surface of a PEC antenna structure 

in order to change the resonance frequencies of the characteristic modes. For 

that, the weighted eigenvalue equation (2) is extended with a diagonal matrix 

XL such that 

 L L, L, L,n n n X X J RJ . (8.1) 

where JL,n is n-th characteristic mode and λL,n is the n-th eigenvalue of the 

loaded system.  

The matrix XL represents the reactive loads on each basis function (in our case 

the RWG basis function). The diagonal entries XL,I of the matrix XL are given 

by 

2

L,

L, 2

L,

0

1
0

i i i

i

i i

i

L l X
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l X

C




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

  . (8.2) 
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where Li is the i-th inductance, Ci is the i-th capacitance, ω is the angular fre-

quency and li is the edge length of the i-th edge element as defined in [Saf13]. 

From the numerical point of view this method suffers from poor convergence 

if the amplitude of the surface current modes is low in magnitude. The other 

aspect of this methodology is the complicated practical realization of the reac-

tive element distribution on the entire surface. It is therefore more convenient 

to place few reactive loads in well-defined positions, in order to modify the 

eigenvalue in accordance with the needs. Since the additional reactive load 

impedance matrix is added to the generalized eigenvalue equation, the charac-

teristic modes change their surface current distribution. This fact makes an in-

terpretation of the characteristic modes and their properties (e.g. eigenvalue λn) 

difficult. Therefore, it is more convenient to use the initial characteristic modes 

Jm to describe the change of the eigenvalues and the surface current distribu-

tion. A similar technique is used to solve large-scale problems with the so-

called Characteristic Basis Function (CBF) (please see Chapter 4.5 for a brief 

summary or [Maa08, Mit08]). 

Under the assumption that the surface current distribution, under the influence 

of an arbitrary reactance distribution, can be decomposed fully into the initial 

surface current modes Jn, the loaded characteristic modes JL,n can be written 

with:  

L,

1

n m m

m

a




J J  . (8.3) 

In (8.3) am is a real valued weight coefficient of the m-th characteristic mode 

Jm of the initial configuration. Substituting (8.3) into (8.1) results in: 
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   (8.4) 

Owing to the orthogonality of the initial modes Jm, (8.3) is simplified using the 

normalization ( , 2l k lkJ RJ  ): 
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  (8.5) 

Finally, the modified eigenvalue equation yields: 

L L,

1

2
n n n

 
  

 
λ X a a  . (8.6) 

From (8.6), an alternative description of the eigenvalue λL,n can be derived: 

2

L, L

1 1 1

1
,

2
n l l l k l k

l l k

a a a 
  

  

   J X J  . (8.7) 

In (8.6), the weighting coefficients al and ak are related to the eigenvector an. 

The term L,l kJ X J describes the correlation of the surface current modes by 

the positions and values of the reactances.  



8.1 Resonance Manipulation due to Reactance Distribution 

99 

The solution of the Modified Eigenvalue Equation (8.6) can be calculated more 

efficiently, since the size of the used matrix is smaller than the commonly used 

impedance matrix. From the initial definition of the modified modes the left 

hand side of (8.6) is real and the loaded modes JL,n are real. For a clear treat-

ment of the eigenvectors the usual normalization to unity ( T

n m nma a ) is ap-

plied. The new set of modes fulfills the condition of orthogonality, as they are 

composed of a set of already orthogonal modes (of the initial problem without 

reactive loading). With (8.6), the active and reactive part of the power budget 

are diagonalized as before and, hence, the loaded modes JL,n fulfill the required 

conditions without restriction. 

In order to demonstrate the proposed calculation of the eigenvalues a single 

reactance in the center of a dipole having the length l = 120 mm (see 4.6.1) is 

placed. Fig. 8-1 shows the eigenvalue behavior of the first mode J1, respec-

tively JL,1. It can be observed that the inductance L = {5, 10, 15, 20} nH de-

creases the resonance of the mode J1, while the capacitance 

C = {0.1, 0.2, 0.5, 1, 5} pF increases the resonance frequency, as expected. 

For a low inductance — or respectively a high capacitance — the reactance 

curves converge towards the initial eigenvalue behavior. 

The method presented can aid understanding of how the reactance exerts in-

fluence on the surface current distribution of the modes and their eigenvalue 

behavior. As an example, Fig. 8-2 shows the weighting coefficient al of the 

first mode JL,1, which is now composed, in principle, out of the initial modes 

J1 and J3 (see Fig. 4-1 b)). Other modes can be neglected, since their contribu-

tion to the radiated power is rather insignificant. Below 2 GHz the surface cur-

rent distribution of mode JL,1 is less influenced by the reactance XL, although 

the eigenvalue is increased up to λL,1 = 5. Above 2 GHz a stronger deformation 
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of the surface current mode JL,1 can be observed. At 3.5 GHz, the surface cur-

rent of this mode looks more similar to the initial mode J3, as the coefficient 

a3 is increased. At this high frequency, J3 shows a higher dominance, while 

mode J1 becomes less dominant. 

 

Fig. 8-1  Eigenvalue behavior λL,1 of the first mode JL,1 under the influence of a reactance XL 

placed in the center of a dipole. The solid black line denotes the initial eigenvalue λ1 

of the first mode J1. © IEEE 2015 [Saf15]. 

 

Fig. 8-2  Weighting coefficients of the first and third initial mode (J1 and J3) for mode JL,1. 

An inductance L = 20nH is placed at the center of the dipole. © IEEE 2015 [Saf15]. 
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8.2 Eigenvalue Manipulation by Reactive Loading 

The concept of reactive loading, presented in the previous section, allows for 

the manipulation of the eigenvalue behavior and the resonance frequency of 

the respective characteristic modes. In this section two different exam-

ples — based on the simple dipole previously discussed — will be investigated 

to show how the basic method (8.6) can be applied quite intuitively e.g. to 

broadband antennas and multi-antenna systems by adding selective mutual 

coupling. Both examples are aimed at the selective manipulation of the char-

acteristic modes. 

8.2.1 Combined Excitation of Modes to Increase the Impedance Bandwidth 

of an Antenna 

The first example is based on the initial simple dipole (please see Chapter 

4.6.1), and emphasis on deriving a modified version with the potential of 

broader impedance bandwidth. Therefore, it would be desirable to have the 

resonances of the first two characteristic modes closer to each other. In theory, 

this can be achieved by shifting the resonance of mode J1 up in frequency or 

shifting mode J2 down or a combination of both. Obviously, this is not feasible 

with the initial dipole structure, but may be achieved with some modification 

of its shape in combination with reactive loading of specific parts.  

 

Fig. 8-3  Two surface current modes of a modified dipole. The arrows denote the relative 

orientation and the curves denote the magnitude of the surface currents. The white 

branches denote a low magnitude of the modal surface currents. The dashed line in 

the right figure denotes the symmetry of mode J2. © IEEE 2015 [Saf15]. 

J1 J2
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The simple dipole in Fig. 4-1 a) is reconsidered and its modal eigenvalue be-

havior is given in Fig. 4-2. Mode J1 represents a half wavelength dipole mode 

with a constant direction of the current along the dipole. Mode J2 represents a 

full wavelength dipole mode, having different directions of the modal current 

on both arms of the dipole. In order to increase the resonance frequency of 

mode J1, the dipole is bent, as shown in Fig. 8-3. This modification shortens 

the surface current distribution of the first mode J1 and hence, increases its 

resonance frequency. Mode J2 is not affected by this modification due to the 

symmetry of the surface currents distribution of this mode. 

The modified modal surface current in Fig. 8-3 can be used to identify the 

positions, where the surface current of one mode exhibits a low magnitude 

while the other mode is high in magnitude. Such positions are well suited for 

placing lumped reactive components to manipulate the eigenvalue of the re-

spective modes selectively. Hence, a capacitor of C = 1pF is placed between 

the bended branches in order to increase the resonance frequency of mode J1. 

In addition, two inductors of L = 20nH are inserted into the left and right 

branches of the bend in order to decrease the resonance frequency of mode J2.  

As can be observed from Fig. 8-4 the resonance frequency of mode J1 is shifted 

up in frequency (fJ1 = 1.85 GHz) compared to the initial dipole while the reso-

nance frequency of mode J2 occurs at a lower frequency (fJ2 = 2.1 GHz).  

After the desired modification of the shape and the characteristic modes a lo-

cation for the feeding port has to be found. The location of the port should 

facilitate the excitation of the two modes J1,2 as an important criterion. Accord-

ing to the current distribution of the modified modes, such a location is no 

longer at the center of the dipole but can be found in one of the dipole arms. 
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Fig. 8-5 shows the final result of the modified dipole with respect to the match-

ing of the antenna. It can be observed that the antenna exhibits a broadband 

matching (S11 < -6dB for 1.7 < f [GHz] < 2.25) due to the excitation of the two 

modes J1,2.  

 

Fig. 8-4  Eigenvalue of three characteristic modes of the loaded modified dipole in Fig. 8-3. 

© IEEE 2015 [Saf15]. 

 

Fig. 8-5  Reflection coefficient of the loaded modified dipole shown in Fig. 8-3 with a feed 

in the right arm. © IEEE 2015 [Saf15]. 
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The modified dipole modes differs from the initial modes since the structure is 

changed. However, this approximation does not harm the design methodology 

in general. Also, the size of the modified dipole needs to be scaled to operate 

in the desired frequency range. If necessary an adjustment of the location of 

the elements and their component values can be conducted as an additional 

optimization process. 

8.2.2 Selective Excitation of Modes by Decoupled Antenna Ports 

Apart from matching multiple characteristic modes simultaneously for broad-

band impedance matching some recent applications require multi antenna sys-

tems. As the characteristic modes are basically orthogonal to each other in the 

case of lossless antennas they generally offer the possibility of multi-antenna 

systems if excited by isolated antenna ports. 

In order to derive such a multi-antenna system from the initial dipole, the ca-

pability to localize reactive loading needs to be modified, in order to insert 

selective mutual coupling between different parts of the structure. Therefore, 

an additional boundary condition is added into the original problem. Two po-

sitions v and w are defined, where the selective mutual coupling is added using 

a lumped component having the impedance ZL. The voltage on the v-th and w-

th positions is now affected not only by the field distribution in free space, but 

also by the impedance ZL, as denoted in Fig. 8-6.  

 

Fig. 8-6  A dipole having the length l = 120 mm with an additional mutual coupling ZL. © 

IEEE 2015 [Saf15]. 
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The implementation of the additional mutual coupling yields two equations for 

the voltage 

0v w LU U U    . (8.8) 

and the current 

0v wI I   . (8.9) 

In (8.8) Uv and Uw are the voltages over the v-th and w-th edge elements, re-

spectively. The new boundary condition is (8.9).  

In the next step, the w-th row is subtracted from the v-th row of the original 

impedance matrix and added on the v-th position of the impedance matrix. The 

new boundary condition (8.9) is inserted into the w-th row, and the new im-

pedance matrix Z is obtained:  

2

, , L , ,v v w v v v w w w

v w

Z Z Z l Z Z

l l

 
 

   
 
 
 
 
 

Z  , (8.10) 

where lv and lw are the edge length of the respective RWG basis functions. 

As can be observed from (8.10), the new impedance matrix Z is not symmet-

rical anymore. However, the weighted eigenvalue equation (4.1) can still be 

used, since the active and reactive power can be determined in the usual way. 

The eigenvalues and eigenvectors of this system are still real and orthogonal 

with respect to the radiated far field, if purely reactive loads are used.  

In order to demonstrate the influence of the selective mutual coupling an in-

ductor — having the value of L = 5 nH — is placed, and the eigenvalue anal-

ysis applied as before. The eigenvalues of this configuration are shown in Fig. 
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8-7. 

 

Fig. 8-7  Eigenvalue of three dipole modes with a selective mutual coupling (ZL=jωL). © 

IEEE 2015 [Saf15]. 
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the surface current distribution of mode J1,2 reveals two positions where one 

mode has a relatively high magnitude while the other exhibits a null. Hence, 

two ports can be inserted in order to excite mode J1,2 selectively, as denoted in 

Fig. 8-8. This two-port antenna system is matched at 2.2 GHz and offers good 

isolation of the ports, as can be observed from Fig. 8-9. 

 

Fig. 8-8  A dipole configuration with selective mutual coupling (ZL=jωL) and two ports. © 

IEEE 2015 [Saf15]. 

 

Fig. 8-9  Reflection coefficient of a dipole with a selective mutual coupling and two ports. © 

IEEE 2015 [Saf15]. 
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view, some configurations may not be realizable straight away. An ideal con-

nection of the two parts of the structure with a lumped inductor L is contradic-

tory to the idea of concentrated elements. However, although the theory may 

suggest structures that are difficult to realize in practice one might be able to 

think of practical solutions for some of them. One possible solution is shown 

in Fig. 8-10. The figure shows the 3D model (Fig. 8-10 a)-c)) of a dipole with 

selective mutual coupling between two parts. The connection between the two 

positions and the inductance L are realized with four half-wavelength coaxial 

cables as sketched in Fig. 8-10 d). In this example, the outer conductor of the 

coaxial cable is used as the radiating structure.  

 

Fig. 8-10  Two-port dipole setup with four half wavelength coaxial cables, a) top view, b) side 

view, c) bottom view. The coaxial cables are connected, as denoted in the sketch d). 

© IEEE 2015 [Saf15]. 

The result of this multi-port antenna system is shown in Fig. 8-11. A reasonable 

impedance matching and decoupling between the two ports around 2.1 GHz is 

achieved. 

 

a)

b)

c)

λ/2 Coaxial Cable

Port 1 Port 2
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Fig. 8-11  Reflection coefficient of a practical realization of a dipole with a selective mutual 

coupling. The results are obtained with Empire XPU [EMP] © IEEE 2015 [Saf15]. 

8.3 Impedance Matching Network 

In Chapter 8.2, two concepts are presented to modify the eigenvalue and the 

modal surface current distribution with concentrated reactive components 

placed in predefined positions on the antenna. A restriction of the loca-

tion — where the elements can be placed on the feeding port location — gives 

a more important case for the practical realizations of antenna concepts. In this 

case, the lumped reactive component is a concentrated impedance matching 

network. Such a network can consist of multiple components; typically, it is 

also important to account for the losses of the network. In this section, the in-

fluence of the network on the characteristic modes is investigated by including 

the network in the eigenvalue analysis. 

Assume an arbitrary two-port network represented by its impedance matrix 

ZMN. The antenna structure (e.g. dipole) is connected to the network at the v-

th edge element. The voltage between the network ports is related to the current 

by 
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1 11 12 1

2 21 22 2

U Z Z I

U Z Z I

    
    

    
 . (8.11) 

From Fig. 8-12 it can be observed that the current on the v-th edge element Iv 

is equal to the negative current I2 and hence already included in the vector J of 

the MoM matrix formulation. 

 

Fig. 8-12  A center-fed dipole having a length of 120 mm connected to an impedance matching 

network. © IEEE 2015 [Saf15]. 

The current I1 is an additional unknown which has to be calculated by the 

MoM. Therefore, the column vector J is extended by the current I1. Conse-

quently, the formulation for the MoM equation yields: 

S

22 21

1 12 11 1U Z I

     
      

     
Z

V Z Z Z J

Z
 . 

(8.12) 

In (16) the matrices are defined as: 

2

22 22diag 0 0vZ l   Z  , (8.13) 

 
T

21 210 0vZ l Z  , (8.14) 

 12 120 0vZ l Z  , (8.15) 

 T00 V  . (8.16) 

U1 ZMN U2

I1 I2
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For a linear network, the entire impedance matrix of the overall system ZS in 

(8.12) is symmetrical (Z12=Z21). The characteristic modes of the entire system 

ZS, including the matching network, are calculated in accordance with (4.1).  

In the case of a lossless matching network and a lossless antenna structure, the 

characteristic modes of the extended impedance matrix ZS are still orthogonal 

to each other. The eigenvalues are real and allow a simple physical interpreta-

tion of the overall system. The resonance frequency of the characteristic modes 

can be determined by the eigenvalue, as it is directly related to the ratio of 

radiated and reactive power. In case the matching network contains losses, the 

characteristic modes of the entire system are no longer orthogonal to each other 

[Har72a]. Therefore, the modal far fields are no longer orthogonal. In order to 

treat this case, the modal efficiency will be defined in the next section.  

8.4 Modal Efficiency 

If losses are included in the matching network the power radiated by a certain 

characteristic mode is no longer identical to the power this mode carries. This 

can be accounted for by defining a modal efficiency: 

2rad,

0 '

1

2

n

n n

n F S

P
dS

P Z




   E  , (8.17) 

The modal efficiency ηn is defined as the ratio of the radiated power Prad,n of 

the n-th characteristic mode to the total power Pn this mode carries. According 

to the normalization used in the TCM, each mode carries a constant unit power 

of Pn=1:  

 
1

,Re 1
2

n S n nP J Z J  , (8.18) 

The entire efficiency of the system can be written in the following equation: 
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rad

rad loss

P

P P
 


 , (8.19) 

where Ploss is the total dissipated power of the overall system. The entire radi-

ated power Prad can be decomposed into its modal contributions according to 

* * *
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  (8.20) 

As the modal far fields are not orthogonal to each other in case of losses, we 

have to include the envelope correlation ρn,m of the modes in (8.20) with 

*

'
,

2 2

' '

n m

S
n m

n m

S S

dS

dS dS

 

 






 

E E

E E
 , (8.21) 

Substituting (8.20) into (8.19) yields 

*

,

1 1

n n m m n m

n m

b b   
 

 

  , (8.22) 

In (8.22), bn is the normalized coefficient of the n-th mode, given by 

 *rad loss
S

1
Re ,

2

n n
n

a a
b

P P
 


J Z J

 , 
(8.23) 

In order to illustrate the applicability of the decomposition, the initial dipole 

antenna with an additional lossy network located at the feed port (please see 

Fig. 8-12) is discussed.  
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8.5 Example 

The matching network is of Π-topology and an additional resistor is used to 

represent the losses of the system (see Fig. 8-13). The values of the components 

(L1, L2 and C) are selected to match the input impedance of the center fed dipole 

at 2.2 GHz. 

 

Fig. 8-13  Impedance matching network with a Π-topology and an additional resistor. © IEEE 

2015 [Saf15]. 

The matching network in Fig. 8-13 is included in the eigenvalue analysis, as 

explained in Chapter 8.3. An illustration of the four most significant character-

istic modes at 2.2 GHz is shown in Fig. 8-14. The conspicuously strong defor-

mation of the surface current distribution of mode J1 reveals a high correlation 

to modes J3,4. 

The eigenvalue of the modified modes is shown in Fig. 8-15. It can be observed 

that the eigenvalue λ1 changes drastically above 1 GHz compared to the initial 

configuration without the matching network. The high magnitude of this ei-

genvalue makes it difficult to excite mode J1 at the desired frequency of 

f = 2.2 GHz. It is interesting to note that modes J2 and J4 show almost identical 

behavior with a resonance at fres;2,4 = 2.375 GHz (please see Fig. 8-15). Hence, 

a good impedance matching can be obtained around the desired frequency 

range (please see Fig. 8-17). The new mode J4 improves the impedance behav-

ior, because its resonance appears near the desired frequency, and its frequency 
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behavior exhibits a small gradient.  

The modal efficiency ηn and the entire radiation efficiency η are shown in Fig. 

8-18. A frequency-dependent modal efficiency of modes J1,3,4 can be observed, 

while the modal efficiency of mode J2 is high in the entire frequency range. 

Because of this behavior, along with the fact that the eigenvalue λ2 is less af-

fected, we can conclude that the matching network has no significant influence 

on mode J2 because of the position of the matching network. 

 

Fig. 8-14  Four characteristic modes of a dipole with an impedance matching network at the 

center. The lines denote the magnitude and the arrows denote the direction of the 

modal surface current distribution at 2.2 GHz. © IEEE 2015 [Saf15]. 

 

Fig. 8-15  Eigenvalue of four characteristic modes of a dipole with a matching network. © 

IEEE 2015 [Saf15]. 
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TABLE 8-1   

FAR FIELD CORRELATION OF THE FOUR CHARACTERISTIC MODES OF A DIPOLE IN THE PRESENCE 

OF A MATCHING NETWORK AT 2.2 GHZ 

|ρn,m| J1 J2 J3 J4 

J1 1 0.04 0.32 0.90 

J2 0.04 1 0.00 0.01 

J3 0.32 0.00 1 0.10 

J4 0.90 0.01 0.10 1 

 

 

Fig. 8-16  Normalized weight coefficient of a center-fed dipole for four characteristic modes. 

© IEEE 2015 [Saf15]. 

 

Fig. 8-17  Reflection coefficient of a center-fed dipole in the presence of a matching network. 

© IEEE 2015 [Saf15]. 

1 GHz 3.975 GHz2.375 GHz
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Fig. 8-18  Modal efficiency of four characteristic modes and the radiation efficiency of a dipole 

with a matching network. © IEEE 2015 [Saf15]. 

The summation of the normalized coefficients bn and the modal efficiency ηn 

yields the radiation efficiency η, as denoted in (8.22) and shown in Fig. 8-18. 

At 1 GHz, the total efficiency η is equal to the efficiency η1 of mode J1, as the 

dipole configuration mainly excites this characteristic mode. At 2.2 GHz, the 

center-fed dipole excites mainly two modes, J1 and J4 (please see Fig. 8-16), 

with a modal efficiency of η1 = 77% and η4 = 27%. Owing to the high correla-

tion (ρ1,4  = 0.90) of these modes, the decomposition of the radiation efficiency 

in (8.22) is investigated. The focus lies on the coupling term between modes 

J1 and J4. The coupling term is 

     * * *

1 4 1,4 4 1 4,1 1 2 1,4 1 4 1,4

44

2 cos argb b b b b b b b   



 
  
 
 

. (8.24) 

The phase in (8.24) is affected only by the normalized coefficients b1,4 (since 

arg{ρ1,4} = 0°). The total radiation efficiency η is enhanced in such a way that 
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the losses of the modes J1,4 are compensated around 2.2 GHz. In order to max-

imize this effect, the excitation of the modes should be modified to minimize 

the phase difference. As can be observed from Fig. 8-18 the total efficiency η 

decreases around 3 GHz. This is caused by the low efficiency of mode J1 on 

the one hand, and the additional phase difference between mode J1,4 of 180° in 

the respective coupling terms on the other hand. Since the antenna is not 

matched at this frequency, the effect of the phase difference is less significant. 

However, for a systematic antenna design, this effect should be known and 

evaluated for the given antenna structure.  
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Chapter 9  

Characteristic Modes for Dielectric Bodies 

The challenge to calculate and find an appropriable interpretation of the char-

acteristic modes for dielectric materials has arisen in recent years. Since the 

introduction of the dielectric characteristic modes by Harrington in [Har72a] 

the extended theory has not been used for antenna design. Although the theory 

shows potential for the Dielectric Resonator Antenna (DRA) design, some 

problems have not been solved yet. The numerical calculation is one challenge 

that requires a lot of memory and computational effort. Furthermore, the inter-

pretation of the dielectric characteristic modes is the most important challenge 

that requires more research.  

9.1 Dielectric Characteristic Modes Computation 

The dielectric mode calculation requires a system matrix with the PMCHWT 

formulation, as explained in Chapter 3.3 and in Chapter 4.3. Such system ma-

trix is not symmetrical and requires additional modifications, as introduced in 

[Har72a]. In order to make the system matrix symmetrical, the magnetic cur-

rent M (Im in (4.14)) and the magnetic field H (Vm in (4.14)) is multiplied with 

the imaginary unit j. The dielectric characteristic mode Wn in (4.16) consists 

of the electric current Jn and the magnetic current Mn, which has a constant 
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phase shift of 90° due to the imaginary unit j. 

The total surface current W, which is represent by the electric current J and 

the magnetic current M, is superimposed with the dielectric characteristic 

modes with: 

1 1

n

n

n n nj

 

 

 
   

 
 

J
W W

M
. (9.1) 

The calculation of the dielectric characteristic modes with the PMCHWT for-

mulation requires the usage of the RWG basis function for the electric current 

J and the magnetic current M. If a simple homogeneous dielectric material is 

considered, the same mesh is used for both currents. Since the number of un-

knowns is doubled, the size of the system matrix T is four times larger than in 

the PEC case. The matrix element calculation requires additional numerical 

techniques suitable for the EFIE and MFIE. Hence, the time required to calcu-

late the overall matrix is larger. In addition to the matrix calculation the eigen-

value decomposition with the available program libraries requires more time 

and more memory to save the data.  

The common eigenvalue decomposition (4.15) has another important aspect 

related to the general mode interpretation. The eigenvalue calculation with 

(4.15) reveals the internal modes of the cavity and the external modes, which 

are usually of interest. The internal modes do not radiate power in free space, 

but they represent the complex field distribution within the objects and they 

are needed to describe the internal fields. In [Che15], a method is presented to 

simplify the eigenvalue equation and to exclude those internal modes from the 

mode calculation. Since the internal modes provide less information for the 

antenna design, they are not desired in the TCM analysis.  



9.2 Problem of the Physical Interpretation of the Eigenvalue 

121 

9.2 Problem of the Physical Interpretation of the Eigen-

value 

The problem of the physical interpretation of the eigenvalue has been men-

tioned by Harrington in [Har72a] and is discussed further in [Che15]. The ei-

genvalue λn in (4.15) is not related to the reactive power of the overall system, 

as was the case for PEC bodies. Hence, this parameter cannot be used to deter-

mine the resonance of modes. In order to explain this issue, the active and re-

active power of the equivalent surface problem is discussed. The real part of 

the system matrix T can be used to determine the active power — respectively, 

the radiated power — if no loss is assumed. The real part can be understood 

as: 
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Next, the real part is separated with: 
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(9.3) 
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From (9.3), it is evident that the real part of the operation (9.2) gives the active 

power of the system. Hence, the same principle holds for the dielectric charac-

teristic modes.  

The imaginary part of the operation (9.2) is: 
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By applying the same principle, the imaginary part of (9.4) is separated into: 
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(9.5) 

From (9.5), it becomes obvious that the imaginary part of the operation (9.4) 

is not related to the reactive power due to the minus sign inside the surface 

integral. Hence, the eigenvalue is not related to the reactive power of modes, 

as was the case for PEC bodies. This fact harms the physical interpretation of 

the modes and the way in which they are used for the antenna design. This 

issue becomes more critical if lossy materials are included in the system matrix 

T. The real part of the operation (9.2), which is used to diagonalize the real 
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part of the system matrix, does not reveal orthogonal radiation pattern, since  
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is valid for the n-th mode. If a mode has high loss the correlation to the other 

modes increases, and can be unity in the worst case. In common antenna design 

concepts, the orthogonal property is used to find the optimal antenna placement 

on the chassis. Such concepts are aimed on low mutual coupling of the feeding 

ports. The dielectric mode theory is, because of to the facts mentioned, imprac-

ticable. However, although the orthogonality is lost, if lossy materials are in-

cluded, the eigenvalue can still be used to find the resonance of modes, even 

though the reactive power is not related with the eigenvalue. In (9.5) the reac-

tive power can be determined for a single case. If the terms (Jn
*En) and (Mn

*Hn) 

in (9.5) are zero the imaginary part of the operation (9.2) — and, hence, the 

eigenvalue — determine the reactive power and, therefore, the resonance of 

modes: 

* *

reac

00

Im 0
S

dS P
   

    
   
 J E M H  . (9.7) 

Although the eigenvalue is not related to the reactive power the resonance can 

still be found in this special case. From that point of view, the dielectric char-

acteristic modes for a Dielectric Resonator Antenna (DRA) are investigated in 

the next section. 
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9.3 Validation of the Dielectric Characteristic Modes 

with DRA 

The Dielectric Resonator Antennas (DRAs) have been investigated for decades 

now, and they are used in many applications. The main advantage of the DRA 

is the low form factor, low cost and high gain. For the cylindrical DRA, the 

analytic mode decomposition is available in literature, e.g., cylindrical DRA 

antenna [Mon94]. The Characteristic Mode Theory — as presented in Chapter 

3.3 and 4.3 — is used to calculate the modes. The eigenvalue is used to deter-

mine the resonance of a mode. Although the eigenvalue is not directly related 

to the reactive power, as explained previously, the resonance can still be found.  

Four DRA modes are investigated, as shown in Fig. 9-1. 

 

Fig. 9-1 Cylindrical modes of a DRA. The radius of the cylinder is a = 0.3 m and the height 

is h = 0.6 m. The cylinder is filled with a lossless homogeneous material with a rel-

ative permittivity of εr = 25. The plus and minus denote a polarization of the electric 

current J and magnetic current M.  
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The TM and TE modes in Fig. 9-1 are the dipole and quadrupole modes along 

the extension of the cylinder. The HE mode is the horizontal dipole mode of 

the magnetic polarization M. For all four DRA modes, the resonance frequen-

cies are available in closed form in [Mon94]: 
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The same four modes, as shown in Fig. 9-1, can be identified by the electric 

and magnetic surface current distribution on the equivalent surface. In Fig. 9-2, 

the eigenvalues of these four characteristic modes are shown. The resonance 

frequency of the modes is determined by the zero eigenvalue point (λn = 0). A 

comparison of the respective resonance frequencies between the analytic solu-

tions and the modal analysis is summarized in Table 9-1. It can be observed 

that the resonance frequencies show good agreement. Therefore, it can be con-

cluded that the characteristic modes calculated from the eigenvalue equation 

(4.15) give similar modes, as known from the DRA.  

At first appearance, it is not clear why this special case is valid at the natural 

resonances of the characteristic modes. In order to investigate this fact in more 

detail, the system matrix T is reformulated to enable the computation of the 
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reactive power and, therefore, the computation of all natural resonances.  

TABLE 9-1   

RESONANCE FREQUENCY OF THE CHARACTERISTIC MODES OF A DRA. 

From [Mon94] TCM 

fres,TM-01δ ≈ 126 MHz fres,J1 ≈ 122 MHz 

fres,TE-01δ ≈ 87 MHz fres,J2 ≈ 88 MHz 

fres,HE-11δ ≈ 88 MHz fres,J3 ≈ 88 MHz 

fres,TE-011+δ ≈ 117 MHz fres,J4 ≈ 117 MHz 

 

The following formulation is introduced for the reactive power computation: 

 

reac

1 2 1 2e e

1 2 1 2m m

     
            

T

Z Z K KV I

K K Y YV I
 . 

(9.12) 

The modified system matrix Treac in (9.12) is used to determine the reactive 

power of the modes calculated with the initial system matrix T. The eigenval-

ues and the reactive power of the first two modes (TE and TM) are shown in 

Fig. 9-3. It can be observed that the respective two curves intersect at the zero 

eigenvalue point, where the resonance of the modes can be found. Further-

more, from Fig. 9-3, it can be concluded that the reactive power is dominated 

by either the (J*E) term or the (M*H) term in (9.7). Near the resonance, a clear 

dominance of the electric or the magnetic current can be found. This fact is 

valid for the first resonance of the dielectric modes, but might be invalid for 

the resonances at the higher frequencies. Furthermore, the modified system 

matrix Treac can give more resonance frequencies, compared with the eigen-

value λn curves (please see TE01δ-Mode in Fig. 9-3). However, the eigenvalue 

can still be used to determine the first resonance frequency of the dielectric 
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modes. This parameter may be sufficient for the first guess on the DRA an-

tenna design.  

 

Fig. 9-2 Eigenvalue of four dielectric characteristic modes of a DRA. 

 

 

Fig. 9-3 Eigenvalue and the reactive power of the TM and TE modes of a DRA. The red 

circles denote the intersection of the respective curves and hence the resonance. 
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9.4 Influence of a Plastic Chassis on the Characteristic 

Modes of a Handheld Device. 

The dielectric characteristic modes are difficult to understand and the numeri-

cal evaluation requires high computational effort due to the high complexity 

of the integral representation of the scattering problem. This could be the rea-

son why the dielectric mode decomposition has not been widely used in the 

small antenna design so far. Even for the DRAs, this mode decomposition tech-

nique is not common till now. Many efforts have been made till now to over-

come the problems mentioned and to make the technique more meaningful for 

the antenna design.  

In this section, the influence of a plastic casing is investigated on a small ter-

minal with the proposed concept. A small ground plane (the PCB made of 

PEC) is enclosed by a lossy dielectric material (here a plastic casing, εr = 4 and 

σ = 0.001 S/m) as denoted in Fig. 9-4. The resonance of the ground plane with-

out the casing is compared with the dielectric mode.  

 

Fig. 9-4 Rectangular PCB (120 mm × 60 mm) surrounded by a plastic casing. 

The eigenvalues of the first two modes of PEC ground plane and of the dielec-

tric casing are shown in Fig. 9-5. Although the modes of the two problems are 

different in general, a similarity of the surface current on the PCB can be found. 

Hence the PEC modes on the PCB can be identified in the dielectric material 

PCB (PEC)

130 mm
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Plastic Casing (εr = 4, σ = 0.001 S/m)
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case. In Fig. 9-5, it can be seen that eigenvalues of the modes show similar 

curves, but with a small frequency shift. The resonance frequency of the first 

mode J1 (dipole mode in horizontal direction) is shifted ∆f = 150 MHz down 

the frequency. The resonance shift of the second mode J2 (dipole mode in ver-

tical direction) is higher, and is around ∆f = 700 MHz. 

 

Fig. 9-5 Eigenvalues of the PEC modes and the eigenvalues of the dielectric modes. 

A resonance shift caused by the presence of a dielectric casing is not surprising 

for the antenna designer. This fact has been known for many years, and is taken 

into account during the design steps. The TCM for dielectric materials can be 

used to estimate the possible resonance shift, which can be seen in the input 

impedance of a located feeding port on the PCB. Although this mode decom-

position technique offers some interesting views inside the complex antenna 
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design procedure, more effort and research is required to make this theory suit-

able for the designer. 
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Chapter 10  

Application on the TCM 

Since the introduction of the TCM in the 1970s, many antenna applications 

have benefited from the orthogonal property of the characteristic modes. The 

first known application that exploits the resonances of the modes was the au-

tomotive application in the 1990s [Mur94, Aus98]. The modes have been used 

to find the optimal antenna location on the vehicle body. In recent years, the 

TCM has been used to understand the radiation principle of the small antennas 

placed on a finite size ground plane, e.g., mobile phone [Mar11a, Mar11b, 

Mar12]. In the recent decades, the MIMO antenna design has grown rapidly 

due to the demand of the mobile phone market to serve high data rates. In 

[Mar14], a three-port antenna system has been integrated into a small chassis 

with a good isolation and impedance matching in the LTE frequency bands (E-

UTRA Band 7, 2.5 ≤ f [GHz] ≤ 2.7). The selective excitation of the orthogonal 

modes, with inductive coupling elements, has been developed and evaluated. 

In [Had14], this concept is extended toward the massive MIMO antenna array 

to reach extremely high data rate of 50 Gbits/s at f = 7.25 GHz.  

In this chapter, the TCM is used to design a two-port antenna system for a 
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small hand-held device and for the automotive application. In both applica-

tions, the same concept of the combined mode excitation is used. A reconfig-

urable impedance matching network is designed and evaluated for both appli-

cations. 

10.1 2-Port Antenna Concept for Small Terminal 

The common way to integrate two antennas into a finite size ground plate is 

described in, e.g., [Mar11a]. The antennas are placed on the PCB in such a way 

that each port excites different modes within the frequency band aimed. This 

selective excitation concept requires more than one coupling element to excite 

the desired modes with a high purity. Such concept requires separate feeding 

network, including an impedance matching network at each port. The time to 

design each feeding network separately can be reduced significantly, if a single 

feeding network is used for all ports. The coupling elements must be placed 

with respect to the given symmetry of the finite size ground plane. It is clear 

that such a configuration will excite the same modes and a decoupling of the 

feeding ports might be unreachable. However, if the excitation phase of the 

modes is chosen well a high decoupling can, in principle, be reached. This 

combined excitation of the modes is described and validated with in the fol-

lowing. 

Four capacitive coupling elements (CCE) are used in the MIMO antenna de-

sign concept, as denoted in Fig. 10-1. These coupling elements are predestined 

for a wide band impedance matching rather that the inductive coupling ele-

ments as described in [Mar11b, Mar11c]. Two CCEs are fed simultaneously 

with a feeding network, as denoted in the blue and yellow colors in Fig. 10-1. 

A power divider (PD) and a constant phase shifter (PS) of 180° are used to 

impress the electric current in the denoted orientation. The feeding networks 
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in the left and right sides are identical, and excite the same characteristic 

modes, but with a specific phase difference. This phase difference of 180° re-

sults into a de-correlated MIMO antenna system. 

 

Fig. 10-1 MIMO antenna concept for a small terminal. Power divider (PD) and phase shifter 

(PS) with a constant phase shift of 180° are used in the feeding network. 

In order to explain the influence of the phases in this concept a simplified case 

is investigated, where two modes are excited by the proposed configuration. 

Let us assume two modes J4,5 (shown in Fig. 10-2), which are excited with 

equal magnitudes. The resonance frequencies of the two modes are not far 

away from each other (please compare Table 4-1) and the modal surface cur-

rent is high at the respective feeding positions. These conditions facilitate the 

strong excitation of these two modes by the configuration.  

 

Fig. 10-2 Two significant characteristic modes of the small terminal which are excited by the 

given configuration. 
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Next, the envelope correlation is calculated by the normalized coefficient of 

modes (b4,n mode J4 excited by the nth feeding port, b5,n mode J5 excited by the 

nth feeding port) and, as explained in Chapter 6, are used to calculate the cor-

relation between the two feeding ports. The correlation is, in this special case, 

as follows: 

1,2 4,1 4,2 5,1 5,2

180

4,1 4,2 5,1 5,2

j

b b b b

e b b b b





 

 
 . (10.1) 

The surface current direction of mode J4 shows opposite direction on the left 

and right side of the chassis (please compare Fig. 10-2). For this reason a 180° 

phase term is added in (10.1) and the correlation is reasonably close to zero. 

180

1,2 4,1 4,2 5,1 5,2 0je b b b b     . (10.2) 

Although the correlation is not exactly zero and more modes are excited in 

general, especially at the higher frequency range, this principle holds for the 

proposed antenna configuration.  

 

Fig. 10-3 Two impedance matching networks for the combined excitation of the characteristic 

modes. The network in a) match the antenna impedance around f = 700 MHz and 

the network in b) match the impedance at f = 1.7 GHz and f = 2.5 GHz. 

This concept is used to fabricate a prototype and to demonstrate the capability 

of the combined mode excitation. The size of the CCE requires an impedance 

matching network to match the antenna, especially at the low frequency band. 
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In order to ensure the impedance matching at all desired frequency bands, a 

tuneable impedance matching is designed, as shown in Fig. 10-3 a) and b). A 

GaAs-Switch is used to toggle between the two networks depending on the 

operation frequency band aimed. 

Each feeding network consists of a power divider, the tuneable impedance 

matching network — which is used for each CCE — and a transmission line 

for the phase difference of 180° (please see Fig. 10-4). The transmission line 

is the simplest possible way to realize a phase shift. The length of the trans-

mission line is chosen to have a 180° phase shift at f = 2.6 GHz. This length is 

optimized for the combined mode excitation in the frequency bands desired. 

Although the length is not optimal for the, e.g., low frequency band, the pro-

posed concept gives a reasonable result. 

 

Fig. 10-4 3D model of the combined excitation concept for a small terminal. 

In Fig. 10-5 a) and b), the top and the bottom views of the fabricated prototype 

are respectively shown. In Fig. 10-6, in Fig. 10-7 and in Fig. 10-8, the meas-

ured scattering parameter of the combined excitation concept is shown. It can 

be observed that a reasonable impedance matching (|Sii| ≤ -6 dB) and decou-

pling (|Sij| ≤ -17 dB) is reached in the frequency bands desire. The tree plots 

λ/2 Transmission Lines at 2.6 GHz

Impedance Matching Network

Power Divider



10. Application on the TCM 

136 

shows the scattering parameters for different states of the reconfigurable im-

pedance matching networks.  

 

Fig. 10-5 Fabricated prototype in top view a) and bottom view b). 

 

Fig. 10-6 Scattering parameter of the two-port antenna system at low state at f = 700 MHz. 

 

 

a) b)
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Fig. 10-7 Scattering parameter of the two-port antenna system at middle and high state 

(f = 1.7/2.5 GHz). 

 

Fig. 10-8 Scattering parameter of the two-port antenna system at all states. The first port is 

matched around f = 700 MHz and the second port is matched at f = 1.7 GHz and 

f = 2.5 GHz. 
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The proposed combined mode excitation with the design feeding network and 

impedance matching network shows good results. However, the overall effi-

ciency is less that η < 20% in the low frequency range. The reason for the high 

loss is founded in the transmission line which is designed to have a phase shift 

of 180° at a single frequency point. This transmission line causes standing 

waves, which reduce the overall efficiency. In order to overcome this problem, 

a 180° hybrid-power divider can be used to set a constant phase shift over a 

wide frequency range. This modification is used in the next application to de-

sign a two-port MIMO antenna in a rearview mirror of a vehicle with the com-

bine excitation of characteristic modes. 

10.2 2-Port Antenna Concept for Automotive Application 

The combined mode excitation — as proposed in the previous section — is 

used to design and to integrate a two-port MIMO antenna system in a rearview 

mirror of a vehicle. The same principle, as explained for the small terminal, is 

used here, as shown in Fig. 10-9. The chassis and the CCEs are rescaled to fit 

into the rearview mirror of a vehicle. 

 

Fig. 10-9 MIMO antenna concept for a small terminal. Power divider (PD) and phase shifter 

(PS) with a constant phase shift of 180° are used in the feeding network. 
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Based on the experiences gathered from the small antenna design, a modifica-

tion of the feeding network is applied to increase the overall efficiency. First, 

the phase shift and the power divider are combined into a single component, a 

180° hybrid power divider. Second, the tuneable impedance matching network 

is located close to the excitation position of the respective CCEs. The imped-

ance matching network contains lumped SMD components and a tuneable in-

ductor, as denoted in Fig. 10-10. Four states are supported by the tuneable in-

ductor having the value L = {3.5, 5, 6, 7.5 nH}. 

 

Fig. 10-10 3D model of the rearview mirror including the PCB with the four CCEs and the 

tuneable impedance matching network. 

 

Fig. 10-11 Scattering parameter of the combined modes excitation integrated into a rearview 

mirror of a car. 
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3.5 – 7.5 nH

f [GHz]
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The impedance matching of the feeding ports is shown in Fig. 10-11. In the 

desired LTE frequency ranges, a reasonable impedance matching is reached 

(|Sii| ≤ -6 dB), and decoupling (|Sij| ≤ -20 dB). The tuneable inductor is mainly 

used to reach a narrow band tuning of the low LTE frequency band 

(725 ≤ f [MHz] ≤ 970). The higher bands are less influenced by the tuning of 

the inductor. The overall efficiency of the proposed concept is around η ≈ 50%. 

The radiation patterns of the integrated MIMO antenna system into the rear-

view mirror are shown in Fig. 10-12 for three different frequencies a)–c). It 

can be observed that the main radiation for the f = 800 MHz and f = 1800 MHz 

frequency range is in the driving direction, while the radiation of the higher 

frequency band (f = 2600 MHz) is toward the sky. Furthermore, the radiation 

pattern of the high frequency band reveals a spiky form, which is typical known 

from the automotive antenna design. 

 

Fig. 10-12 Radiation pattern of a MIMO antenna system integrated into a rearview mirror of a 

vehicle. 

800 MHz 1800 MHz

2600 MHz

a) b)

c)
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Chapter 11  

Conclusion 

This thesis contributes new numerical methods and concepts for small antenna 

design with the Theory of Characteristic Modes. The problem of tracking the 

eigenvalue over a wide frequency range is investigated. The degenerated mode 

effect on the common tracking algorithm is discussed, and a new algorithm is 

presented to improve the tracking. The capability and limitations of the new 

algorithm are discussed and tested for generic examples. The new algorithm 

provides a new opportunity to generate differentiable eigenvalue curves and, 

hence, other important parameters for the design of small antennas. 

The modal source reconstruction is another interesting method to predict the 

mode contribution on a complex structure, based on a simplified structure. This 

method is a robust and powerful concept which allows to include other, not 

Method of Moment based, tools into the modal analysis. The theory for the 

reconstruction is presented and evaluated for simple examples and the popular 

iPhone4. Two similar algorithms are derived and tested. This method can be 

used as an additional validation process to evaluate the antenna performance, 

even for small terminals.  

The influence of typical impedance matching techniques and the reactive 
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lumped elements are investigated intensively in this thesis. For this the modal 

admittance and impedance are introduced, based on the early published inves-

tigations. The convergence of the series expansion is investigated and a new 

equivalent circuit model is presented to estimate the remaining part resulting 

from the bad convergence issue. The model is tested for the inductive and ca-

pacitive coupling elements as a profound investigation for more complex an-

tenna shapes. Hereinafter, the influence of lumped networks on the character-

istic modes is investigated, and the resonance displacement is analyzed. It is 

shown that the concentrated network changes the modal surface current distri-

bution on the chassis. The modal efficiency is introduced in case of lossy com-

ponents.  

The dielectric mode theory has been available for many decades but, till now, 

has been barely used in antenna design due to the problem of useful interpre-

tation of the modes and their eigenvalues. This problem is discussed, and a 

single case is presented, where the eigenvalue gives the natural resonance of 

the modes. This is evaluated and compared for the dielectric resonator antenna, 

since analytic solutions are available for this case. 

Finally, the combined mode excitation concept is introduced and a two-port 

MIMO antenna system is designed and integrated into a small terminal. A pro-

totype is fabricated, and the overall performance evaluated. Based on this con-

cept, the combined mode excitation is developed further and integrated into a 

rearview mirror of a vehicle. The influence of the vehicle’s body is investigated 

and the radiation patterns are presented. The overall efficiency and the imped-

ance matching are improved compared with the small terminal concept. 
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Appendix A  

A1 Integral Equation 

The calculation of the electromagnetic field within the media, requires a solu-

tion of the Maxwell’s equations in frequency domain. For that, the media are 

assumed to be linear, homogeneous and isotropic. The complex permittivity 

and permeability of the i-th media, respectively, can be written with: 

0 ,
i

i r i
j


  


  , (A1.1) 

m,

0 ,

i

i r i
j


  


  . (A1.2) 

In (A1.1) εr,i, σi, μr,i and σm,i are the relative permittivity, electric conductivity, 

relative permeability and magnetic conductivity of the i-th media, respectively. 

Any solution of the complex scattering field must satisfied the Maxwell’s 

equations: 

     S Sij   E r M r H r , (A1.3) 

     S Sij  H r J r E r . (A1.4) 

Furthermore, the tangential components between two media must be continu-

ous: 

   
1

2
  n E r M r , (A1.5) 
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   
1

2
 n H r J r . (A1.6) 

In order to derive the integral representation of the equations (A1.3) and 

(A1.4), the curl operator is used: 

     S Sij    E r M r H r , (A1.7) 

     S Sij   H r J r E r . (A1.8) 

With the vector identity (   2    A A A  ) these equations can be 

rewritten into: 

       2

S S S

(A1.4)

ij        E r E r M r H r , 
(A1.9) 

       2

S S

(A1.3)

S ij        H r H r J r E r . 
(A1.10) 

Substituting (A1.4) and (A1.3) in (A1.9) and (A1.10) the following equations 

can be found: 

         2 2

S S Sik j       E r E r M r J r E r , (A1.11) 

         2 2

S SS ik j        H r H r J r M r H r . (A1.12) 

In (A1.11) and (A1.12), ki is the complex wavenumber of the i-th media 

(ki
2 = ω2εiμi). 

The divergence of the electric and magnetic field is related to the electric and 

magnetic charge density (  Se i   E ,  Sm i   H ), respectively. Fol-

lowing this concept, we can derive: 
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       
 2 2

S S

e

i i

i

k j





    
r

E r E r M r J r , (A1.13) 

       
 2 2

S

m

S i

i

k j





     
r

H r H r J r M r . (A1.14) 

Equation (A1.13) and (A1.14) are the inhomogeneous Helmholz Equation. 

These source distributions can be reformulated further into: 

   

     

2 2

S S

1

i

i

i

k

j
j




  

      

E r E r

M r J r J r
 (A1.15) 

   

     

2 2

S

1

S

i

i

k

j
j




  

      

H r H r

J r M r M r
 (A1.16) 

The scattering field (ES, HS) can be constructed out of superposition of distrib-

uted point sources placed in the media. For that, the Green’s function of the 

problem is used to superimpose the solution. If the point sources are placed in 

a homogeneously filled space, the Green’s function is known, and the scatter-

ing field can be constructed with an integration over the point sources placed 

within a given volume V. The scattering field ES is now 

     

     

S , ' ' '

1
, ' ' ' '

i

V

i i

iV

G dV

G j dV
j




 

 
      

 





E r r r M r

r r J r J r
 (A1.17) 

and the magnetic scattering field HS 
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     

     

S , ' ' '

1
, ' ' ' ' .

i

V

i i

iV

G dV

G j dV
j




  

 
      

 





H r r r J r

r r M r M r

 (A1.18) 

Finally, these equation can be rewritten into a more convenient form: 

     

       

S , ' ' '

1
' , ' ' ' , ' '

i

V

i i i

iV V

G dV

j G dV G dV
j




 

    



 

E r r r M r

J r r r J r r r
 (A1.19) 

     

       

S , ' ' '

1
' , ' ' ' , ' '

i

V

i i i

iV V

G dV

j G dV G dV
j




  

    



 

H r r r J r

M r r r M r r r
 (A1.20) 

These Equations (A1.19) and (A1.20) are valid within a media, but not on the 

interface between two media. A modification is required to enable the treat of 

the source on the interface. Form the boundary condition (A1.5) and (A1.6), 

the general valid formulations can be achieved with the cross product of the 

surface normal n. 

         

   

   

S
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1
' , ' '
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G dS

j G dS

G dS
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











     

 
  
 

 
    
 







n E r n r r M r M r r

n J r r r

n J r r r

 (A1.21) 
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         

   
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G dS

j G dS

G dS
j













      

 
  
 

 
    
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





n H r n r r J r J r r

n M r r r

n M r r r

 (A1.22) 

In (A1.21) and (A1.22) δS is the Kroneker function defined with: 

 
1,

0,
S

r V

r V



 


r  . (A1.23) 

Since the integration is performed over the boundary of a volume equation 

(A1.21) and (A1.22) can be simplified into the final form: 

         

   
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





      

 
  
 
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



n E r n r r M r M r r

n J r r r

n J r r r

 (A1.24) 

         
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 (A1.25) 

The first Equation (A1.24) is called the EFIE and the second Equation (A1.25) 
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is called the MFIE. Both equations give the scattering field (ES and HS) if the 

source distributions (J and M) are known. They are general valid and widely 

used in the MoM. In the special case, if a PEC body is under study, no magnetic 

sources exist, and these two equations can be simplified into the well-known 

formulations: 

     

   

S ' , ' '

1
' , ' ' ,

i i

V

i

i V

j G dS

G dS
j









 
    

 

 
    
 





n E r n J r r r

n J r r r

 (A1.26) 

         S

1
' , ' ' '

2
i S

V

G dS 


      n H r n r r J r J r r  . (A1.27) 
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Appendix B  

B1 Barycentric Subdivision 

The numerical integration over a source region in the MoM requires a suitable 

segmentations of the basis function. The Barycentric subdivision [Mak02, 

Kam98] is a simple technique to generate nine sampling points (r1, … , r9) for 

the numerical evaluation of the integral equations. This technique is applied 

typically for the integration over a scalar function, e.g., the Green’s function 

G(r,r’) of the free space, as explained for the EFIE in Chapter 2.1.  

All three corners of the triangular patch are divided with the factor 3 and con-

nected into equal sub-triangles, as sketched in Fig. B1-1. Each of the nine tri-

angles have the same area Ai, which is: 

1

9
iA A , (B1.1) 

where A is the total area of the triangle. 

 

Fig. B1-1 Division of a triangular patch into nine sampling points (gray points).  

l
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The integration over the entire triangular domain is divided now into the inte-

grations over nine sub-triangles. The scalar function G(r,r’) is assumed to be 

constant within the sub-triangles. Therefore, the integration can be approxi-

mated with 

   
9

1

1 1
, ' ' ,

9
i

iA

G dS G
A 

 r r r r . (B1.2) 

The same technique can be used to evaluate the gradient of the Green’s func-

tion, which is required for the MFIE formulation in the MoM. 

     
9

1

1 1
grad ' , ' ' grad ' ,

9
i

iA

G dS G
A 

 r r r r  (B1.3) 

The presented technique is not suitable for the numerical evaluation of the in-

tegral terms in the presented form. In case of r ≈ r’, the Green’s function tends 

to infinity. Therefore, the use of the numerical technique, in combination with 

the singularity extraction technique (see Appendix B2 and B3), is recom-

mended. 
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B2 Singularity Extraction 

The singularity extraction technique has been introduced first in [Eib95], and 

extended in [Yoi03]. The premise of this technique is to extract the singularity 

from the kernel into a separate term and to integrate analytically over the sin-

gularity in an additional step. This technique can be applied on the Green’s 

function, the gradient and the rotation of the Green’s function, respectively.  

In case of the Green’s function of the free space, the singularity is located in 

the real part of the function: 

 
   0 '

0 0cos ' sin '
, '

4 ' 4 ' 4 '

jk k ke
G j

  

     
  

  

r r r r r r
r r

r r r r r r
. (B2.1) 

The imaginary part of (B2.1) converge towards: 

 0 0

' 0

sin '
lim

4 ' 4

k jk
j

  

 
 

r r

r r

r r
. (B2.2) 

The real part of (B2.1) diverge and the numerical integration becomes difficult. 

In order to overcome the problem, to integrate over the singularity, the real part 

of (B2.1) is extended with: 

   0 0

numeric analytic

cos ' cos ' 1 1

4 ' 4 ' 4 '

k k

  

    
 

  

r r r r

r r r r r r
. (B2.3) 

The real part of (B2.1) is now separated into two terms. The first term in (B2.3) 

tends toward zero, if |r-r’|→0, and can be evaluated with the Barycentric sub-

division method as explained in Appendix B1. The second term in (B2.3) can 

be integrated analytically in closed form with some effort (please see Appendix 

B3). 
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The first part in (B2.3) has a discontinuous derivation at |r-r’|=0 and the nu-

merical integration can be difficult. A smooth differential function is required 

for the accurate calculation of the result. For that, the basic extraction can be 

extended with an additional term to: 

    2
0 0 0

numeric

2

0

analytic

cos ' cos ' 1
'

4 ' 4 ' 8

1
'

4 ' 8

k k k

k

  

 

    
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 

 


r r r r
r r

r r r r

r r
r r

 (B2.4) 

The extended first term in (B2.4) is now continuous and can be evaluated nu-

merically with les effort, with the Barycentric method as explained in Appen-

dix B1. The gradient of the numerical part of (B2.4) is continuous and reveals 

a smooth derivation, which enable a numerical integration, even for the MFIE 

formulation in the MoM. The second term of the extended extraction can still 

be integrated analytical in closed form (please see Appendix B3). 
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B3 Analytic Integration over the Singularity 

The numerical evaluation of the impedance matrix in the MoM requires the 

analytic integration over the singular terms, as described in Appendix B2. In 

this section the formulas are summarized for the integration over the singular-

ity, and the gradient of the singularity. More details can be found in, e.g., 

[Yoi03].  

For the calculation of the matrix elements with the EFIE and MFIE, the fol-

lowing integration terms have to be solved analytically: 

1 'n n

A

K R dS   (B3.1) 

 2 ' 'n n

A

R dS K r q  (B3.2) 

3 'n n

A

R dS K ,      Ar   (B3.3) 

 4 ' 'n n

A

R dS   K r q ,      Ar  (B3.4) 

with  

'R  r r . (B3.5) 

In the above equations q is the edge vertex of the triangle with respect to RWG 

basis function: 

'  r q ρ , (B3.6) 

A is the entire area of the triangle and n = -1,1,3,.. . 
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The result of the integration of (B3.1)-(B3.4) can be summarized into the fol-

lowing equations: 
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 K n I  (B3.9) 

 4 3

n n   K r q K  (B3.10) 

 

Fig. B3-1 Notations for the analytic integration. A similar figure can be found in [Yoi03]. 

The solution of the terms in (B3.7)-(B3.10) requires the following results: 
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With the notation in Fig. B3-1 and the following definitions, a solution for the 

integral terms can found. 
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 0 1w   r q n   (B3.20) 

 0 1v   r q v   (B3.21) 
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3 1 2R R   r q   (B3.36) 
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The presented equations give more accurate results of the respective integrals. 

However, the analytic solution can diverge, if the observation point is on the 

extension of the edge corners. In this special case, the edge vertexes (q1,q2,q3) 

must be permuted. 
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Appendix C  

C1 Matrix Calculation for the EFIE 

The matrix calculation with the EFIE requires the testing of the equations with 

a testing function — in our case the RWG basis function. The following terms 

are evaluated numerically: 

 RWG, ,, , ' 'm i RWG n

S

j G dS f f r r  , (C1.1) 

 RWG, ,

1
, , ' 'm RWG n

i S

G dS
j

 f f r r  . (C1.2) 

The first term (C1.1) can used directly for the numerical evaluation of the in-

tegral term in sense of the MoM. The second term requires a modification for 

numerical treatment. Using the gradient relation: 

  ,
S S S

w dS w dS w dS        v v v  (C1.3) 

the term (C1.2) can be rewritten into: 
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   
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



f f r r

f f r r

  (C1.4) 

The modified term (C1.4) contains now the divergence of the n-th and m-th 

RWG basis function, respectively. The term (C1.4) can be evaluated numeri-

cally with the aid of the well-known divergence in (3.2). 

Substituting the Green’s function and the RWG basis function in (C1.1), the 
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following terms are evaluated: 

   
9

1

,
36

n m
i m n u i n u

u

l l
j G   



ρ ρ r r r   (C1.5) 

and 

   
9

1

1 ,
9

n m
i n u

ui

l l
G

j





   r r  . (C1.6) 

In (C1.5) and (C1.6) rn
± is the middle point of the plus and minus triangle, 

respectively. The sign in (C1.6) depends on the divergence of the n-th and m-

th RWG basis function. The sign is positive, if the plus or the minus triangle is 

used for both the n-th and m-th basis function. If the plus or the minus triangle 

is used, the sign in (C1.6) is set negative.  

As explained in Appendix B, the numerical integration over the Green’s func-

tion is difficult to evaluate, if the observation and the source point are close to 

each other. For this, the singularity is extracted and an analytical integration in 

closed form is used to improve the sampling of the Green’s function. With the 

aid of the Singularity Extraction Method the evaluation of the Green’s function 

becomes: 
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  (C1.7) 

and 
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  (C1.8) 

with 

u n uR  r r   (C1.9) 

and 

'R  r r  . (C1.10) 

The derived formulations (C1.7) and (C1.8) are long and complex in evalua-

tion. The calculation time can be reduced significant, if the analytic integration 

terms are calculated once and the results are used at other frequencies. For that, 

is required to split the integration terms and to separate the ki-dependency. This 

steps can save computation time in a predefine frequency range, but requires 

more memory. 

C2 Matrix Calculation for the MFIE 

The matrix calculation for the MFIE requires the same methods (singularity 

extraction and analytic integration) as it was the case in the EFIE. The main 

problem arising from the MFIE is the numerical evaluation of the gradient of 

the Green’s function. The numerical integration is more critical and requires a 

more careful treatment. The extended singularity extraction technique and the 

analytic solution presented in Appendix B can be used to improve the compu-

tation. The following terms are required to be evaluated the MFIE: 
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1
, ' , ' ' ,

2
m i n m n
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G dS    f n r r f f f  . (C2.1) 

The numerical evaluation of the second part of (C2.1) is obvious, since no 

Green’s function can be found. The integration of this term has to be taken into 

account, if the source and observation triangle are the same. Otherwise, this 

term is ignore.  

Following the above described procedure in Appendix C1, the first term in 

(C2.1) can be evaluated with: 
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The solution of the analytical term in (C1.2) is available in Appendix B3. 

The gradient of the numerical part in (C1.2) with respect to the source point r’ 

can be derived analytically. The solution is: 
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  (C2.3) 

The derivation of the term in (C1.3) with respect to the observation point r is 

similar, but contains a negative sign 
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 . (C2.4) 

C3 Excitation Vector Calculation for the EFIE and 

MFIE 

The excitation vector calculation of the electric and the magnetic field is simi-

lar, and can be evaluated without any specific techniques. The integration is a 

simple summation of the contribution of the plus and minus triangle 

   RWG, inc inc inc,
2

m
m m m

l       f E r ρ E ρ E  , (C3.1) 

where Einc
+ and Einc

- is the electric field in the center of the plus and minus 

observation triangle, respectively. The same procedure can be used for the 

magnetic field Hinc. 

The excitation with a concentrated voltage source is more complex, but can be 

included with less modifications. Following the procedure explained in 

[Mak03], the impressed electric field across the m-th edge element is 

Port
RWG, Port

0

,m mU l






E
f  , (C3.2) 

where UPort is the voltage across the m-th edge element as denoted in Fig. C3-1. 
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Fig. C3-1 Delta voltage across a RWG basis function. A similar figure can be found in 

[Mak03]. 
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