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Zusammenfassung

In der vorliegenden Arbeit behandeln wir verschiedene Themen aus der
affinen Konvexgeometrie und untersuchen insbesondere Dualitdtsaspekte.

Im ersten Teil der Arbeit widmen wir uns dem Studium affin invarianter
Punkte. Wir beweisen eine Vermutung von B. Griinbaum, die eine Verbindung
zwischen der Menge der affin invarianten Punkte eines Konvexkorpers und
den Symmetrien herstellt. Ausgehend von diesem Resultat behandeln wir
verschiedene Fragestellungen, die in Arbeiten von B. Griinbaum, M. Meyer,
C. Schiitt und E. Werner zu affin invarianten Punkten und Symmetriemafen
aufgeworfen werden. Wir geben einen alternativen Beweis fiir die Tatsache,
dass der Raum der affin invarianten Punkte unendlich-dimensional ist. Wir
beweisen, dass die Menge der affin invarianten Punkte, die keinen dualen
affin invarianten Punkt besitzen, von zweiter Kategorie sind. Ferner geben
wir ein Beispiel an, das zeigt, dass John- und Lowner-Punkt eines Kon-
vexkorpers weit auseinander liegen konnen.

Im zweiten Teil der Arbeit behandeln wir die Frage, inwieweit Schwimm-
und [luminationskorper zueinander duale Konzepte sind. Wir untersuchen
dieses Problem, indem wir den Abstand von der Polaren des Schwimmkorpers
zum [luminationskorper der Polaren eines Konvexkorpers abschéatzen. Wir
geben fiir KZ—Kugeln und flr zentralsymmetrische Ovaloide Abschatzungen
des Abstandes im Fall an, dass der Paramter des Schwimmkorpers gegen
0 geht. Die Abschétzungen sind im Fall p = 1 und im Fall 2 < p < o0
sowie im Fall der zentralsymmetrischen Ovaloide optimal. Es stellt sich
heraus, dass im Fall p = 1 und p = oo, also in den Polytopféllen, der
Abstand grof§ ist und im Fall 2 < p < oo und fiir Ovaloide der Abstand
verhaltnisméfig klein ist. Ferner wird gezeigt, dass Gleichheit von der Po-
laren des Schwimmkoérpers und vom Illuminationskérpers der Polaren im
Fall zentralsymmetrischer Ovaloide Ellipsen charakterisiert.






Abstract

In this thesis we treat different topics from affine convex geometry and in
particular, we investigate duality aspects.

The first part is dedicated to the study of affine invariant points. We prove
a conjecture of B. Griinbaum that links the set of affine invariant points
of a convex body to its symmetries. Based on this result we treat several
questions from papers of B. Griinbaum, M. Meyer, C. Schiitt and E. Werner
about affine invariant points and symmetry measures. We give an alter-
native proof of the fact that the space of affine invariant points is infinite
dimensional. We show that the set of affine invariant points which do not
possess a dual affine invariant point is of second category. Furthermore, we
give an example that demonstrates that the John and Lowner point of a
convex body can be far apart.

In the second part of this thesis we examine the question to what extent
the floating and illumination bodies are dual notions. We investigate this
problem by estimating the distance of the polar of the floating body and the
illumination body of the polar of a convex body. We provide estimates for
the distance for ég—balls and for centrally symmetric ovaloids in the case that
the parameter of the floating body tends to 0. The estimates are optimal
for the cases p = 1 and 2 < p < oo and in the case of centrally symmetric
ovaloids. It turns out that the distance is large for the case p = 1 and p = oo,
i.e., in the polytope cases, and relatively small for the case 2 < p < oo and
for ovaloids. Furthermore, we prove that equality of the floating body and
the illumination body of the polar characterizes ellipsoids among centrally
symmetric convex bodies.
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Chapter 1

Introduction and
Prelimiaries

1.1 Introduction

Affine notions play an important role in the study of convex bodies. An ele-
mentary example is the Banach-Mazur distance on the set of convex bodies
which identifies two convex bodies if one can be transformed into the other
by an affine linear map. We may give more advanced examples of affine
structures later. Another central concept in convex geometry is the duality
structure on the set of convex bodies which is given by the polar body. If C
is a convex body with the origin in its interior the polar body C° is defined
by {y € R : Vz € C : (x,y) < 1}. The polar is a central notion in local
Banach space theory because if (R%, | - ||) is a normed (Banach) space and
(R, ||-||") is the dual space then the unit ball of (R?, |- ||) is a centrally sym-
metric convex body and the polar body is the unit ball of (R?, ||-||’). One of
the most famous examples in convex geometry where polarity is studied is
the notion of volume products. For a convex body C the volume product is
defined by P(C) = inf cini(c) |Clal(C — 2)°|¢ where |- [q is the d-dimensional
Lebesgue measure. The volume product links the polar with the affine struc-
ture of convex bodies since the volume product does not change under affine
transformations of the convex body C'. The well-known Blaschke-Santald
inequality states that the maximum of P is attained for the euclidean ball
(see [Bl], [Sa]). The Mahler conjecture states that the minimum of P on
the set of convex bodies is attained by simplices and on the set of centrally
symmetric convex bodies by the cube. By a result of Santalé (see [Sa]) there
is a unique point s(C) € int(C) for every convex body C — also called the
Santal6 point — such that [(C' — s(C))°[q = inf.cing (o) [(C — 2)°|q. For every
convex body C' and every affine linear and invertible map 7' we have the
equivariance relation s(7(C)) = T's(C). The Santalé point is an example
for an affine invariant point. Affine invariant points where first introduced
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by Griinbaum in his seminal paper on symmetry measures of convex bod-
ies [G]. Recently, M. Meyer, C. Schiitt and E. Werner answered some of
his questions in [G] and extended the theory of affine invariant points (cf.
[MSW1], [MSW2] and [MSW3]). Chapter 2 is dedicated to the study of
affine invariant points and this part is essentially contained in [M].

Denote by KCg the set of convex body in R?. An affine invariant point is
amap p: Kg — R such that for every convex body C' and every invertible
affine map T we have

p(T(C)) =T(p(C))

We also require p to be continuous with respect to the Hausdorff distance
and the euclidean norm. Along with the Santald point s there are three other
examples of affine invariant points in [G], namely the centroid g (i.e. center
of gravity), the center of the John ellipsoid j and the center of the Lowner
ellipsoid [. Other examples of affine invariant points where constructed in
[MSW2] and [MSW3]

In section 2.1 we answer a question of Griinbaum whether we can relate
the symmetry structure of a convex body to the set of affine invariant points
which gives us enough freedom to construct new classes of affine invariant
points. Denote by

PBa(C) = {p(C) € R? : p affine invariant point}
and by
F4(C) = {z € R?: Tx = z for every T affine linear with T(C) = C}
then we have:

Theorem 1.1.1 For every C € Kg4, we have
Pa(C) = Ta(C)

The idea of F4(C) following [G] is essentially that C' is more symmetric
the smaller the set §4(C) is. There have been some major contributions to
prove this conjecture. In [MSW2], there is a proof for the case that the affine
dimension of PB4(C) equals to d — 1. In 2014 I. Iurchenko showed that this
conjecture is true for the case F4(C) = R? (see [I]). Recently, Jonard-Pérez
and Iurchenko provided alternative proofs for Theorem 1.1.1 (see [JP], [I12]).
In [K1] (see also [K2] for an English translation), P. Kuchment proved that
the conjectures holds for classes of points p : Kq — R? with p(T(C)) =
Tp(C) for every affine map T such that the linear part is an element of a
fixed compact subgroup of GL(d). He obtained an even stronger variant of
this conjecture for points with p(C) € int(C') which we prove analogously for
affine invariant points (see Proposition 2.4.1). He also proved the conjecture
for similarity invariant points by reducing the problem to convex bodies
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with volume 1 which leads to the compact case. The proof of Theorem
1.1.1 is based on ideas of [K1]: We reduce the problem to convex bodies
in John position which leads also to just consider the compact subgroup
O(d) € GL(d). We decided to avoid the fibre bundle language of [K1]
and to replace the short and elegant but abstract topological arguments by
explicit computations in order to make the proof more transparent.

The set B4 of all affine invariant points of K; is an affine subspace of
C (K4, R%), the space of continuous functions from Ky to R, since one can
show that every affine combination of affine invariant points is itself an affine
invariant point. The following theorem answers a question of Griinbaum and
is proven in [MSW2].

Theorem 1.1.2 The affine dimension of Py is infinite.

In section 2.2 we use Theorem 1.1.1 in order to provide an alternative
proof of this theorem in a more concise way without using the technique of
floating bodies.

In section 2.3 we apply Theorem 1.1.1 to duality questions about convex
bodies. It is a classical fact that the centroid and the Santal6 point as well
as the Lowner and John point have a duality property in the following sense.
L.A. Santal6 proved in [Sa] that we always have the identity s((C—g(C))°) =
0. For the Lowner and John point we have j((C —I(C))°) = 0 as well. Let
p be an affine invariant point such that p(C) € int(C) for every convex
body C. A general definition for duality following [MSW3] is that an affine
invariant point ¢ is dual to p if and only if

q((C =p(C))°) =0

for every C € K4. Note that ¢ is dual to p if and only if p is dual to ¢ and
we refer the reader to [MSW3]| for further properties on duality. A central
result of this paper is the fact that there are affine invariant points with no
dual. With Theorem 1.1.1, we are able to show something even stronger.
We equip B, with the following distance

dist(p1,p2) = sup [p1(C) — p2(C)|l2
B$CCCdBY

(see also [MSW2], section 3.2) and we then have

Theorem 1.1.3 There exists an open and dense set W C By of affine
points with no dual.

In section 2.4 we consider symmetry measures for convex bodies involving
affine invariant points. In [MSW1], the following class of symmetry measures
is introduced. For p1,ps € Py such that we have p1(C), p2(C) € C for every
convex body C, put



4 Chapter 1. Introduction and Prelimiaries

1 if p1(C) = p2(C)
Op1pa(C) = {1_ Ip1(C)=p2(C) 2

voli (aNC) else

where a is the line through p;(C) and p2(C). The idea is that a convex body
lacks symmetry if ¢ is close to 0. The concern of [MSW1] is to give extremal
cases for this class of symmetry measures. We give a positive answer to the
question if ¢, ,,(C') = 0 can happen for some pq, p2 and we improve a result
for the case p; = j and py = I.

Chapter 3 deals with duality questions concerning floating and illumination
bodies. Floating and illumination bodies are an important tool in affine
convex geometry. A notion of floating bodies and floating surfaces appeared
already in the work of C. Dupin [D] in 1822. In 1990, a new definition
was given by Schiitt and Werner [SW1] and independently by Barédny and
Larman [BL|. The illumination body was introduced in [W1]. If C is a
convex body and ¢ > 0 then the illumination body C? is defined by

% ={z e R?: |conv[C, z]|q < (14 8)|C|4}
and the floating body Cj is defined by

Cs = ﬂ H*
|CNH~14<5]C)4

where the H’s are hyperplanes and H", H~ are the corresponding half-
spaces. Please note that C? is always a convex body and that Cj; might
be empty or only a singleton if ¢ is not small enough. We have the nice
equivariance property that for affine linear and invertible maps 1" we have
(T(C))° = T(C?) and (T(C))s = T(Cs). Floating and illumination bodies
where used in [MSW2] and [MSW3] for the construction of new affine invari-
ant points. Even more important is the fact that floating and illumination
bodies can be used to define the affine and even the p-affine surface area (see
[SW1], [W1] and [W2]). It was noted in [[W3], p.8] that floating and illu-
mination bodies are somewhat dual in the following sense. If C' is a convex
body with the origin in its interior, z € R and H* = {z € R?: (z,2) < 1}
then conv|[C,2]° = C° N H' and (C N H')° = conv[C®, z]. Hence, since
Cjs is the intersection of half-spaces the polar of Cy is the union of vectors
corresponding to those half-spaces, and since the illumination body of C? is
the union of vectors the polar of C? is the intersection of half-spaces corre-
sponding to those vectors. This leads to the idea that for 6 > 0 there should
be a & > 0 such that (C5)° ~ (C°)¥. It was also noted in [W3] that we
do not have equality in general since for positive § > 0 the floating body is
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always strictly convex but the illumination body of a polytope is always a
polytope and therefore the polar is also a polytope.

Up to our knowledge there is no systematic study of this topic in the
literature and we like to shed some light on this question. We consider this
question for different classes of centrally symmetric convex bodies. Since we
cannot hope to have (Cs)° = (C°)? in general we need a measure of approx-
imation. We define a distance d (not to be confused with the dimension d)
on the set of centrally symmetric convex bodies by

1
d(Sl, Sg) = inf{a >1: 551 C Sy C aSl}

For a centrally symmetric body S we define dg(d) to be the best approxi-
mation of (S5)° by (S°)%, i.e.

as(®) = nt & ((55)°.(5)") = int a (55, [(5°)])

In sections 3.1, 3.2 and 3.3 we consider the class of Eg-balls and in section 3.4
we consider the class of centrally symmetric convex bodies with everywhere
positive Gauss curvature. The main result of chapter 3 is the following.

Theorem 1.1.4 Let d > 2. Then the following holds.

1. If p=1 then

lim —2 =
5—0 §1/d 2

2. For every 1 < p < 2 there is a positive constant c(p,d) > 0 such that

dpa(d) —1
lim inf Bpip > ¢(p,d)
6—0  §a—1ip

3. For every 2 < p < oo there is a positive constant ¢(p,d) such that

dpa(d) — 1
lim ———— = c(p, d)
6—0 S+t
4. If p = oo then
2{/a .. .dpa(d) -1 dga (0) —1  2%gg
1y gt = BRIt S s s = 1

!
where vq = %.
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5. If C CR? is a centrally symmetric convex body with everywhere posi-
tive Gauss curvature then

lim (
6—=0  §artT

where Gmax and Guin are defined as the maximum and minimum of
the function G : 0C' — R>y,

2

_@rnm (e T s
Glz) = — <|B§”!d—1> (z, N(z)

)

and k(z) is the Gauss curvature and N (x) the outer normal at x.

The theorem shows that the convergence rate is good in the cases where the
convex body has a C? boundary, i.e., in the case 2 < p < oo and in the case
of everywhere positive Gauss curvature and bad if we are in a polytope case,
ie,ifp=1orp=cc.

In section 3.4 we prove a corollary of this theorem stating that for a
centrally symmetric convex body with everywhere positive Gauss curvature
the condition d¢(6) = 0 for every § > 0 is only true for ellipsoids.

The second part of this thesis is joint work with Elisabeth Werner and
we point out her contributions at the beginning of chapter 3.

1.2 Prelimiaries

In this section we only define basic notions we need throughout the whole
thesis. Notations and definitions which are only important for the chapter
itself will be defined at the beginning of each chapter. We denote by N the
set of positive integers. Let d € N and equip R? with the euclidean norm
| - ||2. We denote by by | - | the k-dimensional Hausdorff measure on R
In particular, |- |4 is the Lebesgue measure on RY. We also use | - | for the
absolute value since this will not cause any confusion. We denote by || - | op
the spectral norm on R, We denote by {e1,...,eq} the canonical basis
of R, i.e., e; is the vector where the i-th entry is 1 and the other entries are
0. The boundary of a set M C R? is denoted by M, the interior by int (M)
and the closure by M.

Definition 1.2.1 Let C C R%. We call C' a d-dimensional convex body if
C' is convex, compact and has non-empty interior. We denote by K4 the set
of d-dimensional convex bodies.

A classical example for symmetric convex bodies are the lg—balls which are
defined by
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d
Bg:{xeRd:Z]ajk!pgl}

k=1

for p € [1,00) and

Bgo ={z € RY Iclillaxd|xk| <1}
We denote the convex hull by conv. For z,y € R? the line segment between
x and y is defined by [z, y] = conv[z,y|. For a € R and C}, Cy € Ky we define
aCy={ax eR¥: 2 € C1} and C1 +Cy = {z+y € R : 2 € C; and y € Co}.
The centroid g of a convex body C' is defined by

1
=— [ ad
1= g f, 7

We make use of the Landau symbols o(-) and O(+). Throughout this thesis
we refer by d to the dimension (of the convex body or the underlying space
R%) and we may always assume from now on that d > 2 since our results
become either trivial or false for the case d = 1.
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Chapter 2

Affine Invariant Points

For background information on affine invariant points, we refer the reader to
[G], [K1], [K2], [MSW1], [MSW2] and [MSW3]. We follow the presentation
of [MSW2], [MSW3]. To be self-contained, we recall some notions of these
these papers.

We equip K4 with the Hausdorff distance dy which for Cy,Cy € Ky is
defined by

dH(Cl,Cg) = min{a >0:C1 CCy+ OéBg and Cy C C1 + OéBg}

We denote by G'L(d) the group of linear, invertible operators from R? to R?
and by O(d) C GL(d) the subgroup of orthogonal operators. Let

ATy ={T:T=L+b,L e GL(d) and b € R%}

be the set of affine linear and invertible transformations of R where L + b
should be understood as the map L + b : R? — R? (L +b)(x) = L(z) + b.
From now on, we omit the d if it is clear from the context.

Definition 2.0.1 Let p : Kg — R?% be a map which is continuous with
respect to the Hausdorff distance and the euclidean norm. We call p an
affine invariant point if

p(T(C)) =T(p(C))
holds for every C € Kq and T € AT .

This notion was introduced by Griinbaum in [G] and we adapt it here. It
should be noted that it would be more adequate to call those maps affine
equivariant points and throughout this thesis, we refer by equivariance to
the identity p(T'(C)) = Tp(C). Also, we call affine invariant points more
shortly affine points.



10 Chapter 2. Affine Invariant Points

Let B4 be the set of affine points. This is an affine subspace of the
vector space C(KCg, R?) of continuous functions from Ky to R%. We put

Pa(C) = {p(C) : p € P4} and

F4(C) = {z e R : T(z) = x for every T € AT with T(C) = C}

which are both affine subspaces of R?. This means §4(C) is the affine sub-
space of all points which do not change under symmetries of C, i.e. under
T e AT with T(C)=C. Forpe By, C € Kgand T € AT with T(C) =C

we have

p(C) =p(T(C)) = T(p(C))

and hence, p(C) € P4(C), i.e., we always have Py(C) C Fq(O).
For M C AT and X C K4, we put

M(X)={T(C): T €M and C € X}

For t € R and C € Kg4, we put (¢t,C) = {(t,z) : x € C}.

It is a classical fact of convex geometry that for every convex body C' there
exists a unique ellipsoid J(C) of maximal volume inside C, called the John
ellipsoid, and a unique ellipsoid £(C') of minimal volume including C, called
the Lowner ellipsoid. The maps J : Kg — K4 and L : Ky — Ky are
continuous with respect to the Hausdorff distance and we have J(T'(C)) =
T(J(C)) and L(T(C)) = T(L(C)) for every T € AT and C € k4. We say
that a convex body is in John position (Léwner position) if the euclidean
ball is the John ellipsoid (Léwner ellipsoid). The following theorem is due
to F. John and K. Ball (see [Bal, [J]).

Theorem 2.0.1 Let C be a convex body with B§ C C. Then C is in John
position if and only if there exist contact points vy, ..., Uy, € 0C N 83‘21 and

m m
weights c1, ..., cm > 0 with Y ciuvl™ =1dg and Y cjv; = 04.
=1 i=1

An analogue result is also true for the Lowner position. The following corol-
lary is found in [J].

Corollary 2.0.2 Let C € K4 be a convex body in John position. Then we
have C C dBY.
2.1 Proof of Griinbaum’s conjecture

Let K] = {K € K4 : B§ C K John-ellipsoid of K} be the set of con-
vex bodies in John position. K7 is an O(d)-invariant subset of Kg4, i.e.
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O(d)(KJ) € K (and obviously, we may replace 'C’ by '=’). Moreover,
ICj is a closed subset of 4. Let p : ICj — R be a continuous map with
P(L(C)) = Lp(C) for every C € K and L € O(d). Then we may extend
P (in a unique way) to an affine point. We remark that for every C € Ky
there are T € AT and K € KJ with C = T(K).

Lemma 2.1.1 The map p : K4 — R, p(TK) = Tp(K) for K € K] and
T € AT is an affine point.

Proof. First, we show that p is well-defined. Let K, K’ € le be two
convex bodies in John position and let T, 7" be two invertible affine maps
such that T(K) = T'(K"). We show TH(K) = T'p(K"). From T 1T(K) =
K', we deduce B = J(K') = J(T''T(K)) = T""'TJ(K) = T'"'TBY
and hence, T""'T € O(d). It follows

T'H(K') = T'p((T"'T)(K)) = T'(I"'T)p(K) = TH(K)

Next, we show that p is continuous. We show this by proving that for every

convergent sequence li_>m C,, = C, there is a subsequence (Cy,, )m such that
n o0

1i£n p(Cp,) = p(C). Let C,, = L,(K,) + b, with K,, € K, L, € GL(d)
and b, € R? for n € Nand C = L(K)+b with L, K, b, accordingly. Since the

John point j(C),) = by, is continuous as an affine point we have lim b, =b
n—0o0

and hence, ILm L,(K,) = L(K). There are constants oy, @z > 0 such that

alBQd C LK) C ang. Let 0 < € < o be fixed. Then there is an N € N
such that for all n > N, we have

m

(a1 —)B3 C Ly(Ky) C (a2 +¢)BS

We have Bg CMC ng for M € ICj and we conclude that for n > N, we
have

(o —e)BY C dL,(BY) and L, (BY) C (o +¢)BY

i.e., the singular values of L, are bounded from below by *-= and from
above by s + . We consider the set of all operators with singular values

bounded from below by == and from above by as + ¢:

(UDV € GL(d) : U,V € O(d) and D = diag(s1, .. ., $4), =

where diag(ay,...,aq) denotes the diagonal matrix with diagonal entries
ai,...,aq. This set is compact as the image of the compact set

<si<az+e}
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O(d) x {diag(s1,...,s2) € GL(d) : 2 < s5; < an + £} x O(d)
with respect to the continuous map w : GL(d) x GL(d) x GL(d) — GL(d),
w(A, B,C) = ABC. Therefore, there exists a convergent subsequence (L, )
with limit L' in GL(d). From lg"ﬂ Ly, (K, )= L(K) it follows lgn K,,,
L'7'L(K) and since KJ is closed, we have L'"'L(K) € KJ and hence,
L'7'L € O(d). This yields:

Jim p(Lp, (Kn,,)) = lim Ly, p(Kn,) = L'p((L'L)(K))
=L'(L" L)p(K) = Lp(K) = p(L(K))

The proof of Tp(C) = p(T(C)) is straight-forward.
U

We can now prove Griinbaum’s conjecture. We only have to show that for
every xg € Fq4(K) there is an affine point p such that p(K) = ¢ since we

always have P4(K) C §4(K).

Theorem 2.1.2 Let K € K4 be a convex body and xg € F4(K). Then there
is an affine point p : Kgq :— R? such that p(K) = .

Proof. By an affine transformation of K and xg we may assume without loss
of generality that K is in John position. Using the preceding lemma it is
sufficient to construct a continuous and O(d)-equivariant map p : K — R?
such that p(K) = xp. We construct p by an averaging argument. We start
with the map 6 : O(d)(K) — R?

0 (L(K)) = L(xo)

This map is well-defined and continuous: Suppose L(K) = L'(K), i.e.
L''L(K) = K. Since zg € §q(K) it follows L'~ L(xg) = z¢, i.e. L(zo) =
L'(zp) and hence 6 is well-defined.

For the continuity we show that every convergent sequence in O(d)(K)
has a subsequence such that the image of this subsequence converges to
the image of the limit. Suppose (L, (K)),cy converges to an L(K) €
O(d)(K). By similar arguments as the ones in Lemma 2.1.1, we may ex-
tract a convergent subsequence (Ly,, ),,cy With limit say L'. First, note that
limyy, 500 Lin,, (x0) = L'(20). From

L(K) = lim L, (K)=L'(K)

m—00
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we conclude that L'"!L(K) = K and therefore, L'(x¢) = L(z¢) = 0(L(K)).
We remark that O(d)(K) is compact since ¢ : O(d) — K4, «(L) = L(K) is
continuous and therefore, O(d)(K) is compact as an image of a compact set,
and in particular, closed in ICCJl . By the Tietze-Urysohn lemma, there is a
continuous extension of 6 to a function § on KJ. Let u be the normalized
(i.e. probability) Haar measure on O(d). We put p : KJ — R?

B(E) = / L0 (L(K))du(L)
O(d)

and show that p is continuous, O(d)-equivariant and p(K) = xg. Indeed,

o) = [ L)) = [ L L) [ adu(D) =
O(d) O(d) O(d)

For every A € O(d) and C € KJ we have using the invariance of the Haar
measure (for O(d), left- and right-invariance are the same):

5 (A(C)) = / L0/ (LA(C))dp(L) = / (LA™Y 0 (LA )K(C))du(L)
o(d)

0(d)
A / L7 (L(C)))dp(L) = AB(C)
0(d)

As for the continuity suppose the sequence (Cy), o converges to C' in le .
We have pointwise convergence of the integrand, i.e. L=10'(L(Cy,)) converges
to L7Y¢'(L(C)) for every L € O(d). Furthermore, by compactness of K7,
we have

B= sup [[9/(M)]}2 <
MeK]

and we conclude lim p(C),) = p(C), using the theorem of dominated con-
—
vergence. e

g

2.2 The affine dimension of 3, is infinite

We show a slight extension of Theorem 2.1.2 in order to prove infinite di-
mensionality. We call a convex body C affinely equivalent to a convex body
Cy if there is a T' € AT with T(Cy) = C2. One checks immediately, that
this is an equivalence relation and from now on, we just say C7 and Cy are
affinely equivalent.
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Corollary 2.2.1 Let Ki,...,K,, be convex bodies which are pairwise not
affinely equivalent, and let x; € F(K;) for 1 < i < m. Then there is an
affine point p such that p(K;) = x; for 1 <i < m.

Proof. The proof relies on similar techniques as the proof of Theorem 2.1.2.
Assume without loss of generality that all convex bodies concerned are in
John position. Put

6 : O O(d)(K;) — R?
i L(K;) — L(z;)

The sets O(d)(K;) are pairwise disjoint, since no two of the K;’s are affinely
equivalent. By compactness of the O(d)(Kj;), these sets have positive dis-
tance with respect to the Hausdorff distance and hence, we can conclude
from the continuity of 0| (4)(x,) that ¢ is itself continuous. Using this 6, we
now proceed as in the proof of Theorem 2.1.2. O

Using this corollary, we can construct a sequence of affine points which are
linearly independent and hence, also affinely independent.

Theorem 2.2.2 The affine dimension of Pq is infinite.

Proof. Assume, we have a sequence of convex bodies K, k = 1,2,3,...
which are pairwise not affinely equivalent and such that §4(K%) does not
reduce to one point for every k. Start with an arbitrary affine point p;.
The sequence only containing p; is of course linearly independent. Now,
assume we have a sequence p1,...,p, of linearly independent affine points.
For every choice of z, € §4(K%), k=1,...,n+ 1, we find by Theorem 2.2.1
an affine point p with p(Ky) = z for k = 1,...,n + 1. In particular, we
find an affine point p,41 linearly independent to the sequence pi,...,Dpn.
Hence, we obtain a sequence of infinite many linearly independent affine
points and therefore, B, is infinite dimensional. The only problem left open
is the question if such sequences of K}’s exist. This should be clear at least
by the fact, that polytopes with different numbers of vertices cannot be
affinely equivalent because affine, invertible operators always map vertices
to vertices. However, we work out an explicit construction at least for the
case d > 3. For k. =1,2,3,..., put

K}, = conv |{04}, (1, B,Cf;i)

where 05 € R? is the origin. The K}’s are cones with base Bg:_% and the

construction of a double cone over a (d — 1)-dimensional convex body was
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already considered in [[K1], Theorem 5] for a somewhat related problem on
similarity invariant points. For no two k, k' with k # k’, the cones K}, and
K}, are affine equivalent. The set of extreme points of K} is {04} U {0} x
8Bg_7_} (note, that £+ 1 > 1). Since every affine invertible operator maps
extreme points to extreme points, we conclude that every affine operator T'
with T'(K}) = Kj maps 0g4 to 0g and {1} x BBZ__& to {1} x 8Bg_~__% and hence,
T does not change the first coordinate. Hence, we deduce that §4(Kj) 2
R x {04-1}. K} is invariant under permutations of the last d —1 coordinates
and that yields §Fg4+1(Kg) =R x {0g-1}.

O

2.3 Dual affine invariant points

We call an affine point p proper if for every C' € K4, we have p(C) €
int(C). Let p,q be two proper affine points. We say that ¢ is dual to p if
q((C — p(C))?) = 0 for every C € K4. In [MSW3], it was pointed out that
there are proper affine points with no dual. Here, we want to show that the
set of affine points with no dual is of second category with respect to some
distance. More precisely, we show that there is an open and dense set of
affine points with no dual. We make use of the following fact (cf. [MSW3],
Lemma 3.6, Theorem 4.3):

Theorem 2.3.1 A proper affine point has a dual if and only if for every
C € Kq, there is at most one z € int(C) with p((C — 2)°) = 0.

From [[MSW3]|, Proposition 3.13] we know that there is always at least one
z with p((C — 2)°) = 0.

We use the following metric to measure the distance of two affine points
which was introduced in [[MSW2], section 3.2]:

dist(p,q) = sup |[p(C) — q(C)||2
B$CCCdBY

With respect to this distance we have the following topological result on
proper affine points with no dual.

Theorem 2.3.2 There exists an open and dense set W C By of affine
points with no dual.

Proof. Let p be an affine point having a dual and € > 0. We construct an
affine point ¢ such that dist(p, q) < € and such that there is a neighbourhood
V of q of affine points with no dual. We will construct V' in such a way that
for every ¢ € V there is a 2z € int(B{)\{0} with ¢'((B{ — 2)°) = 0. Since
we always have ¢/ (B ) = 04 we conclude from the preceding discussion that
¢’ has no dual.
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Since p is continuous there exists a 7 > 0 such that for every C € Ky
with d(C, BL) < n we have [|p(C)||2 < 5. For every § € (—1,1) we can
choose s, ¢s and as such that T5((B{ — de1)°) is in John position where T
is the affine map

ls 0 . 0 as
0 0
T5 = —+
cs - Ig_q :
0 0

We have limg_,gls = 1, lims_,gcs = 1 and limgs_,g a5 = 0, moreover
lim T ((B;l . 561)0) - Bd
6—0

Therefore, we may choose sufficiently small 0 < é; < d5 < 1 such that for
1 =1,2 we have

and
dp(BL, Ty, <(Bf - 5z‘€1)°>) <n

We put C; = Ty, (B{ — §;e1)°). We have Fq((Bf — 6;e1)°) = R x {04_1}.
Note that BL, (B{ —d1e1)° and (B{ — 2e1)° are pairwise not affinely equiv-
alent, i.e. there exists no affine map which transforms one convex body into
another. By Corollary 2.2.1 we can choose an affine point r such that

o € ° 9
r(BL) =04, r((B¢—61e1)°) = ~5g6 and r((BY — 62€1)°) = =€l

It follows that

—1)ils, -
( )5d51 €+a5i <£

Ir(Co)l2 = 5

Since the compact sets {B%}, O(d)(C1) and O(d)(Cy) are pairwise disjoint
we conclude

o; = inf dy(L(C;),BL) >0
LeO(d)

We put o = min[ay, as]. Let U; C ICj be relatively open neighbourhoods of
C; such that
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S «Q
[r(FK)ll2 < 45 du(K, BS) < nand du(K,C;) < 5

for every K € U; and put U = Uy U Uy. We conclude that for every K € U;
and L € O(d) we have by the reverse triangle inequality

dr (B, L(K)) 2 di(B%, L(Cy)) — du(L(C:), L(K))

= d(B%, L(C)) - du(Ci, K) > a— 5 = 3

By the Tietze-Urysohn lemma there is a continuous map ¢ : KJ — [0,1]
with ¢(L(C;)) = 1 for L € O(d) and ¢(K) = 0 for every K € (O(d)(U))°.
Put @ : K] — [0, 1]

MM—/éWMM@)

O(d)

where g is the normalized Haar measure on O(d). Put ¢ : KJ — R,
J(K)=®(K)r(K)+ (1 —®(K))p(K) which is continuous as a combination
of continuous maps and O(d)-equivariant. Denote by ¢ the unique extension
of ¢ to an affine point. For K € KJ\O(d)(U) we have ||¢(K) — p(K)]|j2 = 0
and for K € U and L € O(d) we have

lg(L(K)) = p(L(K))|[2 = ®(L(K))[|r(L(K)) = p(L(K)) ]2 < [[L(r(K) = p(K))ll2
= [lr(K) = p(E)l2 < [[r(K)ll2 + [Ip(K)]2
9 9

g
St 2

Let C € K4 be an arbitrary convex body with the property B C C C
dBg. Then there is an affine transformation 7= L + b, L € GL(d), b € R
and a convex body K € KJ with C = T(K). We have the following estimate:

4(C) = POl =Ia(T(K)) = p(T(K))]l2 = | Ela(K) = p(E)]|
<|Zloplla() = p(K)l2 < | Ellops

where ||-||op denotes the spectral norm. We have b = b+ L(04) € b+ L(K) C
ng and hence, ng —bC 2dB§l, and we conclude

L(BY) C L(K) C dBY — b C 2dBJ
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which leads to the bound of the spectral norm of L by 2d and therefore,

5
19(C) = p(C)ll2 < ILllop5; <€
or dist(q,p) < €, respectively. Put
V={¢ €Ba: ¢ (B} —61e1)°)1 < 0 and ¢'((Bf — 6ae1)°)1 > 0}

where ¢/(...); is the first component of ¢'(...). The set V is an open neigh-
bourhood of ¢q. Note that for every ¢’ € V' the map

U002 = Bx {00}, 0(0) = ¢ (B — de)”)
is continuous and hence, for every ¢’ there is a ¢’ € [§1, d2] with
q’ ((Bil - 5/61)0) = 0e; = Od

by the intermediate value theorem. O

2.4 Symmetry measures and the maximal distance
of John and Lowner point

When we talk about symmetry measures, we mean the class introduced in
[MSW1]. Consider two affine points p1, pa with p1(C), p2(C) € C for every
C € Kq. We put dp, p, : Kqg — [0,1]

Op1,ps (C) =0, if p1(C) = p2(C)

_ Ip1(©) — p2(O)]
b s (€)= PR

where a denotes the line through p;(C),p2(C) and define the symmetry
measure as @p, p, = 1—0p, p,. Morally, if the value of this symmetry measure
is close to 1, we have high symmetry. For example this value is always 1 for
the simplex and for symmetric convex bodies. In [MSW1], the question is
raised if ¢y, p,(C) = 0 can occur for some pi,p2,C. In part 1, we answer
this question in the affirmative for every dimension d > 2. In part two, we
treat the special case where p; = j and ps = [, i.e. the case of the John and
Lowner point.
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2.4.1 Extremal pq,p, for ¢

We start with two propositions how to construct proper affine points and
more generally, affine points with p(C') € C for every C' € K4. The proof of
the first proposition is almost analogous to the proof of the same statement
about different classes of equivariant points considered in [K1] but we repeat
the arguments in our setting for the sake of completeness.

Proposition 2.4.1 Let K € Ky be a convez body and x¢ € §Fq4(K)Nint(K).
Then there is a proper affine point p with p(K) = xy.

Proof. Without loss of generality we assume K to be in the John position.
By Theorem 2.1.2, we have an O(d)-equivariant, continuous map p : ICj —
R? with p(K) = x¢. By continuity, we have an open neighbourhood U of K
in KJ with p(C) € int(C) for every C € U. The same holds for the open
O(d)-invariant set

w= J uu
)

leo(d

By the Tietze-Urysohn lemma, there is a continuous function ¢ : le — [0,1]
such that

1 ifCceod) (k)
¢(C)_{o if C e we

Let 11 be the normalized Haar measure on O(d) and define ® : KJ — [0,1]
by

3(C) = / H(L(K))dp(L)
0(d)

Obviously, ® is a continuous function with 1 on O(d)(K) and 0 on W¢. We
put G : ICj — R?

4(C) = 2(C)p(C) + (1 = @(C))g(C)

where ¢ is the centroid. Then, ¢ is continuous, O(d)-equivariant and we
have G(C) € int(C) for every C € K. The same holds if we extend ¢ to an
affine point q. O
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Proposition 2.4.2 Let K be a convex body and xo € §q4(K) N OK. Then
there exists an affine point p with p(K) = xo and p(C) € C for every convex
body C'.

Proof. Since §q(K) is an affine subspace of R? and 3(g(K) + zo) € int(K)
we conclude from Proposition 2.4.1 that there is a proper affine point ¢ with
4(K) = 5(9(K) + w0). We put v, : Kg — [0,1]

(O = {o if 4(C) = 9(C)
I (sup{A > 0: g(C) + A(q(C) — g(C)) € CH ! else

We omit the proof that v, does not change under affine transformations, i.e.
Y4(T(C)) = v4(C) for affine maps T', and ~, is continuous. The function ~,
has the nice property that for every C' and v with v > 7,(C') > 0 we have
g(C)—i—%(q(C) —g(C)) € C and especially, g(K)—i—ﬁ(q(K) —g(K)) € OK.
Put ¢ : [0,1] — [, 1] with ¢(s) = 1 — s for s < 1 and (s) = s for s > 1
and define I'; = v o~y,. I'y is itself continuous as a composition of continuous
functions and does not change under affine transformations. We can then
define the desired affine invariant point p as p(C) = g(C) + %(q(C’) -
g(C)) for C € Ky.

0

Remark 2.4.1 Using the centroid g in the proof is not crucial. Actually,
we could have taken any other proper affine point instead.

Theorem 2.4.3 For every d > 2 there exists a symmetry measure ¢p, p,
and a convex body C € Kq with ¢p, p,(C) = 0.

Proof: Choose a convex body K € K; such that the affine dimension of
Pa(K) is at least 1. Those convex bodies do always exist because the set of
convex bodies C with 4(C) = R? is dense by [[MSW2], Theorem 3]. If we
want to avoid this implicit argument, one can choose as C for example the
cone

conv {04}, (l,Bg_l)

for the case d > 3. Since the affine point g(K) is an element of int(K), the
set P4(K)NOK has at least two distinct points, say x1, ze. By Proposition
2.4.2, we find two affine points p1, ps with p1(C), p2(C) € C for every C € Ky
and pi(K) = z1 and pa(K) = 2. This yields ¢, ,,(C) = 0.

]
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2.4.2 An extremal case for the Lowner and John point

What we will prove here is that

2
P < Ciéllgd ¢j,l(C) = m(l +o(1)) . (2.4.1)

In [MSW1], we find the estimate

< inf ¢;(C) < (2.4.2)

d+]. _CGKd

N —

It turns out that, even though the right-hand side of (2.4.2) is not the right
order of magnitude, we only have to modify the construction of [MSWI]
slightly to obtain the right order %. We start with the left-hand side of
(2.4.1). Actually, you can find a proof in [[MSW1], section 3, remark]. We
recall it for two reasons. The first reason is that this proof is done for the
Santald point and the centroid (although the arguments work analogously
for the John and Loéwner point). Secondly, there is a minor mistake in the

proof.
Lemma 2.4.4 Let d > 2. For every convex body C we have ¢y ;(C) > ﬁ.

Proof. Let £ be the John ellipsoid of C' — j(C'). By Corollary 2.0.2, we
have C' — j(C) C d€. We conclude C' — j(C) C d€ = —d€ C d(j§(C) — C).
Similarly, we have C' — [(C') C d(I(C) — C). Let a be an arbitrary chord
in C' — j(C) passing through the origin. Then «a is split by the origin into
two line segments aj,as. From C — j(C) C d(j(C) — C), we deduce that
a1 € —das and hence,

laz|1 2

\a2|1 > 1
laji — d+1

s = p or equivalently,
a1

The same holds for every chord through the Lowner point. Assume [(C') #
j(C) and let now a be the chord of C through j(C) and I(C). By the
preceding discussion, the portion of the part of the chord which is not covered
by the line segment between [(C), j(C) is at least = ﬁ of the
length of a.

1 1
PES R A |
O
Now, we establish the right-hand side of 2.4.1. We need the following lemma.

Lemma 2.4.5 There is a sequence (£q)qen with e = 5 + O(d%) such that
the Lowner ellipsoid of

/ 1 1
Kd:COHV [(€d, 1763‘33)’( 1*&,@35)
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18 Bg“.

Proof. For fixed 0 < € < 1 and d consider

K = conv [(—8, \/@Bg), (H, \}ng)

For 2 <i<d+1 put

1 1
v;t::t 1—¢c2e; —cey andw;t::tﬁei—l—wl—gel

where e; is the i-th unit coordinate vector. We note that vl-i, wl?t € 0K N
8B§l+1 and

de? 0
1—¢&2
V= Z Vo™ =2 i
oe{t},i ’
0 1—¢g?
d(1-1) 0
1
W = Z wlwd™ = 2 d
oe{t},i 1
0 a

If we find t1,%2 > 0 such that t;V + toW = Idg11 and
| D |+t D wi| =0,
oe{t},i oc{£},t
we may conclude that B¢ is the Lowner ellipsoid of K (see Theorem 2.0.1).

These two equalities are equivalent to the following three equations:

1 1 1 1 1
tl(l — 62) —i—tgg = 5, t1d82 —i—tgd(l — g) = 5 and t1e —t94/1 — g =0

From #1(1 — &%) + to2 = t1de? + tod(1 — 1) we get

th d—1-3
ty  1—(d+1)e?
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and the third equation is equivalent to

We obtain that

,/1—%(1—(d+1)52) :(d—l—é)e

and the only positive solution of this quadratic equation in € is

_1
1A D gg -1 1+ 0 1

2(d +1) ] 2+0@)

1
d—1-1

_ % 40 <d12) (2.4.3)

With € = g4 we verify that we have positive solutions t1, to.

€d

Consider the convex body

1 1
C,; = conv [(—5(1, 1— EZAd), (1/1- 7 ﬁBg)

where Ay is the regular d-dimensional simplex inscribed in Bg.

Theorem 2.4.6 Asymptotically in d we have the estimate ¢;;(Cq) < d—il(l%—
o(1)).

Proof. The convex body Cjy is similar to the construction in [[MSW1], section
5]. The only difference is another scaling factor for A;. We also use the same
arguments as in [[MSW1], proof of Proposition 15] to show that the Lowner
ellipsoid of Cy is the same as the Lowner ellipsoid of K4 as defined in Lemma,
2.4.5 and hence, the Lowner ellipsoid is BSH. We can also argue in the same
way as in [[MSW1], Proposition 15] that the John ellipsoid of Cy is included
in

1 1

=, —Bg
d \/a 2)
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and hence, they share the same John ellipsoid. This is also the John ellipsoid

of
conv [(—Sd, 1—e2A,), (H, \/gAd)]

This set is the frustum or truncation of a simplex. The exact expression for

this simplex is
- / 1
Ad-i—l = conv [_pdelv( 1- gu \/gAd)

where we put

pd_ed\/a+g/1—s§1/1—é
Vi-Jid

We apply (2.4.3) to pg and we get

5d¢8+\/@\/1-520(%)+1+0(5)_ 1 <1>

Va—\J1-¢ Vd +0(1) =vato\a

Simplices have only one affine point and hence, the John point and the
centroid of Ad+]_ coincide. It is a classical result for simplices that a line
segment from a vertex to the opposite base through the centroid is cut by
the centroid in the ratio dimension to 1. Therefore, the centroid of Ad+1 is

1 d+1 1 1 1 1
<d+z<‘f’d>+d+2 1_d> - ((“m) 1‘d+0<d3/2>) “

The John ellipsoid is symmetric about the centroid and we conclude that
the John ellipsoid is included in

(—eas /1 - 2280), (1/1 - é, VaA)

if d is large enough. Hence, it is also the John ellipsoid of (2.4.4), by the
preceding discussion also of K4 and Cy. We are ready to calculate ¢;;(Cq)

conv

(2.4.4)
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i) ol _ (1= as) y1-5+0 ()

1— 61(Cy) =
9;1(Ca) laNCqly 1-14e,

(1- %) (1= 4 +0(F) +0 ()
1-54+0(%)+3+0(%)

g0 matolar
2

and this shows the right-hand side of inequality (2.4.1).
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Chapter 3

Duality of Floating and
Illumination Bodies

We define a distance on the set of centrally symmetric convex bodies:

Definition 3.0.1 Let Si,S, C R? be centrally symmetric convex bodies.
We define

1
d(S:hSQ) = inf {CL 2 1: 581 Q SQ g (151}

Note that logd(-,-) is a metric.

Definition 3.0.2 Let C C R? be a convex body and let § > 0. The (propor-
tional, convez) floating body Cs is defined by

Cs = ﬂ H*
|[CNH~[q<4|Clq

where H are hyperplanes and H™,H™ are the corresponding closed half-
spaces. The (proportional) illumination body is defined by

0% ={z e R?: |conv(C, x)|g < (14 6)|C|q}

The definition of the convex floating body is due to Schiitt/Werner (see
[SW1]) and Bérdny/Larman (see [BL]) and the definition of the illumination
body is due to Werner (see [W1]). For a convex body C and x € 9C we
denote by N¢(z) the outer normal at z if the outer normal is unique. In
most cases we omit the C' in N¢ since the convex body involved is usually
clear from the argument we are applying N to. Note that the illumination
body is always convex (see [W3]). This can be seen by the formula

conviCualla= 3 (101 + 3 [ 1t =0 NG an( )

27
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where p is the surface measure of C' and N(y) is defined almost everywhere.
Obviously, the expression on the right-hand side is convex in z.
For centrally symmetric bodies S we put

(s)” =[]

Definition 3.0.3 Let S C R? be a centrally symmetric convex body and
0<d< % We define

ds(d) = inf d (55, <S>5’)

6’'>0
and we put d,(9) = ng(é).

The aim of this chapter is to estimate dg(d) for different classes of centrally
symmetric convex bodies, namely ﬁg—balls and centrally symmetric ovaloids.
Since for any two centrally symmetric convex bodies S1, So € RY the equality
d(S1,S52) = d(S7,55) holds it follows that for every centrally symmetric
convex body S C R? that

dg(8) = inf d (55, <5>5’)

§'>0

= inf d((Sg)o,(S°)5,>
6’>0

Note also that dj(g)(d) = ds(d) for every linear invertible map L. In other

words, the problem of estimating dg is invariant under linear transformations

of S.

Definition 3.0.4 Let Q C R be an open neighbourhood of 0 and let
f:9Q =R be a convex function of class C? with f(0) = 0 and V f(0) = 0.
The principal curvatures at 0 are the eigenvalues of the Hessian H f(0) and

the Gauss curvature at O is the product of the principal curvatures, i.e.,
det H f(0).

Let C' C R? be a convex body, let z € 9C and assume that there is a unique
outer normal N(z). Let L € O(d) be a rotation such that L(N(z)) = —eq
and put ¢’ = L(C — z). Then there is a v > 0 and a convex function
fo: ’yBg_l — R>g with f(0) = 0 such that the boundary of C” is locally
around the origin given by the graph of f,. We call f, a parametrization
of C at z. If C is differentiable at 0 then Vf,(0) = 0. If f, is C? on
a neighbourhood of 0 the principal curvatures and the Gauss curvature of
C at x are defined by the principal curvatures and the Gauss curvature of
fz at 0. These definitions are independent of the choice of f, (see also the
introduction of [RSW] for the definition of curvature for convex bodies). We
denote the Gauss curvature at = by rc(z) and we omit C' in k¢ in most
cases since the convex body involved will be usually clear from the context.
We say that y € 9C corresponds to (z, f+(2)) , z € fyBg_l, or vice versa,

(z, fz(2)) corresponds to y if L(y — z) = (2, fz(2)).
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The results of the following sections are joint work with Elisabeth Werner.
The original question in what sense the illumination body and floating body
are dual notions is due to her. She provided the general idea to compute
crucial points on the boundary of the floating and illumination bodies in
order to get good estimates. She also pointed out to me the results of the
paper [H] which are used in section 3.4. The computations in the following
sections were carried out by me.

3.1 Cube

In this section we prove the following theorem:
Theorem 3.1.1 For every d > 2 we have

d _ _ d g
72\/% < liminf 7%0(5) 1 doo(0) — 1 < 2 \/%

<1
a1 =it ==y < lsup == 50— < 7 g
where vg = %.
Note that lim /g = % We start with some results on the floating body
n—oo

of B4 and the illumination body of B{.

Lemma 3.1.2 For every § > 0 we have:

1 4 1
——-B% C <Bd> - BY
14245~ ®/ T 1425
Proof. We show that (B{)? C (14 296)B{. Let x € 0 [(1+4246)BY], i.e.
Zle |z;] = 1+ 2%5. We may assume without loss of generality that x; > 0,
i =1,...,d. We start showing that |conv[B{,z]|q — |Bf|q > 6|B{|4. Note
that

lconv[BY, x]|g — |BEq > |convey, . . ., eq, ]|4
and the set on the right-hand side is a cone with base convley,...,e4] and
apex . The (d—1)-dimensional volume of convley, ..., e4] is given by (df‘/cz)!.
Since N := ﬁ Z?:l e; is the outer normal of the facet convley,...,eq] the
distance from x to convley,...,eq] is given by

14241 245

':UyN — (€ 7N - Y A
(@, N) = {e1, N) Vd Vd  Vd
Hence,
1 Vd 215 2¢
o e T N a Bd
|conviey, ..., eq, z]|q d(d—1)!'Vd 6d! 01Bila
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and we conclude that (B{)® C (1+296) B which is equivalent to 1+2d5Bgo C

d \¢
(Bso)"-
The second step is to prove that (1 + 2d0)e; € 0 [ (B{)?] for 1,...,d.
Thus, (1+ 26)B1 C (B{)° which is equivalent to (B2 >(S C H%éBgo Let
h > 0 be such that (14 h)e; € 9 [(B¢)°]. Since

conv[BY, (14 h)eq]
=conv[—ey, teg, tes, ..., teq) Uconv[(1l + h)ei, tey, tes, ..., tey]

and the union in the last line is disjoint up to a null set. It follows that
24 d L i1 1 d—1
(1+8)—5 = |eonv[By, (1 + her]la = Z[B1™ a1 + S (L + A)| By a1

:<1+Z>d

hence, h = 2§. By symmetry we conclude that for every 7 = 1,...,d we
have £(1 + h)e; € 0 [(B{)°].
O

Lemma 3.1.3 For0 <§ < % we have
(1—2¢Aad"")BL, C (BL)s € (1 —26)B%
and (1 — 2 ya6Y9) Zl L€ € D[(BL)s] where vq = i

Proof. We start with (BL)s C (1 —28)B%,. Since for every j = 1,...,d and
every o € {—1,1} we have

‘{l‘ €BL :ox;>1— 26}‘0{ =245
it follows that

(BL)s C ﬂ {zreR?: or; <1—20}
je{1,....d}o==%1
= [) {reR’:—(1-20)<a; <1-20} =(1-28)BY
Ge{1,...d}

We show that for every s = (s1,...,54) € {—1,1}? that

d
(1= 242" Y ei € 0 (BL)s|

i=1

By symmetry we just need to consider the case s = (1,...,1). Let h =
2+/d16Y/4 and observe that h < 2 since § < %. Let H be the hyperplane
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through the d points Zle e; —hej, j=1,....,d and let HT be the closed
half-space including 25:1 e;. Since h < 2 we have

d d d
Bgo NH' = conv Zei,Zei —hel,...jzei — hey
i=1  i=1 i=1
This set is a rotation and translation of the simplex conv|0, heq, ..., heg| and
the volume of this simplex is equal to
hd
|conv|0, heq, ..., heglld = i 295 = 6|B2 |,

By a result of M. Meyer and S. Reisner (see [MR]) the floating body of Dupin
exists for centrally symmetric convex bodies. It follows that H touches the
boundary of (B%)s at the (d — 1)-dimensional centroid of H N C' which is
an equilateral (d — 1)-dimensional simplex. Hence, the centroid of C' N H is
given by the average of its vertices, i.e.

() (Dt

Therefore,
(1-2¢7"") B € (BL)s

Lemma 3.1.4 For every d > 2 the following inequality holds:

doo(0) =1 _ 249/
lim sup Oo(l)d < Zdl
50 &Y/ 1+2%

Proof. Assume 0 < § < 4. Put ¢’ = Hz%él/d and

1
(1+26")(1 — 2 /72019

as = max [(1 —20)(1 + 24",

The constant as is chosen in such a way that éﬁBg{) - ﬁBgo and

ﬁBgo Cas(l- 2,d/’yd51/d) BZ. Tt follows by Lemma 3.1.2 and Lemma
3.1.3 that 5
1 /
(B € (BL) Cas(BL)s

Since
i (1-25)1+2%") -1 2%
5—0 o1/d C 14241
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and
.1 1 24 474
lim —1 = ——
50 1/ \ (1 + 20")(1 — 2 ¢/g61/4) 14 2d-1

it follows that

5/
a1 (B (BL)) -1
msup —— 11m su
6a0p (51/d a 6a0p 51/d

-1 9d a/~~
< lim il 1d

Lemma 3.1.5 For every d > 2 the following inequality holds:

2074 .. . .deo(8)—1
Tt =R g

Proof. Assume that 0 < § < %. Let a > 1 be such that %(Bglo)& C <Bgo>5/ c
a(B%)s. By Lemma 3.1.2 and Lemma 3.1.3 a necessary condition to have

L(Bd)s € (BL) s that
0> (1+428)(1—25) . (3.1.1)

By Lemma 3.1.3 the vector (1 — 2,d/fyd51/d) Zgzl e; lies on the boundary
of (BL)s. Using Lemma 3.1.2 we conclude that a necessary condition for

(BL)' C a(BL)s is that
1
(1+246")(1 — 2 Y6/ )

a

Y

(3.1.2)

The assumption §' > lgj‘fl 61/ together with (3.1.1) yields that

> —_— —

and the assumption ¢ < %51/‘1 together with (3.1.2) yields

1
e ari 27

> /d o a—sl/d _ 1/d 1/d
0> <1+1+2d15 (1 - 29| =1 i 8 o8
thus

d,
() =1 1+ li\{flal/d +o(§Yh) —1 _ 28
5—0 51/d — §—0 S1/d 14241
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3.2 Crosspolytope

In this section we prove the following theorem.
Theorem 3.2.1 For every d > 2 we have
&6 -1 2i/d
lim =
5—0  §l/d 2

We start with several lemmas about the shape of <Bfl>6 and (B{)s.
Lemma 3.2.2 Let § > 0. Then we have:

5 1
L p— o JC {1, ... = <k<
<B1> conv [k+2d6;iel JC{l,....d}, |J=k 1<k<d

Proof. We compute the illumination body of the cube. Let J C {1,...,d},
J#0and s € {—1,1}/. Put
MSJ ={z € R?: g;z; > 1 for every i € J and —1 < x; <1 for every j € J°}

and

1

J _ o

W= e s
e

The complement of int BZ is completely covered by these sets M?. We show
that the boundary points of (BZ)° contained in M lie on the hyperplane
H! ={z eR?: (z,v)) =1}

from which follows that
(BL)’ = ﬂ {x € R%: <x,v;]> < 1}
J,s
Thus,

<B{l>5 = conv [v;7 :JC{l,....d},J# 0 and s € {1, 1}J]

Let £ € R? be a boundary point of (B%)° and let J, s be such that & €
M. Put k = |J|. By symmetry we may assume that J = {1,...,k} and
s=(1,...,1). The 2d facets of B are given by F? = {x € B% : z; = o1},
1<i<d, o€ {-1,1}. The volume of conv[BZL, £]\B% is given by (cf. the
proof of Proposition 2 in [W3]):

1
oD |Flaimax[(€ —oei,0e), 0]
1<i<d,o==+1
9d—1
== Z max [0&; — 1,0]

1<i<d,o=+1

2d—1 k
== Z(&. -1) (3.2.1)
=1
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Since 296 = |conv[BZ,,¢]|q — |BL|, the term in (3.2.1) yields (v{,&) = 1.
U

Corollary 3.2.3 For every 0 < 6 < 2171’ a>1ands € |0, %] the vector

+ a _ S
AT\ 15245 14245 )

lies on the boundary of a - <B{l>§.

Proof. First, we show that the line saegment between T12d<562 and leé(el +

e2) lies on the boundary of <Bii> . Put v = ﬁq + e3. Note that
1 1 1 .

(v, Troa5€2) = 1+2d5 and (v, 5505 (e1 + €2)) = q7545- Hence, it suffices

to show that <B‘11> C{reR?: (v,2) < 1+2d5} We have

1 . .
BRSNS < U O 1 2
<v’|‘]|+2d5;e> ]+ 2d6 <1+2d5XJ()+XJ( )>

where y denotes the characteristic function. Considering the two cases |J| =
1, |J| > 2 separately one gets that the right-hand side is smaller or equal to
We conclude that the line segment 1!%62 and ﬁ(el + e3) lies on

1
T+2ds
the boundary of a - <B1d>6, i.e., for every A € [0, 1] we have

a(l —\) a\ a\?

Frer B1)

2+2a0 Ot T e €a< L
Put s = 2(+2d5) then A\ = @s and hence,

a(l—)\)+ a\ B a s
2t 2ns 1+2d5) 2T \1x2d6 1+2ds)?

For every s € [0, %] the following holds:

2(1 + do)
a

1>1-— -0

d 1
=A>1-2(1 >1-2(1 - =
s=A> (1+dd)s > <+2d> 3

We conclude that for every s € [0, ] that

a S 0
_ B
862+<1+2d5 1+2d5>‘32€“< {)
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Lemma 3.2.4 Let 1 < k < d. Then there exists a constant cqp and a
function sqj, with %iII(l) sdk(0) = 0 such that for every J C {1,...,d} with
%

|J| = k we have:

(1 —car(1+ Sd,k((s))‘sm) %Z te; €0 (Blli)é

ieJ

1
a-r 2k )de
Cd,k‘: kT
( (%)

Proof. Let 1 < k < d be fix and let A > 0 be such that 152 3% ¢, €
(B{)s. By symmetry we know that vj, = ﬁ Zle e; is normal to (BY)s at

% Zle e; and hence, we have that

k
Bldﬂ{:):eRd:(x,Zei) Zl—A}
i=1

where

= 4|B{|4
d

k
Bfﬂ{a:ERd: <x,Zei> ZI—A}
=1 d
2
k
:/M)Bflﬂ{xeRd:@,vasH ds
Vi

We compute

d—1
We compute the integrand:

B{lﬂ{x e R : (z,v) :s}‘d ,

k
= {xERd:Zaﬁz \Fs/\Z]xz\<1/\ Z \x2]<1—z ]a:z}
i=1

i=k+1

= {xERidek:in:\/Es/\ Z \xi|§1—\/Es}
i=1

i=k+1

d—l

k
+ {xeRd\ (RE x RIF) 3 i = Vs A Z |:EZ|<1—Z ym}
i=1 i=k+1 d—1
=(Vks)"Heonvler, . exllpy - (1= VEs) "B o
k
+|{ @ e R (RE xRTH) Z 8/\2|xz|<1—2|$@|}
=1 i=k+1 d—1
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and applying the volume formulas for the simplex and the Eil—balls we obtain
(\/%s)k”_1 |convier, ... ex)|,_q - (1 — \/Es)d_k]Bf_k\d,k

) - 20k /L
=(VEks)" 11 = VEs)? k(d —k)(k—1)!

We show that the second summand in (3.2.2) is relatively small if A is small.
Note first that by the triangle inequality we have

Z|l’l|<1— le =1—Vks
=1
and hence,
k
{zeRd\(Rﬁdek> :Zm, VEs A Z \xz|<1—z |:C,]}
i=1 i=k+1 d—1
k
< {xERd\(Ride_k>:le \[S/\Z|xz|<1/\ Z |z <1—Vks
i=1 i=k+1
k od—k
= {fERk\Ri:in:\/%s/\ZMASI} (1 — Vks)?~ k(d Bl
=1 =1 k—1

Let s = 155 for some 0 < & < A. Then vVks = 1 — e. We now show that

N
k k
{yERk:Zyizl—e/\thgl}
i=1 i=1

is contained in

k k

A1

{(1_5)2()‘/”_k‘f‘k)@i:ZMi:l/\VlSiSk:uiZO}
i=1 =1

where)\zl—i—%. LetyGRkbesuchthatEleyizl € Z 1|?Jz’|§1

andyi:(l—s)()\ui—%—i—%)forlSigk. PUth‘Z%(y’E—%—i-%),

s <4 <k. Then

Z 1Y
;= =l 140 =1

An easy computation, which we postpone, shows that y; > —e for all 1 <
1 < k and this yields

1y 1A U1 e 1 14+1E)
“"A(1—ek+k) A(1—sk+ )0

}

d—1
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The inequality y; > —e follows for the case i = 1 (and analogously for the
other cases) from

k k
l—c—y =Y y<> |yl <1
=2 =1

It follows that
k k
{iERk\Ri:Zmi:\/ES/\ZLL‘i]gl}
i=1 i=1
k k
= {xeRk:in:\/%s/\ngl}
i=1 i=1 h—1
k k
—‘{ieRi:in:\/%s/\Z|xi]<l}
i=1 i=1 k—1
k—1 k k
Vk — ks k
1+ — -1 r € RY : i = VksA i <1
(( + S z i ;a: Vks ;|xl

k—1

<
k-1
Hence, we have
d—k
““Af—wl_V%@¢%@ﬁ?me€1ﬁ
d—k
<(Vks)' (1= Vs d —Qk)!(f— 1)
< ’B{lﬂ {a: ER?: (z,v1) = SHd_l
k-1 _
- (1 " m) R =
k-1 d—k
<(1+155) ORI VR et
EA k—1 5 2d—k\/E

<(1+758) 0V G

This means that
d—k

’Bf N {:U e RL: (z,vp) = S})d—l = (1+O(A))(1_\/E5)dik (d _Qk)!(ﬁ 1)!

We compute

=l A d+1-k
/\/E(l — Vks)4kds = /\/E td=kdt = - <A> ,
s ; d+1—k \Vk
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hence,

2
/\/E B{lﬂ{weRd:@,vk}:sH ds
1-A d—1
24—k 1

Ad+1fk
(d+1-R)l(k— 1l FTF

=(1+0(a))

and we obtain

dk 9k d+%—k L L
A = \/% ﬁ (1 + 05(1))5d+1—’“ =: Cd,k(l + Sd,k(é))(sd'*l—k
k—1

where the index ¢ in o5(1) means that the expression tends to 0 when §
tends to 0.
O

Lemma 3.2.5 Let 0 <v,u <1 andlet 0 < < % be such that

(p)

3—d
e

Then we have

p—v (n=v)*  2uv d
1- . B
d 61+< Aty nrv) 2 € Bk

Proof. W.lo.g. let 0 < v < pu <1 and let H be the hyperplane given by
the line through ey + v(—e; — e2) and ez + p(e; — e2) and the span of the
vectors es, ..., eq, i.e. the hyperplane consisting of vectors of the form

(ap— (A -y, 1 —ap—(1—-ay,zs,...,74)

with a,x3,...,x4 € R. We compute the volume of the intersection of
Bii with the closed half-space H~ having H as boundary and not con-
taining the origin. The hyperplane H and the line Rey intersect each

other in a single point which is given by (1 - 3i’;) ez . The set C =

d—2 . .
convley, e, +es, ..., +ey] has volume 27. Consider the linear map L :
R?¢ — R4,

d
2uy 2uy
L(x) = pler,x)er + - e1,xr)es + €i,T)e;
0 = ntenajes + (25 =) (vsaten + 32 2 v

d—1
The determinant of L is p (3i’;> since L is a lower triangular matrix

with one time p and d — 1 times % on its diagonal. Since

L(C—eg)4eg = conv]ea+pu(e; —ez), €2, ea+1(Leg—ea), ..., ea+1(Lteg—es)]
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2y
v

we get that the volume of the above set is

2uv d=1 9d-2
() w
w+v d!

Analogously, we have that the volume of the set

where ¥ =

convleg + v(—ej; — e2),e2,e2 + ¥(Les — e3),...,ea + F(tey — e3)]

) d—1 5d—2
y N 2
wtv d!

Hence, the volume of B{ N H~ is

2#”/ d—4—2d72 2ML’ d-1 2d72 Oiy)dfl 22d73
" +v =
w+v d! uw+v

is

d! (p+v)d=2 d

We conclude that the hyperplane H cuts off the volume §|B{|, if

()"

3_d6

Since B{ is centrally symmetric we know from [MR] that H is a support
hyperplane of (B¢)s touching the body exactly at the centroid of the (d—1)-
dimensional convex body (B{)s N H. We determine the centroid. We start
with the centroid of

C1 = convles + p(e; —eg), e + ¥(tes — €3),...,ea + F(xeqg — e3)]

This is a pyramid with apex es + p(e; — e2) and base conv]ey + ¥(te3 —
€2),...,es+ Y¥(teq — e2)], and the centroid is given by

Cd-1 1 o it (2n = Dy
g1 = ——(1=D)est(eatp(er—es)) = d€1+(1 d(p+v) ©

Analogously, the centroid of
Cy = convies + pu(—e; — e2),ea + J(xes — e€3),...,ea + F(Ley — e3)]

is

d

It is easy to see that the volume ratio of C; to (5 is % and therefore, the
centroid g of B{ N H is given by

1 w—v (u—v)? 2uv
= — +vg) = e+ (1— — e
g u—l—u(ugl 92) a ! < dlp+v) p+v 2

v v+ (2n — v
#T T < d(p+v) )
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3.2.1 Upper Bound

We start deducing an upper bound using the preceding lemmas.

Proposition 3.2.6 For every d > 2 the inequality

, d(6) —1 _21/4
1 <
EECF TR

holds.

Proof. Put §' = %51/‘1. Let a > 1 be such that

1 5 5
2 (Bt) < (81), calBl)
a < ! o 1)s = “ !
For the first inclusion it is sufficient by Lemma 3.2.2 and Lemma 3.2.4 that

1
a Z 1
(1+226")(1 — cap(l + sqr(0))sa71F)

for k =1,...,d. Since ¢ is of order 6%/% the right-hand side is smaller than
1 for all k£ but £ = 1 if § is sufficiently close to 0. Hence, we only need to
take care of the case k = 1, i.e., when

1
>
©= (11 240 (1 — 274(1 + 544(3))01/%)

From Lemma 3.2.4 it follows that

d
(Bi)s € Q [(1 - %(1 + Sd,d(5))5) v+ {zeR?: (z,v) <0}
U:é ?:1 *e;

2d J
= |1- (1 +s4a(0))d) Bi
and from Lemma 3.2.2 it follows that

4
B C <B§l>

1 !
14 2dy’
Hence, for the second inclusion we only need that
2d
@ > (1= 2 (14 504(6))0)(1 +240)

If § converges to 0 then

1
17200 (=273 (1 Tsq1 (00774 1

51/d
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as well as .
(1= 21+ 54,4(6))8)(1 +2d8") — 1
5l/d

converge to #. We conclude that

. dy(6) —1 _ 2l
| <
o oV =2

3.2.2 Lower Bound

We prove the following lower bound which yields together with the upper
bound from the previous section Theorem 3.2.1

Proposition 3.2.7 For every d > 2 the inequality
ot/ dy(8) -1
T SRR
holds.
Proof. We may assume that 2;#(51/" < § < 2l/dgl/d.
Assume that & > 21/d§1/d, By Lemma 3.2.2 we have the inclusion <B{l>(5 -

ﬁB{l. Hence, (Bf)s C a <B‘11>6, and Lemma 3.2.4 implies that

a >(1+28)(1 = cqr(1+s41)0"%) > (142 21/451/4) (1 —2Y/9(1+ Sd,1(5))51/d>

i/d(;l/d
2
for sufficiently small ¢ > 0.
Suppose that ¢ < %51/‘1. Hence, <B‘1i>5 C a(B{)s. Moreover, Lemma
3.2.2 and Lemma 3.2.4 imply that

>1+

1
>
C =11 240" (1 — 274(1 + 54.4(3))0/%)
1
2 21/d
(1 25171 = 211 + 54,4(9)0V/)
1/d
>1+ 2761”

if & > 0 is sufficiently small.
_1
For 0 < ¢ < (2-3Y45) %1 —1 put

N

(1+5) 4 o1/dg1/d
(1+¢)'7

UV =
1-3

o
~
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and p = (14 c¢)v. Then (L’fx;g = 23745 and

1—2
p=(1+c)w= (1 n g) d ( +C)§21/d51/d <(1 +C)1—%21/d51/d

__1_ 1_% 1
< (1 + (2 : 31/d5) T 1> ol/dgl/d _ 5

we

N[ =

and we may apply Lemma 3.2.5. Put s = #5%. Since 0 < 2% < £ <
may apply Corollary 3.2.3 for sufficiently small §. We obtain as a necessary

o 1
condition for (B¢)s C a [(Bgo)y} that for every ¢ < (2- 31/d5) -1 — 1 we
have

a S oy (u—v)?  2uv
1+2dé"  142dé" — dlp+v) p+v
cy1-2
where v = %21/‘151/‘[, p = (1+cyand s = £5% = % First,
1+c¢) " d

eliminating p from the inequality we obtain

, cv v 20+ c)v
az(1+2d5) <1+d(1+2d5’) T A2+ @2+ )

c c ¢ 2(1+¢) ,
e 1+ 2d6
d(1+2d0")  d2+c 2+c )”( +2d5)

:1+2d5’+<

1
If § > 0 is sufficiently small we may put ¢ = 6~1/4 < (2 . 31/d5) =1 —1 and,
2(14c¢)
24-c

M C C C
since ;5 < g and < 3, we compute

c 1 c 2 2(1—|—C)>E 1 _ ¢
dl+2d§ d2+c 24+c T dl142dy d

>_28c—3=—2§614_3

We have the following upper bound on v:

»

cy1-2 1-2 1/d
. (1+5) j21/d51/d§ (1+¢) 121/d51/d: ( 20 )

(1+e¢)ta (14c)l~a I+c
1/d
< 275 —_ 21/d5%+d%
T\ c
and therefore,
e L e 2 AN g4 o)
dl42dd" d2+c 24c¢

> 9l/d(1 4 248") (20" + 36Y/4) 5
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The assumption & < 21/4§1/d yields
921/4(1 4 245)(20' + 36/9) 5 < V2(1 + 2v/2d)(2V2 + 3)5at &
1
<V2 <2 + 2\/§> (2v2 + 3)ds

m.\H

§atar < 30dsata

or, respectively,
1 1
a>1+2dd —30d5d* @

Together with the condition a > we have that

1
(14-2d6")(1—21/dg1/d)

B 1/d
liminf di(9) — 1 > 2
5—0 51/d 2

3.3 The Kg-case for 1 <p< o
In this section we prove the following.

Theorem 3.3.1 For every d > 2 and 2 < p < oo there exists a constant
c(p,d) > 0 such that

d —1
e
=0 §at1

Furthermore, we give a lower bound for the case 1 < p < 2. First, we need
some preparatory definitions and lemmas.

Definition 3.3.1 Let C C R? be a convex body and let x € OC be a bound-
ary point with unique outer normal N. We denote by A, (0) > 0 the unique
value such that

H{y € C: (y, N(x)) > (z,N(2)) = Az (0) }Ha = 6|Cla

The convex body C to which A, (0) is referring to should always be clear
from the context.

Definition 3.3.2 Let 1 < p < co. The polar cap C’g of Bg of height 0 <
A <1 is defined by

ClA)={z e B}z >1-A}.
The polar hat Hg(A) of height A > 0 is defined by

Hg(A) = conv[Bg, (1+ A)el]\Bg.
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Lemma 3.3.2 Let 1 <p<ooand 0 <A <1. Then

1
d—1+0p

d—1+p

1By Ha-1(pA) T gp(A)

Ch(A)]a =
d : Sr i ddAY) —
where ¢, is a function with ilino Pp(A) = 1.

Proof. By Taylor’s theorem we have that for every 0 < s < 1 there is
0 < o(s) < s such that (1 —s)? =1 — p(1 — o(s))P~'s. This yields

A d—1 A d—1
/ (I1-=(1—=s)P)» ds= / (p(1 —o(s))P~ts) 7 ds
0 0

A d—1 1 d—14p
< 7 ds = ——(pA

and

A d B A _

[ ot 7 sz (- 2)F 4 [T as
0 0

1 d—1+p

p—1
—(1-A)7 -
( )7 d—1+p
Hence, we obtain by Cavalieri’s principle

1
d—1+0p

d—14p

By a1 (pA) 7 95(A)

Co(A)]a =

with (1-4)"% @) < gda) < 1.

Lemma 3.3.3 Let 1 <p<oo and 0 <A <1 then

d—1+p

d _p—1 d—1 P P
A= g e (Ea) T e

d ' ith lim y2(A) = 1.
where 1y, is a function with lim Py (A)

1
Proof. Put f(t) = (1 —tP)», —1 < t < 1. The tangential function T},(t) of
f at tg is given by:

Tio(t) = f(to) + F/(to) (t — to) = (1 — #)p 1 (1 — 127 14)

If T,,(1+ A) = 0, then tp = —1 It follows that the boundary of
(1+A)p—T

the cap of Bg touches the Eg-ball at height —L—— with respect to the
(1+A)p—T
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direction e;. The hat volume is given by the difference of the cone volume
and the corresponding cap volume:

d—1

R
HAA) = (148~ —— ) [1- ——— ) B
d (14 A)i1 (14 A)rT

cd <1 - 11>
g (1+A)m1

d
and hence,
1 d—1+p
. p P d—1
AILHO Ad—;+p| p( )‘d d <p_ 1) | D |d 1
1 d—1+4p
p P d—1
— B _
d—1+p<p—1> 1Byl
d—1+p

__p-1 p "B,
dd—1+p) \p—1 p e

The following formulas for the Gauss curvature and the normal directions
of the ¢f-balls can be found in [[KRZ], p. 367-368].

Lemma 3.3.4 The Gauss curvature at x € GBg s given by

LTI P
’i(x) = (p_ 1)d ! =i d+1

(S fziPr2) *

and the normal is given by

1 _1n\d
N(z) = sion(x;)|z; P~ 1)¢
O S ey S

if2<p<ooorifl<p<2 and all components of x are not equal to zero.

Lemma 3.3.5 Let 1 < p < oo. There are constants c¢; and functions s;,
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1 <35 <4, depending only on d and p such that 6lim 5i(0) =0 and
—00
+(1 — er(1+ 51(8))37 177 )e; €0(BY)s, 1<i<d,
d
2 1
1 —co(1+ s9(0 5T+1>— +e; €0(BY
(1= e2(1+ 52(9) a2 e €O
5/
i(l — 03(1 + 83(5/))5/01711)#7)67; €0 <Bg/> s 1 < 1 < d,
(1 exlt 4 sa(@ o) 3 ke o (38
v i=1 l g

In order to prove this lemma we need two results. The first lemma is an
immediate consequence of Lemma 7 and 10 of [SW1]:

Lemma 3.3.6 Let C C R? be a convex body with 0 in its interior and
x € OC such that the Gauss curvature k(x) exists. Then the following holds:

2 T 1
L1 el sl _ @07 ([0l \TT s
00 st 2|2 2 |BI a4y (z,N(z))

where x5 is the unique point lying in the intersection of OCs with the line
segment [0, x].

The second lemma is a direct consequence of Lemma 3 of [W1]:

Lemma 3.3.7 Let C C R? be a convex body with 0 in its interior and
x € OC such that the Gauss curvature k(x) exists. Then the following holds:

s 2 2 Fasy 1
i L 2l = lzllz _ d=T(d + 1)# Cla k() T
im . =
60 §aiT ]2 2 1BS a1 (z, N(x))
where x0 is the unique point on the boundary of C° such that z lies on the

line segment [0, z°].
Proof of Lemma 3.3.5. Let § > 0 be fix and A > 0 such that
|Bg N {l‘ S Rd x> 1— A}‘d = 5|B;l‘d

Since Bg is centrally symmetric, the hyperplane H = {z € R? : 21 = 1 — A}
is a support hyperplane of (Bg)g touching the boundary at (1 — A)e;. From
Lemma 3.3.3 it follows that

1 d—1 d—1tp d d
To1ap Bl @R) 7 (A) = 01Byla
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and hence,

P
= d =14p
Ada)y i = @14 [ [Bla ! st
: p Bf ! la

Put

C1 —

D
(d—l—{—p)ﬁi‘*‘? ‘B}Lﬂd d—1+p
p 1By i
Since lim ¢%(A) = 1 we conclude that there is a function s1 with lim s1(8) =
A—0 6—0

0 such that ,
A= 01(1 + 81(5))(5‘1*”@

Analogously, we conclude with Lemma 3.3.2 that there is a constant c3
depending on d and p and a function 53 with (Slimo §3(6") = 0 and
'—

(1+ ca(1+ 55(0)d T )er € 0| (BY)” |

Since ey is an outer normal of (Bg)a' at (1 + c3(1 + §3(5’))5,d*€+1’)€1 we
conclude that

1
1+ cg(1 + 53(8"))0' Tt

ered|B)] =0 <Bg,>6/

i.e., there is a function s3 with 6111110 s3(8") = 0 such that
! —

(1—c3(1+ 53(5,))5,”[%“)61 €d [(Bg)élr - <Bg/>6l

From Lemma 3.3.6 we obtain that there is a constant ¢ and a function s
only depending on d and p such that lims_,o s2(d) = 0 and

d
(1 (1t 52(6))5%1) {;g Y e € A(B)s
i=1

Similarly, we derive from Lemma 3.3.7 that there is a constant ¢4 and and
a function §4 only depending on d and p such that lims_, 54(5) = 0 and

d
(1+ sl + 58757 {;a S i € o(BY)”
=1

For symmetry reasons ﬁ Zle +e; is an outer normal of (Bg)‘;/ at

d
(1 a1+ 545707 ;g S e
=1
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Hence,

1
+e; € 9({BY,
1= ca(1+ 54(8))d @ ’%fz “c < >

and thus, there is a function s4 only depending on p and d with limg_, s4(8") =
0 such that

(1= a1+ 5490 d+1)

Z:l:ezea< >

3.3.1 Lower Bound

We provide lower bounds for d,, in the cases 1 < p < 2 and 2 < p < 0.

Corollary 3.3.8 Let 2 < p < oo and let co be the constant from Lemma

3.3.5. Then we have 0(5 )
lim inf % > ¢
6—0 S a1

Proof. Fix 8 > 0 and let as > 1 be such that
6/
(Bd)(; C <Bd> - a(;(Bg)g
as

From Lemma 3.3.5 we deduce that

_2 _p_
s > may | L2 T 0(8) 1= 0T (14 19)

B} !
1= 0@ (14 85(8)) 1 — 38057 (1 + 53(6))

. p/ 2
Since =1ty < 31
% =L and we get the following. If & > 8¢ it follows that

P

< d%{ﬂ) we may choose a fixed constant 1 < a <

_p !
l—cdT = (1+5(9) _, 4 30T (14 05(1) + 05 (1))

as

1-— C3(5aﬁ+p’(1 —+ 33((5’))
>1+ 2677 (1 + 05(1) + 0g(1))

since ag—— 1+p’ < d+1 If & < % it follows that

1—c 6O‘ﬁ 1+ s4(6 2
a5 > 120 AT O) g5 (14 05(1) + 0p (1))
1 — 0@+ (1 4 s2(9))
We may assume without loss of generality that ¢’ tends to zero as  tends
to zero and hence,
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Corollary 3.3.9 Let 1 < p < 2 and let ¢ be the constant from Lemma

3.3.5. We have 05 )
lim inf &

> Cl
6—0 5d—11J+p

Proof. Similarly as in the previous corollary one may argue that

1 — 01 (1 +05(1)) 1 — 30T
1— eadT1(1 4 05(1)) 1— 10715

as > max

Note that we have d_’ﬁ < diﬂ < d_ﬁ’i:rp,. We fix an a > 0 with

P d—1+p’< - P d+1
. a .
d—1+p 4 d—1+p 2

and we argue as in the previous proof by considering the two cases ' < §¢
and & > §%.

O
3.3.2 Upper Bound

We provide an upper estimate for d, in the case 2 < p < oo which yields
together with the lower estimate Theorem 3.3.1.

Proposition 3.3.10 Let 2 < p < co. Then

d,(6) —1
lim sup % <co
d—0 §d+1

where cy is the constant of Lemma 8.3.5.

Before we start proving this prog)osition we need some preparatory steps.
Az (S .
Put A(9) = MAX ;€9 BN (R ) 7<N(I)3T>. Then the following holds.

Lemma 3.3.11 Forp > 2,

(BY)s 2 (1 - A(5))BY

Proof. We start with the following fact.
(a) Claim Let C C R? be a convex body with 0 € int(C), x € C, N an
outer normal at x and o > 0 such that

0e{yeRy: (y—xz,N)<—a}

Then
<1—<xj.lN>>C§{y€Rd:<y—:c,N>§—a}
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Proof of the claim: Let £ € C. Then (¢ —xz,N) <0 and 1 — ﬁ > 0 since
0cz+{yeR:: (y,N) < —a}. It follows that

(g e o) = (155 ) e mM—as

(b) Since

(Bhs= () {yeR: (y—2,N(2)) < —A,(6)}
z€dBg

Lemma 3.3.11 follows immediately from (a).

2

2 a+1
) , let k(x) be the Gauss curvature at « and
1

d+1)TH |Bg|q
Let C¢ = { Op
p 2 1By 4

A1(x) > Aa(x) > -+ > Ag—1(z) be the principal curvatures at x and put

F (aBg N (Rzo)d) % 0,1] = Rxg

JIE (@) + gy
—> Cp <N(af), x>

(z,¢)

‘We show:

Lemma 3.3.12 1. We have F(z,0) < F((d=Y?, ..., d=/?),0) with equal-
ity if and only if v = (d_l/p, el d_l/p),

2. For every € > 0 there is a 69 > 0 such that for every 0 < § < §y we
have

d—1
8,0) g (A YO s
<N(CL')> l'> p <N(d*1/p’ C. 7d*1/P)’ (d*l/p’ o ’dfl/p»

b
— d d+1
Proof. Part 1.: Applying n(x)d-lu = H?;ll )\i(;c)dll = (p_l)i‘r} [lio 2]

to F'(x,0) we have
d—1 d £—=
F(2,0) = Ci(p— 1)a1 [ [/

and the inequality of arithmetic and geometric means yields

_d_ p=2 9
d+1 b=z

d
P d d+1"p

1 p _d p—2

: (d <Z )) Y

IS
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with equality if and only if all 2; are equal to d—1/7.
Part 2.: Since F is continuous and 8Bgﬁ (R>0)? is compact, there is a ¢g > 0
such that for every 0 < ¢ < ¢g and every x € aBg N (R>0)? the inequality

F(z,¢) < F((dY7,...,d71/P),¢)
holds.

Proof of Proposition 3.3.10 Apply Corollary A.0.3 to n = ¢0 and let v >
6 > 0 be chosen accordingly to this 7. Let H f,(0) = Z‘j:ll )\Z( Jvi @ v;, and
put \;(z) = max[\;(z), %], H, = Zf;ll Xi(@)v; ® v;. For w e S“2 we get

{s €=+ falsw) <t} 2 {s € [-0,0] : fo(sw) <t}

- (s 0w+ ) <4

O{sec[-6,0]: 822 <<ﬁxw, w) + %) <t}

2t
—{ [—0,0] : [s| < W}

We may assume that ¢ < %92. Note that s < 0 follows automatically since
(Hyw,w) + 2 < 2|jw|3 + L = ¢o. This yields

{zeBS " ful2) st}zx@{yeﬂ%"‘l : <<H +¢°1> >§ 1}

and the set on the right-hand side is an ellipsoid with principle axes

~1/2

S{s e [0, :

ro| %

Note that

This yields for A < 226 that

A
/ {z € vBS "+ fo(2) < t}ardt

d—1 {yERd_1:<<I~{I—|—¢;I>y7y>§1} dt
d—1
oAV L 1
_( aH)— 1 (Ni(z) + oo )1/2|B§71|d—1 : (3.3.1)
1
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Since Bg has a C%-boundary there is a A > 0 such that for all = € 635 and
all 1 <7 <d—1we have \;j(x) < A. Hence,

d+l d—1 _ _2_
2A) er ’Bd_l‘ > ’Bg 1’d*1 2A 4+
+1 +¢ /22 =g \ A+ g

=1
Choose dg > 0 such that for all 69 > § > 0 the inequality

d—1 =
d 1By la—1 20\ @1
oNBpla 2 =y <A+¢o

implies A < %92. Therefore, if 0 < § < §g, the equality

A
5|84 = /0 (= € /B folz) = tlardt

implies A < %«92 since A > %02 implies

A %92
| Mz B s fue) = lande > [T [z €aBE s ) = )t
0 0
— 2
_(90/2)F -1 1By a1 [ o/2 \ T
B >
a1 [[ P L I e ey
=380 B4

Since Az(0) is by definition such that

Az (5)
5|BYq = /O (= € /B folz) = tYlardt

it follows from (3.3.1) that

a1 [ |BY 1 -1 L
Az (d) S(d+1) <| i ) [[i(z) + go) 157
i=1

2 By g
d—1
1 2
=Cy [ [ @) + go) 716757,
=1
ie.,
Ay (0) 2

NN a+1 -1/ -1/ 2
Nay.a) < F@90)d™ T SF(d,....d717),e)ow

:Cg(n(d’l/”, I T AC e 5)%5ﬁ

which was the last step to prove.
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3.4 Ovaloid

An owvaloid is a convex body with C_% boundary, i.e. with C? boundary such
that the Gauss curvature is strictly positive in every point of the boundary.
In the following we consider centrally symmetric ovaloids. Let C' C R? be a
centrally symmetric ovaloid. The function

G:0C — R>0
(d+ l)ﬁ < |Cla aFt /<;(:c)L
\ (

H
v 2

is continuous with respect to the euclidean distance. Put Gpin = mingcgc G(z)
and Gpax = maxgegco G(x). We have the following result.

Theorem 3.4.1 Let C C RY be a centrally symmetric ovaloid, d > 2. Then

d —1
lim % = Gmax - Gmin
6—=0  sart

By a theorem of Petty (see [P]) a centrally symmetric ovaloid C'is an ellipsoid

1
if and only if there is a constant a¢ such that ac = %. An immediate

consequence of this fact and Theorem 3.4.1 is the folldwing corollary.

Corollary 3.4.2 For every centrally symmetric ovaloid C C R? there exists
a constant &y such that for every 0 < § < oy and every §' > 0 the identity

Cs = (C)”
implies that C' is an ellipsoid.

This corollary supports the conjecture that equality of floating body and
the dual of the illumination body of the dual characterizes ellipsoids. Note
that in [St] and [WY] similar theorems for the homothety conjecture also
make use of Petty’s lemma as a crucial step in their proofs.

3.4.1 Lower Bound

We show:
Proposition 3.4.3 Let C' C R? be a centrally symmetric ovaloid, d > 2.
Then S
d -1
Gnax — Gmin < liminf %
6—0 §art

We need the following lemma.
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Lemma 3.4.4 Let C C R? be a centrally symmetric ovaloid. Then for
every x € OC the following holds:

1. There is a function s, with lims_,g s,(0) = 0 such that

2. There is a function sl, with limgs_,o s,(0) =0 such that
N
1— 1+ shonha(e) BN it ) o e o 10y
K(x) a1

2/(d+1)
where hg(C°) = L [d(d + 1)\C°\d/|Bg—lyd,1] .

Proof. Part 1.: From Lemma 3.3.6 it follows immediately that for every
x € OC there is a function s, such that lims_,¢ s,(0) = 0 and

(1 1+ sx(a))G(x)aﬁ) z € 3C;

Part 2.: By a result of D. Hug (see [H]) the polar body C° has C?-boundary
with everywhere positive Gauss curvature, too and for every x € 9C' there
is a unique dual point y € 9C°, i.e. (z,y) = 1. In this case we have

O LA e Ll I
o, N@) |l N

By Lemma 3.3.7 we have for the body C° that

1 o (2, N(2))
=h (C ) 1
‘ K(x)d+T

R ()
lim = h,(C°)——ZL—
ey ] ) N

It follows that there is a function &), with limgs 0 8},(6") = 0 such that

(1 + (L4 5 @)ha(cr) D) N(?”adil) ye ()

k()T
We show that we may choose a function s/, with limg_,g s/(d) = 0 such that

N o
1= (14 sha(ce) W szt ) e g ()] =y
K(x)a+T
For a fixed x € 9C' let y € OC° be the unique vector such that (z,y) = 1.
Translate and rotate C° to a convex body K such that y is mapped to
the origin and the outer normal is Nx(0) = —ey. Let f : ngfl — R be
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a parametrization of a part of the boundary of K around the origin. Let
€ > 0 and choose > 0 such that
1

1
Y. B R d—1 <
d( n) d+1( +n) >

1 1
dd+1) (1 4 eyt

Then there exists Ag > 0 such that for every 0 < A < Ay we have
(1 —-n)V2AE C{z € 73371 f(z) <A} C (14 n)V2AE

where £ = {z € R41: (Hf(0)z, z) < 1} is the indicatrix of Dupin (see for
example [RSW]). We conclude that for every ¢ € R4~!

conv[K, ¢ — Aeg)\K D conv|Aeq + (1 — n)V2AE, ¢ — Aeg)\K
We compute
lconv[K, ¢ — Aeg\K|,; > |conv[Aeq + (1 — n)V2AE, ¢ — Aeg)\ K .
=|conv[Aeg + (1 — N)V2AE, ¢ — Aeglla— |{v € K : vg < A}|q
We have

i (20) T

|conv[Aeg + (1 — n)\/ﬂg, ¢—Aeglla=(1—mn) d

€la—1
and

A
e K :vg < Ay < /0 {2 € R : £(2) < £|adt
(2A)F

&4
1||d1

A
d—
<t [ Elade = @)
0 +

and therefore,

dt1 1—n)dl 1 d-1
lconv[K, ¢ — Aeg)\K|,; > (2A)%|g|d—1 <( ZZ) - ( ;47—])1 )

d+1

(2A) 2 €] 1
d(d+1) d_1(1+5)%

Suppose that dp > 0 is sufficiently small such that for every 0 < § < §y we

have
d+1

(24¢) = ] 1
d(d+1) -1 (1+ 5)%

Hence, if 0 < § < §p and A > 0 is chosen such that

> 0|K|q

conv[K, ¢ — Aed\K|, = 6|K],
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it follows that A < Ay and we conclude that

d+1

iK1 = B ey, L
(d+1) (1+e)z
i.e.
A<(1 +a)% d(d + )|B(2|f1\|2_1] o kg (0) 71§71
Hence,

2
2
e {feRd:§d>(1+5); d(d+1)dK1|d] “K(O)iléil}

thus,
(C°) € {v e B : (o~ y. N(y)) < (1+ )ha(C)ly) #1577}

Let z € OC be the unique point such that (z,y) = 1 and let A(J) be such
that A(8)z € (C)Y". Tt follows for 0 < & < &y that

1 -1
A(5) > (1 L+ 5)hd(00)<’;(3]’v)(;)>5d31>
i N LT o N@)
21— (14 ha(C7) - R = 1 (1+5)hd(0)ﬁ(l‘)% 5

which proves that we may choose a function s/, such that lims_,o s, (6) =0
and
N
1—(1+ s;(é))hd(Co)wéﬁ €0 <C’>‘s
K(x)a+T

]

Proof of Proposition 3.4.3. For x € 9C apply Lemma 3.4.4 and put ¢4(C) =
2

L ((@+1)[Cla/I1BS ar ) ™ and 6 = (ha(C®)ea(C))

EESU
z § ie.

(1= (14 ,(¢)G(x) 'pa1)e € D (C)”

where t! (¢) = s.(8'). Let xg € OC be such that Gpin = mingesgo G(x) =
G(zp) and let z; € JC be such that Gpax = max,ecygc G(z) = G(x1). Let

a > 1 be such that éC(; - [(CO)‘S,} C aCs. We conclude that

2

el O Smo(‘s))Gmin‘sd? (3.4.1)

1= (141, (0)) Gy ™1
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and

a> 1- (1 + téCl (¢)) max¢d+1 ) (342)

1-(1+ Sx1(5))Gmax5d“

The assumption that ¢ > (GminGmaX)%é and inequality (3.4.1) lead to

lim inf s~ max — Gmin. The assumption ¢ < (GminGmaX)%(S and
(3.4.2) leafi liminfg max — Gmin as well. Hence, we conclude
that 5d+1

hgl_)iglf ; )2 > Gmax — Gmin

3.4.2 Upper Bound

We deduce an upper bound which yields together with Proposition3.4.3 that
Theorem 3.4.1 holds. Before we start to deduce an upper bound we need
several lemmas in order to determine an upper and a lower bound for the
illumination body of an ovaloid.

Lemma 3.4.5 Let C C R? be a convex body and = € R%. Then
conv[Ciz] ={ A+ (1—-Ny:yeC,Ae[0,1]} =M

Proof. The inclusion 2’ is obvious. For the inclusion 'C’ note first that
C and z are included in M, and therefore, the only thing we need to show
is that M is convex. Let (1 — Aj)x 4+ Ay, (1 — X2)z + Aoye € M with

)\1,)\2)6 [0,1] and y1,42 € C and let p € [0,1]. Put z = myl +
(1—p)A
ﬁyz € C. Then
p((1 = A1)z + Ayr) + (1 — ) ((=A2)x + A2ya)
=(1 = pA — (L =)Aoz + (pA1 + (1 — p)Ag)z € M
O

Lemma 3.4.6 Let C C R? be a convex body and = € R%. Then
J(conv[C,z]) C{ Az + (1 -Ny:y€dC,\e|0,1]}
Proof. From Lemma 3.4.5 we know that
O (conv[C,z]) C{dz+(1—-Ny:yeC,Ael0,1]}

Assume that y € int(C). Then there is an ¢ > 0 such that y +eB§ C C.
Then for every A € [0,1) we have

(1 —-MNy+ Az € int (conv[y +eBY, x}) C int[C, ]
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Note that x lies on the line segment between x and an arbitrary point of the
boundary of C' and hence, we draw our inclusion.

0

We call y € 9C a touching point of x with C' if the line segment [y, z] lies in
a support hyperplane of C' at y. The following lemma tells us that conv[C, z]
depends only on the touching points of x with C.

Lemma 3.4.7 Let C CR? be a convex body and let x € RI\C. Then

0 (conv[C, z])
CoCU{ A+ (1 —=Ny: A€ ]0,1],y € IC is a touching point}

Proof. Let z € 9 (conv[C, z]) and assume that z # z and z ¢ 0C. By Lemma
3.4.6 there are A € (0,1) and y € OC such that z = Ay + (1 — N\)z. Let H
be a support hyperplane of conv[C, z] at z and let H be the corresponding
closed half-space including conv|C, z]. Then y,x € H*, hence, y,z € H and
it follows that H is also a support hyperplane of conv[C,z] at y. O

Lemma 3.4.8 Let v > 0 and let f : (—7,7) — Rxo be convez, of class C?
and such that f(0) = 0, f/(0) = 0 and f”(0) > 0. Let 3 >n >0 and let
v > 6 > 0 such that |t| <6 implies (1 —n)f"(0) < f"(2) < (1 +n)f"(0). If
A > 0 is such that A < %92 there is some 0 < tg < 6 such that the
line through —Aey and (to, f(to)) touches the graph of f, i.e. is the tangent
of f at (to, f(to)). In this case f(ty) < %A.

Proof. For every s € (0,7) the line I5 through —Aes and (so, f(so
by 1s(t) = (S)+A and s touches the graph of f if and only if f(s)
By Taylor’s theorem there are &1(s),&2(s) € (0, s) such that

) i s glven

F)s = £5) = (10) + F(E@()s) s = £(0) ~ F0)s - L F(Ea()s”
~ (@) - 3 @) @
If s= % then s < 6 since A < %92 and hence,
/ 1" 1 " L _
Fs)s = 166 2 (1= "0) = 504 00)) =y iy =

— 2A
I = \/(1+377)f//(0) S \/( )f”( ) < 6 then
2A

F(s)s — f(s) < ((1+n)f"(0) — %(1 - n)f”(@)m =4



3.4. Ovaloid 59

and hence, there is m <ty < % < 6 such that f/(ty) =

W, i.e. the line through —Aes and (o, f(t9)) touches the graph of f at
(to, f(to)). Since f is monotonously increasing we have by Taylor’s theorem:

—_

2A 1+mn
< A
(1 —=3n)f"(0) = 1-3n

f(to) < f ( (1—3277A)f”(0)> < 5(1 +n)f"(0)

We obtain the following immediate generalization for higher dimensions:

Corollary 3.4.9 Let v > 0 and let f : int(ng_l) — R>o be convez, of
class C? such that f(0) =0, V£(0) = 0 and the smallest eigenvalue \g_1 of
Hf(0) is positive. Let % >n >0 and let v > 6 > 0 be such that ||z|]j2 < 6
implies (1 —m)Hf(0) < Hf(z) < (1 +n)Hf(0). If A > 0 is such that
A< %02 then for every v € ST=2 there is some 0 < to(v) < 0 such
that the line through —Aegq and (to(v)v, f(to(v)v)) touches the graph of f,
i.e. the line lies in the tangent hyperplane of f at (to(v)v, f(to(v)v)). In this
case f(to(v)v) < %A.

Corollary 3.4.10 Let C C R? be an ovaloid. Then for every ¢ > 0 there
is some Ag > 0 such that for every 0 < A < Ay and every x € 9C' the
following holds: Let

Cr=CN{EeR: (¢ —a,N(z)) < —(1+¢e)A}

and
Co=CnN{EeR: (£ —x,N(x)) > —(1+e)A}

Then
conv[C,z + AN (z)] = C1 U conv[Cy, z + AN(z)]

Proof. Let € > 0 and % > n > 0 with % < 1+ ¢e. By Corollary A.0.4 we
can choose some v > 0 and some v > 6 > 0 such that for every x € 0C the
following holds:

There is a parametrization f, : YBS ' — Rso with (1 — n)Hf,(0) <
Hfo(2) < (1+ ) Hf(0) if |[2]la < 0. Put Ag = E=3rmin? where g0,
is the smallest principal curvature which occurs on C.

Let g € 0C and 0 < A < Ap. By Lemma 3.4.7 it is sufficient to show that
the touching points of g+ AN (z¢) with C lie in Cy. If y € 9C is a touching
point then there is some w € S¢~! orthonormal to N(zg) such that

y € 0C N{zo + 1N (zo) + pow : p1, po € R, g > 0}
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It is obvious that y is the unique touching point which lies on the half-
plane {xo + p1N(xo) + pow : pi,p2 € Ropue > 0}, Let fy, - ’yBgfl —
R>o be a parametrization of the boundary at z¢ and let v € S%2 be the
corresponding vector to w. By Corollary 3.4.9 there is a to(v) such that the
line through —Aeg and (to(v)v, fz,(to(v))) is tangential to the graph of f,.
Hence, (to(v)v, fz,(to(v))) corresponds to the touching point y and we have
the estimate fy,(to(v)v) < E—STZ?A < (1+¢e)A. It follows that

y € {¢ €R?: (¢, N(z0)) > (w0, N(x0)) — (L +¢)A}
O

We use Corollary 3.4.10 in order to obtain an upper volume estimate for the
convex hull of an ovaloid with a point. From now on, C' is always an ovaloid
and v = ~v(C) > 0, fy : ’yBg_l — R>¢ accordingly to Corollary A.0.4. We
may assume without loss of generality that v is chosen sufficiently small such
that for every z € yBI~! we already have $Hf.(0) < Hf.(2) < 3H£,(0).
Let Kmin > 0 be the smallest and kax > 0 be the largest principal curvature
which can occur on C. Note that for every v € S4~2 we have

fz(yv) —/; /;(fo(rv)v,v)drds > /Oﬂ{ /OS <;fo(0)v,v> drds

VS g A2
2/ / fmin g qs = Zmin? To(C)

and hence, the part of the boundary of C' lying in the half-space {¢£ € R? :
(¢,N(x)) > (z,N(z)) — To(C)} is completely parametrized by fs, i.e. for
every

y €9CN{E€R: (€, N(2)) > (x, N(z)) — To(C)}
is a z € yBY™! such that (z, f,(2)) corresponds to y.

Lemma 3.4.11 Let C C R? be an ovaloid. Then there are non-negative
functions ¢, with lima_,0 #(A) = 0 and lima_,0¥(A) = 0 such that for
every x € OC the following holds:

1.
(2A) 5 | B, _
T ;m;%l—WA»<{secwg—aNm»>—AHd
(24)% |BE 4y
< ;@éu+MM>

2. For every y € R? such that (y, N(x)) > (z, N(z)) + A we have

(28)F |Bf s
ﬂm4);@%ufwm»smWWmemd
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d+1

PGV 1BY a1

|conv[C, z + AN (x)]|qg — |Cla < PTCEY) /i(l’)%

(1+9(4))

Proof. Before we start to show the volume estimates we establish some
general facts. Let 0 < e < 1 and Ag > 0 be chosen according to Corollary
3.4.10. Let 0 < € < v be such that for every z € 93371 and every z € 0C
we have (1 —e)H f(0) < H f,(z) < (14 ¢)H f,(0). Assume without loss of
generality that we also have (1 +¢)Ag < Tp(C) and Ay < %. Let
0<t<(1+e)Ag. We show that for every x € 9C we have

2t i1 2t
=& C BI™V: fu(z) <t} C )&, 4.
328 Clrenby  fule) <t} ¢ (3:4.3)

where &, = {¢ € R¥1: (Hf,(0)¢,¢) < 1} is the indicatrix of Dupin at x.
For z € yB$~1\{0} put 2’ = T then

|2[l2

fo(2) = /O o /0 8 (Hf,(rz")7, 2y drds

and it follows for z € QBg_l that

(1 — 5)“2min’z|% < 1 ; 5<fo(0)z7z> < fx(Z) < 1;_€<fo(0)272>
§<1+5)2max‘z“%

Since o + f,(ow) is strictly monotonously increasing on [0,7] for v € S42
we conclude for ||z]|2 > 0 and 2’ = T, that

fol2) > fo(02)) > (1—e)2f<min92 > Ay > t.

Therefore,
{zevBI: fu(2) <t} = {2 € 0B f.(2) <t}

L . 0)2,2) < 1)

C{zehBS .

and since for [|z[2 > 6 we have 152(H f,(0)z, 2) > % >t it follows
that

1—¢

{z € 0BI . (H f5(0)z, 2) < t} - {z c RL %(Hfm(c))z, 2) < t}

2t
1—¢

xT
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We conclude in a similar way that

_ 2t
{zeyBS ' fu(z) <t} D \/mc‘fx

Proof of 1. For every x € OC the following holds. Since Ay < Ty(C) the part
of the boundary of C' lying in the half-space {¢ € R?: (¢ —x, N(x)) > —Ao}
is completely parametrized by f, and hence, for every 0 < A < Ag the
volume of {{ € C': (€ —x, N(z)) > —A} is given by the volume of

{(z,t) e RL: fo(2) <t < A}

Cavalieri’s principle and the right-hand side of (3.4.3) yield

A
{(z,t) € RY: fo(2) <t < A}|g= /0 {z € yBIL: fo(2) < t}g_1dt

A A
2 _ |
g/ ﬂ/l%gx dt:/ (2t)%dt%
0 S 0 (1—¢)2
AT iy e
B d+1

Similarly, using the left-hand side of (3.4.3) one has

d+1

(24) = |l
d+1

{(z1) €RY: ful2) St < AYa > A+e)7F

Since det(H f,(0)) = () it follows that [.]q_1 = #(x) /2| B$|,_1 which
shows the first part of the lemma.

Proof of 2. Let 0 < A < Ag, y € {¢ € RY¢ — 2, N(z)) > A} and put
B,(A)={{e€C:{{—=x,N(z)) = —A}. The set conv[C,y]\C includes the
set

conv[B,(A),y)\{€ € C': (€ -2, N(x)) > ~A)

The height of the cone conv[B,(A),y] is at least 2A. Using part 1. of this
lemma, a lower estimate for the volume of conv|[C,y]\C' is

conv[Bx(A), ylla —[{§ € C: (£ =, N(x)) = —A}lg

2A[Bo(A)ar  (28)F |BIYas
> : T ) (14 ¢(A))

Since Ay < Tp(C') we get by a discussion similar to the one in the proof of
part 1. that the volume of |B,(A)|4—1 is given by

{z € yBS ™ fo(2) < AYa—1
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Using the left-hand side of (3.4.3), we obtain

d—1 d—1
2A) 2 |Ea— 2A) 7 Bdil _ _
’Bx(A)|d—12( )2 |d_|1d 1 (24) 7 2 | 1(1+8),%
(1+e) 2 K(x) /
which yields
d
2A[By(A)la-1  (28)F B oy R
- i—(1+¢(4))
d d+1  k(z)2
_@AF B e (14 =T 1+4(8)
= k@) d I
The expression
1+~  1+¢(8)
d d+1
is arbitrarily close to m if Ap > 0 is small enough to guarantee that

#(A) is sufficiently small and it is possible to choose ¢ > 0 sufficiently small.
Proof of 8. For every x € OC the following holds. Since Ag is chosen
accordingly to Corollary 3.4.10 we have that for every 0 < A < Ay the
volume of conv[C, z + AN (z)]\C is the same as the volume of conv[Cs, z +

AN (2)]\Cy where
Co={eC:{{—z,Nx)>—-(1+¢e)A}

Since (1+¢)Ag < Tp(C') the volume of conv[Cy, x + AN (x)] is given by the
volume of conv[C}, —Aey] where

Cé ={(zt) € R xR Je(2) <t < (1+¢)A}

Let F,(A) C R? be the cone with base G,(A) = ,/2(1A_€) (2+¢e)& x {(1+
e)A} and apex —Aeg, i.e. Fp(A) = conv[G4(A), —Aeqy]. It follows from the

right-hand side of (3.4.3) that for every 0 <t¢ < (14 ¢)A that
{zeRTL: (2,t) e GO} C{z e R (2,1) € Fu(A)},

thus, C% C F,(A) and conv[Ch, —Aeq] C F(A). Since the height of F,(A)
is (24 €)A the volume of F,(A) is given by

d—1 dt1
1 2A (2A) 7 |BSY (14 5)?
~(2 — (2 Exla—1 =
d( +€) (1_5)( +€) | ’d 1 K/(CC)l/Q d(l—g)%l

By part 1. the volume of C5 can be bounded from below by

d+1 d+1

(24)72 |By a1 (1= (L +)A) (1 +¢) "
m(m)% d+1
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Arguing in a similar way as in the proof of part 2. one can also prove the

claim of the third part.
O

Proposition 3.4.12 Let C C R? be a centrally symmetric ovaloid. Then
there is a non-negative function ® with limgs_,o ®(5) = 0 such that

(1 1+ @(5))Gmaxaril) ccesc (1 (- @(5))Gmin5d%) C (3.4.4)

Proof. For x € 0C and 0 < § < % we define A(z,0) > 0 by
{§ € C: ({2, N(x)) = —A(z,0)}a = 6|Cla

Let 1 > ¢ > 0 and let ¢ be the function of Lemma 3.4.11. Let Ag = Ag(e) >
0 be sufficiently small such that for every 0 < A < Ay we have ¢(A) < e.
Let Q = max,eoc k() and let §p > 0 be such that
RS
(240)2 [B§ '|a
d+1 01/2

If 0 < &g then A(z,d) < Ag because if A(z,d) > Ay then

(1—¢)=00|Clq

€€ O (€ — o, N()) = —Alw,6)Ha = olCla
SHEE O € -2, N(@)) = —AgHla = oICl,
200)5 |BIL|,
@B ity = o,

Hence, if we suppose that § < §p the following holds. We start with the
second inclusion in (3.4.4). Let z € 9C and let x5 be the boundary point of
Cs lying on the line segment [0, z]. Since

zse{eeC: {6 — 1, N(x)) < —Az,0))

it follows that

[zsll2 _ (s, N(x))

_ (x — Az, 0)N(x), N(x)) _q1_ A(z,9)
zll2 {2z, N(x))

(z, (N(z))) {z, N(z))

Moreover, since A(z,d) < Ay, we obtain the estimate

IN

2

= T+
Aw,5) > CEDTT (Ol () 6T (1 4 )
2 1By a1

This yields

2 2 2

ls1l2 <1—-(1+ z-:)*ﬁG(:U)édH <1—(1+¢) FTGpipd &1

]2
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which proves the inclusion on the right-hand side of (3.4.4).

We prove the left-hand side of (3.4.4). Let again x € 9C and let x5 be
defined as above. Then there is a support hyperplane of Cs at x5 cutting of
exactly the volume §|C|; and this support hyperplane is given by

{€eR: (¢ -2/, N(2')) = —A(«',6)}
for some z’ € OC. Since
zs,x € {€ e RY: —A(2),8) < (€ — 2/, N(2')) <0}

we obtain that

lsl  (m N@)) . AE)
el ~ @NE) S W N@)

Since A(a/,6) < Ag it follows that

2

-2 Fam
a0 < WV Wa ) ) drsri (1 - o
2 1BS i

and we may deduce the inclusion on the left-hand side of (3.4.4) in a similar
way to the inclusion on the right-hand side.
O

For a centrally symmetric ovaloid define H : 9C — R>,

2

_ @+ @ ([0l N\ @)
H($) - 2 (,Bg_1> <£L',N($)> ’

ie. H(x)= dart G(z), and put Hyin = mingege H(x) and Hpax = maxzecgc H(x).

Proposition 3.4.13 Let C C Rfl be a centrally symmetric ovaloid. Then
there is a non-negative function ¥ with lims_,q ¥(0) = 0 such that

(1 +(1- lif(é))Hmméﬁ) ccclc (1 +(1+ \11(5))Hmax(5%) C
(3.4.5)
Proof. For x € 0C' let A(x,d) > 0 be defined as the value such that
|conv[C; z + Az, 0)N(2)]]a — |Cla = 6|Cla

Let € > 0 and let Ay > 0 be such that for every 0 < A < A the function 1) of
Lemma, 3.4.11 is smaller than or equal to e. We show that there is a dy such
that for every 0 < 6 < §g and every y € R? with |conv[C,y]|q — |Cla = 6|C|q



66 Chapter 3. Duality of Floating and Illumination Bodies

it follows for every x € OC that (y—x, N(z)) < Ag, especially, A(z,d) < Ay.
Put Q = max,cgc x(x) and let 6y > 0 be such that

d+1

(200)"2 |BY Yan

dld+1) Q2 (1—e) = d|Cla

Then a discussion similar to the one in Proposition 3.4.12 yields that dy

has the desired properties. For every 0 < § < §p the following holds. Let

x € OC and z° be the point on the boundary of C? such that z lies on the

line segment [0, 29].

We start with the inclusion on the right-hand side of (3.4.5). Since |conv[C, 2°]|4—
|C|q = 6|C|q it follows that (x° —z, N(x)) =: A < Ag and we conclude with
Lemma 3.4.11, 2., that

drl g
(2A)2 |By as

> 1—
o0Cla 2 Gy @z 179
l.e.
A+ )7 (il N :
A< gt K ()T T (1 — )~ @+
2 1By a1
Hence,

l2flly (@ N@) . A s
e~ @N@) L @ N@) <1+ H(z)§7(1—¢)

<1+ Hyped#41 (1 — )~ i1

which proves the right-hand side of (3.4.5).

For the left-hand side inclusion of (3.4.5) let again z € AC and let z° be
defined as above. Then there is a 2’ € 9C such that 20 = 2’ + A(z', §) N (2'),
i.e. 2’ is the point of C' with minimal distance to 2° which is unique since C'
is strictly convex. Note that (x —2/, N(2')) <0, i.e. (z, N(z')) < (2/, N(2'))
and therefore,

lalla _ (2%, N(@) _ (@' + A, ON (@), N()) | A'9)
[zl (=, N(2")) (@', N(z")) (', N(2))

Since A(z',6) < Ap Lemma 3.4.11 yields

>

A(',9) N2 _ 2 2 _2
— > H(x)dd+1(1 a+1 > Hoin0d+1(1 d+1
o ey 2 H@) T (1407 (1+e) 7

and this establishes the inclusion on the left-hand side of (3.4.5). O

Note that if C' is a centrally symmetric ovaloid then C° is also a centrally
symmetric ovaloid (see [H]). An immediate corollary of this proposition is
the following.
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Corollary 3.4.14 Let C C R? be a centrally symmetric ovaloid and let
Hpin, Humax be defined with respect to C°. Then there is a non-negative
function ¥ with limg_,o U(5) = 0 such that

(1 -1+ \I/((S))Hmax5$> cc(c)yc (1 —(1- W(é))Hminéﬁ) c
We are able to prove the last step in order to establish lims_, dc@_l =

§d+1
Gmax - Gmin .

Proposition 3.4.15 Let C C R¢ be a centrally symmetric ovaloid. Then,

lim sup % < Gmax — Gmin
5—0 ) d+1

Proof. Let G be defined with respect to C, i.e.

_@rnd (|0l T ke
Gw="" <Bg—wd_1> (o, No@)

For x € 0C and let H be defined with respect to C°, i.e

2

dd+0]7T [ ]C° ™ koo (y)T
2 BE Y0, ) (v Neo(y)

for y € 0C°. Note that by a result of D. Hug (see [H]) for every z € 9C
there is a unique y € 9C° with (z,y) = 1 and in this case we have

H(y) =

~1

HC( )d +1 B HC’O( )d 1

{z,No(x)) |y, No=(v))

It follows that there is a constant I'(C, d) only depending on the dimension

d and the convex body C such that G(z) = I'(C,d)H (y)™* for such dual

pairs (z,y) with (z,y) = 1. In particular, Gpax = I'(C,d)H_: and Guin =
[(C,d)H,L,.. For § >0 put & > 0 such that

min

& = (C d)G’maXGmméd‘H

Let as > 1 be defined by

—_— —_ B L —_ —_ ! 2
45 = max 1—(1—®(0))Grmind a1 71 (1 — (&) Hpind 71

1— (14 U(0) Hupaxd 7T 1 — (1 + B(5)) G0 FT

where ® is the function of Proposition 3.4.12 and W is the function of
Corollary 3.4.14. We obtain by Proposition 3.4.12 and Corollary 3.4.14

’ 2 2
that =Cj5 C (€YY C asC. Furthermore, Hpmaxd ¥ = Gmaxd@1 and
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2 2 . _
Hind & = Gmind@+1. Hence, lims_,o a‘;il = Gmax — Gmin and we con-
§aF1
clude that
0)—1 as — 1
lim sup ( )2 < lim -2 = Gmax — Gmin
5—0 §art 0=0 §aiT



Appendix A

Appendix for Chapter 3

We prove some results of differential geometric nature which are important
for sections 3.3 and 3.4.

Lemma A.0.1 Let ¢ > 0 and let g : cBg_1 — R be a convex function, C?
in its interior, such that g(0) = 0, Vg(0) = 0. Then, there is a constant
0 < ¢1 < ¢ such that for co = ¢1/2 and c3 = ¢1/4 the following assertions
hold:

1. ||Vg(z)|l2 < 3 for every x € e B3

2. For every x € int(caBS™') the map

Yz © it (clBgfl) — Im(y,) C vt
ye(2) = Pou((2,9(2))" = (, g(2))")

is a C?-diffeomorphism with c3 B Nv* C Im(y,) where

Y 1 —Vyg(z)
(1+|!Vg(:r)||%)1/2< 1 )

L

and P,1 is the orthogonal projection onto v
Hence, for every x € int(CQBg_l) the function
g% e3BYNvt = R
-1
(9 x
9= (eren) )~ (ot )
9(y=" (<)) 9(x)

is a well-defined reparametrization of g at x which is convex, C? in its inte-
rior, such that O corresponds to x, ¢g*(0) = 0 and Vg*(0) = 0.
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Proof. Put ¢; such that for every z € ¢; B3~ we have the bound ||Vg(z)|| <
i. We want to apply the inverse mapping :cheorem. First, we show that y,
is injective: Let 21,29 € clBgfl and v = (:d) It follows:

o) = sl = | (o =) = (o) aten) )

- ' <g<;§ :;2@)) - ‘<<g<$ - 22@)) ’ >'

>lz1 — 2 = 2[]2 — [|9]|2]|21 — 22[l2 — |valllg(21) — g(22) |2

2

1 1
>lz1 — 222 — 1||Z1 —22ll2 —1- sup [[Vg(Q)ll2llz1 — 222 > §||21 — 222

lI¢lI<e
(A.0.1)
and this proves injectivity. We need additionally, that (Dy:c ) 15t
is invertible for every z € int(c;B$~!). Note that (Dy,)(z) = (Vlg(zl)t)
and hence, we deduce for every ¢ € S%2:
s =[5, o) -6 et
1(Dya) (2)€]l (Vg(2), ) ((§, ) + va( ()))2

el = o116, ) + bl (Vath e =1 - 5 (+1) = 2

By the inverse mapping theorem y, is a bijective map onto its image and
the inverse map is C? again. For every z € int(Cng_l) the inclusion x +
caB3™! C ¢;BY™ is true and since v, is a homeomorphism and ||y, (z)||2 =
1y2(2) — yo(2)[l2 > 3|z — z||2 a topological argument shows that c3BI™t C

Im(ys).
O

Lemma A.0.2 Let ¢,c1,c2,¢3 > 0, yz, g, ¢g° and v be as in the previous
lemma. Then for every n > 0 there is some 0 < ¥ < cg such that ||{|l2 < ¥
and x € int(coBS™) implies ||Hg®(¢) — Hg®(0)]lop < 1.

Proof. We need the following derivatives:

i) = P (1)
D(g” 0 yz)(2) = v'(Ia-1, Vg(2))
(D?y:)(2)(-,+) = (Hg(2)-, ) P,1 (eq)
H(g" oya)(z) = vjHg(z)
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(Hg") (s (2)) = (Dya) = (2) | H (g 0 )(
- D(g* oym><z><Dym><> H(D%)(2)] (Dya) 7 (2)
Dy:c Z [H g ny

— (D(g" Oyz)(Z)(Dyz)(Z)_lvaed) Hg(Z)} (Dyz)~" (=)

where A’ denotes the (real) adjoint of the matrix A.
We compute Hg®. We start with D(g% o y,)(2)(Dyz)(2) "1 (D?y,)(2):

D(g" © y2)(2)(Dya) (2) " (D?y) ()
= (D(g" © y2)(2)(Dyz)(2) "' P,req) Hy(z)

= < (vlg(j)t) (Dya)(2) " P,veq, v> Hy(2)

Let w € R?! be the unique element such that

Pyreq = (Dyz)(z)w = Py (<v9<1§>,w>>

If some & € RY satisfies P,1 & = P,1eq it follows that there is a A € R with
E=eq— v

Hence, solving the equation

A= <<Vg<uz]>,w>>

leads to w = —Av and therefore, 1 — Avg = (Vg(2),w) = —A(Vyg(z),0),
ie, A = m. We note that the denominator is never zero since

[Vg(2)|| < 3. We compute

Lot Yo N 12— x oy = valVg(2),0) + 173
<<Vg<z>t> ’ >‘ Mollz = XvaVa(2). %) = == o ow)

We show that z — D(g% o y;)(2)(Dy.)(2) "1 (D?y;)(2) is uniformly contin-
uous and bounded independently of x where we mean by ’uniformly con-
tinuous independently of x’ that the corresponding family of functions in-
dexed by z is equicontinuous. Put a.(z) = v4(Vg(2),9) + ||0]|3, Be(z) =
vg — (Vg(z),v) and w(z) = Hg(z). Since Hg is a continuous matrix valued
function on a compactum there is an @ > 0 such that ||w(z)|op < Q for
every z € ¢ B§'. Note that |ay(2)] <1+ [|[Vg(2)[2 < 2 and

1

. < Joal — |(Vg(2), )| < |8:(2)]

l\.’)\r—t
.&\r—‘
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If 21,20 € clBg_l we have

|z (21) = aa(22)] = [val[(Vg(21) = Vg(22), )| < [[Vg(21) = Vg(22)]2

and
B2(21) — Ba(22)| < [Vg(21) — Vg(22)]]2

Since firstly, a;(z) is uniformly continuous independently of = and |a,(z)| <
2, secondly, f3,(z) is uniformly continuous and [B,(z)| > § and thirdly,

|w(2)]lop < 2 and uniformly continuous, it follows that

_ oz (z
25 Dlg” o 1)) (D) (2)7 (D) (2) = 2 (z)
Ba(2)
is bounded and uniformly continuous independently of x.
The function H(g* o y,) = v3Hg is also bounded and uniformly continuous
independently of x and hence,

H(g" 0 yz)(2) — D(g” 0 ya) (2) (Dy) (2) " (D?y) (2)

is bounded and uniformly continuous independently of x. We show that
(Dy,)~! is uniformly continuous and bounded on clBgfl independently of
x. Therefore, the same is true for the adjoint. It was shown in the proof of
the last lemma that || Dy, (z) | lop < L. It follows for 21,2 € ¢ B$! that

I
/\/‘b\/\
Neg
8
g
L
—
I
kS
N—
~~
-
Ned
8
N—
—
N
kX
N—
|
-
Neg
8
N—
—
N
[\
>
N—
-
Neg
8
S—
L
—
N
(V)
—
Q
b

9 2
<(3) 10w - Omlor < (3) 1706 - (TGl

An elementary argument shows that H(¢g”)(y,(z)) is uniformly continuous
independently of x as a composition of operator valued functions which are
uniformly continuous and bounded independently of x. It was shown in the
proof of the last lemma that 2||y,(21) — yz(22)||2 > ||z1 — 22||2 and hence,
Hg, is uniformly continuous independently of x.

O

Corollary A.0.3 Let C C R? be a convexr body with C? boundary. Then
there is some v > 0 such that for every £ € 0C there is a parametrization
fe: 73371 — R>o of C at £ such that for every n > 0 there is a v > 6 >0
independent of £ such that ||z||2 < 6 implies || H fe(z) — H f¢(0)||op < 6.

Proof. For every £ € 9C let fg : c(ﬁ)Bgfl — R>¢ be a parametrization of C'
at & and let ¢1 (), c2(§), c3(§) be as in Lemma A.0.1. Since the boundary of C
is compact there are &1, ..., &, € OC such that every point of the boundary



73

~ n
is parametrized by some fy,| (€)Bi-1" Put v = mi{l c3(&i). Let & € OC then
2 1=

Cc2
there~is an 1 <1 < n~and axy € 03(&)33_1 such that &y corresponds to
($07fgi(ﬂ§0)). Put g = f¢, and f¢, ’VBgil — R>o, fﬁo(z) = ¢*(z). Then feo
is a parametrization of the boundary of C' at & with the desired properties.
For every n > 0 there are 0 < 9(§) < ¢3(§) as in Lemma A.0.2. Then 0 <

0= nﬁ{lﬁ(&) <« has the desired property that || H f¢,(2) — H f¢,(0)|lop < 1

if ||z < 6.
O

For an ovaloid C' C R% let 0 < Kpin < Kmax < 00 be the smallest and largest
principal curvature which occur on C. It follows that for a parametrization
Je we have kpinlg—1 < H fe(0) < Kmaxla—1 where "My < My’ means that
My — My is positive semidefinite. An immediate consequence of Corollary

A.0.3 is the following.

Corollary A.0.4 Let C C R? be an ovaloid. Then there is some v > 0
such that for every & € OC there is a parametrization fe : ’yBg_l — R>o of
C at & such that for every 1 > n > 0 there is a v > 0 > 0 independent of &
such that ||z||2 < 0 implies (1 — n)H f¢(0) < H fe(2) < (14+n)H f¢(0).
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