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I

Power production from renewable sources is fluc-
tuating, governed by the availability of the sourc-
es such as wind or solar radiation. Increasing the 
share of renewable sources can therefore lead to 
shortages in power production. Large-scale energy 
storage in porous geological formations, e.g. using 
hydrogen (H2), produced during periods of ample 
power supply, could help mitigate offsets between 
supply and demand. In this thesis, hydrogen en-
ergy storage in porous geological formations is 
investigated using numerical scenario simulations 
with emphases on the quantification of storage 
dimensions, on induced hydraulic and thermal ef-
fects and on geophysical monitoring techniques. 

For this end, a coupling approach for the scien-
tific open source simulator OpenGeoSys and the 
proprietary reservoir simulator ECLIPSE is devel-
oped. The coupled simulator combines the mul-
tiphase-multicomponent flow and transport of 
ECLIPSE with the heat and geochemical reactive 
transport of OpenGeoSys. The implementation 
imposes no limitations regarding the considered 
components, thus providing a flexible platform. 
Furthermore, the Joule-Thomson effect is imple-
mented in OpenGeoSys for gases consisting of 
N2, O2, H2, CO2 and CH4. All implementations 
are successfully validated against reference simu-
lations or data. 

For the assessment of potential storage dimen-
sions and induced hydraulic and thermal effects, a 
hypothetical storage operation is simulated at an 
existing structure in northern Germany. 25 realis-
tic and heterogeneous parameter distributions are 
generated using a facies modelling approach. It is 
found that the simulated storage site can supply 
around 162 to 300 MW during a week-long pro-
duction phase using 5 storage wells, depending on 
the distribution of the reservoir properties. Peak 
power output is higher, so that the amount of H2 
withdrawn during the production phase corre-
sponds to about 41 000 to 55 900 MWh of energy. 
Increasing the volume of gas in place and add-
ing storage wells results in a higher storage per-
formance. Using 11 horizontal storage wells, the 
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storage site can provide a continuous power out-
put of 744 to 1147 MW in one week. The volume 
of H2 withdrawn corresponds to an energy output 
of 210 400 to 234 300 MWh per storage cycle. 

The distribution of the gas phase strongly de-
pends on the reservoir heterogeneity and the ge-
ometry of the storage formation. In the simulated 
scenario, the gas phase is elongated, extending 
up to 7 km in one direction and less than 750 m 
perpendicular to that. The induced pressure per-
turbations reach further, with pressure increasing 
less than 3 bars 5 km from the storage wells. Near 
the wells, the pressure shows strong fluctuations 
of more than 10 bars around the initial hydrostat-
ic pressure levels. 

The assessment of induced thermal effects 
show that the Joule-Thomson effect only results 
in minuscule temperature variations of less than 
1 °C during the H2 storage operation. The primary 
process inducing thermal effects is the injection 
temperature of the gas, which is governed largely 
by the surface installations. Assuming an injection 
temperature of 50 °C, which is 25 °C above the in-
itial reservoir temperature, results in thermal ef-
fects up to 50 m away from the storage wells in 
lateral direction and slightly less in vertical direc-
tion.  Like the pressure signal, the cyclic operation 
of the storage site results in undulating tempera-
ture in the near well regions. 

In addition to down-hole measurements, ge-
ophysical techniques such as seismic waveform 
inversion (FWI), electrical resistivity tomography 
(ERT) and gravity methods can be used for site 
monitoring. The virtual application of these meth-
ods to the simulated H2 storage site shows that 
FWI and ERT methods can be used to map the gas 
phase distribution in the heterogeneous forma-
tion when using a high spatial density of receivers 
in a cross well geometry with distances between 
receivers of around 500 m. Both methods confirm 
each other. The gravity mapping also indicates 
anomalies due to the mass changes. However, 
monitoring the filling state cannot be achieved for 
the simulated storage with either method. 
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Die Stromproduktion aus erneuerbaren Energien 
unterliegt Schwankungen bedingt durch die vari-
able Verfügbarkeit der Energieträger. Durch einen 
hohen Anteil von erneuerbaren Energien an der 
Gesamtproduktion können so Engpässe in der 
Stromproduktion entstehen, welche durch Ener-
giespeicher ausgeglichen werden müssen. Hierfür 
kann Wasserstoff, mit Hilfe von Überkapazitäten 
synthetisiert, als chemischer Energieträger in-
nerhalb von porösen geologischen Formationen 
gespeichert werden. In der vorliegenden Arbeit 
werden potentielle Dimensionen einer Wasser-
stoffspeicherung, die induzierten hydraulischen 
und thermischen Effekte sowie die Anwendung 
von geophysikalischen Monitoringmethoden mit 
Hilfe von numerischen Szenariensimulation un-
tersucht.

Hierfür wurde zunächst eine Modellkopplung 
für den wissenschaftlichen Open-Source Simu-
lator OpenGeoSys und den proprietären Reser-
voir-Simulator ECLIPSE (© Schlumberger) ent-
wickelt. Der gekoppelte Simulator kombiniert die 
Mehrphasen-Mehrkomponenten Strömungssi-
mulation von ECLIPSE mit dem Wärme- und Re-
aktiven-Transport-Modell von OpenGeoSys. Die 
Implementierung beinhaltet keine Einschränkun-
gen bezüglich der berücksichtigten Komponenten 
im simulierten System und stellt somit eine flexi-
ble Plattform dar. Zusätzlich wurde das Wärmet-
ransportmodell von OpenGeoSys durch den Jou-
le-Thomson-Effekt für Gase, bestehend aus N2, 
O2, H2, CO2 und CH4, erweitert. Alle vorgenom-
menen Modellentwicklungen wurden erfolgreich 
durch Referenzsimulationen oder -datensätze va-
lidiert.  

Für die Abschätzung von möglichen Speicher-
dimensionen sowie der induzierten hydraulischen 
und thermischen Effekte wurde ein hypotheti-
scher Speicherbetrieb, basierend auf einer exis-
tierenden geologischen Struktur in Norddeutsch-
land, simuliert. Um die Variabilität der Verteilung 
geologischer Parameter abzubilden, wurden mit 
Hilfe eines Faziesmodells 25 realistische und 
gleich wahrscheinliche Parameterverteilungen 
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erstellt. Der simulierte Wasserstoffspeicher kann, 
je nach Verteilung der hydraulischen Parame-
ter, während einer einwöchigen Ausspeicherpe-
riode eine Leistung von 162 bis 300 MW über 5 
Speicherbrunnen kontinuierlich bereitstellen. 
Das während der Ausspeicherperiode geförderte 
H2-Volumen entspricht dabei einer Energiemen-
ge von 41 000 bis 55 900 MWh. Eine Erhöhung 
der Speicherkapazität und -leistung ist durch die 
Verwendung von zusätzlichen Speicherbrunnen 
sowie einer Vergrößerung des H2-Volumens im 
Speicher möglich. So kann durch die Verwendung 
von 11 horizontalen Speicherbrunnen eine konti-
nuierliche Ausspeicherleistung von 744 bis 1147 
MW über die einwöchige Ausspeicherphase er-
reicht. Das während dieser Zeit geförderte H2-Vo-
lumen entspricht 210 400 bis 234 300 MWh.

Induzierte hydraulische Effekte ergeben sich 
durch die Ausdehnung der Gasphase im Un-
tergrund sowie durch den Speicherbetrieb be-
dingte Druckspiegeländerungen. Die räumliche 
Verteilung der Gasphase wird stark durch die He-
terogenität und die Geometrie der Speicherfor-
mation beeinflusst. Im Fall des simulierten Was-
serstoffspeichers erreicht die laterale Ausdehnung 
der Gasphase maximal etwa 750 m x 7 km. Die 
Druckauswirkungen des Speicherbetriebes rei-
chen weiter, mit Änderungen von maximal 3 bar 
5 km von den Speicherbrunnen entfernt. Im Nah-
bereich des Speichers schwankt der Druckspiegel 
um mehr als 10 bar um den initialen hydrostati-
schen Druck. 

Die Analyse induzierter thermischer Prozes-
se, zeigt, dass der Joule-Thomson-Effekt lediglich 
zu Temperaturschwankungen von weniger als 1 
°C führt. Thermische Effekte werden daher pri-
mär durch die Injektionstemperatur des Gases 
induziert, welche von dem jeweiligen Obertage-
anlagen abhängig ist. Unter der Annahme einer 
Injektionstemperatur von 50 °C, was etwa 25 °C 
über der initialen Reservoirtemperatur liegt, zei-
gen sich thermische Effekte in den ersten 50 m um 
die Speicherbrunnen in lateraler und geringfügig 
weniger in vertikaler Richtung. Wie auch bei den 
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induzierten Druckeffekten resultiert der zyklische 
Speicherbetrieb in zeitlich stark variablen Aus-
wirkungen. 

Geophysikalische Methoden wie Seismik (seis-
mic waveform inverion; FWI), Geoelektrik (elec-
trical resistivity tomography; ERT) und Gravime-
trie können zum Monitoring genutzt werden. Die 
Simulation der Anwendung dieser Methoden auf 
den hypothetischen Wasserstoffspeicher zeigt, 
dass mit Hilfe von FWI und ERT-Verfahren die 
Gasphase in der heterogenen Speicherformation 

abgebildet werden kann. Um die notwendige hohe 
Auflösung zu ermöglichen, müssen Bohrlochmes-
sungen in einem Abstand von 500 m verwendet 
werden. Die Ergebnisse des FWI-Verfahrens wer-
den durch die Ergebnisse der ERT-Messung be-
stätigt. Die Gravimetrie zeigt ebenfalls, bedingt 
durch die Masseänderung in der Speicherforma-
tion, Anomalien an. Die Bestimmung des Füllgra-
des des Speichers ist durch die getesteten Metho-
den nicht möglich. 
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1 INTRODUCTION

One way to mitigate climate change is to reduce 
greenhouse gas emissions. According to the fifth 
assessment report of the IPCC, 35 % of the total 
greenhouse gas emissions are contributed by the 
energy sector alone (IPCC 2014). Several miti-
gation pathways must be adopted to reduce the 
emissions of greenhouse gases, including exten-
sive changes to energy systems away from fossil 
fuels. Scenarios in which atmospheric concentra-
tion levels below 450 to 500 ppm CO2 equivalent 
are maintained, prospect a tripling to quadrupling 
increase of the share of zero- and low-carbon 
based energy production, e.g. by using renewable 
sources (IPCC 2014). Furthermore, even though 
considerable reserves of hydrocarbons such as oil 
and gas are still available, they are a limited re-
source. Consequently, power production from re-
newable sources is increasing worldwide. In 2015 
alone a new net capacity of 150 GW was installed 
(IEA 2016).

 As of 2015 a total of 164 countries have intro-
duced renewable energy targets in one form or 
another (IRENA 2015). In the European Union, 
the EU Climate and Energy Package (Directive 
2009/28/EC) adopted in 2009 defined mandatory 
targets to mitigate climate change, including  20 
% renewables in the gross energy consumption at 
the EU level by 2020 (IRENA 2015). In Germa-
ny the so-called “Energiewende” resulted in an 
increase in the share of power production based 
on renewable sources in the total electricity con-
sumption of Germany from 15.1 % in 2008 to 31.6 
% in 2015, with the overall goal being more than 
80 % by the year 2050 (BMWi 2016).

However, the availability of renewable sources 
used for power production such as solar radiation 
or wind fluctuate locally and with time (e.g. Klaus 
et al. 2010). Thus, increasing the share of power 
production based on renewable sources directly 
causes fluctuations in power supply within the 
system they are employed. Numerical simulations 
of a scenario in which 100 % of the power produc-
tion in Germany is based on renewable sources, 
using actual meteorological data from the years 

2007 and 2009, showed significant shortage peri-
ods of up to several days if unfavourable weather 
conditions prevail (Klaus et al. 2010). The extent 
and magnitude of such shortage periods can be 
reduced by load management and energy stor-
age. However, even when including those factors 
Klaus et al. (2010) forecast a total deficit in power 
production of 84.7 TWh in the year 2050 based 
on the meteorological data of 2009, with a peak 
residual load of about 60 GW. Additional assump-
tions of the study are the non-existence of bot-
tlenecks in the electrical grid which could hinder 
the transmission of electricity and a grid loss of 
30 TWh annually. Other studies predict less stor-
age requirements. Adamek et al. (2012) estimate 
the demand for short-term storage below 5 h to 
be 184 GWh and 26 TWh for long-term storage 
(several days) for Germany if 100 % of the pow-
er is generated using renewable sources. Again, 
a perfect grid with no transmission bottlenecks 
or losses is assumed. Per this study, reducing the 
share of renewable sources to 80 % would result 
in a decrease of the demand to 70 GWh for short-
term storage and 7 TWh for long-term storage.

The storage demand and the grid extension are 
linked to each other in a manner that the stor-
age demand in a perfect transmission grid with 
no bottlenecks is lower than in a scenario which 
considers a less optimal transmission grid (e.g. 
Steinke et al. 2013). Furthermore, given an imper-
fect transmission grid, energy storage can reduce 
the cost of the energy system by reducing the de-
mand of conventional backup systems (Steinke et 
al. 2013). Although the values differ, energy stor-
age is required in all scenarios.

Energy can generally be stored in form of a 
gravitational potential (e.g. pumped hydro), in 
batteries as electrochemical energy, in flywheels 
as kinetic energy, as electric field energy in capac-
itors, or as chemical or mechanical energy storage 
in gas (Pickard et al. 2009). The idea of producing 
and storing hydrogen gas during surplus periods 
and subsequently withdrawing and re-electrifying 
the stored hydrogen during shortage periods was 
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already introduced in the mid-1970s (Sørensen 
1975). In turn of the increasing power generation 
from renewable sources, this idea of chemical en-
ergy storage - often referred to as power-to-gas 
- regained traction (e.g. Sørensen et al. 2004; Ko-
rpås and Greiner 2008; Klaus et al. 2010; Schie-
bahn et al. 2015).

The geological subsurface can be used for chem-
ical energy storage by the means of gas storage in 
porous formation or leached salt caverns. Apart 
from this, energy can be stored in the subsurface 
as mechanical energy, e.g. in compressed air ener-
gy storages, or by heat storage, either in permeable 
or impermeable rock strata. So far the geological 
subsurface is already widely used for large scale 
chemical energy storage by the means of natural 
gas storage in porous formations and salt caverns 
(Evans and West 2008). These storage sites pro-
vide large storage capacities and long withdrawal 
periods lasting up to several months (e.g. Gregory 
and Pangborn 1976; Carden and Paterson 1979; 
Ogden 1999; Evans and West 2008; LBEG 2015). 
Natural gas, for example, is traditionally stored 
on a seasonal cycle with the gas being injected at 
the storage sites in the summer months and with-
drawn during the high demand season in winter 
(e.g. Katz et al. 1959; Evans and West 2008; LBEG 
2015). Additionally, gas storages, especially those 
constructed in salt caverns, are also used to cover 
peak demand as they can provide high deliverabil-
ity (Evans and West 2008; Plaat 2009). 

As of 2006, a total of 606 gas storage facilities 
with a total capacity of 333 235 million normal 
cubic metres (Nm³; measured at 0 °C and 1.01325 
bars) were operational world-wide (IGU/WOC 
2006). The majority of the installed gas storage ca-
pacity is provided by permeable formations with 
depleted hydrocarbon fields contributing around 
81.6 % and aquifers 14.5 % (IGU/WOC 2006). 
Leached salt caverns provide slightly less than 4 % 
of the total stored gas (IGU/WOC 2006). This is 
partly because suitable salt rock formations are 
not as abundant on world-wide perspective, mak-
ing them a viable solution only for countries like 
Germany or Great Britain, which have access to 
suitable host formations. In Germany, currently 
around 20 natural gas storage facilities in porous 
formations are operational, which provide a total 
working gas volume of 9784 million Nm³, with 
another 260 caverns providing about 14 315 mil-

lion Nm³ (LBEG 2015). Hence, compared with 
other energy storage technologies, power-to-
gas in combination with subsurface storage and 
re-electrification can provide large capacities on 
long time scales (Gallo et al. 2016). 

Currently hydrogen and methane are being 
discussed as potential energy carriers in a pow-
er-to-gas concept (Klaus et al. 2010; Schiebahn et 
al. 2015). Both methods rely on the production of 
hydrogen, e.g. by water electrolysis during times 
of high power production (Ursúa et al. 2012). 
The produced hydrogen gas could then either be 
used directly for power generation as a fuel for 
transportation or as an industrial resource. Thus 
far, the use of hydrogen is primarily limited to 
the use as the latter, with the former requiring at 
least some additional research and development. 
In a second step, the produced hydrogen can be 
turned into synthetic methane making use of the 
Sabatier-process (Schiebahn et al. 2015), e.g. for 
the direct use in the natural gas grid. Because of 
the second step of transforming the hydrogen into 
methane, a power-to-gas system based on meth-
ane has a round-trip efficiency of around 39 %, 
while a hydrogen based system has a higher effi-
ciency of about 42 % (Klaus et al. 2010).

Until today pure hydrogen has only been stored 
in salt caverns for industrial use in Texas, USA and 
near Teeside, UK (Crotogino et al. 2010), thus only 
little practical experience with storing pure hydro-
gen is available. The storage of hydrogen rich town 
gas in an aquifer near Beynes, France, is the only 
documented field application of hydrogen storage 
in porous geological formations (Carden and Pat-
erson 1979; Foh et al. 1979), although storing town 
gas was much more widespread. Technical issues 
arise from storing hydrogen instead of natural gas 
such as hydrogen induced embrittlement causing 
damage to steels and casings (Reitenbach et al. 
2015; Schlichtenmeyer and Klafki 2016). Com-
pared to natural gas, hydrogen has a higher com-
pressibility factor, meaning that a higher pressure 
is required to store the same amount of gas in a 
given volume (Schlichtenmeyer and Klafki 2016). 
For the same reason the deliverability of hydrogen 
from a storage site can be expected to be lower 
than for a natural gas storage site at a given pres-
sure difference. However, the low viscosity of hy-
drogen gas results in less dynamic pressure loss 
during injection or withdrawal from the storage 
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site to the well head (Schlichtenmeyer and Klafki 
2016). Despite these differences, natural gas stor-
age can be used as an analogue to porous media 
hydrogen storage due to the similarities of the 
underlying principles (Carden and Paterson 1979; 
Foh et al. 1979).

For the field deployment of a hydrogen based 
power-to-gas concept potential storage dimen-
sions must be investigated. Given that the phys-
ical properties of natural gas and hydrogen differ, 
these metrics cannot be directly inferred from 
those of natural gas storage facilities. During the 
field deployment, the induced effects of the stor-
age such as differences in pressures or fluid phase 
compositions can be used for a monitoring of the 
storage facility to ensure the proper and safe op-
eration. Thus, the induced effects and in turn the 
applicability of different monitoring techniques 
should be evaluated prior to the field deployment. 
For such an a-priori assessment numerical simu-
lations of the storage operation can be used, given 
that the required models are available and all nec-
essary parameters are known sufficiently. 

Potential storage formations for an applica-
tion of power-to-gas using porous formations are 
widely available in the North German Basin and 
could thus provide large capacities (Fig.  1.1; Kauf-
hold et al. 2011; Reinhold and Müller 2011). Nev-
ertheless, the available pore space of the subsur-
face does represent a limited resource for various 
usages. These comprise of groundwater abstrac-
tion in usually shallower formations, geothermal 
applications in various depths, large scale hydro-
carbon exploration or energy storage as described 
in this work. All these potential subsurface uses 
induce, with varying magnitude, thermal, hydrau-
lic, geomechanical, and geochemical (THMC) 
effects in the subsurface. The different usages are 
potentially competing for either the same storage 
site directly or through interactions with other 
usages. Thus, a subsurface spatial planning is re-
quired to allocate the limited space most effective-
ly (Bauer et al. 2013; Kabuth et al. 2017). Such a 
planning scheme does include the determination 
of the dimensioning of the storage operation itself 
prior to its deployment. The dimensions of a stor-
age operation are defined by the overall capacity 
of the storage site, which is the amount of energy 
which can be retrieved, and the rates with which 
the storage site can be operated. The storage flow 

rates, which can be achieved during withdrawal 
can then in turn be used to determine the pow-
er output the storage site can provide. For such a 
planning scheme to be sustainable, also the quan-
tification of induced effects and the description 
of appropriate monitoring schemes is necessary 

Fig.  1.1 Distribution of (a) the Rhaetian sandstone and (b) 
the Middle Buntsandstein in Schleswig-Holstein, representing 
potential porous storage formations, and (c) salt structures 
potential suitable for cavern storage sites (after Kaufhold et 
al. 2011).
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(Bauer et al. 2013). Other researches come to sim-
ilar conclusions (e.g. Kahnt et al. 2015).

Given that adequate modelling tools are avail-
able, numerical scenario simulations based on 
generated “virtual realities” can be used to assess 
both the storage performance in terms of e.g. flow 
rates or power and the extent and magnitude of 
induced effects. The concept of such virtual real-
ities has already been applied successfully to sev-
eral geoscientific fields such as CO2 storage (e.g. 
Bauer et al. 2012; Benisch and Bauer 2013) or con-
taminated aquifer evaluation and treatment (e.g. 
Schäfer et al. 2004; Bauer et al. 2006). A prerequi-
site for applying such scenario simulations for the 
estimation of e.g. storage capacities and induced 
effects are adequate input data. 

1.1 Current and past research

With the increasing share of power production 
from renewable sources various energy storage 
concepts and technologies are increasingly dis-
cussed in scientific literature. For example, under 
the research initiative “Energiespeicher” in Ger-
many, energy storage technologies ranging from 
small scale mobile storage applications to large 
scale power-to-gas energy storage are investi-
gated. However, research regarding geological 
energy storage in systems with a high renewable 
penetration and hydrogen storage in particu-
lar is relatively scarce. As previously mentioned, 
the general concept was initially introduced in 
the mid-1970s by Sørensen (1975) and some 
additional work was done shortly thereafter re-
garding different subsurface hydrogen storage 
options (Foh et al. 1979) that remains relevant 
today. Concurrently the work of Carden and Pat-
erson (1979) was published, focussing on aspects 
of porous media hydrogen in particular with an 
emphasis on potential losses of hydrogen. These 
can occur e.g.  through capillary trapping of gas, 
essentially resulting in the gas being not available 
for withdrawal. Other potential losses include the 
dissolution of the hydrogen gas in the residual 
formation water and chemical reactions which 
result in a transformation of the stored hydrogen 
to another compound. Furthermore, the authors 
briefly discuss operating losses which are leakag-
es of hydrogen from the storage site and energy 

losses e.g. due to friction of the gas during flow in 
the porous formation and the wells. The authors 
concluded that the physical and chemical prob-
lems associated with storing hydrogen in porous 
formation can be solved so that economic aspects 
are the major deciding factor for or against a stor-
age operation. However, the authors do also point 
out that additional research is required regarding 
potential chemical reactions and the mechanics of 
hydrogen, having a low viscosity, displacing wa-
ter. The latter is addressed in the work of Pater-
son (1983) in which experiments of hydrogen gas 
displacing formation water are presented and dis-
cussed. Paterson (1983) concludes that hydrogen 
is prone to fingering due to its low viscosity, which 
could result in additional losses during a storage 
operation, e.g. by fingers of gas snapping-off from 
the gas phase, resulting in capillary trapping of the 
gas. The use of a steeply dipping storage structure, 
reduced flow rates and alternative cushion gases 
could help mitigating such fingering.

From the late 1990s onwards additional re-
search was done in the field of porous media hy-
drogen storage. While several publications are 
more focussed on the general concept of integrat-
ing energy storage in renewable grids (e.g. Ogden 
1999; Sørensen et al. 2004; Crotogino et al. 2010; 
Gahleitner 2013; Carr et al. 2014), also some more 
detailed research was published. Panfilov (2010) 
for example investigated differences in chemical 
composition of hydrogen rich town gas stored 
in aquifers, which showed a decrease of hydro-
gen accompanied by an increase in methane. The 
author concluded that the reaction is caused by 
methanogenic bacteria and derived a mathemati-
cal model which describes the transformation re-
actions using bacteria population with a variable 
growth rate.

In recent years new research was published re-
garding issues arising from adding hydrogen to 
natural gas storage sites. Reitenbach et al. (2015) 
presented a review of technological aspects which 
must be considered when adding hydrogen to the 
existing natural gas storages and transportation 
pipelines, e.g. due to hydrogen embrittlement or 
chemical reactions. Based on literature data the 
authors concluded that the risk to the geological 
and technical integrity of the storage facility is pri-
marily associated with the high diffusivity of hy-
drogen and the lower viscosity of the gas caused 
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by the addition of hydrogen. Furthermore, the 
authors suggest that the added hydrogen could 
promote a-biotic reactions of the hydrogen with 
the minerals of the caprock or the storage, causing 
dissolution of feldspar, carbonate, sulphate and 
clay minerals as well as precipitation of illites, iron 
sulphides and pyrrhotite. However, the most cru-
cial risks are associated with microbial reactions, 
which could result in the production of hydrogen 
sulphide and acetic acid, both of which pose a risk 
to the environment and the safe operation of such 
hydrogen spiked natural gas storages.

Hagemann et al. (2015) and Feldmann et al. 
(2016) investigated the hydrodynamic and mix-
ing processes of hydrogen gas stored in natural 
gas storages using numerical scenario simula-
tions. Based on the simulations results obtained 
using homogeneous reservoir properties and in 
accordance with Paterson (1983), they conclud-
ed that the low viscosity of hydrogen results in 
significant gravity override if high flow rates are 
applied. According to Hagemann et al. (2015) hy-
drogen storage in stratified aquifers could reduce 
the risk of fingering and lateral spreading, result-
ing in an overall reduced risk of gas losses. Feld-
mann et al. (2016) concluded that hydrogen, being 
prone to gravity override and viscous fingering, 
complicates the displacement of formation water 
in aquifers. The authors furthermore state that 
these physical effects will be reduced in saturat-
ed gas reservoirs and will thus play a minor role 
during displacement in such systems. Hagemann 
et al. (2016) implemented a coupled mathematical 
model for the simulation of hydrodynamic trans-
port and bio-chemical reactions of hydrogen in 
a depleted natural gas reservoir and applied the 
model to a homogeneous scenario simulation. 
Their conclusions regarding the hydrodynamic 
behaviour are comparable to those of Hagemann 
et al. (2015) and Feldmann et al. (2016). The au-
thors further identified methanogenic archaea, 
acetogenic archaea, sulphate-reducing bacteria 
and iron-reducing bacteria as important hydrog-
enotrophic microorganism. Their simulations 
showed that a growth of microorganisms arises at 
the hydrogen injection front, resulting in a partial 
transformation of the hydrogen to methane. They 
further concluded, that the rate of bio-chemical 
reactions is dependent on the population num-
ber of the involved microorganisms, so that a 

correct description of the microbial growth and 
decay functions is important for modelling such 
bio-chemical reactions.

With little research overall being available on 
hydrogen gas storage in porous formations, re-
search from related fields such as CO2 sequestra-
tion can, to some extent, be related to. This is espe-
cially true for monitoring aspects of gas storages. 
The works of e.g. Birkholzer et al. (2009), Birkhol-
zer et al. (2011), Benisch and Bauer (2013) and 
Birkholzer et al. (2015) for example provide esti-
mates of large scale pressure perturbations caused 
by the injection of gas in aquifer structures. The 
studies show that regional-scale pressure build-
up of several bars can be expected in the far field 
of the storage. Even though the volumes of stored 
gas are not directly comparable, these estimates 
can be seen as worst-case assumptions. Similar-
ly, studies such as those by Birkholzer and Zhou 
(2009), Thibeau et al. (2014) and Mitiku and Bau-
er (2013) on CO2 storage capacities can to some 
extent be applied to hydrogen gas storage. Given 
CO2 has different physico-chemical properties 
than hydrogen such as a higher viscosity, research 
on the hydrodynamic behaviour of the gas dis-
placing formation water (e.g. Taku Ide et al. 2007) 
cannot be transferred directly.

The issue of an increasing use of the subsurface 
and thus the requirement of a spatial planning of 
the limited subsurface space arose just in recent 
years. Previous works on subsurface spatial plan-
ning such as those by Roberts (1996), Rönkä et al. 
(1998) and Takasaki et al. (2000) focus primarily 
on engineered constructions in the subsurface 
such as tunnels, tanks or buildings. With the ad-
vent of subsurface energy storage in recent years, 
the requirement for a subsurface spatial planning 
is recognized in more recent publications (ARL 
2012; Bauer et al. 2013; Kahnt et al. 2015; Schulze 
et al. 2015). For this, consistent and detailed data 
on the geological setting, the physical and chemi-
cal properties of the subsurface, e.g. fluid and rock 
compositions, porosities and permeabilities and 
the occurring anthropogenic and natural process-
es are required (ARL 2012). According to Bauer 
et al. (2013), an assessment of subsurface energy 
storage in the context of a spatial planning must 
consider induced effects of the storage operation 
itself and the monitoring associated with the stor-
age operation. This can be done using numerical 



CHAPTER 1: INTRODUCTION

6

simulations, given that adequate storage scenari-
os are defined, the relevant properties of the sub-
surface and the induced thermal, hydraulic, me-
chanical and geochemical processes are known, 
and appropriate modelling tools, which account 
for feedback reactions among the considered pro-
cesses are available. The two studies published by 
Kahnt et al. (2015) and Schulze et al. (2015) for 
the German Federal Environment Agency discuss 
geological and regulatory issues regarding sub-
surface usage and spatial planning. According to 
Kahnt et al. (2015), the space allocated for a spe-
cific usage has to be defined in a way that no or 
only minimal effects are induced outside of the 
defined subsurface space. Furthermore, a spatial 
planning should include the quantification of po-
tential storage dimensions, which in the case of 
energy storage includes capacities and achievable 
delivery rates. Establishing a new subsurface us-
age option, such as e.g. porous media hydrogen 
storage, should be accompanied by continuous 
monitoring (Schulze et al. 2015). 

More recently an assessment tool for the se-
lection of salt structures which can potentially be 
used for cavern storage of hydrogen or compressed 
air has been developed (Pollok et al. 2015). A simi-
lar tool does not exist for hydrogen storage in po-
rous formations. However, the “Speicherkataster”, 
a database of the distribution of rock strata po-
tentially usable for CO2 storage exists (Müller and 
Reinhold 2011), which can be used to infer areas 
of interest for hydrogen storage sites. 

Only very little research has been published 
regarding hydrogen storage in porous forma-
tions. Of the published research the works Hage-
mann et al. (2015), Hagemann et al. (2016) and 
Feldmann et al. (2016) are the only publications 
which provide quantitative results on the hydro-
dynamic behaviour of hydrogen in porous for-
mations, primarily focused at the displacement 
characteristics. Panfilov (2010) gives additional 
insight into the modelling of microbial hydrogen 
transformation reactions. Similarly Hagemann et 
al. (2016) quantify the effect of a-biotic and bi-
otic reactions which could occur when adding 
hydrogen to a porous media natural gas storage. 
However, all the presented simulations used to 
infer the results on the hydrodynamic behaviour 
or occurring chemical reactions are done using a 
simplified geological model by assuming homo-

geneous rock properties. No research is thus far 
published regarding the applicability of monitor-
ing techniques at a hydrogen storage site. So far 
only works from the field of CO2 storage such as 
those of e.g. Birkholzer et al. (2009), Birkholzer et 
al. (2015) and Benisch and Bauer (2013) on pres-
sure perturbations caused by gas injections and 
that of Benisch et al. (2015) on integrative geo-
physical monitoring techniques are available.

As noted previously, in the context of sustain-
able subsurface spatial planning one must deter-
mine storage dimensions, the induced thermal, 
hydraulic, mechanical and chemical effects and 
the monitoring requirements of hydrogen gas 
storage sites. The presented literature review in-
dicates that several key aspects of porous media 
hydrogen storage are insufficiently or not inves-
tigated so far. For example, research is yet to be 
published on the potential dimensions of hydro-
gen storage in porous formations using a realis-
tic geological setting. Furthermore, neither the 
thermal nor the mechanical effects caused by 
such a storage operation have been investigated. 
The research published on the hydraulic effects, 
such as the hydrodynamic behaviour, is based on 
simplified homogeneous rock models. There is 
an absence of published research on the pressure 
perturbations of a reasonably scaled hydrogen 
storage in an aquifer. Another deficit is the lack of 
research on monitoring techniques, which can be 
employed at a field site. Especially the applicabil-
ity of integrated geophysical techniques, capable 
of providing multidimensional information, has 
not yet been determined.

1.2 Aims of this thesis

Several aspects of hydrogen storage in porous 
geological formations are investigated in this the-
sis, e.g. for an application in a subsurface spatial 
planning scheme. Based on the current state of re-
search and knowledge the following research aims 
are deduced for this thesis:

• Quantification of potential storage dimen-
sions, such as capacities and withdrawal 
rates, of porous media hydrogen storage for 
a realistic geological setting
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• Development of modelling tools to assess 
effects induced during porous media hy-
drogen storage using scenario simulations 
of coupled hydraulic, thermal and chemical 
processes

• Assessment of hydraulic effects, i.e. of the 
magnitude and extent of the pressure per-
turbations and the distribution of the gas 
phase as a result of the storage operation

• Provision of a first estimate of induced ther-
mal effects caused by a hydrogen storage 
operation

• Assessment of the applicability of geophysi-
cal monitoring techniques, namely seismic, 
geoelectric and gravimetric methods to  po-
rous media hydrogen storage operation at a 
realistic field site

For the quantification of potential storage dimen-
sions, effects induced by the storage operation and 
the investigation of the applicability of geophysical 
monitoring techniques numerical scenario simu-
lations of virtual realities are used. The required 
modelling tools are partly available. For the quan-
tification of potential storage dimensions and in-
duced hydraulic effects the reservoir simulator 
ECLIPSE E300 (Schlumberger 2015) is used, which 
is capable of solving multiphase-multicomponent 
problems. For the assessment of induced ther-
mal effects and -albeit not included in this thesis- 
chemical effects the scientific open-source simu-
lator OpenGeoSys (Kolditz et al. 2012a) is coupled 
to ECLIPSE. Furthermore, the Joule-Thomson 
effect (Joule and Thomson 1854) is implemented 
for the heat transport process of OpenGeoSys to 
account for temperature perturbations caused by 
isenthalpic pressure reductions during gas flow. 
All model development is validated using refer-
ence simulations or published data sets.

For the numerical simulations, a virtual storage 
scenario is defined. As a first step a storage de-
mand is derived based on numerical simulations 
of the availability of power production from re-
newable sources. The simulations used to infer 
storage dimensions, induced effects and the ap-
plicability of geophysical monitoring techniques 
are based on a structural model of an existing 
geological structure in northern Germany. A re-
alistic heterogeneous rock model is created using 
a facies modelling approach and 25 equally likely 

parameter distributions are derived. Subsequent-
ly, homogeneous rock models are derived from 
the heterogeneous ensemble. 

The potential storage dimensions and the in-
duced hydraulic effects are determined using both 
the heterogeneous and homogeneous rock mod-
els. The induced thermal effects are investigated 
based on homogeneous rock models. The appli-
cability of seismic, geoelectric and gravimetric 
monitoring methods to a hydrogen storage oper-
ation is evaluated based on an integrative site in-
vestigation, using on the presented virtual storage 
scenario.

1.3 Structure of this thesis

Following this introduction (Chapter 1), funda-
mental principles and concepts used in this thesis 
are introduced in Chapter 2. 
Chapter 3 consists of the description of model de-
velopments, including the development of the cou-
pled OpenGeoSys-ECLIPSE simulator and the im-
plementation of the Joule-Thomson effect.

In Chapter 4, potential storage dimensions and 
induced hydraulic and thermal effects of hydrogen 
storage in an aquifer structure are investigated us-
ing numerical scenario simulations. For this pur-
pose, an existing geological structure is first para-
metrised realistically based on available literature 
data. Subsequently a storage scenario is defined, 
including the duration and magnitude of shortage 
periods which must be accounted for. The per-
formance of the hypothetical storage  operation 
is evaluated with respect to this defined scenario 
using numerical simulations of the heterogene-
ous parameter ensemble. Based on the findings 
of the heterogeneous ensemble, the storage setup 
is optimized to increase the storage performance. 
Homogeneous reservoir properties are calculated 
based on the parameter distributions in the heter-
ogeneous ensemble and tested against the results 
obtained with the ensemble. A combined usage 
scenario is defined and simulated in which the 
hydrogen storage site is operated simultaneously 
to a brine injection in the same geological forma-
tion. The induced hydraulic effects linked to the 
storage operations are investigated based on the 
presented heterogeneous and homogeneous sce-
nario simulations. For the estimation of induced 
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thermal effects, a slightly simplified scenario sim-
ulation based on the same geological structure is 
used. The corresponding coupled thermo-hydrau-
lic simulations are carried out using the Open-
GeoSys-ECLIPSE simulator described in Chapter 
3.

In Chapter 5, geophysical monitoring methods, 
namely seismic, geoelectric and gravimetric mon-
itoring techniques are tested with respect to their 
individual applicability at a porous media hydro-
gen storage site, using a heterogeneous simulation 
of the previously described ensemble (Chapter 
4). The applicability of the individual geophysical 

monitoring methods is then tested by using the 
simulation results as input for forward simulations 
of the geophysical data acquisition. Based on the 
simulation results of the synthetic geophysical 
data, the different techniques are evaluated regard-
ing the detectability of the gas within the storage 
and the current state of the storage operation itself. 

In Chapter 6, the results of Chapters 3, 4 and 
5 are discussed and summarized. The findings of 
this work regarding potential storage dimensions, 
the magnitude and extent of the induced hydrau-
lic and thermal effects observed in the numerical 
simulations are then applied to the concept of 
subsurface usage spaces.



9

2 POROUS MEDIA HYDROGEN STORAGE AND INTERACTIONS WITH OTHER TYPES OF USAGE

2.1 Introduction to porous media gas storage

In this chapter a short introduction into aquifer gas storage is given, which includes an overview of typical 
requirements and properties of such storage sites (Chapter 2.1). Typical dimensions of natural gas storage 
sites are given in Chapter 2.2 together with properties and requirements of the production and re-electri-
fication of hydrogen. Chapter 2.3 consists of a short description of the concept of affected pore space vol-
umes in the context of a subsurface spatial planning concept. Chapter 2.4 summarizes important induced 
hydraulic, thermal, geochemical and geomechanical effects which can be expected during the construction 
and operation of a porous media hydrogen storage.

The first application of porous media gas stor-
age dates back as far as 1915 with natural gas be-
ing injected into a depleted hydrocarbon reser-
voir in Canada (Foh et al. 1979; Evans and West 
2008). In the following years the first natural gas 
storage was developed in the state of New York, 
USA, which is still in service today (Plaat 2009). 
The first porous media gas storage in Europe was 
completed in 1953 in the Engelborstel field, Ger-
many (Plaat 2009). To present day around 100 po-
rous media gas storage facilities are in operation 
within Europe with 20 in Germany (IGU/WOC 
2006; Plaat 2009; LBEG 2015). Thus, natural gas 
has been stored in porous formations for more 
than a century. 

Potential storage formations for gas are per-
meable aquifers, e.g. sandstones or carbonates, as 
well as depleted hydrocarbon fields (Plaat 2009). 

The main differences between these types of po-
rous media gas storages are the initial chemical 
composition and the reservoir pressure levels. 
While the pore space of aquifer formations is oc-
cupied by formation water or brine, depleted hy-
drocarbon fields contain oil or natural gas which 
was not or could not be produced during the field 
exploration. As a consequence of the depletion 
the initial pressure in such fields is most likely 
reduced compared to the hydrostatic pressure 
level. A necessary prerequisite for a gas storage 
in a porous formation is the existence of a trap 
which retains the stored gas. In conventional 
hydrocarbon reservoirs such traps can either be 
stratigraphic or structural. At a site with a struc-
tural trap the gas is accumulating at the top of a 
structure and is retained from further movement 
by a tight caprock (Fig.  2.1). Contrary to that, a 
stratigraphic trap retains the gas within the stra-
tum through a change in facies (Katz et al. 1959). 

(b)(a)

Gas

Gas

Fig.  2.1 Depiction of typical structural traps for gas in the subsurface, being (a) simple anticlines and (b) reservoirs at salt dome 
flanks (after Katz et al. 1959).
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On a world-wide perspective, storage in depleted 
hydrocarbon fields provides the majority of the 
stored gas, with around 82 % (IGU/WOC 2006). 
Nevertheless, aquifers are more widespread than 
hydrocarbon fields and are thus of importance for 
energy storage. 

The gas in place in a storage site, called inven-
tory, can be split into two fractions, the working 
and the cushion gas (e.g. Katz et al. 1959; Plaat 
2009). Of these two the working gas is the frac-
tion of gas which is available for withdrawal. The 
cushion gas, also termed base gas, on the other 
hand is the fraction of gas which is not withdrawn 
during normal operation and stays within the 
storage formation. The primary objective of the 
cushion gas is to ensure the deliverability of gas 
from the storage during operation (Plaat 2009). 
Compared to other means of geological storage 
of gas, e.g. using salt caverns, porous formations 
generally provide larger storage capacities but si-
multaneously require more cushion gas to be in 
place for the storage operation (e.g. Evans and 
West 2008; Plaat 2009). The average cushion gas 
fraction of storage sites in Germany is more than 
50 % with the storage of Allmenhausen having the 
highest fraction of more than 80 % (LBEG 2015). 
Cushion gas represents a one-time loss associat-
ed with the initial filling of the reservoir (Carden 
and Paterson 1979). If a storage is realised in a de-
pleted natural gas field, the volume of additional 
cushion gas can be severely reduced if not com-
pletely unnecessary (Evans and West 2008). For 
gas storage in a depleted oil field, the gas cap that 
is often present above oil reservoirs is used for 
the storage operation (Plaat 2009). Different to 
these options, gas storage in aquifers does require 
a larger amount of cushion gas, mainly because 
the formation water, which is initially present in 
the storage, must be displaced by the gas injec-
tion. To reduce the cost of the cushion gas the use 
of inert substitutes to the actual working gas such 
as CO2 or N2 have been discussed in the litera-
ture and also used in practice (Laille et al. 1988; 
Dussaud 1989; Oldenburg 2003). In addition to 
potential cost savings due to a lower cushion gas 
requirement, depleted hydrocarbon fields already 
provide some proof regarding the tightness of the 
caprocks against gas migration and thus less ex-
ploration is required to characterise the storage 
formation. 

However, the presence of a hydrocarbon field 
does not necessarily imply that the site can be 
used for gas storage. The requirements for porous 
media gas storage can be summarized as follows 
(Bennion et al. 2000):

1. Sufficient reservoir volume for the envis-
aged withdrawal rates and volumes

2. Proven tightness of the caprocks above 
and below the storage formation against 
migration of the stored gas resulting in 
structural or stratigraphic entrapment of 
the gas

3. Sufficient intrinsic permeability to sup-
port the scheduled storage flow rates

4. Low or no tendency for permeability 
reductions due to formation water en-
croachment, present hydrocarbons, drill-
ing activities or geomechanical responses 
of the system, triggered by the cyclic stor-
age operation

5. Absence and resistance against formation 
of corrosive H2S gas

6. Technical feasibility of drilling 

As the overall principals of storing any gas in 
porous formations are relatively similar, the stor-
age of natural gas can to some extent be used as an 
analogue for storing hydrogen (Carden and Pat-
erson 1979; Foh et al. 1979). However, due to its 
low viscosity H2 is prone to fingering and gravity 
overrides (Paterson 1983; Hagemann et al. 2015; 
Feldmann et al. 2016). Consequently, a steeply 
dipping formation is favourable for a porous me-
dia H2 storage (Paterson 1983). 

In contrast to natural gas storage, practical ex-
perience from storing H2 in porous formations is 
relatively scarce. So far the storage of H2 rich town 
gas in an aquifer near Beynes, France, is the only 
field application documented in literature (Carden 
and Paterson 1979; Foh et al. 1979). The use of H2 
instead of natural gas or synthetic methane, which 
is very similar to natural gas, results in addition-
al limitations regarding technical installations 
(Foh et al. 1979; Reitenbach et al. 2015; Schlich-
tenmeyer and Klafki 2016). Among those are the 
high mobility of H2, which may require addition-
al investigations regarding the tightness of bore-
hole equipment and cements against migration. 
Furthermore, metals of the technical installations 
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2.2 Storage dimensioning: Capacities, withdrawal rates

might corrode when in contact with H2. An over-
view on technical issues arising from the use of 
hydrogen instead of natural gas are given in Re-
itenbach et al. (2015). The arising technical issues 
can be solved (Schlichtenmeyer and Klafki 2016), 
which is further supported by hydrogen being al-
ready stored in salt caverns (Crotogino et al. 2010). 

Currently 20 porous media storage facilities are 
in operation in Germany, providing a combined 
working gas volume of 9784 million Nm3 (LBEG 
2015). The largest of these storage facilities is locat-
ed near Rheden in the state of Lower Saxony, pro-
viding a working gas volume of 4400 million Nm3 
alone which can be withdrawn with a  peak flow 
rate of 2.4 million Nm3/h using 16 storage wells 
(IGU/WOC 2006; LBEG 2015). On a global scale 
even larger porous media gas storage facilities ex-
ist, with the storage facility Severo-Stavropolskoe 
located in Russia having a total working gas vol-
ume of 23 000 million Nm3 and a peak withdrawal 
rate of 6.7 million Nm3/h using 810 storage wells 
(IGU/WOC 2006). However, these values repre-
sent only a small fraction of the storages in use. 
Several smaller gas storages are also operational. 
The storage Sandhausen in Germany for example 
has a comparably small working gas capacity of 
30 million Nm3 in a tertiary aquifer (LBEG 2015). 
The storage is operated using 5 storage wells pro-
viding a peak withdrawal rate of 45 000 Nm3/h 
(IGU/WOC 2006; LBEG 2015). 

Well flow rates clearly differ significantly for 
the individual storage sites. Compared with flow 
rates realized in conventional gas fields, the rates 
applied in gas storages may be significantly higher 
with the volume withdrawn and injected in a gas 
storage within a period of a few months equating 
to the volume of gas produced in a field over sev-
eral years (Plaat 2009). To support such high well 
flow rates large diameter production casings are 
used (Plaat 2009). High well flow rates, however 
can introduce problems such as water coning, re-
sulting in water production from the well, as well 
as sanding during which particles of the aquifer 
are transported within the gas flow, resulting in 
severe erosion of the equipment (Katz et al. 1959; 
Carlson et al. 1992; Evans and West 2008). For a 

given flow rate the amount of sanding depends 
on the viscosity of the fluid flowing through the 
formation (Carlson et al. 1992). The viscosity of 
hydrogen is lower than the viscosity of natural gas 
or air; thus, the use of hydrogen should support 
higher flow rates compared to natural gas before 
severe sanding occurs. For a given fluid the maxi-
mum well flow rate per well depends on site spe-
cific parameters such as the aquifer permeability 
and thickness. Such flow rates can be a-priori es-
timated using analytical functions, which howev-
er include several restricting assumptions such as 
steady-state flow, radial flow and constant aqui-
fer thickness (see e.g. Katz et al. 1959; Wang and 
Economides 2009). For a more detailed investiga-
tion either numerical simulations making use of 
the actual geometry of the storage formation or 
well tests at a field site can be used. As obvious 
from the presented examples, high performance 
storage wells can reach flow rates in the region of 
several million cubic metre per day. Other doc-
umented cases of high productive storage wells 
quote values of slightly below 1 million Nm3/d 
(Bary et al. 2002). For low permeability reservoirs, 
the deliverability can be increased by adding wells, 
which obviously introduces additional costs. 

For use as an energy storage in the context of re-
newable power production, the hydrogen must be 
synthesised and injected into the storage during 
surplus periods and withdrawn and re-electrified 
during shortage periods. H2 can be produced by 
water electrolysis (e.g. Smolinka et al. 2010; Ursúa 
et al. 2012). Readily available electrolyser mod-
ules, which are used in parallel stacks in H2 pro-
duction facilities, already reach production rates 
of up to 760 Nm3/h (Smolinka et al. 2010). These 
production rates can be expected to increase in 
the next couple of years to values of 1500 Nm3/h 
(Smolinka et al. 2010). Given the stack design, the 
output from H2 production facilities greatly sur-
passes those of the individual modules. For exam-
ple, the largest H2 production plant currently in 
service can produce H2 at a rate of 33 000 Nm3/h 
(Smolinka et al. 2010). The re-electrification of 
the withdrawn H2 can be achieved using either 
fuel cells or conventional gas turbines (Klaus et al. 
2010; Büchi et al. 2014). Fuel cells capable of high 
power outputs are still in development with cur-
rent modules reaching around 100 kW (Gahleit-
ner 2013). Conventional gas turbine power plants 
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making use of natural gas reach power outputs of 
several hundred MW (Sterner and Stadler 2014). 
Gas turbines which can be fuelled with hydrogen 
rich gas are commercially available but are rarely 
used so far (Klaus et al. 2010). The real world ef-
ficiencies of re-electrification via fuel cells or gas 
turbines are quite similar at around 60 % (Klaus et 
al. 2010; Büchi et al. 2014). However, the options 
differ regarding their ability to tolerate H2 impuri-
ties. While such impurities reduce the power out-
put and could potentially damage fuel cells, a dilu-
tion of H2 with for example N2 is even required in 
gas turbines to meet emission regulations (Chiesa 
et al. 2005; Lee et al. 2012).

To conclude, porous media gas storage can 
be of considerable size, providing large storage 
capacities as well as high withdrawal rates, with 
smaller storages being on the order of around 
30 million Nm3 of working gas. Given the ener-
gy density of H2 of about 124 MJ/kg (Carden and 
Paterson 1979), a gas density of 0.089885 kg/m3 at 
normal conditions, i.e. a pressure of 1.01325 bars 
and a temperature of 0 °C (Lemmon et al. 2016), 
and assuming an efficiency of 0.6 for the re-elec-
trification, the amount of energy stored at a H2 
storage site of similar size is around 55 729 MWh. 
Assuming the storage demand is 84.7 TWh as giv-
en by Klaus et al. (2010), slightly more than 1500 
such storage facilities would be required. Assum-
ing larger H2 storage facilities, e.g. comparable in 
size to the storage facility Rheden, only around 11 
storage sites would be required to cover for the 
whole demand. The power output from such stor-
age sites would be, based on the peak withdrawal 
rates of the Rheden and Sandhausen gas storage 
sites, around 4460 MW and 84 MW, respective-
ly. Clearly, the storage capacities and withdrawal 
rates highly differ at existing storage sites. In case 
of a storage formation providing only low with-
drawal rates due to e.g. a low formation perme-
ability, the delivery can be increased by adding 
storage wells. 

2.3 Induced effects 

The construction as well as the operation of a po-
rous media gas storage facility induces – to varying 
extent – hydraulic (H), chemical (C), geomechani-
cal (M) and thermal (T) effects in the subsurface. 

Such THMC-effects are in general linked to each 
other by feedback reactions, with the degree of 
coupling depending on the individual processes. 

Fluid flow in the porous medium is a result of 
spatial pressure differences in the fluid. Hence, the 
injection or withdrawal of any fluid such as gas in 
the subsurface will result in hydraulic effects by 
a change of the pressure- and fluid phase distri-
bution in the storage formation. Obviously, con-
structing as well as operating a porous media gas 
storage site will result in such hydraulic effects as 
the initially present fluid is displaced by the gas 
to be stored. The extent of the gas phase depends 
on the volume of the stored gas and the geome-
try of the storage formation. Thus, depending on 
the storage site, the extent of the gas phase can be 
highly anisotropic with the lateral extent being in 
the range of up to several km. Given that func-
tional seals are a requirement for potential gas 
storage sites, the vertical extent of the gas phase 
is limited by the thickness of the formation and is 
thus on the order of several meters up to several 
10s of meters. 

For aquifer gas storage, i.e. not a depleted hy-
drocarbon field, the initial reservoir pressure has 
to be increased several bars for an active displace-
ment of the formation water by gas (Katz et al. 
1959). The reach and magnitude of such a pres-
sure signal is highly dependent on the injected 
fluid volume as well as the geometry, extent and 
the hydraulic properties of the storage formation. 
Sealing faults can present a boundary to induced 
hydraulic effects, resulting in a reservoir compart-
mentalization (e.g. Zoback 2010; Birkholzer et al. 
2011). The maximum allowable overpressure is 
governed by the local geomechanical stress state 
(e.g. Zoback 2010), indicating the strong intercon-
nection of hydraulic and geomechanical effects. 
In Germany the average of the maximum allowa-
ble overpressure gradients at existing gas storage 
sites is 0.168 bar/m (Sedlacek 1999). According to 
the Schlumberger oilfield glossary (www.glossary.
oilfield.slb.com), the normal hydrostatic pressure 
gradient for formation water (100 000 ppm total 
dissolved solids) is 0.10516 bar/m. Thus, the pres-
sure envelope in which a storage site can be op-
erated in generally increases with increasing for-
mation depth. Little research is available on the 
reach or extent of pressure perturbations caused 
by aquifer gas storage. However, some knowl-
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edge can be transferred from research on CO2 
injections in aquifer structures. Studies show that 
pressure effects induced by CO2 injections can be 
expected in distances of several km, depending on 
the extent and permeability of the storage forma-
tions (e.g. Birkholzer et al. 2009; Birkholzer et al. 
2011; Schäfer et al. 2012; Benisch and Bauer 2013; 
Thibeau et al. 2014). Hydraulic effects induced 
through a storage operation are strongly coupled 
with induced mechanical, thermal and chemical 
effects through the induced pressure perturba-
tions causing fluid flow as well as the change in 
fluid phase distributions. 

Induced hydraulic effects as described here can 
be monitored using storage and observation wells. 
For a detailed prognosis numerical scenario sim-
ulations can be used. In case of laminar flow of 
more than one fluid phase in a porous medium 
the mathematical-physical description is given by 
multiphase flow equations based on Darcy’s law 
(see equation (1), Chapter 3.2). The applied mod-
els are well established in the oil and gas industry 
and can readily adapted to H2 storage in aquifers, 
provided that the hydraulic parameters of storage 
formation are sufficiently well known. 

As aforementioned, the change in fluid pres-
sures within a formation results in a change in the 
local stress state of the rock-fluid system. Thus, 
hydraulic effects can result in a geomechanical 
response of the system. Geomechanical effects in-
duced by aquifer storage of H2 are complex and be-
yond the scope of this thesis. Nevertheless, a short 
overview on potentially important effects is given 
herein for completeness. Geomechanical effects 
can be a result of the storage operation itself but 
also the construction of the storage site through 
wellbore stability problems (Zoback 2010). Dur-
ing operation the excessive flow rates can result 
in sand production from the storage well during 
withdrawal or hydraulic fracturing during injec-
tion (Carlson et al. 1992; Zoback 2010). Such for-
mation damage is clearly not desired and thus the 
storage operation is planned in a way that such 
effects do not occur. However, the pressure per-
turbations caused by the injection and withdrawal 
of gas can also result in large scale geomechani-
cal effects such as movement of the land surface 
above a gas storage site, as observed e.g. for stor-
age of natural gas (e.g. Teatini et al. 2011; Tentho-
rey et al. 2013) or the reactivation of existing but 

closed faults, which could in turn affect the in-
tegrity of the sealing formations (Rutqvist 2012). 
During withdrawal the land surface moves ver-
tically down and horizontally towards the maxi-
mum pressure decline, while during injection the 
opposite is happening with the land surface being 
lifted and moving horizontally away (Teatini et 
al. 2011). Measurements of such movements can 
for example be obtained by satellite based radar 
scans. In the case of a seasonally operated natural 
gas storage in a depleted gas reservoir in northern 
Italy at a depth of around 1100 to 1500 m below 
the surface, vertical and horizontal movements 
of around 30 mm over the course of the approx-
imately half-year long withdrawal period were 
measured (Teatini et al. 2011). Again, research 
from the fields of CO2 storage (e.g. Rutqvist et 
al. 2008; Rutqvist 2012; White et al. 2014; Orlic 
2016) or natural gas exploration (e.g. Hermansen 
et al. 2000; Nagel 2001; Hettema et al. 2002; Mall-
man and Zoback 2007) can be used to infer some 
knowledge on the geomechanical effects induced 
by storage operations.  

Geochemical effects are induced directly by 
changing the fluid composition through disso-
lution of the injected gas in the connate forma-
tion water. Once dissolved, the hydrogen can re-
act with other dissolved components in a-biotic 
and biotic reactions (see e.g. Cord-Ruwisch et al. 
1988; Reitenbach et al. 2015). Hydrogen can for 
example react via methanogenesis or acetogene-
sis, resulting in the production of methane and 
acetate, respectively (Cord-Ruwisch et al. 1988). 
Hydrogen can furthermore be converted in sul-
phate reduction reactions, potentially resulting 
in the production of highly corrosive H2S (e.g. 
Reitenbach et al. 2015). Such reactions obvious-
ly result in a reduction of the hydrogen in place 
in the storage formation, which could negatively 
impact the storage performance. Furthermore, 
acidic reaction products could result in mineral 
dissolution but also precipitation (Reitenbach et 
al. 2015). As a consequence of the dissolution and 
precipitation changes in the porosity and perme-
ability of the storage formation can be expected. 
Such induced chemical reactions can obviously 
only occur if hydrogen is present. Thus, the spa-
tial extent of the gas phase can be used as proxy 
for the space in which such chemical reactions 
may occur. However, induced chemical effects 
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in the near well bore regions are probably more 
significant for the storage operation as e.g. effects 
of porosity and permeability changes can signifi-
cantly impair the individual performance of the 
well. It must be noted that most reactions occur 
in the water phase. Thus, a drying of the region 
near the well bore through the cyclic withdrawal 
of moist gas and the re-injection of dry gas will 
affect the induced chemical effects. Again, feed-
back between processes must be accounted for as 
e.g. the occurrence of biotic reactions is limited 
to the temperature window the microorganisms 
can work in. Furthermore, elevated tempera-
tures could promote dry out zones near the wells, 
which could hinder geochemical reactions. Be-
sides directly induced geochemical effects by the 
means of hydrogen reacting within the storage 
system, also indirect reactions are plausible. The 
injected gas could displace saline formation wa-
ter through fault systems (e.g. Jolley et al. 2007), 
resulting in a disequilibrium between rocks and 
fluid triggering geochemical reactions (Zhao et 
al. 2007). Such indirectly induced geochemical 
effects could potentially occur in significant dis-
tances of several km from the gas storage and 
are thus far more wide spread than directly in-
duced geochemical effects. Predictions of such 
indirect or direct geochemical effects induced by 
a storage operation can be assessed by scenario 
simulations. To achieve this, the contributing 
geochemical reactions must be quantified and 
coupled models capable of dealing with multi-
ple geochemical reactions, heat transport and 
multiphase-multicomponent flow and transport 
must be available. 

One factor which affects the induced thermal 
effects during a hydrogen storage operation is the 
temperature with which the hydrogen is injected 
into the storage. If the temperature of the hydro-
gen differs from that of the storage formation the 
gas injection results in temperature perturbations 
and thus induced thermal effects. The magnitude 
of such an induced thermal effect depends on the 
site-specific details. Assuming a geothermal gra-
dient of around 0.03 °C/m, temperatures around 
25 to 40 °C are given for typical storage formations 
depths of 500 to 1000 m. The temperature of the 
injected hydrogen depends on the site-specific 
surface installations such as the modules used to 
produce the hydrogen. Common modules used for 

hydrogen generation via water electrolysis have 
operating temperatures of up to 100 °C, with the 
efficiency generally increasing with temperature 
(Ursúa et al. 2012; Sterner and Stadler 2014). Thus, 
the hydrogen temperature after generation could 
differ significantly from the temperature of the 
storage formation. Commonly used electrolyser 
modules have maximum operating pressures of 
around 30 bars in alkaline electrolysis and around 
50 bars during proton exchange membrane elec-
trolysis (Ursúa et al. 2012; Sterner and Stadler 
2014), which is at the lower end of hydrostatic 
pressures at typical storage depths. Thus, addi-
tional compression of the gas may be required 
prior to injection during which the gas will heat 
up (e.g. Katz et al. 1959). However, coolers might 
be used to lower the gas temperature (e.g. Wang 
and Economides 2009). The temperature pertur-
bation caused by the injection temperature will be 
dampened by the heat capacities of the residual 
formation water and the solid phase. No barriers 
to heat transport exist, thus induced temperature 
perturbations will spread advectively and conduc-
tively within the storage formation and conduc-
tively into adjacent formations. Apart from the gas 
temperature during injection, thermal effects can 
be induced by the Joule-Thomson effect, which 
describes temperature changes in gas undergo-
ing an isenthalpic pressure reduction (Joule and 
Thomson 1854). During injection and withdraw-
al periods the flowing gas is experiencing such a 
pressure reduction and thus temperature changes 
due to the Joule-Thomson effect can be expected. 
So far this effect has been studied for CO2 storage 
(e.g. Oldenburg 2007; Singh et al. 2012), but not for 
a cyclic gas storage operation. At typical reservoir 
conditions hydrogen has a negative Joule-Thom-
son coefficient (Johnston et al. 1946). Thus, the 
Joule-Thomson effect will result in a temperature 
increase during a hydrogen storage operation. 
Lastly, the evaporation of residual formation water 
into the gas phase, which is subsequently removed 
from the storage during withdrawal, will result in 
a temperature decrease. Clearly, induced thermal 
effects are strongly linked to the induced hydraulic 
effects such as the distribution of the gas phase but 
also the pressure differences. Alike the flow equa-
tions, the heat transport in a porous medium can 
be described by partial differential equations (see 
equation (4), Chapter 3.2). 
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2.4 Affected pore space volumes

In Germany, the use of the subsurface is regulated 
by several laws, including the German mining law 
(Bundesberggesetz), which applies to the explora-
tion of natural resources such as oil and gas. The 
currently employed method to allocate the limit-
ed space of the subsurface in Germany is to follow 
a principle of “first come-first serve” (Bovet 2014). 
Hence, no evaluation regarding the implication of 
the individual use on other potential usage options 
is required. No subsurface formations can by law 
be reserved for specific types of use. This could 
result in a potential storage formation for subsur-
face energy storage being unavailable due to other 
usages at the site or in its vicinity. Such compe-
tition can occur in form of a direct competition 
of different usage options for the same structure 
or in the form of an indirect competition where a 
given subsurface usage option prohibits the use of 
a structure for a porous media gas storage due to 
induced effects such as pressurized fluids or tem-
perature perturbations  (Kabuth et al. 2017). Thus, 
besides the dimensioning of a subsurface energy 
storage, also the induced effects as well as the spe-
cific monitoring requirements should be taken 
into account for a sustainable subsurface planning 
(Kahnt et al. 2015). For such an assessment, three 
major categories of volumes linked to each poten-
tial subsurface usage are identified. These are the 
“operational space”, the “affected space” and the 
“monitoring space” (Kabuth et al. 2017). Of these 

the operational space is the volume of the subsur-
face which is directly used, e.g. the extent of the 
gas phase in a porous media gas storage (Fig.  2.2). 
The affected space on the other hand is the vol-
ume in which thermal, hydraulic, mechanical or 
chemical (THMC) effects may be induced by e.g. 
a storage operation. Lastly, the monitoring space 
is the volume of the subsurface required for the 
monitoring of the individual usage. Modelling 
tools are required to estimate such spaces prior to 
a storage operation based on e.g. threshold values 
such as tolerable pressure or temperature changes. 
During operation, these spaces can be monitored 
using the induced effects of the storage operation. 

For the application of a subsurface spatial plan-
ning concept based on the previously introduced 
operational, affected and monitoring spaces, 
modelling tools and thus an accurate description 
of the various THMC-effects occurring during a 
storage operation are required. Given a proper 
and detailed parameterization of the individual 
processes (Dethlefsen et al. 2016), these effects 
can be simulated a-priori to a field application 
using commercial and scientific numerical mod-
elling tools. This however, might necessitate ad-
ditional model development if required processes 
or coupling links between processes are missing 
in the available modelling tools. Coupled scenario 
simulations can then be used to determine the ne-
cessity to consider a specific process or coupling 
link for e.g. the estimation of usage spaces of a po-
rous media gas storage.

Fig.  2.2 Schematic depiction of differ-
ent usage options and protected entities 
(Kabuth et al. 2017). Solid black lines 
indicate the operational space of a usage 
option, dashed lines depict the affected 
space. The black dashed-dot line indi-
cates the required monitoring space. The 
black arrows depict mutual interactions 
between different usages.
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3 MODEL DEVELOPMENT FOR OGS-ECLIPSE

In the following chapter a coupling approach for OpenGeoSys and ECLIPSE as well as the implementation 
of the Joule-Thomson effect in OpenGeoSys are presented. The underlying mathematical model is described 
in Chapter 3.2. A short description of the individual simulators is given in Chapter 3.3 and 3.4. The de-
veloped coupling scheme of the two simulators is explained in Chapter 3.5 and the implementations are 
verified in Chapter 3.6. The model development and validation of the Joule-Thomson effect in OpenGeoSys 
is presented in Chapter 3.7. The chapter is concluded with two application examples in which the coupled 
OpenGeoSys-ECLIPSE simulator is used for simulations in the context of subsurface porous media gas 
storage. Parts of this chapter are published as:
Pfeiffer WT, Graupner B, Bauer S (2016) The coupled non-isothermal, multiphase-multicomponent flow 
and reactive transport simulator OpenGeoSys-ECLIPSE for porous media gas storage. Environ Earth Sci 
75:1347. doi: 10.1007/s12665-016-6168-2

Complex thermal (T), hydraulic (H), geomechani-
cal (M) and chemical (C) processes, are omnipres-
ent in applications making use of the geological 
subsurface like oil and gas exploration, nuclear 
waste disposal, CO2 storage and more recently 
geothermal energy storage as well as geoenergy 
storage (Bauer et al. 2013). As discussed previous-
ly, the latter two could be employed to mitigate 
shortages in power production arising from the 
extensive use of renewable sources. Potential stor-
age options are high and low enthalpy heat storage 
systems using borehole heat exchanges or open 
well systems as well as mass storage technologies 
using either a chemical energy carrier such as H2 
or CH4 or a mechanical energy storage, i.e. com-
pressed air. Either of the storage technologies will, 
with varying magnitude, induce thermal, hydrau-
lic, mechanical and chemical effects in the subsur-
face. The importance of the individual effect and 
therefore the process strongly depends on the in-
vestigated scenario, allowing case specific simpli-
fications. However, the individual processes are in 
general coupled to each other by various param-
eters. Furthermore, these parameters typically 
also depend on the current state of the system, i.e. 
pressure, temperature and chemical composition. 
Thus, predictions of coupled effects are required 
for an adequate prognosis of induced effects. Sev-
eral numerical simulators have been developed 

to address such problems e.g. the TOUGH codes 
(Pruess 2004), OpenGeoSys (Kolditz et al. 2016), 
DuMuX (Freiboth et al. 2009; Flemisch et al. 2011), 
FEFLOW (Diersch 2014), ABAQUS (Börgesson 
1996). However, not all codes can be used for gen-
eral coupled THMC-systems due to code specific 
limitations. Instead of developing another code to 
fulfil this demand, two or several existing and well 
proven codes can be coupled together in order to 
benefit from their respective strengths such as im-
plemented processes, numerical stability, flexibil-
ity or speed. 

In this work, a coupling approach for the THMC- 
simulator OpenGeoSys and the proprietary res-
ervoir simulation software ECLIPSE (© Schlum-
berger) is presented. OpenGeoSys is a scientific 
open source finite element code which is used in 
a variety of fields such as reactive transport mod-
elling (e.g. Beyer et al. 2012; Shao et al. 2013), ge-
othermal applications (e.g. Hein et al. 2016) and 
energy related research (e.g. Böttcher et al. 2012). 
ECLIPSE on the other hand is a reservoir simula-
tion suite mainly used in the fields of hydrocarbon 
exploration as well as for CO2 storage applica-
tions (e.g. Jessen et al. 2005; Kempka et al. 2010; 
Benisch and Bauer 2013; Ma et al. 2015). The main 
idea behind the coupled simulator is to harness 
the efficiency of the ECLIPSE simulator in solving 
multiphase-multicomponent problems and com-
bining it with the flexibility of OpenGeoSys to ac-
count for geochemical and thermal feedback. The 

3.1 Introduction 
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principle of the coupled OpenGeoSys-ECLIPSE 
simulator presented here is based on a previously 
developed iteration of the OpenGeoSys-ECLIPSE 
simulator tailored specifically for use in CO2 stor-
age applications (Graupner et al. 2011). The cou-
pled simulator is capable of dealing with complex 
THMC-systems such as those encountered in the 
field of subsurface energy storage utilizing hydro-
gen (H2) or synthetic methane (CH4), including 
thermal and chemical feedbacks on the flow and 
transport simulation. All implementations are 
validated against simulations conducted with one 
of the simulators individually to ensure the regu-
larity of the coupled simulator. Furthermore, the 
Joule-Thomson effect (Joule and Thomson 1854), 
which describes temperature changes due to gas 
flow through a porous medium is implemented 
in OpenGeoSys, allowing for a more accurate es-
timation of induced thermal effects. Lastly two 
application examples of possible usage scenarios 
of the coupled OpenGeoSys-ECLIPSE simulator 
in the field of porous media hydrogen storage are 
constructed and simulated.

3.2 Mathematical Model

In the current state the OpenGeoSys-ECLIPSE 
simulator is capable of considering hydraulic, 
thermal and chemical coupling. Thus, the descrip-
tion of the mathematical model can be reduced to 
thermal, hydraulic and chemical processes, with 
each being described by a set of partial differential 
equations (PDEs). The general multiphase flow 
equation for a phase α is given as (Bear and Bach-
mat 1990)

𝜕𝜕(𝜌𝜌𝛼𝛼𝑛𝑛𝑆𝑆𝛼𝛼)
𝜕𝜕𝜕𝜕 − ∇(𝜌𝜌𝛼𝛼

𝑘𝑘𝑟𝑟,𝛼𝛼
𝜂𝜂𝛼𝛼

𝑘𝑘(∇𝑝𝑝𝛼𝛼 − 𝑔𝑔𝜌𝜌𝛼𝛼)) − 𝑞𝑞𝛼𝛼𝜌𝜌𝛼𝛼 = 0  

(1)

with ρα [kg/m3] the density of the phase α, n [−] 
the porosity of the matrix, Sα [−] the phase sat-
uration, kr [−] the relative phase permeability, ηα 
[Pa × s] the viscosity of phase, k [m2] the intrin-
sic permeability, pα [Pa] the phase pressure and g  
[m/s2] the gravitational acceleration. The individ-
ual phases are related to each other by the cap-
illary pressure as well as the phase saturations 
which must sum up to unity. The relative phase 

permeability and the capillary pressure are usually 
described as a function of the phase saturations.

Mass transport of a component in a fluid phase 
can be through advective and diffusive-dispersive 
fluxes. The corresponding mass balance equation 
of component i in phase α is (e.g. Bear and Bach-
mat 1990)

𝜕𝜕(𝑛𝑛𝑆𝑆𝛼𝛼𝐶𝐶𝛼𝛼𝑖𝑖 )
𝜕𝜕𝜕𝜕 + ∇ (𝑛𝑛𝑆𝑆𝛼𝛼(𝑣𝑣𝛼𝛼𝐶𝐶𝛼𝛼𝑖𝑖 − 𝐷𝐷𝛼𝛼𝑖𝑖 ∇𝐶𝐶𝛼𝛼𝑖𝑖 )) − 𝑛𝑛𝑆𝑆𝛼𝛼𝑄𝑄𝛼𝛼𝑖𝑖 = 0  

(2)

with Cαi [mol/m3] the concentration of the com-
ponent, vα [m/s] the phase velocity obtained by 
solving the flow equation (1), Dαi [m2/s] the phase 
and component specific diffusion-dispersion co-
efficient and Qαi the sources/sink term of the com-
ponent in phase α. The diffusion-dispersion coef-
ficient is given as

𝐷𝐷𝛼𝛼𝑖𝑖 = 𝐷𝐷𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑,𝛼𝛼𝑖𝑖 𝜏𝜏𝛼𝛼 + 𝐷𝐷𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑,𝛼𝛼𝑖𝑖   (3)

with Ddiff, αi [m2/s] the component specific molec-
ular diffusion coefficient in phase α, τα [−] the tor-
tuosity of phase α and Ddisp, αi [m2/s] the dispersion 
coefficient.

For the heat transport local temperature equi-
librium is assumed between all phases including 
the porous matrix. Thus, all heat flux terms can be 
written in a single equation. In difference to the 
mass transport, the conductive transport of heat 
through the matrix has to be accounted for when 
solving heat transport problems. Following Bear 
and Bachmat (1990) multiphase heat transport 
can be described as

𝜕𝜕(𝑐𝑐𝑐𝑐 𝑇𝑇)
𝜕𝜕𝜕𝜕 + ∑ ∇(𝑛𝑛𝑆𝑆𝛼𝛼𝑐𝑐𝛼𝛼𝜌𝜌𝛼𝛼𝑣𝑣𝛼𝛼𝑇𝑇)𝛼𝛼 − ∇(𝐷𝐷𝑇𝑇∇𝑇𝑇) + 𝑄𝑄𝑇𝑇 = 0  

(4)

with T [K] the temperature of the system, cρ [J/
m3/K] the effective heat capacity, DT [W/m/K] the 
thermal diffusion-dispersion coefficient and QT the 
sources and sinks of heat. The effective heat capac-
ity is defined as

𝑐𝑐𝑐𝑐 = (1 − 𝑛𝑛)𝑐𝑐𝑠𝑠𝑐𝑐𝑠𝑠 + ∑ (𝑛𝑛𝑆𝑆𝛼𝛼𝑐𝑐𝛼𝛼𝑐𝑐𝛼𝛼)𝛼𝛼   (5)
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with cs [J/kg/K] the specific heat capacity of the 
solid phase and cα [J/kg/K] the specific heat ca-
pacity of phase α. The thermal diffusion-disper-
sion coefficient is defined as

𝐷𝐷𝑇𝑇 = (1 − 𝑛𝑛)𝜆𝜆𝑠𝑠 + ∑ (𝑛𝑛𝑆𝑆𝛼𝛼𝜆𝜆𝛼𝛼)𝛼𝛼 + ∑ (𝑛𝑛𝑆𝑆𝛼𝛼𝐷𝐷𝛼𝛼𝑡𝑡 )𝛼𝛼   (6)

where λs [W/m/K] is the thermal conductivity of 
the solid, λα [W/m/K] the thermal conductivity of 
phase α and Dαt [W/m/K] the thermal dispersion 
coefficient in phase α. The PDEs (1), (2) and (4) are 
strongly coupled to each other by various param-
eters such as phase densities and viscosities. Nu-
merical methods are commonly used for solving 
the PDEs as analytical solutions only exist when 
simplifying assumptions are made regarding the 
model geometry, parameter distributions and 
boundary conditions.

3.3 OpenGeoSys

OpenGeoSys is an open source, scientific code for 
the numerical simulation of THMC-processes in 
porous media (Kolditz et al. 2016). OpenGeoSys 
employs the standard Galerkin Finite Element 
(FE) method for the solution of partial differential 
equations and has been previously used for reac-
tive transport modelling (e.g. Bauer et al. 2006; 
Beyer et al. 2006; Beyer et al. 2009; Shao et al. 
2013; Ballarini et al. 2014), non-isothermal flow 
and geothermal energy systems (e.g. Boockmeyer 
and Bauer 2014; Hein et al. 2016) as well as for 
CO2 storage (e.g. Böttcher et al. 2012; Kolditz et al. 
2012; Beyer et al. 2012; Benisch et al. 2013; Singh et 
al. 2014). Apart from the already mentioned cou-
pling to ECLIPSE, OpenGeoSys can also be used 
in combination with a variety of other well-known 
software packages such as GEMS (Kosakowski 
and Watanabe 2014), PHREEQC (Xie et al. 2006; 
He et al. 2015) or ChemApp (Li et al. 2014) for 
geochemical reactions. Besides those options, 
OpenGeoSys can also solve geomechanical and 
geochemical processes internally (Ballarini et al. 
2014; Beyer et al. 2016). At the core OpenGeoSys 
employs a process oriented approach, meaning 
that the underlying PDEs of all processes can be 
solved using the same object functions (Kolditz 
and Bauer 2004). During an OpenGeoSys simula-

tion run the considered coupled processes can be 
solved using a monolithic scheme or sequentially 
in each time step.

3.4 ECLIPSE

Together with the reservoir simulators IMEX and 
GEM (© Computer Modelling Group), ECLIPSE 
is one of the most widely used simulators in the 
exploration and production (E&P) industry and 
offers robustness as well as computational speed. 
Other applications of ECLIPSE are CO2 storage 
simulations as well as other energy related re-
search such as e.g. unconventional resources (e.g. 
Jessen et al. 2005; Kempka et al. 2010; Benisch and 
Bauer 2013; Ma et al. 2015). The ECLIPSE simu-
lation suite consists of the ECLIPSE 100 and the 
ECLIPSE 300 simulators, which are a black oil and 
compositional model (Schlumberger 2015). Both 
simulators, from herein referred to as E100 and 
E300, and when undifferentiated as ECLIPSE, use 
a Finite Differences (FD) discretization scheme. 
Besides a fully implicit formulation and an implicit 
pressure, explicit saturation formulation (IMPES), 
a compromise termed adaptive implicit method, 
which uses a fully implicit solution for cells with a 
high throughput and an implicit pressure, explic-
it saturation scheme for the rest, can be used to 
solve the PDEs. By default the stable fully implicit 
solution procedure is used in E100. Different to 
that the default formulations used in E300 are the 
adaptive implicit method for compositional runs 
and the fully implicit scheme for black oil and 
thermal runs, respectively (Schlumberger 2015). 
Besides the OpenGeoSys-ECLIPSE simulator de-
scribed in this work, ECLIPSE can also be used in 
conjunction with the finite-element geomechan-
ics simulator Visage (© Schlumberger) through 
the interface ECL2VIS (Onaisi et al. 2002).

3.5 Simulator coupling

The process-oriented approach of OpenGeoSys is 
reflected in Fig.  3.1. For a combined multiphase 
flow, species and heat transport simulation, first 
the flow equations are solved, termed flow pro-
cess, followed by the solution of a transport equa-
tion for each component in each fluid, gas or sol-
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id phase. While local temperature equilibrium is 
assumed for the heat transport resulting in the 
system temperature being the primary variable, 
each species in each phase is represented by its 
own primary variable. Consequently, phase dise-
quilibrium conditions can be accounted for in the 
mass transport.

In a coupled simulation, the flow process of 
OpenGeoSys is replaced by an ECLIPSE simula-
tion while the individual mass transport processes 
can either be handled in OpenGeoSys subsequent 
to the flow simulation or completely in ECLIPSE 
together with the flow simulation, if the compo-
nent is a major phase constituent (Fig.  3.1). There-
fore, it is possible for transported components to 
exist in only one of the simulators, if the compo-
nent is not a major phase constituent, or in both 
simulators, when component concentrations are 
exchanged between the simulators. This is rep-
resented in Fig.  3.1 by showing the OpenGeoSys 
Mass Transport twice, either in combination with 
the flow simulation and within the interface, if it 
is a major phase constituent, or further down in 
the process list outside the interface. This can be 
useful either to minimize the computational effort 
required during the simulation as less data has to 

TH
M

C
 F

ee
db

ac
k In

te
rfa

ce

E
C

LI
P

S
E

E
10

0
E

30
0

OpenGeoSys

Process Configuration

Time Loop

Iteration Loop

Flow

Mass Transport

Heat Transport

Mechanics

Mass Transport

Geochem. Reactions

Results

Fig.  3.1 Process structure during a coupled OpenGeoSys- 
ECLIPSE simulation. Grey arrows indicate potential THMC 
feedback pathways.

be handled or to overcome simulator limitations 
regarding the choice of components, i.e. dissolved 
species cannot be directly included in an ECLIPSE 
simulation. 

The coupling of the two simulators follows an 
operator splitting approach in which OpenGe-
oSys provides the overall framework of the sim-
ulation controlling the ECLIPSE execution and 
setting the absolute length of each time step for 
the flow and transport processes handled in 
ECLIPSE. However, ECLIPSE is still capable of 
splitting the time step into smaller intervals if 
required. The results of the ECLIPSE simulation 
run are then transferred to OpenGeoSys, which 
subsequently solves all remaining processes equa-
tions (Fig.  3.1). In addition to this basic sequential 
coupling of the two simulators in which ECLIPSE 
is called once per time step, also an iterative cou-
pling scheme is available. Here the coupled simu-
lator loops over ECLIPSE and all processes solved 
for in OpenGeoSys within one time step until the 
user provided error tolerance is reached. The cou-
pling error is calculated based on the maximum 
change observed for any primary variable be-
tween the current and the initial iteration in each 
time step. The non-iterative sequential coupling 
can be sufficient for simulation of loosely coupled 
processes, e.g. simulations in which the time scale 
of changes differs largely between the processes 
(Rutqvist et al. 2002). The iterative coupling al-
lows the simulation of cases with strongly cou-
pled processes which require an iterative coupling 
(Taron and Elsworth 2009). Initial and boundary 
conditions have to be specified in the respective 
simulator used to solve the process, i.e. bounda-
ry conditions for the flow simulation have to be 
set in the ECLIPSE simulator. If a component is 
handled in both simulators, consistent initial and 
boundary conditions have to be applied in each 
simulator. To maintain consistency in fluid prop-
erties across both simulators even when feedback 
processes are included, e.g. when coupling heat 
transport and fluid flow, the phase densities and 
viscosities calculated in ECLIPSE are transferred 
to OpenGeoSys after each execution of ECLIPSE 
and used there in the subsequent process simula-
tions of the corresponding coupling or time step.

Due to the different numerical schemes used 
in OpenGeoSys (FE) and ECLIPSE (FD), inter-
polating the results in each time step is mandato-
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ry even if the most restrictive approach of using 
corresponding grids in both simulators, consist-
ing purely of regular hexahedron elements, is ap-
plied as the numerical solutions are valid at dif-
ferent spatial points. However, when matching 
the simulation grid to complex subsurface struc-
tures regular hexahedrons are suboptimal. The 
FE approach used in OpenGeoSys allows the use 
of several element types, namely lines, triangles, 
tetrahedrons, prisms, pyramids and hexahedrons 
to closely match such structures. ECLIPSE can ac-
complish more complex gridding tasks by collaps-
ing or distorting the hexahedron elements in the 
grid following the corner-point gridding approach 
(Schlumberger 2015). To aid the process of grid 
generation a mesh converter was developed which 
translates even such complex ECLIPSE grids to a 
corresponding OpenGeoSys mesh consisting of 
hexahedrons, pyramids, tetrahedrons and prisms 
by splitting distorted elements if required (Wang 
and Bauer 2016). The implemented interface in 
OpenGeoSys is capable of ensuring correct data 
handling even in these geometrically complicat-
ed cases, which allows the simulation of real field 
sites with complex structural features. While 
data such as pressure, saturation and component 
concentrations are valid on the FD cell centres in 
ECLIPSE and have to be interpolated to the FE 
grid nodes in OpenGeoSys, the flow data has to 
be transferred from the cell faces in ECLIPSE to 

the gauss points of the OpenGeoSys elements. All 
interpolations are done using an inverse volume 
weighted approach. The phase velocities required 
by OpenGeoSys to solve mass or heat transport 
processes are calculated directly from the flow 
data taken from ECLIPSE instead of relying on 
recalculating the velocities based on the pressure 
distribution in the model domain which would be 
less accurate.

In the current version of the interface the data 
transfer between ECLIPSE and OpenGeoSys is 
done through the result output and the flexible re-
start functionality of ECLIPSE. In each time step or 
iteration, subsequent to the ECLIPSE simulation, 
all required output variables are read by Open-
GeoSys from the ECLIPSE result file and stored el-
ement wise in an internal data structure (Fig.  3.2). 
Additionally the ECLIPSE grid file is read in the 
first time step to allocate and populate necessary 
data structures holding information on element 
faces and nodes for later use. After all additional 
processes have been solved in OpenGeoSys, the 
simulation is advanced to the next time step or, 
if the iterative coupling scheme is selected, to the 
next coupling iteration as long as the coupling er-
ror tolerance is not reached. Prior to the next call 
of ECLIPSE, the data entries in the ECLIPSE re-
sult file from the previous run used for the restart 
simulation are altered to account for feedback on 
the flow simulation (Fig.  3.2). This is done by first 

vα  ρα  μα

Pα  Sα  Xn
α

∆Pα ∆Sα ∆Xn
α T

Interpolation Interpolation

Element Nodes
Pα  Sα  Xn

α

Gauss Points
vα  ρα  μα

Element Nodes
∆Pα  ∆Sα  ∆Xn

α  T

Element Centres
Pα  Sα  Xn

α  ρα  μα

Element Faces
Fluxα

Element Centres
Pα old+∆Pα   Sα old+∆Sα
Xn

α old+∆Xn
α

T

temporary storage
Pα old   Sα old   Xn

α old

ECLIPSE

OpenGeoSys

Interface

Fig.  3.2 Detailed overview on the OpenGeoSys-ECLIPSE coupling schematics during one iteration. Black arrows indicate the 
direction of data flow with p, ν, S, ρ, μ and Χ representing pressure, velocity, saturation, density, viscosity and concentration of 
component n in phase α. T denotes the temperature. Δ denotes changes, which are added to the results from the last iteration 
stored in ‘‘temporary storage’’ as starting values for a new time step or iteration. The green and blue dots indicate the localization 
of the data in the mesh of OpenGeoSys and ECLIPSE, respectively.



CHAPTER 3: MODEL DEVELOPMENT FOR OGS-ECLIPSE

22

calculating the changes in phase pressure, phase 
saturation and component concentrations due to 
the coupled processes in OpenGeoSys such as e.g. 
chemical reactions or heat transport. In a second 
step, these changes are interpolated from the ele-
ment nodes to the element centres and added to 
the results from the previous ECLIPSE run, which 
are kept in temporary storage (Fig.  3.2). This ap-
proach is chosen, because interpolating only the 
variable changes instead of their absolute values 
further reduces the interpolation error.

SI units have to be used in OpenGeoSys and 
metric units in ECLIPSE, with the necessary unit 
conversions being carried out by the interface. 
The number of keywords which have to be read 
and thus the data which has to be transferred in 
each time step depends on the individual simu-
lation. If ECLIPSE is solely used as a replacement 
for the flow process in OpenGeoSys, only pres-
sures, saturations and the corresponding phase 
flow rates are transferred. However, if compo-
nents are transported in ECLIPSE the number of 
required keywords depends on whether the E100 
or E300 simulator is utilized as different variables 
are used to describe component concentrations in 
the individual phases. In either case, all addition-
ally necessary variables to convert the results are 
taken directly from ECLIPSE in order to eliminate 
conversion errors. OpenGeoSys supports chemi-
cal reactions in and between all phases. As E100 
does not allow gas dissolution in the water phase, 
the oil phase is treated as the water phase in a 
coupled E100-OpenGeoSys simulation. The con-
centration of the gas component in the “aqueous” 
phase thus is

𝐶𝐶𝑛𝑛 =
𝑅𝑅𝑅𝑅∗𝜌𝜌𝑔𝑔,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝐵𝐵𝐵𝐵∗𝑀𝑀𝑀𝑀𝑛𝑛

  (7)

with Cn [moln/maq3] the concentration of compo-
nent n in the aqueous phase, RS [mg, surf 3/mo, surf 3] 
the gas to oil ratio, ρg, surf [kgg/mg, surf 3] the gas densi-
ty at surface conditions, BO [mo, res3/mo, surf 3] the oil 
formation volume factor and MWn [kgn/moln] the 
molar weight of the component. When using the 
compositional simulator E300 each component of 
the system apart from water is treated as a hydro-
carbon component, which besides building up the 
oil and gas phases can also dissolve in the water 
phase if required. In an E300 simulation the con-

centrations of a component in the different phases 
are calculated as

𝐶𝐶𝑛𝑛,𝑤𝑤 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛∗1000
𝑀𝑀𝑤𝑤

− 𝑆𝑆𝑔𝑔
𝑌𝑌𝑌𝑌𝑌𝑌𝑛𝑛∗𝜌𝜌𝑔𝑔,𝑟𝑟𝑟𝑟𝑟𝑟
𝑀𝑀𝑌𝑌𝑛𝑛∗𝑀𝑀𝑤𝑤

− 𝑆𝑆𝑜𝑜
𝑋𝑋𝑌𝑌𝑌𝑌𝑛𝑛∗𝜌𝜌𝑜𝑜,𝑟𝑟𝑟𝑟𝑟𝑟
𝑀𝑀𝑌𝑌𝑛𝑛∗𝑀𝑀𝑤𝑤

  

𝐶𝐶𝑛𝑛,𝑔𝑔 =
𝑌𝑌𝑌𝑌𝑌𝑌𝑛𝑛∗𝜌𝜌𝑔𝑔,𝑟𝑟𝑟𝑟𝑟𝑟

𝑀𝑀𝑌𝑌𝑛𝑛
  

𝐶𝐶𝑛𝑛,𝑜𝑜 =
𝑋𝑋𝑋𝑋𝑋𝑋𝑛𝑛∗𝜌𝜌𝑔𝑔,𝑟𝑟𝑟𝑟𝑟𝑟

𝑀𝑀𝑋𝑋𝑛𝑛
  

(8)

(9)

(10)

with Cn, α [mol/mα3] the concentration of compo-
nent n in phase α, MLSCn [kmol/mpv3] the molar 
density of the component in the total pore volume 
of an element, Sα [−] the saturation, MWn [kg/mol] 
the molar weight of the component, ρα, res [kg/mα3] 
the density of phase α at reservoir conditions as 
well as YFWn [kgn/kgg] and XFWn [kgn/kgo] the 
mass fraction of the component in the gas and 
oil phase, respectively. Indices w, g, o represent 
the water, gas and oil phase. The variables used 
to return the altered concentration data back to 
ECLIPSE are the RS and the MLSCn for E100 and 
E300, respectively. ECLIPSE then allocates the 
correct amount of component to the individual 
phases depending on the equation of state spec-
ified in the ECLIPSE simulation.

The thermal coupling is implemented as a 
one-way coupling between OpenGeoSys and 
ECLIPSE. Heat transport is solved in OpenGeo-
Sys, subsequent to the ECLIPSE flow simulation, 
which provides the phase velocities and satura-
tions. The temperature field as result of the heat 
transport simulation is transferred to ECLIPSE 
for the next time step (or iteration) and used as 
input for calculating temperature dependent vari-
ables such as phase densities or viscosities.

3.6 Model validation

The described OpenGeoSys-Eclipse interface has 
to be validated to ensure adequate simulation 
results when using the coupled simulator. Sev-
eral test cases are created to test the individual 
functionalities of the interface of which four are 
presented here (Tab.  3.1). Because the respective 
simulators are well tested themselves (e.g. Kolditz 
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Tab.  3.1 Overview on the benchmarks used for testing the OpenGeoSys–ECLIPSE simulator.

# Description ECLIPSE Dim. Grid Phases Transport

1 Single phase radial flow and mass transport E100 2 Cartesian 1 Conservative

2 Multiphase flow and mass transport E100 2 Cartesian 2 Conservative

3 Multiphase flow E100 2 Radial 2 −

4 Single phase flow and heat transport E300 3 Cartesian 1 Heat

5 Multiphase flow and mass transport E300 2 Radial 2 Conservative

6 Multiphase flow and reactive mass transport E300 2 Radial 2 Non-conservative

7 Multiphase flow and reactive mass transport E100 2 Cartesian 2 Non-conservative

8 Multiphase flow and reactive mass transport E300 2 Cartesian 2 Non-conservative

Benchmarks 4, 5 and 8 are presented in this work

et al. 2015; Kolditz et al. 2016), the validation pro-
cess can be reduced to tests comparing the results 
of the coupled simulator with those obtained from 
either a pure ECLIPSE or OpenGeoSys simulation 
of the same test case.

To validate the data transfer from ECLIPSE to 
OpenGeoSys, a 2D radial, multiphase-multicom-
ponent simulation (#3) representing a gas injec-
tion into a sloped aquifer is used (Fig.  3.3). The 
total model extent is 200 m in lateral and 20 m 
in vertical direction using a discretization of 5 
and 2.5 m, respectively. The upper most layer of 
the model drops from 500 m depth at the top to 
slightly more than 555 m at the flank of the mod-
el. Initially a hydrostatic pressure distribution is 
assumed throughout the aquifer with no gas in 
place. Boundary conditions for flow and mass 
transport processes are an injection of N2 for the 
first 10 days followed by 10 days of H2 injection 
using a constant rate of 50 m3/day of gas at res-
ervoir conditions. The pressure at the far side of 
the model domain is set constant. No additional 
processes are considered in OpenGeoSys. Be-
cause the boundary conditions are applied in the 
ECLIPSE simulator, the test case validates the data 
exchange from ECLIPSE to OpenGeoSys.

As the gas is injected, the pressure within 
the aquifer increases and the formation water 
is displaced towards the lower model boundary 
(Fig.  3.3 a). The change of injection composition 
after 10 days results in a zonation of the gas phase 
composition with high molar fractions of H2 in the 
gas phase near the well and low values at the in-
jection front of the gas phase (Fig.  3.3 b, Fig.  3.4 a). 

The comparison of the OpenGeoSys-ECLIPSE 
simulator using the basic sequential coupling 
scheme with a pure ECLIPSE simulation does 
not show visible differences (Fig.  3.4 a). Howev-
er, small differences between the two simulations 
do exist with the absolute errors obtained for the 
N2 component density being no more than 10-12 
mol/m3 prior to the switch in injection gas and 
2 × 10-5 mol/m3 after (Fig.  3.4 b). The correspond-
ing relative error is about 0.00001 % and 0.003 % 
for the first and second stage of the simulation, re-
spectively. The error regarding the H2 component 
density is in a similar range. Phase saturations and 
pressures exhibit an even better match with no 
differences between the two simulators for most 
of the simulation time (Fig.  3.4 b). Only towards 
the end of the simulation phase pressures diverge 
once reaching an absolute error of 10-5 bar, which 
is 0.00001 % of the pressure observed at the re-
spective element. The largest absolute error ob-
served for the phase saturations is about 2 × 10-8 
m3/m3, while the maximum relative errors stays 
below 0.0003 %. Given the good accuracy of the 
comparison, the validation of the data transfer 
from ECLIPSE to OpenGeoSys in the coupled 
simulator is shown.

The feedback from OpenGeoSys on the compo-
nent transport in ECLIPSE is tested by changing 
component concentrations in OpenGeoSys and 
checking the corresponding feedback in the cou-
pled ECLIPSE simulation. For this, H2 is produced 
in the aqueous phase which should lead to a gen-
eration of a H2 gas phase. The scenario thus repre-
sents a leakage scenario in which dissolved H2 dif-
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fuses into a shallow aquifer at a constant rate and 
accumulates there. The 2D test model consists of 
20 by 5 cells with a spatial discretization of 0.5 m 
in horizontal direction and 0.4 m in vertical direc-
tion, respectively (Fig.  3.4). Model width is 1 m. A 
hydrostatic pressure distribution is assumed at the 
beginning of the simulation with constant pres-
sure boundary conditions applied at both sides of 
the model domain. Within the source zone from 4 
to 6 m along the base of the model domain H2 is 
produced in the water phase at a rate of 200 mol/
m3w/day. The addition of dissolved H2 in the water 
phase results in increasing concentrations with 

0.00

0.55
0.50
0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05

0.60

0.0

1.0
0.9
0.8
0.7
0.6

0.4
0.3
0.2
0.1

0.5

(b) H2 molar fraction in gas [–](a) Gas saturation [–]

50 m 50 m
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ences observed.

time (Fig.  3.5 a | 1day; Fig.  3.6). No H2 gas phase 
is present at this stage (Fig.  3.5 b | 1 day). Due to 
the continuous production, the H2 concentration 
in the water increases until the solubility limit is 
reached. Then, a H2 gas phase is generated and 
additional H2 partitions into the gas phase. The 
H2 gas saturation thus increases further, becom-
ing larger than the value of the residual saturation 
of 0.1. From this point onward the H2 gas is mo-
bile, so that H2 transport is mainly through the gas 
phase (Fig.  3.5 | 50 days). While the total content of 
H2 in the model increases steadily, a sharp change 
in the H2 content in the gas and water phase is 
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observed whenever the H2 gas can spread into a 
previously water saturated element (Fig.  3.6). The 
comparison of the evolution of the molar con-
tent in ECLIPSE and the theoretical value calcu-
lated from the specified production rate shows 
only a very slight offset reaching a maximum of 
-0.0014 % at the end of the simulation (Fig.  3.6). 
This is most likely due to small interpolation er-
rors as well as inaccuracies in the flexible restart 
functionality of ECLIPSE, which accumulate over 
the course of the simulation. Even though the sim-
ulated process of a H2 generation does not qualify 
as a realistic geochemical reaction, the feedback 
of the change in chemical composition on the flow 
process in ECLIPSE, in the coupled simulation as 
tested in this benchmark is validated.

The thermal coupling of the OpenGeo-
Sys-ECLIPSE simulator is validated by comparing 
the results obtained for a heat transport simula-
tion with the coupled simulator to those of a pure 
OpenGeoSys simulation. In addition to using 
constant fluid properties, also the feedback of the 
heat transport on the fluid flow through variable 
fluid density and viscosity is taken into account in 
a second validation run. The model setup for both 
comparisons is identical using a 3D model of 10 
by 3.1 by 3.1 m which is uniformly discretised in 
all spatial directions in steps of 0.1 m. A hydraulic 
gradient of 0.05 m/m parallel to the longest model 
extension is assumed. The flow in the simulation 
is controlled by using a constant influx and con-
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Fig.  3.6 Temporal evolution of the total H2 content as well as 
the H2 content in gas and water. The true value is the reference 
value calculated based on the applied production rate.

stant pressure boundary conditions on the left and 
right hand side of the model, respectively. In both 
model setups the initial temperature of the aqui-
fer is set to 295 K. A heat source is placed at 2 m 
into the model from the left-hand side, which is 
represented by a constant temperature condition 
of 340 K. If no feedback of the temperature sig-
nal on the fluid parameters is considered, the vis-
cosity and density are constant at 1000 kg/m3 and 
0.0012956 Pa × s, respectively. When the feedback 
of the heat transport is taken into account, the flu-
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id properties are calculated depending on the cur-
rent temperature and pressure in each element. 

In the OpenGeoSys simulation, the fluid density 
is calculated based on the 1997 industrial for-
mulation of the International Association for the 
Properties of Water and Stream (IAPWS-IF97) 
(Wagner et al. 2000) while the fluid viscosity is 
calculated according to McDermott et al. (2006). 
The chosen formulations yield very similar densi-
ty and viscosity values as compared to values used 
in ECLIPSE E300, with maximum relative differ-
ences in fluid viscosity and density being 0.7 % 
and 0.000029 %, respectively (Fig.  3.7). 

Due to the groundwater flow, heat is transport-
ed away from the heat source and a temperature 
plume develops (Fig.  3.8). Because of the temper-
ature dependency of fluid density and viscosity, 
an upward motion of the water is induced near 
the point of heat injection. The temperature dis-
tributions obtained for the simulation with no 
temperature feedback show a very good match 
(not shown) with nodal temperatures differing 
by less than ±0.005 K, which is 0.0015 % of the 
corresponding grid block temperature. Using 
the basic sequential coupling, slight offsets in the 
temperature distribution in the range of +0.247 K 
to -0.905 K, translating to 0.07 % and -0.28 %, 
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Fig.  3.7 Comparison of the water densities and viscosities 
obtained for different temperatures at a constant pressure of 
6.2 bars when using the IAPWS-IF97 formulation for density 
(Wagner et al. 2000) and the McDermott et al. (2006) formu-
lation for fluid viscosity in OpenGeoSys with values obtained 
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Fig.  3.8 (a) Comparison of the temperature distributions in the validation benchmark including thermal feedback after 1.25 days 
and (b) 2.5 days along a horizontal slice at the top of the model (top) and a vertical slice along the heat plumes symmetry plane 
(bottom) obtained with the OpenGeoSys-ECLIPSE simulator (contour fill) and the solitary OpenGeoSys simulation (black lines).
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respectively, are visible between the two simula-
tors when thermal feedback on the fluid flow is 
taken into account. The differences are restricted 
to within one grid block (Fig.  3.8 b). The largest 
differences can be observed in the vicinity of the 
heat source towards the top of the model domain. 
The average absolute difference between both 
simulations across all nodes, which experienced 
a change in temperature compared to the initial 
condition is 0.0345 K and the standard deviation, 
is 0.0761 K. 

Using the implemented iterative coupling ap-
proach does not increase the accuracy signifi-
cantly. The average of the absolute differences 
decreases to 0.0257 K with the standard deviation 
being 0.0718 K. However, the benefits of the iter-
ative approach become more apparent when the 
time step size of the simulation is increased. In 
the validation test case, increasing the time step 
size by a factor of 10 results in maximum relative 
discrepancies of 1.45 % between OpenGeoSys and 
the coupled OpenGeoSys-ECLIPSE simulator in 
sequential mode. Using the iterative approach the 
maximum relative error between the two simula-
tors decreases to 0.41 %. The persistent differenc-
es between the simulators can to some extent be 
attributed to the slight differences in fluid densi-
ties and viscosities used in both simulation runs. 
Since the overall differences are relatively small, 
the benchmark shows that the coupling of heat 
transport and fluid flow including thermal feed-
back can be simulated with a good accuracy using 
the coupled OpenGeoSys-ECLIPSE simulator.

3.7 The Joule-Thomson effect in OpenGeoSys

In a porous media gas storage, substantial flow 
rates can occur in the reservoir during injection 
and withdrawal phases. The gas flow from regions 
of higher pressure to lower pressure results in the 
gas expanding along the flow path. Assuming isen-
thalpic conditions, i.e. the change of temperature 
within the gas phase is faster than the exchange 
with the storage formation, the expansion of a real 
gas results in a change of temperature due to the 
Joule-Thomson effect (Joule and Thomson 1854; 
Oldenburg 2006). The ratio between the change 
in temperature for a given pressure drop yields the 
Joule-Thomson coefficient (JTC)

(𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕)

𝐻𝐻
=  𝜇𝜇𝐽𝐽𝜕𝜕  (11)

The value of the JTC depends on the gas compo-
sition as well as the initial temperature and pres-
sure conditions. Below the component specific 
Joule-Thomson inversion curve the JTC has a pos-
itive sign which leads to a cooling of the gas upon 
expansion as the pressure change is always nega-
tive. Above the inversion curve the JTC is negative 
which results in the gas heating up during expan-
sion. To account for these effects in reservoir sim-
ulations using the OpenGeoSys-ECLIPSE sim-
ulator, the Joule-Thomson effect is implemented 
in OpenGeoSys for a system which may contain 
the components N2, O2, H2, CH4 and CO2. This is 
done by first calculating the change in heat in the 
gas phase due to isenthalpic expansion

∆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑔𝑔 = 𝜇𝜇𝐽𝐽𝐽𝐽 ∆𝑝𝑝 𝑐𝑐𝑔𝑔𝜌𝜌 𝑔𝑔 𝑉𝑉𝑔𝑔  (12)

with μJT [K/Pa] the JTC at the given pressure and 
temperature conditions, ∆p [Pa] the pressure 
change, cg [J/kg/K] the heat capacity of the gas and 
Vg [m3] the volume of gas. The obtained changes 
in the heat content are added to the heat transport 
equation (4) as nodal source terms. The required 
JTC can either be supplied through a look-up ta-
ble or can be calculated during the simulation run 
using the methods of Span et al. (2000), Schmidt 
and Wagner (1985),  Leachman et al. (2009),  Setz-
mann and Wagner (1991) and Span and Wagner 
(1996), for N2, O2, H2, CH4 and CO2, respectively. 
For a system consisting of a mixture of the com-
ponents the effective JTC is calculated based on 
the molar fraction of each individual component 
in the system.

To validate the implementations a model set-
up similar to that used by Oldenburg (2007) for 
the validation of the Joule-Thomson effect in the 
TOUGH code is created (Fig.  3.9). The model re-
sembles the original Joule-Thomson experiment, 
in which a thermally isolated gas is flowing from 
a high pressure region through a porous plug to 
a low pressure region and the temperature differ-
ences between the two regions are recorded. This 
setup is transferred to the validation model con-
sisting of three zones, two high permeability zones 
separated by a low permeability zone in between. 
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Fig.  3.9 Simulation setup used for the validation of the imple-
mented Joule-Thomson effect. The shaded area represents the 
low permeability zone so that k1 > k2. The cross marks the posi-
tion of the observation point at which the temperature change 
is monitored. As p1 > p2, the temperature downstream of the 
low permeability zone is changing so that T1 ≠ T2.

Using equation (11), the change in temperature in 
the downstream high permeability zones divided 
by the pressure difference between the upstream 
and the downstream zone should yield the JTC of 
the individual component at the given initial pres-
sure and temperature. 

The total model dimensions are 10 × 1 × 1 m, 
discretised in all spatial directions in 0.5 m. The 
low permeability zone, marked k2 in Fig.  3.9, starts 
3 m into the model domain and has a thickness of 
1 m. The absolute permeabilities of the low and 
high permeability zones are 10-15 m2 and 10-12 m2, 
respectively. Porosity and gas saturation are 1, thus 
dampening effects due to the heat capacity of the 
solid or liquid phases are neglected. The valida-
tion runs are conducted for all available gas com-
ponents for initial pressures from 10 to 100 bars 
and initial temperatures of 298.15 K and 323.15 K 
(Tab.  3.2). The pressure in the model domain is 
controlled via constant pressure boundaries on the 
left and right hand side of the model domain, with 
the left-hand boundary being kept constant at the 
initial pressure value and the right hand boundary 
being set to 5 bars below initial pressure upon the 
simulation start. The pressure reduction and thus 
the region of temperature change is mainly re-
stricted to the low permeability zone. As a result of 
the pressure decrease during the gas flow through 
the low permeability zone, the temperature in the 
downstream high permeability zone differs from 
the initial temperature. This temperature change, 
in combination with the given pressure drop of 5 
bars, is used to determine the JTC. 

The calculated values are in very good agree-
ment with the values given in the NIST web-
book (Lemmon et al. 2016), with differences be-
ing within a few percent (Tab.  3.2). The greatest 
discrepancy between the published data and the 
results obtained with OpenGeoSys relative to the 
published data is 3.7 % for CO2 at 298.15 K and 
10 bars, which is well within uncertainties com-
monly accepted for equations of state (Oldenburg 
2007). For CH4, N2, O2 and H2 the greatest relative 
differences in the calculated JTC relative com-
pared to the published data are less than 1.2 %, 
1.1 %, 0.65 % and 2.3 %, respectively. As the differ-
ences between the published data and the results 
obtained with OpenGeoSys are relatively small, 
the implementation of the Joule-Thomson effect 
in OpenGeoSys provides accurate results.

3.8 Application examples

Two application examples for the coupled simu-
lator OpenGeoSys-ECLIPSE in the field of sub-
surface energy storage are given in this work. The 
first application example showcases the use of the 
coupled simulator for models of geochemical ef-
fects, which could occur during a porous media 
gas storage operation. The second example deals 
with thermal effects of such an operation by sim-
ulating the temperature change as a result of a cy-
clic flow pattern resulting from frequent storage 
cycles.

3.8.1 Simulating geochemical reactions with  
 OpenGeoSys-ECLIPSE

Large scale subsurface energy storage of synthet-
ic gases such as H2 storage in porous formations 
could potentially be used to mitigate shortages 
originating from the extensive use of renewable 
energy sources (e.g. Sørensen 1975; Kroniger and 
Madlener 2014). However, due to the increasing 
use of the subsurface for various applications in-
duced effects and impacts of such a porous op-
eration should be assessed (Bauer et al. 2013). 
Furthermore, processes such as transformation 
reactions of H2 to CH4 as observed in gas storages 
containing H2 rich town gas (Panfilov 2010) could 
potentially limit the applicability of a storage op-
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Tab.  3.2 Results of the validation runs for the implemented Joule-Thomson effect. The Joule-Thomson coefficients are calculated 
for a pressure drop of 5 bars. The NIST data is taken from Lemmon et al. (2016). At 298.15 K and 75 to 100 bars CO2 is in the 
liquid state.

T1
[K]

p1
[bar]

μJT – N2 μJT – O2 μJT – H2 μJT – CH4 μJT – CO2

NIST 
[K/bar]

OGS 
[K/bar]

NIST 
[K/bar]

OGS 
[K/bar]

NIST 
[K/bar]

OGS 
[K/bar]

NIST 
[K/bar]

OGS 
[K/bar]

NIST 
[K/bar]

OGS 
[K/bar]

298.15 10 0.2081 0.2097 0.2638 0.2649 -0.0304 -0.0301 0.4326 0.4350 1.0976 1.0572

298.15 25 0.1968 0.1983 0.2555 0.2566 -0.0311 -0.0308 0.4223 0.4251 1.1035 1.0630

298.15 50 0.1774 0.1790 0.2402 0.2414 -0.0325 -0.0320 0.3996 0.4030 1.0884 1.0540

298.15 75 0.1580 0.1595 0.2235 0.2248 -0.0339 -0.0333 0.3687 0.3725 − −

298.15 100 0.1389 0.1404 0.2057 0.2070 -0.0353 -0.0345 0.3298 0.3339 − −
323.15 10 0.1732 0.1744 0.2245 0.2252 -0.0345 -0.0342 0.3638 0.3655 0.8935 0.8623

323.15 25 0.1635 0.1647 0.2172 0.2180 -0.0351 -0.0348 0.3541 0.3560 0.8927 0.8622

323.15 50 0.1473 0.1485 0.2043 0.2051 -0.0362 -0.0358 0.3346 0.3368 0.8763 0.8488
323.15 75 0.1312 0.1324 0.1905 0.1914 -0.0373 -0.0368 0.3104 0.3130 0.8097 0.7909
323.15 100 0.1156 0.1167 0.1761 0.1771 -0.0384 -0.0377 0.2820 0.2847 0.5614 0.5709

eration and should thus be quantified prior to any 
field deployment. The first example presented here 
simulates such a possible transformation reaction 
during a porous media hydrogen storage opera-
tion. The model used for the simulation resembles 
the gas filled part of a dipping anticline storage for-
mation into which H2 is injected. The simulation 
includes both multiphase-multicomponent flow 
handled by E300 and the simulation of chemical 
reactions carried out in OpenGeoSys. The radial 
model domain extends 200 m in horizontal and 
15 m in vertical direction and is uniformly discre-
tised in 0.5 m increments. The top of the storage 
formation is 500 m below the land surface at the 
centre and dips down to around 540 m towards 
the flank. A homogeneous parameter distribution 
is assumed with a permeability of 500 mD and 
a porosity of 0.2. The residual water saturation 
is set to 0.4. The initial gas saturation within the 
storage formation is 0.6, hence no mobile water 
is present. Initially the gas is purely composed 
of N2, which is used as cushion gas, as it can be 
assumed cheap due to its great abundance and is 
relatively inert to chemical reactions (Oldenburg 
2003; Oldenburg and Pan 2013). A hydrostatic 
pressure distribution is assumed throughout the 
model domain prior to the gas injection. With the 
storage well being located at the top of the struc-
ture, the far boundary is assumed open by setting 
constant pressures. H2 is injected with a constant 

rate of 10 m3/d at reservoir conditions for a peri-
od of 50 days. An initial dissolved organic carbon 
concentration Cdiss = 5 mol/m3 is assumed as a re-
action partner for the H2 transformation to CH4. 
CH4 production is assumed to follow the reaction 
stoichiometry of methanogenesis:

4𝐻𝐻2 + 𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 → 𝐶𝐶𝐻𝐻4 + 2𝐻𝐻2𝑂𝑂  (13)

The transformation reaction is simulated by a 
Monod type kinetic reaction

𝑑𝑑𝐶𝐶𝑖𝑖
𝑑𝑑𝑑𝑑 = 𝑘𝑘𝑆𝑆𝑖𝑖

𝐻𝐻2
𝐻𝐻2+𝑀𝑀

𝐶𝐶𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑
𝐶𝐶𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑+𝑀𝑀

  (14)

with Ci [mol/mw3] and Si [−] as the concentration 
and stoichiometry coefficient of reaction educt or 
product i according to the methanogenesis reac-
tion, the maximum reaction rate k = 1 × 10-7 mol/
m3w/s and a Monod-constant M = 0.1 mol/m3w 
for both dissolved H2 and Cdiss. It has to be not-
ed that the assumed reaction rate does not rep-
resent a detailed kinetic model of methanogen-
esis but is chosen to mimic the overall behavior. 
A realistic simulation of geochemical impacts of 
a H2 injection would require consideration of in-
teracting reactions like e.g. acetogenesis, nitrate 
reduction and sulphate reduction (e.g. Hagemann 
et al. 2016). The reaction is simulated at all nodes 
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in OpenGeoSys, and the changes in gas phase 
composition are fed back to ECLIPSE through the 
interface of the coupled simulator. All gas compo-
nents can dissolve into the connate water accord-
ing to the solubility as defined in ECLIPSE. The 
injection of the H2 changes the gas composition 
near the injection well as the N2 is displaced.

The pressure in the model domain remains rela-
tively constant as a result of the constant pressure 
boundary condition on the far side (not shown). 
Obviously, no change in gas saturation can be ob-
served as the maximum gas saturation is already 
reached prior to the injection. As soon as the H2 
is injected, it dissolves in the connate water and 
dissolved CH4 is produced at the expense of H2 
and aqueous carbon (Fig.  3.10 a, b). However, a 
decrease in the aqueous H2 concentration is not 
visible as it is constantly replenished from the 
gas phase and the continuous H2 injection. The 
concentrations of CH4 near the injection well are 
low with higher concentrations obtained further 
away from the injection well (Fig.  3.10 c, d). This 
can be attributed to the CH4 being stripped out 
of the water phase, as its partial pressure is low 

t=1 d

t=50 d

t=25 d

t=1 d

t=50 d

t=25 d

t=1 d

t=50 d

t=25 d

t=1 d

t=50 d
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Fig.  3.10 (a) Aqueous H2 concentration, (b) dissolved carbon, (c) dissolved CH4 and (d) CH4 in gas after 1, 15 and 50 days of 
simulation.

due the absence of CH4 in the gas phase in this 
region. As the gas phase is mobilized the pro-
duced CH4 is transported away from the injection 
well. Consequently, the highest concentrations of 
dissolved CH4 are obtained at the front of the H2 
gas plume. As soon as the injection stops and the 
continuous supply of H2 ceases, the CH4 concen-
trations near the injection well will increase and 
eventually approach similar high values. Even 
though the chemical reaction considered in this 
simulation is not detailed per se, the resulting 
multiphase-multicomponent system is relative-
ly complex. The simulated problem thus gives a 
good example of a potential use of the coupled 
OpenGeoSys-ECLIPSE simulator as neither sim-
ulator is capable of individually solving the stated 
problem without further simplifications.

3.8.2 The Joule-Thomson effect during gas storage   
 operations 

Thermal effects can have significant effects on fluid 
parameters and in consequence greatly influenc-
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ing fluid flow, mass transport and chemical reac-
tions. Therefore, thermal effects occurring during 
a gas storage operation have to be considered in 
order to assess the importance of the individual 
feedback mechanisms. The second application ex-
ample simulates temperature changes induced as 
a result of frequent changes in storage operation 
by including the Joule-Thomson effect, which de-
scribes isenthalpic temperature changes caused by 
throttling of a gas flow through e.g. a porous plug 
(Joule and Thomson 1854; Oldenburg 2007).

The simulation of pressure induced tempera-
ture effects includes multiphase-multicomponent 
flow, which is simulated by ECLIPSE, and heat 
transport simulated in OpenGeoSys. The radial 
model consists of four units, two of which are ge-
ological layers namely the storage formation, the 
overlying caprock and the well casing within the 
caprock and an open hole gravel pack in the stor-
age formation. The overall model dimensions are 
400.3 m by 25 m with the storage formation and 
the caprock being 10 m and 15 m, respectively. 
The top of the model is at 585 m depth. In radial 
direction the model is discretised using variable 
increments increasing from 0.1 m to 100 m to-
wards the far boundary. The vertical discretiza-
tion of the model is 1 m constant. Homogeneous 
parameter distributions are applied for each mod-
el unit (Tab.  3.3). Prior to the simulated storage 
operation, a hydrostatic pressure distribution is 
assumed throughout the model domain. Further-
more, an initial H2 gas saturation of 0.7 is set for 
the storage formation while no gas is present in 
the caprock. Thus, no mobile water is present in 
the storage prior to injection. Initial formation 
temperature is assumed to be 298.15 K in the 
whole model domain. The temperature and the 
pressure at the far side of the model domain are 
held constant during the simulation. The storage 

Tab.  3.3 Properties assigned to the individual model units in the simulation regarding pressure-induced temperature changes.

Model unit k [m2] n [−] cρ [J/m3/K] λ [W/m/K] ρ [kg/m3]

Storage 5.62546 × 10-13 0.33 349 3.0 2650

Caprock 9.86923 × 10-20 0.10 792 2.1 2500

Gravel pack 4.93462 × 10-12 0.40 272 1.5 2400

Casing 9.86923 × 10-22 0.01 888 2.0 2650

The thermal parameters are taken from VDI (2010)

simulation is performed for 10 cycles, each con-
sisting of an injection of H2 with a constant rate 
of 300 000 sm3/d for 30 days and a production 
phase with a constant rate of -900 000 sm3/d for 
10 days. The production and injection phases are 
separated from each other by shut-in periods of 
10 days. During the injection phases the borehole 
temperature is set constant to 298.15 K, thus the 
changes in temperature can be solely attributed 
to the Joule-Thomson effect included in the heat 
transport simulation in OpenGeoSys.

As the H2 gas is injected into the storage for-
mation, the pressure in the model increases 
(Fig.  3.11 a). Along the flow path the pressure of 
the gas phase decreases resulting in temperature 
changes due to gas expansion (Fig.  3.11 b). At the 
given temperature and pressure conditions, H2 
has a negative Joule-Thomson coefficient (John-
ston et al. 1946; Michels et al. 1964), thus a pos-
itive temperature change occurs. During the in-
jection phase the heat spreads by advection and 
conduction within the storage formation. As no 
flow occurs in the caprock, heat transport is pure-
ly conductive in this region. In the subsequent 
shut-in period, conductive heat transport leads to 
a reduction of the temperature signal within the 
storage formation. During the production period 
the pressure gradient is reversed pointing towards 
the storage well (Fig.  3.11 a). The temperatures in 
the system increase further as the gas flow is again 
throttled along the flow path (Fig.  3.11 b). Thus, 
during both injection and production, the gas 
temperature and with that the formation temper-
ature rises. Consequently, the observed tempera-
ture increases with the number of storage cycles. 
However, the conductive spreading of heat into 
the caprock considerably dampens the observable 
magnitude of the signal. Based on these results, 
the effect of pressure induced temperature chang-
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Fig.  3.11 (a) Pressure distribution during injection and withdrawal phases and (b) temperature change occurring after 1, 5 and 
10 storage cycles in the first 200 m of the model domain from the injection well.

es during a porous media hydrogen storage can 
be expected to be insignificant when compared to 
i.e. the thermal effects introduced when the tem-
perature of the injected gas differs from the initial 
reservoir temperature. Other gases typically show 
a positive Joule-Thomson coefficient at the given 
pressure and temperature conditions so that a res-
ervoir cooling can be expected during cyclic gas 
storage operations. Also, using different injection 
and withdrawal regimes will alter the magnitude 
of the induced temperature changes.

3.9 Summary and Conclusions 

The processes occurring during subsurface porous 
media energy storage are complex and include 
various feedback effects. Adequate modelling 
tools capable of dealing with such THMC-sys-
tems, are required for a correct prognosis of in-
duced effects. In this work, a coupling interface for 
OpenGeoSys and ECLIPSE is presented, which is 
capable of dealing with THMC-systems including 
chemical and thermal feedbacks. Furthermore, 
the Joule-Thomson effect, which describes a tem-
perature change due to pressure reduction during 
gas flow, is implemented in OpenGeoSys and val-

idated against published data. In a coupled sim-
ulation ECLIPSE is used to solve the multiphase 
flow and component transport in case of a mul-
ticomponent-multiphase flow system. OpenGeo-
Sys solves for additional mass transport processes 
of non-major phase constituents in the fluid phas-
es and the solid phase. Furthermore, OpenGeo-
Sys solves for induced geochemical reactions and 
heat transport, including processes such as the 
Joule-Thomson effect, in all phases in order to ac-
count for feedback on the multi-phase flow. 

The coupled simulator is validated using a se-
ries of specific benchmarks. Slight differences 
between the reference simulations and results ob-
tained with the coupled OpenGeoSys-ECLIPSE 
simulator arise due to interpolation inaccuracies 
when transferring data between the finite element 
and finite differences meshes used. The differenc-
es between the results obtained with the coupled 
OpenGeoSys-ECLIPSE and those of the reference 
simulations are small with the absolute differ-
ences in pressures, saturations and component 
densities staying below 1 × 10-5 bar, 2 × 10-8 m3/
m3 and 2 × 10-5 mol/m3, respectively. Taking the 
local element values as reference, the correspond-
ing relative errors of the respective variables are 
within 1 × 10-5 %, 2 × 10-4 % and 0.003 %, and thus 



CHAPTER 3: MODEL DEVELOPMENT FOR OGS-ECLIPSE

33

relatively small. For the thermal coupling of the 
two simulators the inaccuracies introduced by the 
coupling are about ±0.005 K or 0.0015 % when 
no thermal feedback on the flow is considered. If 
however thermal feedback is included in the sim-
ulations, the observed differences increase while 
staying within 0.91 K which translates to 0.28 % 
of the observed temperature in the respective ele-
ment. However, the average of the absolute error 
calculated at all nodes which are affected by the 
heat plume is less than 0.035 K with the stand-
ard deviation being less 0.072 K. Using the im-
plemented iterative coupling scheme the errors 
could be reduced slightly. The persistent differ-
ences could be due to the slightly different formu-
lations used for the calculation of fluid densities 
and viscosities in each simulator. If consistency in 
the fluid properties is ensured, the coupled simu-
lator allows for an accurate representation of the 
governing THC-processes occurring during sub-
surface storage operations as the inaccuracies in-
troduced by the data interpolation and data han-
dling are within a reasonable range. 

The Joule-Thomson effect is implemented by 
calculating the change in the heat content in the 
flowing gas phase, which is then added to the 
simulation via the nodes of the mesh. The imple-
mentation is validated by simulating model which 
closely represents the original Joule-Thomson ex-
periment. The resulting temperature change in the 
model is used to calculate effective Joule-Thomson 
coefficients which are then compared to available 
literature values. The Joule-Thomson coefficients 
calculated from the model results obtained with 
OpenGeoSys are in very good agreement with the 
published data, with the maximum differences rel-
ative to the absolute values of the Joule-Thomson 
coefficients being 1.1 %, 0.65 %, 2.3 %, 1.2 % and 
3.7 % for N2, O2, H2, CH4 and CO2, respectively.

To demonstrate possible applications of the 
coupled simulator, a hydrogen storage simulation 
including a basic transformation reaction of H2 
to CH4 by methanogenesis as well as a simulation 
of pressure induced temperature changes during 
storage operation are presented. The chemical re-
action model considered in the first application 
example is too simplified to infer the importance 
of such transformation reactions when assessing a 
potential storage operation, but demonstrates the 
potential of the coupled OpenGeoSys-ECLIPSE 
simulator. The pressure induced temperature 
changes in the second application example are 
caused by the Joule-Thomson effect, which in the 
case of H2 results in positive temperature changes 
within the storage formation. These temperature 
changes occur as a result of both gas injection 
and extraction and can thus accumulate during 
cyclic operation of such a storage reservoir. The 
magnitude of the temperature change induced 
is determined by the Joule-Thomson coefficient, 
the number of storage cycles and the conductive 
heat transport from the storage formation into the 
caprocks above and below. The newly developed 
coupled simulator offers the required flexibility 
for site specific simulations taking into account 
individual injection / withdrawal schemes.

The presented application examples, albeit 
simplified, showcase the complexity which has 
to be dealt with when assessing induced effects 
from subsurface geoenergy storage applications 
such as porous media H2 storage. The developed 
and validated coupled OpenGeoSys-ECLIPSE 
simulator is a viable tool for such an assessment 
as both, realistic subsurface structures as well as 
the governing hydraulic, thermal and chemical 
processes, as already demonstrated in the work 
of (Li et al. 2014), can be represented in the cou-
pled simulator.
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4 POROUS MEDIA HYDROGEN STORAGE SIMULATIONS AT A REALISTIC SUBSURFACE STRUCTURE

The following chapter deals with scenario simulations of hydrogen storage operations at a realistically par-
ametrised field site in Schleswig-Holstein, Northern Germany. The underlying storage scenario is presented 
in Chapter 4.2 with the structural model of the storage site being described in Chapter 4.3. Chapter 4.4 con-
sists of heterogeneous scenario simulations which are used to infer the performance of the investigated hy-
drogen storage as well the induced hydraulic effects. For further analysis generalised rock models are used, 
which are described in Chapter 4.5. Results obtained with the homogeneous simulations are compared to 
those of the heterogeneous ensemble. In addition to this, an optimized simulation setup and a large scale 
hydrogen storage scenario are presented in this chapter. In Chapter 4.6 thermal effects of a porous media 
hydrogen storage are simulated using the previously described, coupled OpenGeoSys-ECLIPSE simulator. 
Parts of this chapter are published as 
Pfeiffer WT, Beyer C, Bauer S (2017) Hydrogen storage in a heterogeneous sandstone formation - Dimen-
sioning and induced hydraulic effects. Petroleum Geoscience doi: 10.1144/petgeo2016-050

One option to reduce carbon dioxide emissions 
is to increase the share of electricity produced 
from renewable sources. Currently 27.4 % of the 
electricity consumed in Germany in 2014 is pro-
duced from such sources with the overall target of 
the “Energiewende” being 80 % by the year 2050 
(BMWi 2015). Locally, in areas of strong wind en-
ergy production, about 100 % of electricity is pro-
vided by renewables. Electricity produced from 
renewable sources, however, is subject to strong 
fluctuations due to the local weather conditions. 
Shortages in power production will thus occur 
which could last up to several days (Klaus et al. 
2010). The idea of an economy based on renewa-
ble power production and using hydrogen (H2) as 
a storage medium was already introduced in the 
mid-1970s (Sørensen 1975). In recent years more 
research has been conducted in this field, e.g. 
Sørensen et al. (2004) investigated several usage 
scenarios for H2 as an energy carrier in the con-
text of Denmark’s plan at that time to cover 50 % 
of its total energy supply by renewable sources 
by 2030. Klaus et al. (2010) discussed scenarios 
for a 100 % renewable power supply by 2050 for 
Germany which include energy storage utilizing 
H2. However, power-to-gas concepts using H2 
are investigated worldwide with 48 projects in 15 
countries being either planned or already realised 

(Gahleitner 2013). Depending on the characteris-
tics of the shortage periods, large storage capac-
ities and high power supply rates are necessary. 
The geological subsurface is already used for bulk 
energy storage as natural gas storage, as it can 
offer very large storage capacities and long with-
drawal periods (e.g. Gregory and Pangborn 1976; 
Carden and Paterson 1979; Ogden 1999; Evans 
and West 2008). Experience in the field of subsur-
face H2 storage, however, is scarce. So far, pure H2 
gas has been stored in salt caverns in Texas, USA, 
and in Tesside, UK (Crotogino et al. 2010). Even 
less experience has been gained regarding porous 
media storage of H2. The storage of H2-rich town 
gas is the only application in which H2 has been 
stored in porous geological formations. Albeit 
much more widespread, the aquifer storage of 
town gas near Beynes, France is the only field ap-
plication documented in literature (Carden and 
Paterson 1979; Foh et al. 1979) and has been ref-
erenced to in subsequent publications investigat-
ing geochemical effects (e.g. Panfilov 2010). Even 
though technical issues arising from the use H2 
instead of natural gas are diverse, such as corro-
sion of installations and potential impacts on well 
and formation integrity (Reitenbach et al. 2015), 
natural gas storage can be used as an analogue for 
porous media H2 storage as the overall principles 
are comparable (Carden and Paterson 1979; Foh 
et al. 1979). 

4.1 Introduction
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As more and more types of use in the subsur-
face, ranging from groundwater abstraction over 
geothermal applications to large scale energy 
storage, compete for the limited suitable space, 
analyses of induced effects and impacts should 
be conducted additionally to an assessment of 
storage capacity and retrieval rates (Bauer et al. 
2013). To achieve this, an integrated concept for 
site investigation and monitoring can be used, as 
e.g. explained in Bauer et al. (2012) for the appli-
cation of CO2 storage. In this approach, synthet-
ic but realistically parametrised storage sites are 
used to simulate the impacts and induced effects, 
like e.g. the pressure increase in the subsurface. 
These model results are then used to test and im-
prove investigation and monitoring methods. This 
approach has been applied by Benisch and Bauer 
(2013) for pressure monitoring and by Benisch et 
al. (2015) for assessing geophysical monitoring 
methods for gas phase detection in the context of 
CO2 geological storage. Pfeiffer et al. (2016) could 
successfully transfer this concept to geophysical 
monitoring of H2 gas storage, which is described 
in the subsequent Chapter 5. 

This work therefore aims at assessing the hypo-
thetical application of a porous media H2 gas stor-
age, utilising an existing anticline structure in the 
North German Basin, which provides a realistic 
geological setting and parameters. A likely usage 
scenario is derived using a projection of typical 
fluctuations of renewable energy production and 
the energy demand to define the storage demand 
and then simulating the hypothetical storage op-
eration. 

At the selected storage site, the Rhaetian sand-
stones are chosen as the designated storage for-
mation, which are overlain by the deposits of the 
Middle Jurassic and the Lower Cretaceous rep-
resenting possible cap rocks (Hese 2011; Hese 
2012). At the storage site formation thickness is 
up to 20 m with the formation depth being about 
450 to 500 m. A heterogeneous and realistic pa-
rameter set consisting of 25 equally likely realisa-
tions is used to investigate the effect of the res-
ervoir heterogeneity on the storage operation. 
Required storage dimensions and retrieval rates 
are determined for the ensemble. Additionally, 
the hydraulic impact of the storage operation due 
to induced pressure perturbations is investigated. 
Subsequently, various generalised rock models are 

developed based on the parameter distributions 
of the heterogeneous ensemble. Results obtained 
with these generalised rock models are then com-
pared to those of the heterogeneous ensemble and 
used for further analysis of an optimized storage 
setup, increased storage sizes and thermal effects 
during storage operation.

4.2 Storage scenario

For a scenario analysis of subsurface energy stor-
age, an estimation of the storage demand is nec-
essary. This can be broken down into the required 
power output that has to be sustained for a giv-
en period of time and the frequency with which 
such periods of demand occur due to the fluctu-
ating nature of the renewable energy production. 
Storage demand is thus mainly controlled by the 
fluctuating renewable power production and the 
deployment of load balancing schemes, which re-
duce the storage requirements by shifting energy 
demands on smaller time scales of up to hours. 
Numerical simulations of renewable power pro-
duction in Germany based on actual meteorolog-
ical data in a scenario, in which 100 % of the elec-
tricity is produced by renewable sources, indicate 
that power shortage periods of up to 14 days in 
a year may occur frequently (Klaus et al. 2010). 
However, it can be expected that several storage 
options or backup systems such as conventional 
power plants will be employed during such pro-
longed shortage periods, which essentially re-
duces the time span in which one storage has to 
operate at its maximum capacity. Thus, a typical 
shortage period of one week is assumed in this 
analysis, but the analysis can easily be extended to 
other shortage scenarios.
For determining the required delivery rate from 
a porous medium H2 storage, the power deliv-
ered is compared to the average weekly demand 
of electricity of the state of Schleswig-Holstein, 
Northern Germany, with a population of about 
2.8 million people. In 2011, a total of 42.82 million 
GJ of electricity was consumed in Schleswig-Hol-
stein (MELUR 2013). Thus, a week long shortage 
period would result in a deficit of 0.82 million GJ 
(228 113 MWh) of electricity, corresponding to an 
average load of 1356 MW. Klaus et al. (2010) es-
timated the roundtrip efficiency of a H2 storage 



CHAPTER 4: POROUS MEDIA HYDROGEN STORAGE SIMULATIONS AT A REALISTIC SUBSURFACE STRUCTURE

37

4.3 Structural model of the storage site

system to be around 42 %, incorporating conver-
sion of electric power to gaseous H2 and from H2 
back to electric power. The analysis in this paper is 
focused on the deliverability of power from the po-
rous medium H2  storage and thus only the re-elec-
trification process is considered, which can be 
technically accomplished either through fuel cells 
(Büchi et al. 2014) or gas turbines (Forsberg 2009). 
The efficiency of the re-electrification process is 
assumed to be 60 % as this can be achieved with 
either method. Assuming an energy density of H2 
of about 124 MJ/kg (Carden and Paterson 1979) 
and the corresponding H2 density of 0.085207 kg/
m³ at surface conditions defined as 1 bar and 15 °C, 
the volume of H2 which has to be stored to cover 
for the complete deficit of 0.82 million GJ in a week 
long shortage period equates to 129 million m3 of 
H2 gas at surface conditions (sm3).

Several criteria have to be fulfilled at a given site in 
order to qualify a geological structure as a poten-
tial porous gas storage formation. Besides provid-
ing sufficient reservoir volume, a potential storage 
site should provide competent sealing formations 
above and below the storage formation in order to 
prevent gas migration into adjacent formations. 
Also a high intrinsic permeability is required to 
ensure well deliverability (Bennion et al. 2000). In 
addition, the depth of the storage formation is im-
portant as it affects the operational pressure range 
of the storage and the well deliverability. While 
deeper formations potentially allow a broader op-
erating pressure range, reducing the well length by 
choosing a shallow storage formation reduces the 
pressure drop occurring within the well during gas 
flow and thus increases the overall well deliverabil-
ity (Carden and Paterson 1979; Wang and Econo-
mides 2009). H2 gas is prone to fingering in the po-
rous formation as a result of its specific properties, 
making a steeply dipping structure is favourable 
(Paterson 1983). Conventional aquifer gas storages 
used for storing hydrocarbons are typically locat-
ed in depths of 800 to 1000 m in formations of 15 
to 40 m thickness which provide permeabilities 
greater than 600 mD (Sedlacek 1999).

The anticline used in this analysis (Fig.  4.1, 
Fig. 4.24) is based on an actual structure found in 

Schleswig-Holstein, northern Germany. The stor-
age operations, however, are purely hypothetical. 
The subsurface of northern Germany is strongly 
affected by movements of the Zechstein salt de-
posits (Doornenbal and Stevenson 2010). Haloki-
nesis of these salt deposits, which led to the forma-
tion of the structure, started in the Triassic period 
(Baldschuhn et al. 2001). The Rhaetian sandstones 
of the Upper Triassic (Exter formation) have been 
investigated as a potential host formation for CO2 
sequestration (Hese 2011; Hese 2012). Further-
more, the overlying deposits of the Middle Ju-
rassic and the Lower Cretaceous are regarded as 
possible cap rocks (Hese 2011; Hese 2012). Apart 
from being investigated as potential CO2 stor-
age formations, the Rhaetian deposits are proven 
reservoir formations for natural gas exploration 
in northwest Germany (Fahrion and Betz 1991). 
Several northwest-southeast oriented faults cut 
through the centre of the anticline as a result of 
changes in the local stress state. In this work, the 
faults are assumed tight and represented as a hy-
draulically closed model boundary. 

During the Rhaetian the depositional system 
of the North German Basin changed from the 
non-marine environment of the Late Triassic 
to the marine environment of the Early Jurassic 
(Doornenbal and Stevenson 2010). As a result, 
the depositional system changed spatially from a 
non-marine system in the east through a paralic 
system to a marine setting in the west of the North 
German Basin (Doornenbal and Stevenson 2010). 
The study site is assumed to lie in the paralic faci-
es belt, consisting of shallow-marine, deltaic and 
coastal sandstones and separating the non-ma-
rine facies in the east from the marine facies to 
the west (Doornenbal and Stevenson 2010). 

In general, the Rhaetian deposits are made up of 
several distinct sandstone layers of varying thick-
ness with intermediate shale layers (Gaupp 1991; 
Doornenbal and Stevenson 2010; Hese 2011; Hese 
2012). Multiple classifications of the Rhaetian ap-
pear in literature of which most include a sepa-
ration into Lower, Middle and Upper Rhaetian 
(Battermann 1989; Gaupp 1991; DSK 2005). The 
Lower Rhaetian consists of cyclic coarsening-up-
wards successions of mudstones to sandstones 
(Gaupp 1991). The Middle Rhaetian, also known 
as the Conterta succession, comprises five units, 
namely the Lower Shale, the Main Sandstone, 
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the Middle Shale, the Flaser Sandstone and the 
Upper Shale. Similar to the Lower Rhaetian, the 
Upper Rhaetian shows a coarsening-upward suc-
cession from mudstones at its base to sandstones 
in the upper parts of the formation (Gaupp 1991; 
DSK 2005; Doornenbal and Stevenson 2010). The 
Main Sandstone of the Middle Rhaetian has the 
highest potential for use as an underground gas 
storage site, as it shows in general a thickness of 
several meters and consists of middle to coarse 
grained relatively pure quartzite (Fahrion and 
Betz 1991; Gaupp 1991; DSK 2005; Hese 2011; 
Hese 2012). 
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Fig.  4.1 (a) Structural model used for the reservoir simulation, (b) east-west cross section along the centre well and (c) thickness 
of the designated storage formation, the Main Sandstone of the Middle Rhaetian (after Pfeiffer and Bauer 2015). The black stars 
indicate the positions of the storage wells.

A regional structural model developed by Hese 
(2012) is used as a basis for the geological site 
model created for this study. The distribution 
and extent of the Rhaetian deposits beyond the 
boundaries of the original model developed by 
Hese (2012) were calculated based on the distri-
bution of the residual thickness of the Rhaetian 
deposits in the North German Basin given in 
Baldschuhn et al. (2001) in combination with the 
minimum depth data of the cap rocks covering 
the Rhaetian, which were merged from the sur-
faces of the Jurassic and Cretaceous sediments 
presented in Hese (2012). In order to get a more 
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4.4 Part I: Effect of reservoir heterogeneity

realistic presentation of the storage formation, 
the internal succession of the Rhaetian was in-
cluded in the model. For this, Lower Rhaetian and 
the lower shale of the Middle Rhaetian, the main 
sandstone of the Middle Rhaetian, the upper 
shale of the Middle Rhaetian and Upper Rhaetian 
were integrated into the structural model, based 
on facies descriptions given by Gaupp (1991) and 
Hese (2011, 2012).

At the storage site used in this analysis, the 
depth of the Rhaetian deposits varies from around 
400 m near the top of the structure to more than 
3000 m at the flanks of the anticline. Halokinesis 
and the early Cimmerian uplift and transgres-
sional tectonics resulted in varying thickness 
of the Upper Triassic sediments throughout the 
North German Basin (Baldschuhn et al. 2001; 
Doornenbal and Stevenson 2010). As a conse-
quence, parts of the Rhaetian deposits are miss-
ing in the study area. The potential storage site 
hence represents a capped dome structure. Due 
to its shallower depth, the eastern flank of the 
structure is selected to accommodate the H2 gas 
storage site.

To study the effect of the reservoir heterogenei-
ty on the storage performance and the hydraulic 
effects induced by the storage operation multiple 
simulations are required to assess the variability of 
the results. To minimize the simulation time the 
structural model of the storage site was reduced to 
the eastern part of the anticline, i.e. the shallower 
side of the structure at which the storage wells are 
located. At the given site the Main Sandstone of 
the Middle Rhaetian exhibits a thickness of around 
15 to 20 m near the top of the structure and a 
thickness greater than 30 m at the flanks (Fig. 4.1).

4.4.1 Heterogeneous rock model

The heterogeneous geological model of the stor-
age site is obtained by facies modelling based on 
the described structural model and accounting for 
lateral and vertical trends. Doornenbal and Ste-
venson (2010) determined the major direction of 
sediment influx during the Rhaetian for the study 
region to be around 70°. While deltaic facies such 
as those found at the study site can extent sever-
al tens of km (Morse 1994), the lateral correlation 
lengths were set to 2500 m in the major direction 
and to 500 m perpendicular in the minor direction 
in the absence of direct site specific data. The fa-
cies descriptions given by Gaupp (1991) and Hese 
(2011, 2012) are used to obtain correlation lengths 
corresponding to the coarsening-upwards of the 
individual sub-formations. The data is used to cre-
ate 25 equally probable facies distributions. The 
final heterogeneous parameter distributions are 
obtained in a second step by assigning the param-
eters based on the facies distributions in combi-
nation with the parameter ranges assigned to each 
individual facies component (Tab. 4.1, Fig. 4.2). 
One distribution of permeability for the geologi-
cal model is depicted in Fig. 4.3, which shows the 
vertically evenly distributed values in the storage 
formation, the Main Sandstone, compared with 
the stronger coarsening-upwards trends in the re-
maining sub-formations. 

Site specific data on hydraulic properties of the 
Rhaetian deposits is scarce. Parameter ranges for 
porosity and intrinsic permeability are available as 
on-site (Hese 2011; Hese 2012) and off-site data 
from the North German Basin (Gaupp 1991). 
Capillary pressure and relative phase permeabil-
ity data for the Rhaetian, however, are not open-
ly accessible. Hence, the necessary parameters 
like residual saturations, displacement pressures, 
maximum gas phase permeabilities and pore dis-

Tab.  4.1 Properties assigned to the individual facies components.

Component
Permeability [mD] Porosity [–]

Srw [–] krgmax [–] pd [bar]mean min max mean min max

Shale 5 × 10-5 1 × 10-6 1 × 10-5 0.05 0.01 0.1 0.6 0.015 15

Fine Sand 5 0.1 10 0.25 0.2 0.3 0.4 0.3 0.5

Medium Sand 250 10 500 0.35 0.3 0.4 0.4 0.5 0.2

Coarse Sand 1000 500 2500 0.35 0.3 0.4 0.3 0.9 0.1
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4.4.2 Numerical simulation model

tribution indices are derived from values typically 
found in literature for rocks of similar character-
istics (e.g. Hildenbrand et al. 2002; Hildenbrand 
et al. 2004; Bachu and Bennion 2008; Wollenwe-
ber et al. 2010). Based on this the relative phase 
permeability data is calculated using Corey-type 
equations by Burton et al. (2009), while capillary 
pressure is calculated using the standard Brooks 
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Fig.  4.2 (a) Capillary pressure curves and (b) relative phase 
permeabilities of the individual facies used in the generation 
of the heterogeneous parameter distributions. The dashed 
lines depict the relative permeability of the gas phase while 
the solid lines represent the relative permeability of the liquid 
phase.

& Corey formulation (Brooks and Corey 1946). 
To account for differences phase properties, the 
capillary entry pressure data taken from the lit-
erature was scaled to the phases used in the sim-
ulation using the Laplace equation (e.g. Helmig 
1997). Assuming temperature and pressure condi-
tions which can be expected in the storage (25 °C; 
50 bars), the interfacial tensions calculated for H2 
and N2 using the empirical formulation by Mas-
soudi and King (1974) are 0.068 and 0.071 N/m, 
respectively. Consequently, the entry pressures 
for both gas components are comparable and thus 
phase composition is not taken into account for 
calculating the capillary pressure data. 

The realisations generated here are used to 
obtain a first estimate of the effects of geological 
formation sub-structure and heterogeneity on the 
storage operation, especially the pressure evolu-
tion and the gas phase distribution as well as the 
well deliverability rates. They are not intended as 
a full-scale uncertainty assessment, as this would 
require more knowledge on site specific data as 
well as more realisations

The geological model of the storage site is trans-
ferred to a simulation model using a discretiza-
tion of 50 by 50 m laterally, 0.2 to 5 m vertically 
and a constant number of layers for each sub-for-
mation. Initially, a hydrostatic pressure distri-
bution and a fully water saturated pore space is 
assumed throughout the model domain. The in-
itial pressure distribution in the central plane of 
the storage formation is shown in Fig. 4.5, where 
the steeply dipping anticline suitable for H2 stor-
age can be discerned from the hydrostatic pres-
sure distribution. In order to get a representative 
pressure response in the far field of the storage, 
a pore volume multiplier and permeability factor 
equal to the reciprocal of the pore volume multi-
plier were applied to the boundary elements of the 
simulation grid to represent the lateral extent of 
the storage formation. Based on the distribution 
of the Rhaetian deposits given in Baldschuhn et 
al. (2001) the extent towards the north, east and 
south were set to 48, 20 and 20 km, respectively. 
The boundary to the west is assumed to be closed 
to the fault system apart from the most southern 
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part of the western boundary in which the stor-
age formation is continuous beyond the model 
boundary for 14 km. Furthermore, the caprocks 
above and below the Rhaetian deposits are as-
sumed impermeable and are thus omitted from 
the simulations. The storage operation is simulat-
ed using five wells, labelled 1 to 5 from north to 
south (compare Fig. 4.1). Preliminary simulations 
using homogeneous test cases showed that the in-
dividual screen length should be at least 12 m in 
order to sustain the storage rates required in this 
scenario. Placement of the storage wells can fur-

thermore affect the theoretical maximum storage 
capacity of a structure as shown for CO2 storage 
by Mitiku and Bauer (2013) with the highest us-
able potential being available when the wells are 
placed at the top of a structure. Thus, the storage 
wells are placed at the shallowest depth possible 
near the top of the structure while at the same time 
fulfilling the minimum reservoir thickness criteri-
on of 12 m. The individual reference depths of the 
storage wells are 493, 481, 479, 463 and 474 m for 
wells 1 through 5 with the corresponding initial 
hydrostatic bottom hole pressures (BHP) being 
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Fig.  4.3 Exemplary permeability distribution for the individual sub-formations in run #14. Please note that the Upper Shale 
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calculated at 50.5, 49.3, 49, 47.5 and 48.6 bars, 
respectively. Placing the wells further down the 
anticline would allow for higher injection and ex-
traction rates, but also require a larger gas storage 
volume. 

The necessity of cushion gas injection prior 
to the storage operation represents a costly one-
time loss for a porous media gas storage (Carden 
and Paterson 1979; Evans and West 2008). Using 
a cheaper alternative such as inert N2 or CO2 
instead of the working gas thus can reduce the 
cost of the storage and has been discussed and 
already successfully conducted for natural gas 
storage (e.g. Laille et al. 1988; Dussaud 1989; 
Oldenburg 2003) as well as compressed air ener-
gy storage (Oldenburg and Pan 2013). The use of 
N2 as a cushion gas in a porous media H2 storage 
also helps to reduce the extremely sharp density 
contrast between the H2 and the formation water. 
On the other side, using a separate cushion gas 
does introduce the risk of impurities of the pro-
duced gas phase. While such impurities should 
be avoided if fuel cells are used for re-electrifying 
the H2 as they e.g. result in a reduction in power 
output (Borup et al. 2007; Nachiappan and Kala-
ignan 2013), the dilution of the H2 with for exam-
ple N2 is required if gas turbines are used to meet 
emission requirements (Chiesa et al. 2005; Lee et 
al. 2012).

The model simulations are carried out using 
the multiphase-multicomponent reservoir simu-
lator ECLIPSE E300 (© Schlumberger). The sim-
ulation takes into account two-phase immiscible 
flow and pressure dependent dissolution of both 
gas components in the water phase at the reser-
voir temperature. Evaporation of water into the 
gas phase is not included in the simulations. The 
solubility data of H2 and N2 was determined prior 
to the simulation using solubility data from Young 
(1981) and Battino (1982). Phase densities and 

viscosities are calculated using a generalised for-
mulation of the Peng-Robinson equation of state 
(Schlumberger 2015). For a temperature of 25 °C 
and pressures from 30 to 70 bars, which are repre-
sentative conditions at the simulated storage site, 
the equation of state yields densities within 1.9 % 
and 1.3 % of the values given in Lemmon et al. 
(2016) for H2 and N2, respectively. The parameters 
used are given in Tab. 4.2. Compared to the refer-
ence values given in Lemmon et al. (2016), the cal-
culated viscosities deviate by less than 13.9 % for 
H2 and 1.9 % for N2. Nevertheless, the obtained 
values are within the uncertainty interval speci-
fied in Lemmon et al. (2016). 

Diffusion and dispersion processes between 
the two immiscible fluids or the gas components 
are neglected in this study. In a porous geological 
formation, diffusion is reduced compared to free 
atmosphere diffusion as a result of high pressure, 
porosity and tortuosity effects (see e.g. Oldenburg 
et al. 2004). With the given parameters of the stor-
age site, the diffusion coefficient of H2 would be 
about 3.6×10-7 m2/s, corresponding to a diffusion 
length of less than 2 m during one storage cycle. 
As the H2 gas moves by about 100 m during one 
cycle due to injection and extraction, this effect 
can be considered small and is thus neglected in 
this study. Mechanical dispersion, which repre-
sents mixing due to sub scale hydraulic heteroge-
neity not explicitly represented in the model, is a 
macroscopic, scale dependent effect. This process 
is also not included in the simulation, as the major 
contribution to mixing, being the heterogeneity 
of the hydraulic permeability of the formation, is 
explicitly accounted for in the model approach. In 
case of a homogeneous reservoir representation, 
Feldmann et al. (2016) show that effects of disper-
sion should be considered. 

For each of the 25 realisations the storage op-
eration is simulated in three stages. In the first 
stage, the gas storage site is initialized by injecting 
the N2 serving as cushion gas for 710 days with 
a target injection rate of 55 625 sm3/d/well. The 
time span of 710 days is required for initial fill-
ing of the reservoir compares well with reported 
times by e.g. Dussaud (1989), and shows that this 
initial period requires considerable effort. This 
is followed by the initial filling of the reservoir 
with H2 for another 210 days with a target rate of 
155 000 sm3/d/well. Subsequent to the first two 

Tab.  4.2 Values used for the calculation of the equation of 
state. Critical temperatures and pressures are taken from 
Lemmon et al. (2016), critical volumes from Kaye and Laby 
(2016) and acentric factors from Gasem et al. (2001). The val-
ues for the binary interaction coefficients are defaulted to 0.

Component Tcrit [K] Pcrit [bar] Vcrit [m3/mol] Ω [–]

N2 126.192 33.958 8.95 × 10-5 0.039

H2 33.200 12.970 6.50 × 10-5 -0.220
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4.4.3 Simulation Results 

At the beginning of the simulation ECLIPSE is set 
to calculate an initial hydrostatic pressure distri-
bution within the reservoir assuming the model to 
be fully water saturated. During the equilibrium 
calculation ECLIPSE calculates the water pres-
sures based on the fluid densities and brings the 
fluid saturations into equilibrium based on the 
provided capillary pressure curves. Due to the dif-
ferent entry pressures of the various facies (com-
pare Fig. 4.2 a), the local pressure varies slight-
ly. This disequilibrium results in small pressure 
changes even if no fluid is injected or withdrawn. 
To assess the effect of this inaccuracy of the sim-
ulator, a baseline simulation is conducted for each 
heterogeneous simulation. These simulations are 
identical to the storage simulations without the 
storage operation. The difference in the pressure 
changes relative to the initial quasi-hydrostatic 
pressure distribution (Fig. 4.4  a–d) and the case 
specific baseline simulations (Fig. 4.4  e–h) are 
relatively small being generally less than 0.2 bars. 
Consequently, the pressure perturbations caused 
by the storage operation as calculated using the 
initial pressure distribution do only differ slight-
ly from those calculated using the baseline sim-
ulations and thus no further differentiations are 
made regarding the way the pressure change is 
calculated.

The consecutive injection of N2 and H2 gas in 
the first two stages of the simulation results in a 
quick pressure increase within the storage forma-
tion (Fig. 4.4, 4.5), with the maximum overpres-
sure being 20 bars as governed by the BHP limits 
of the storage wells. The pressure responses of 
the individual wells strongly depend on the dis-
tribution of the high and low permeability zones 
at and close to the injection wells in the individ-
ual heterogeneous realisations (not shown). Ulti-

stages, the actual storage operation consisting of 6 
storage cycles is simulated. Each cycle consists of 
a production phase of one week at a target rate of 
1 000 000 sm3/d/well followed by a short one day 
shut-in period. Consequently, the simulated stor-
age should suffice to provide about 370 MW un-
der ideal conditions, which is around 27 % of the 
total demand defined in the scenario. The storage 
then is replenished with H2 gas for 50 days with 
the target rate set to 150 000 sm3/d/well, followed 
by a 30 day shut-in period. Thus, the frequency of 
the extraction periods is roughly 3 months, rep-
resenting a strong withdrawal period every three 
months, with a longer time required to replenish 
the extracted gas by H2 produced from surplus 
power. 

The depth of the uppermost connections, which 
are used as a reference for defining the maximum 
BHPs are 493, 481, 479, 463 and 474 m at wells 1 
through 5, respectively. The corresponding initial 
BHPs are 50.5, 49.3, 49, 47.5 and 48.6 bars, respec-
tively. Determining accurate overpressure limits 
requires in-depth knowledge on the local stress 
state (Zoback 2010). While such detailed data is 
not openly available for the storage site, Röckel 
and Lempp (2003) estimated the minimum hori-
zontal stress gradient in the North German Basin 
(NGB), which is often used in combination with a 
safety factor to obtain reasonable pressure limits 
in such cases (e.g. Thibeau et al. 2014). The lower 
and higher estimate of the minimum horizontal 
stress gradient of sediments above the Zechstein 
salts, which applies to the storage site, given in 
Röckel and Lempp (2003) is 15 and 20 MPa/km, 
respectively. The average of the maximum pres-
sure gradients found in porous media gas stor-
ages in Germany lies within this interval being 
16.8 MPa/km (Sedlacek 1999). Due to the lack 
of site specific data, the maximum BHP is set to 
65 bars in all wells. The maximum overpressure 
of about 17.5 bars at the shallowest well 4 thus 
is equal to about 80 % of the maximum allowa-
ble overpressure of 22 bars if the lower estimate 
of the minimum horizontal stress by Röckel and 
Lempp (2003) is used. If the upper pressure limit 
was to be calculated by using the average of the 
maximum pressure gradient of existing storages 
in Germany, the maximum overpressure would 
equate to 30 bars. Thus, the estimated upper BHP 
limit provides a conservative estimate. For the re-

maining wells the gradients would allow an even 
larger overpressure due to the greater depth of the 
uppermost connection in those wells. The lower 
BHP limit was set to 30 bars to provide sufficient 
overpressure for technical installations.  If the 
storage operation results in a violation of these 
limits in one of the wells, the injection / withdraw-
al rate applied in this well is automatically adjust-
ed so that the BHP limit is respected.
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Fig.  4.4 Evolution of the pressure change calculated based on the initial pressure distribution at the observation points at (a) 
500 m, (b) 1000 m, (c) 2500 m and (d) 5000 m along a transect perpendicular to the well gallery and intersecting with the centre 
well and pressure change calculated based on the individual baseline simulations for the same observation points at (e) 500 
m, (f ) 1000 m, (g) 2500 m and (h) 5000 m. All observation points are located at the central layer of the storage formation. The 
solid black line depicts the median of all realisations, the dark grey shaded area the interval spanning between the 25th and 75th 
percentiles, the light grey shaded area the interval spanning between the 5th and 95th percentiles. The dashed lines indicate the 
absolute minimum and maximum values
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mately the upper BHP limit of 65 bars is reached 
in all wells in every realization, resulting in an au-
tomatic reduction of the well flow rates. The pres-
sure continues to increase over the course of the 
initial filling stage of the simulation at the obser-
vation points (see Fig. 4.1 for observation point 
positions), with the signal at 500 m reaching a 
maximum of slightly less than 12.5 bars. 

With increasing distance to the injection points 
the overpressure signal is dampened considera-
bly (Fig. 4.4). Furthermore, the arrival time of the 
pressure signal at the observation wells in 2500 
and 5000 m is delayed, resulting in the maximum 
pressure being observed after the initial filling is 
completed and the first storage cycle well under 
way. The variability in the pressure signal from the 

5000 m

2 4 6 8 10-10 -8 -6 -4 -2 0

∆ Pressure [bar]

110 130 15050 70 90

Pressure [bar]

6th storage cycleInitial condition

Before extraction After extraction After refill

Fig.  4.5 Initial hydrostatic pressure distribution in the storage formation (left) and observed pressure change (right) during the 
sixth storage cycle in run #14.

25 realisations is more or less constant through-
out the first stage of the simulation with a range 
between the 5th and 95th percentiles of about 
±1.5 bars around the median at the observation 
points in 500 and 1000 m distance to the well gal-
lery and of about ±1 bar around the median at the 
distant observation points.

At a distance of 5000 m to the well gallery the 
median of the maximum pressure perturbation 
caused by the storage reaches 3.1 bars with the 
95th percentile being 2.6 bars and the 5th percentile 
being 3.8 bars. 

The injected gas accumulates in the top of 
the structure due to its lower density compared 
with the formation water (Fig. 4.6, 4.7). The gas 
phase composition exhibits a clear zonation as 

Tab.  4.3 Averaged results from the reservoir storage simulation for all six storage cycles (all values represent medians).

Cycle N2 in place
[×106 sm3]

H2 in place
[×106 sm3]

Max. continuous 
gas extraction rate

[×106 sm3 d-1]

Max. continuous 
power output

[MW]

Cum. H2 
produced
[×106 sm3]

Cum. power 
output
[MWh]

1 82.7549 21.7480 3.4667 78 13.6438 24104

2 66.9309 40.1481 3.5087 131 21.1357 37340

3 58.4265 51.9373 3.5984 169 24.3144 42955

4 52.6588 61.1223 3.7265 201 26.6927 47157

5 47.6881 70.4376 3.9083 225 28.0505 49556

6 43.7333 77.4331 4.0271 245 29.4465 52022
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the N2 is injected prior to the H2. While the N2 
is spread throughout the stored gas phase, reach-
ing up to 2 km from the injection wells in north-
ern direction, the H2 gas is concentrated around 
the injection wells (Fig. 4.6). The distribution of 
the gas phase saturations in lateral and vertical 
direction indicates the strong influence of the 
formation heterogeneity (Fig. 4.6, 4.7, 4.8). As re-
sult of the upper BHP limit being reached in all 
wells during the storage initialization, the me-
dian of the injected N2 is just 82.75 million sm3, 
with the median of the injected H2 volume being 
21.75 million sm3. This represents just about 42 % 
and 13 % of the intended injection volume of N2 
and H2. Consequently, less H2 gas than intended 
is available for extraction in the first storage cycle 
(Tab. 4.3). This clearly shows in the composition 
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Fig.  4.6 (a) Vertically averaged gas saturations and (b) vertically averaged molar fractions of H2 in gas after the storage initial-
ization and during the sixth storage cycle in run #14. 

of the gas phase in the storage prior to the first 
extraction period with the only significant H2 
fractions in gas being found in close proximity to 
the wells (Fig. 4.6)

The third stage of the simulation consists of the 
actual storage operation represented by six stor-
age cycles. The production of gas from the stor-
age formation results in sharp and pronounced 
pressure drops in and around the storage wells by 
more than 20 bars. This results in pressure levels 
more than 10 bars below the initial hydrostat-
ic levels, while local pockets of over pressurized 
fluid are persistent in some realisations over the 
course of the extraction periods (Fig. 4.5). The 
minimum theoretical pressure that can occur is 
again governed by the BHP limits of the storage 
wells and thus equates to 30 bars. 
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Δ Molar fraction H2 in gas [–]

2.5×10-12.5×10-22.5×10-32.5×10-42.5×10-5

Δ Gas saturation [–]
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Fig.  4.7 (a) Absolute gas saturations before the sixth production period and (b) change in gas saturation after the sixth storage 
cycle; (c) molar fractions of H2 in gas before the sixth production period and (d) change of the molar fractions of H2 in gas after 
the sixth production period (magnitudes) in the storage formation in run #14. The displayed formation is vertically exaggerated 
by a factor of 5. Each grid block is 50 by 50 m in lateral direction. 

The pressure change observed at the observa-
tion points 500 and 1000 m distant to the well gal-
lery during the first storage cycle from day 923 to 
930 exhibits a similar characteristic compared to 
the storage wells with the median pressure drop-
ping about 14 and 8 bars, respectively (Fig. 4.4). 
Consequently, the pressure at 500 m is already be-
low the initial hydrostatic pressure at the end of 
the extraction period while the observation well 
at 1000 m still shows a slight median overpressure 
of about 1.8 bars. The variability of the pressure 
change as determined by the spread between the 
5th and 95th percentiles around the median var-

ies but stays within ±2.7 bars at the observation 
point in 500 m distance, while the variability in 
1000 m distance is ±1.0 bar. The more distant ob-
servation points again show a delayed pressure 
response to the gas extraction and smaller ampli-
tudes (Fig. 4.4). The refill of the storage with H2 
from day 932 to 982, subsequent to the gas extrac-
tion, again results in a pressure increase in the vi-
cinity of the storage wells (Fig. 4.5). Even though 
the amplitude of the pressure increase is greater 
than during the initial fill, the maximum value of 
the median pressure observed is lower than the 
value reached during the storage initialization, as 
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the pressure level prior to the refill is lower than 
the initial pressure (Fig. 4.4). The rate of the pres-
sure change during the storage refill is lower than 
during the production phase because the gas flow 
rates applied at the wells and thus the gradient im-
posed on the system is considerably smaller. The 
variability in the pressure signal during the stor-
age refill periods is nearly identical with the var-
iability observed during the production phases. 
During the subsequent 30 day shut-in phase the 
pressure slowly declines towards the initial value 
in the injection wells (not shown). This behaviour 
is also visible at the observation points in 500 and 
1000 m with a pressure decrease of about 1 bar 
and 0.5 bars, respectively. Contrary to that a slight 
pressure increase resulting from the H2 refill can 
be observed at 2500 and 5000 m during this pe-
riod (Fig. 4.5). The subsequent pressure drop at 
1020 days is already a result of the second pro-
duction period. Thus, the pressure signal of the 30 
day shut-in period separating the storage cycles is 
not visible at the distant observation points as the 
strong pressure gradient imposed on the system 
during production outpaces it. The variability of 
the pressure signal during the shut-in period is 
similar to the refilling period. 

With increasing number of storage cycles, the 
pressure signal from the initial filling of the stor-
age dissipates slowly as a result of the constant 
pressure boundary conditions (Fig. 4.4). The max-
imum and minimum pressures observed during 
the storage cycles decrease as well while the var-
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Fig.  4.8 Vertically averaged gas saturations in the storage formation before the sixth production period in run #3 (a), #14 (b), 
#15 (c) and #19 (d).

iability of the pressure signal is more or less con-
stant throughout the simulation. 

While both gas injection and extraction are 
clearly visible in the pressure distribution, little to 
no visible differences are observable in the gas sat-
uration (Fig. 4.6, 4.7), indicating a relatively stable 
gas-water contact during the storage cycles. This 
shows, that the storage operation is mainly sup-
ported through gas expansion and compression 
and is therefore controlled by the gas compressi-
bility. This conclusion is further supported by the 
observed changes in gas density of around 20 % 
during each storage cycle. The total gas in place 
increases with the number of storage cycles as 
slightly more gas is injected than extracted dur-
ing each cycle (Tab. 4.3, Fig. 4.6). Nevertheless, 
the strong effect of the formation heterogeneity 
is persistent throughout the simulation with the 
distribution of the gas phase being highly varia-
ble between the individual realisations until the 
last storage cycle (Fig. 4.8). While few realisations 
show a relatively homogeneous gas phase distri-
bution (e.g. run #15, Fig. 4.8), most realisations 
display a more variable pattern. Well placement in 
a heterogeneous reservoir can thus result in indi-
vidual wells being more or less separated from the 
main storage (e.g. centre well 3 in run #3 & #19, 
Fig. 4.8). This well-known effect has to be checked 
for in the field during well testing.

The composition of the produced gas phase 
changes considerably during each extraction pe-
riod (Fig. 4.6, 4.8). As more H2 is injected than 
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extracted in each storage cycle, the H2 in place 
increases with the number of cycles (Fig. 4.6). 
While the absolute molar fractions of H2 in gas 
show high values at the top of the storage for-
mation (Fig. 4.8), the vertically averaged values 
are considerably lower in most of the storage site 
(Fig. 4.6). Thus, a density contrast driven vertical 
separation of the two gas components is occurring 
with H2 occupying the upper parts of the reservoir 
and N2 making up the gas phase in the lower parts 
of the storage formation.
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Fig.  4.9 (a) Total storage flow rate, (b) volume averaged molar H2 fraction in the produced gas phase per storage and (c) result-
ing H2 flow rate as well as equivalent power output for storage cycles 1, 3 and 6. The solid black line depicts the median of all 
realisations, the dark grey shaded area the interval spanning between the 25th and 75th percentiles, the light grey shaded area the 
interval spanning between the 5th and 95th percentiles. The dashed lines indicate the absolute minimum and maximum values. 

During the first extraction period, the lower 
BHP limit is reached in at least one well in almost 
every realization, resulting in reduced well flow 
rates and thus reduced gas extraction rates for the 
whole storage site (Tab. 4.3, Fig. 4.9). The median 
of the achieved gas flow rate is above 4 million 
sm3/d for most of the first extraction period, ulti-
mately dropping down to about 3.5 million sm3/d 
towards the end. The variability of the storage gas 
flow rate is large with the range between the 5th 
to 95th percentiles being about ±1.4 million sm3/d 
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4.4.4 Conclusions

The heterogeneous parameter distribution of the 
storage system affects the behaviour of the stor-
age on the short and on the long term. In the first 
two stages of the simulated storage operation (in-
itial fill with the cushion and working gases) the 
heterogeneity of the hydraulic parameters results 
in reduced injection rates as a consequence of 
the pressures in the injection wells reaching the 
specified upper BHP limit. Even if good injection 
properties of the reservoir are given, the volume of 
H2 that can be provided for the first storage cycle 
is lower than intended. This in part can be attrib-
uted to the injection of inert N2 in the first stage 
prior to the first H2 injection, resulting in already 
elevated pressures in the storage formation and 
thus reducing the amount of H2 that can be in-
jected in the second stage. Changing the injection 
pattern such that the N2 is injected at the side of 

around the median value. The composition of 
the gas phase in the storage formation and also 
in the produced gas changes considerably during 
each production period (Fig. 4.6, 4.8, 4.9). While 
the molar fraction of H2 in the produced gas 
phase initially is 0.8, fractions of about only 0.3 
are reached at the end of the extraction period 
(Fig. 4.9). The variability in the data stays more 
or less constant and within ±0.05 of the median. 
Consequently, the median of the achieved H2 flow 
rate drops considerably from initially 3.5 mil-
lion sm3/d to slightly less than 1.1 million sm3/d 
at the end of the production phase (Fig. 4.9). The 
power output from the storage site thus drops 
from initially about 260 MW to 78 MW over the 
course of the withdrawal period. The cumula-
tive H2 volume produced during the withdraw-
al is 13.64 million sm3, which corresponds to 
24 104 MWh (Tab. 4.3). Thus, the storage site is 
capable of supplying around 11 % of the required 
storage demand defined in this analysis. However, 
taking the median power output at the end of the 
production phase of 78 MW as an approximation 
of the potential continuous power output of the 
storage, the storage can only supply 5.7 % of the 
continuous power demand of 1356 MW specified 
in the scenario.

In the subsequent storage cycles the median of 
the achieved storage flow rates increases slightly 
with the lowest value obtained at the end of the 
last storage cycle being 4.0 million sm3/d (Fig. 4.9). 
With the exception of the last day of the third stor-
age cycle, the 95th percentile remains at the max-
imum value of 5.0 million sm3/d throughout the 
third and sixth storage cycle. Thus, the best 5 % of 
all simulation runs can sustain the envisaged ex-
traction rate of 1 million sm3/d/well from the third 
storage cycle onwards. The variability of the stor-
age flow data decreases slightly with the number 
of storage cycles. Compared with the first storage 
cycle, the median value of the molar H2 fraction in 
the produced gas and thus the H2 flow rate of the 
storage increases considerably in the later cycles 
with the median of being 3.32 million sm3/d at the 
end of the sixth cycle, corresponding to a power 
output of about 245 MW (Fig. 4.9). This means 
that the storage is capable of continuously deliv-
ering 18 % of the required power in this scenar-
io in the last storage cycles. The total withdrawn 
H2 volume corresponds to 52 022 MWh, which is 

nearly 23 % of the total demand specified in the 
scenario. The storage performance is greatly in-
creased compared to the first few storage cycles 
(Tab 4.3)

The variability of the H2 flow data is increased 
compared to the first cycle with the 5th to 95th per-
centiles ranging from 2.19 to 4.14 million sm3/d in 
the sixth production period, providing about 162 
and 305 MW, respectively. Thus, the minimum 
and maximum power output, which can be sus-
tained over the whole sixth production period, 
equates to 11.9 and 22.5 % of the required deliv-
ery rate of power. The variability in the data of 
the H2 flow rate is mainly due to the variability in 
the total gas flow rate as the data of the molar H2 
fractions in the produced gas shows only a small 
spread (Fig. 4.9). Thus, the storage performance 
strongly depends on the distribution of the gas 
saturation in the storage formation. An approx-
imately homogeneous gas phase distribution as 
e.g. observed in run #15 (Fig. 4.8) allow for high 
H2 gas flow rates and thus a power output twice 
as large as for a strongly varying as phase as i.e. 
in run #3 (Fig. 4.8). Thus, the performance of the 
storage site is mainly governed by the distribution 
of the H2 gas phase within the storage formation, 
which in turn depends strongly on formation het-
erogeneity.
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the structure purely for pressure mitigation after 
the initial filling with the H2 could potentially im-
prove the storage performance of the first cycles. 
The N2, however, is also acting as an inert barrier 
between the formation water and the H2 which 
could help minimizing chemical and microbial 
reactions. Other techniques such as additional 
shut-in periods during the storage initialization 
to reduce the formation pressure could also help 
increasing the H2 volume available prior to the 
first storage cycle. The relatively slow dissipation 
of the overpressure signal, however, requires long 
shut-ins during which the storage cannot be used. 
Starting the storage operation even if the perfor-
mance is sub-par in the first cycles does result in 
comparable or even better storage performances 
after the same timespan with the added benefit 
that the storage is, albeit on a smaller scale than 
intended, already in use. Alternatively, the over-
pressures can be actively mitigated by producing 
fluid from the storage formation. 

The heterogeneous distribution of the gas 
phase in combination with the varying compo-
sition results in reduced storage flow rates and 
N2 gas as impurity in the produced H2 gas. Fur-
thermore, the simulation of the storage operation 
clearly shows that the storage is not operating at 
its full potential in the first storage cycles, as the 
extracted H2 volume and thus the power output 
increases consistently with the number of com-
pleted storage cycles. The increase in storage per-
formance is due to the fact that more H2 is inject-
ed than extracted in each cycle. 

Even though the achieved H2 extraction rates 
increase with the number of completed cycles, 
the variability among the heterogeneous real-
isations stays more or less constant. This is due 
to the gas phase distribution being strongly spa-
tially heterogeneous throughout the whole sim-
ulation. Consequently, the explicit simulation of 
the storage initialization as opposed to defining 
an initial homogeneous gas phase distribution is 
very important in order to obtain valid storage 
flow rates later in the simulation. Monitoring of 
the gas phase distribution, e.g. by a combination 
of seismic and hydraulic methods as reported in 
Pfeiffer et al. (2016) or Benisch et al. (2015) could 
thus enhance the understanding of the storage 
formation and help with optimizing the storage 
operations.

As every simulation run exhibits a decrease in 
the H2 fraction in the produced gas in the week-
long production period and most simulation runs 
also show a reduction in storage flow rate, the 
H2 flow rate and thus the power output from the 
storage is not constant. Using the lowest value as 
a reference, it can be concluded that the simu-
lated storage site can supply a continuous power 
output of around 245 MW for one week when us-
ing five storage wells while peak performance can 
be as high as 363 MW. Thus, the storage is suffi-
cient to provide 18 % of the total delivery rate re-
quired in the defined scenario, which assumes no 
power production from renewable sources at all 
during the one week period. If favourable param-
eter distributions and thus homogeneous, high 
saturation gas phase distributions close to the 
wells prevail, the storage formation can supply 
up to 300 MW continuously, corresponding to 
about 22.5 % of the required rate. Increasing the 
power output requires more wells to be used as 
the storage performance is clearly limited by the 
achieved flow rates. Storage capacity is not lim-
iting, as the spill points of the structure are not 
yet reached by the injected gas, so that the stored 
gas volume could be increased easily. Dispersion 
effects, which are not included in this simulation 
via dispersivities but rather by explicitly repre-
senting formation heterogeneity, can be used to 
represent mixing processes during gas storage 
and may have considerable impact on the com-
ponent distribution in certain settings, as found 
by e.g. Feldmann et al. (2016). A site and model 
approach specific evaluation of these mixing ef-
fects should thus be conducted, which however 
requires site specific determination of dispersiv-
ities. In case of higher mixing than represented 
in this work, fractions of H2  in the produced gas 
may slightly decrease. 

The pressure response of the reservoir to the 
storage operation is far reaching with a pressure 
increase of about 3 bars being observed in dis-
tances of 5 km and the storage operation being 
visible in the recorded pressure signals. These 
signals could thus be used to monitor the storage 
site and the injection and extraction periods, as 
e.g. Benisch and Bauer (2013) did for CO2 stor-
age. Pressure changes in such distances from the 
storage wells caused by other usages, however, 
will most likely leave the storage operation unaf-
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4.5 Part II: Reservoir simulations using generalized 
 properties

Reservoir simulations using a heterogeneous en-
semble of properties, as presented in Chapter 4.4, 
can be used to obtain knowledge regarding the 
variability of the storage performance as well as 
any induced effects in cases where the exact pa-
rameter distribution is largely unknown. How-
ever, due to the large ensemble size required to 
obtain reliable results, such simulations are time 
intensive and require significant computational 
resources. While approximations of reservoir be-
haviour do exist for simple cases with many as-
sumptions, e.g. for estimating deliverability from 
storage wells (e.g. Katz et al. 1959), full scale res-
ervoir simulations are required for complex real 
world geometries of storage formations and stor-
age operations. To investigate effects of different 
storage simulation setups, i.e. varying well posi-
tions or injection/withdrawal rates, on the storage 
dimensions or induced effects, a generalised rock 
model can be useful as it reduces the number of re-
quired simulations. To begin, first several general-
ised rock models are created based on the param-
eter distributions of the heterogeneous ensemble. 
In a second step simulation results obtained with 
these rock models are compared to those of the 
heterogeneous simulations for identical storage 
setups. Based on the comparison, the effect of 
a new storage setup is tested with regard to the 
achievable storage performance and the induced 
hydraulic effects. Finally, the storage performance 
and the induced hydraulic effects of a large scale 
H2  storage operation, capable of supplying 100 
% of the defined storage demand, is investigated. 
Furthermore, potential mutual interactions be-
tween the large scale H2 storage operation and a 
use of the storage formation for brine disposal are 
investigated.

4.5.1 Generalized rock model & simulation setup

To obtain a set of effective parameters which 
yields equivalent results compared to the con-

With n denoting the sample size and ki and ti 
the permeability and thickness of layer i, respec-
tively. Such perfect systems in which rock layers 
are continuous and flow is either perfectly per-
pendicular or parallel rarely exist. Nevertheless, 
the arithmetic and harmonic averages do specify 
the upper and lower bound in which the effective 
permeability lies (e.g. Renard and de Marsily 1997; 
Ringrose and Bentley 2015). Similar to this, Card-
well and Parsons used an electric analogy to show 
that the equivalent permeability is bound by the 
arithmetic mean of the harmonic means of per-
meability parallel to the flow direction and the 
harmonic mean of the arithmetic means perpen-
dicular to the flow direction (Cardwell Jr. and Par-
sons 1945). Thus, assuming flow is in x direction:

For more complex rock and flow geometries 
the geometric mean (18) is often suggested as an 
approximation (e.g. Ringrose and Bentley 2015):

ducted heterogeneous simulations, the rock prop-
erties such as the intrinsic permeability, porosity 
and the multiphase-flow characteristics must be 
averaged. Several methods and schemes of differ-
ent complexity for calculating equivalent permea-
bility are available and have been discussed in the 
literature (e.g. Renard and de Marsily 1997). In a 
simple system, in which the fluid flow is parallel or 
perpendicular to homogeneous rock layers, a cor-
rect estimation of the effective permeability exists 
in the form of the arithmetic (15) or harmonic 
(16) average of permeability for the former and 
latter case, respectively (e.g. Ringrose and Bentley 
2015):

(15)

 

 =
∑ 

∑ 


       

 

 = ∑ ∑     (16)

 

  ≤ 		         

 ≤ 	     
(17)

 

 = ∑ ln /
          (18)

fected as the observed storage induced pressure 
change is already relatively low.
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For low variance, 3D-permeability distribu-
tions which have a low spatial correlation, i.e. the 
correlation lengths must be significantly smaller 
than the averaging volume (Ringrose and Bent-
ley 2015), Gutjahr et al. (1978) showed that the 
effective permeability can be expressed using the 
geometric mean of the permeability and the cor-
responding variance of the natural logarithm of 
permeability:

However, the assumption of a purely stochas-
tic permeability distribution with a low variance 
does not hold in the investigated scenarios as 
vertical and horizontal trends are used to obtain 
the heterogeneous parameter fields. The many 
choices of averaging schemes already imply that 
there is in fact no scheme which produces the 
correct effective permeability in all cases. Thus, 
instead of relying on one generalization scheme, 
10 schemes are used to obtain generalised rock 
models (Table 4.4). The simulation results ob-
tained with the different models are then com-
pared with the heterogeneous results described 
previously in Chapter 4.4. As the heterogeneous 
simulations display a layered structure within 
each formation (compare Fig. 4.3), the effect of 
anisotropy in permeability was tested in cases 3 

Tab.  4.4 Generalizing schemes for effective permeability tested in this analysis and corresponding permeability values.

# Methods used for 
averaging permeability

Permeability [mD]

Upper 
Rhaetian

Upper Shale
Middle Rhaetian

Main Sandstone 
Middle Rhaetian

Lower Shale 
Middle Rhaetian

Lower 
Rhaetian

1 kx,y,z = kx,y,z
arith 1.806 × 10 0 1.204 × 102 5.984 × 102 1.341 × 100 4.687 × 101

2 kx,y,z = kx,y
arith(kz

harm) 3.942 × 10-1 2.766 × 101 3.180 × 102 3.272 × 10-1 4.940 × 100

3
kx,y = kx,y

arith

kz = kx,y
arith(kz

harm)
1.806 × 10 0

3.942 × 10-1
1.204 × 102

2.756 × 101
5.984 × 102

3.180 × 102
1.341 × 100

3.272 × 10-1
4.687 × 101

4.940 × 100

4 kx,y,z = kx,y,z
geom 3.090 × 10-3 1.049 × 101 2.370 × 102 1.040 × 10-3 1.167 × 10-2

5 kx,y,z = kx,y
geom(kz

harm) 1.600 × 10-4 1.433 × 10-1 8.566 × 101 1.300 × 10-4 2.800 × 10-4

6 kx,y,z = kx,y
geom(kz

arith) 3.857 × 10-1 7.085 × 101 4.748 × 102 2.079 × 10-2 2.858 × 100

7
kx,y = kx,y

geom(kz
arith)

kz = kx,y
geom(kz

harm)
3.857 × 10-1

1.600 × 10-4
7.085 × 101

1.433 × 10-1
4.748 × 102

8.566 × 101
2.079 × 10-2

1.300 × 10-4
2.858 × 100

2.800 × 10-4

8 kx,y,z = kx,y
geom (1-σ2/6) 1.930 × 10-2 4.439 × 101 4.130 × 102 5.720 × 10-3 9.905 × 10-2

9 kx,y,z = kz
arith(ky

harm(kx
harm)) 9.960 ×10-3 3.651 × 100 2.603 × 101 4.000 × 10-5 3.400 × 10-4

10 kx,y,z = kx
harm(ky

arith(kz
arith)) 6.209 × 10-1 4.004 × 101 2.106 × 102 4.824 × 10-1 1.689 × 101

and 7 by assuming the permeability in z-direc-
tion being the arithmetic mean of the harmonic 
means. The reasoning for the harmonic mean is 
that a vertical movement of the gas is perpen-
dicular to the layered structure of the formations 
(also compare Chapter 4.3).  

Using the various averaging schemes results 
in differences in assumed effective permeability 
of several orders of magnitude for the same rock 
formation (Tab. 4.4). Low permeability zones can 
have significant impacts on the calculated effective 
permeability when using geometric or harmonic 
means. Thus, the magnitude of the variations in 
the effective permeabilities depends strongly on 
the degree of heterogeneity of the rock formation. 
Comparatively homogeneous formations such as 
the Main Sandstone of the Middle Rhaetian thus 
show smaller variations in the calculated effective 
permeabilities than e.g. the highly heterogeneous 
Lower Rhaetian. 

For the storage formation, the Main Sandstone 
of the Middle Rhaetian, the estimated effective 
permeabilities vary from just around 20 mD to 
nearly 600 mD depending on the selected averag-
ing scheme (Tab. 4.4). For the remaining rock for-
mations, the variability in the estimated effective 
permeability is larger with the differences being 
on the order of several magnitudes. 

Indifferent to the averaging scheme for perme-
ability, the porosity is always calculated using the 

 

 =  1 − 
          

  
(19)
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arithmetic mean of the porosity values in all 25 
heterogeneous simulations. Also, identical mul-
tiphase flow properties such as relative phase per-
meabilities and capillary pressures are used in all 
simulations. The multiphase flow properties are 
determined by calculating effective input param-
eters for the respective equations by Brooks and 
Corey (1946) for capillary pressure and Burton 

k r
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Lower Shale, Middle Rhaetian

Main Sandstone, Middle Rhaetian

Upper Shale, Middle Rhaetian

Upper Rhaetian

Formation

Fig.  4.10 Generalised (a) capillary pressure and (b) relative phase permeability curves of the individual formations which are 
obtained when using the parameters given in Tab. 4.5 in combination with the formations of Brooks and Corey (1946) for cap-
illary pressure and Burton et al. (2009) for relative phase permeability. The dashed lines depict the relative permeability curves 
the gas phase while the solid lines indicate the water relative permeability curves.

Tab.  4.5 Formation specific facies fractions based on the distributions of the heterogeneous ensemble and properties assigned to 
the individual formations in the generalised rock models.

Formation Porosity  
[–] Srw [–] krgmax [–] pd [bar]

Facies fractions

Shale Fine Sand Medium Sand Coarse Sand

Upper Rhaetian 0.126 0.5268 0.1193 9.6932 63.40 % 36.60 % 0.00 % 0.00 %

Upper Shale, 
Middle Rhaetian 0.280 0.4183 0.3696 1.6833 9.15 % 43.00 % 47.85 % 0.00 %

Main Sandstone,  
Middle Rhaetian 0.332 0.3469 0.6770 0.2146 0.10 % 17.85 % 28.77 % 53.28 %

Lower Shale, 
Middle Rhaetian 0.108 0.5457 0.0923 11.0644 72.86 % 27.14 % 0.00 % 0.00 %

Lower Rhaetian 0.154 0.5165 0.1711 8.8877 58.23 % 23.25 % 18.52 % 0.00 %

et al. (2009) for relative phase permeability by a 
weighted arithmetic mean, with the weights be-
ing the fractions with which the individual facies 
occurred in each formation (Tab. 4.5, Fig. 4.10). 
Albeit hydrodynamic dispersion is a factor contri-
bution to mixing processes, ECLIPSE cannot con-
sider gas in gas dispersion and thus this process is 
not represented in the simulations.
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4.5.2 Comparison of heterogeneous and homogeneous 
 simulation runs

Given the variety of available methods to estimate 
effective permeability, first the applicability of the 
individual methods for the given storage scenar-
io should be tested. This is done by comparing 
the results obtained in the various homogeneous 
simulation cases to those of the heterogeneous 
ensemble regarding the storage performance and 
the induced hydraulic effects. Based on this anal-
ysis, results obtained for homogeneous scenario 
simulations of e.g. different well setups can then 
be used to provide a first estimate the variabili-
ty of which can be expected due to the formation 
heterogeneity.

For the comparison of the heterogeneous and 
the homogenous simulations all simulation data 
apart from the hydraulic properties (Tab. 4.4, 
4.5) such as e.g. phase properties, well setup 
and boundary conditions are carried over from 
the heterogeneous scenario simulations de-
scribed in Chapter 4.4. Hence, the storage op-
eration consists of three phases. The simulation 
starts with the initial injection of N2 at a target 
rate of 55 625 sm3/d/well for 710 days, followed 
by the first H2 injection at 155 000 sm3/d/well 
for 210 days. These two first stages are followed 
by the storage operation comprising of 6 cycles 
with each cycle consisting of a withdrawal peri-
od of 1 week followed by an injection phase of 
50 days and a shut-in period of 30 days. The tar-
get well flow rate for the withdrawal is and the 
injection periods are 1 000 000 sm3/d/well and 
150 000 sm3/d/well, respectively. Assuming ideal 
conditions, i.e. all the withdrawn gas is H2, the 
volume of gas produced per storage cycle should 
be 35 million sm3, which equates to about 27 % of 
the weekly demand defined if the efficiency of the 
re-electrification is 60 % (see Chapter 4.2). Dur-
ing injection phases the pressure in the storage 
wells is limited to 65 bars. The lower BHP limit 
is set to 30 bars. The simulations are carried out 
using the Eclipse E300 reservoir simulator (©  
Schlumberger).

Induced hydraulic effects

The homogeneous simulations exhibit the same 
effect of small scale pressure changes because of 

the different endpoints of the capillary pressure 
curves of the individual formations as the heter-
ogeneous simulations (compare Chapter 4.4.3). 
However, larger pressure differences of up to 
nearly 1 bar are present in the baseline simulations 
when using the various homogeneous parameter 
distributions. Thus, all pressure perturbations 
shown in the following are calculated using refer-
ence pressures obtained with the individual base-
line simulations instead of relying on the initial 
pressure distribution calculated by ECLIPSE. 

Identical to the simulations using the hetero-
geneous parameter distributions, the injection of 
the N2 and the H2 in the first two stages of the 
storage formation results in a pronounced pres-
sure increase in the storage formation as the water 
is displaced by gas (Fig. 4.11, 4.12). The maximum 
overpressure in the storage formation is about 20 
bars above the initial pressure, being bound by 
the upper BHP limit assigned to the storage wells. 
During the storage initialization phase the upper 
BHP limits are reached in all wells, independent of 
the estimation of permeability (not shown). As a 
direct result the well flow rates are reduced. Con-
sequently, the overpressure signals close to the 
injection site do not vary significantly among the 
simulations during the initial injection until 920 
days. Apart from the very low permeability cases, 
all simulations show overpressures in the interval 
spanning from the 95th percentile to the median 
up to 1000 m from the injection wells during the 
initial injection (Fig. 4.11  a,b). Only the simula-
tions of lower permeability values, i.e. when per-
meability is estimated by the method of Cardwell 
Jr. and Parsons (1945) or by an geometric average 
of the harmonic mean, show an even lower pres-
sure increase (not shown). 

With increasing distance to the well gallery, the 
overpressure signal is dampened and delayed so 
that the maximum pressure changes at 2500 m 
and 5000 m are observed after the initial filling of 
the storage site is completed. Again, the pressure 
signals in most simulations are within the interval 
spanning from the 95th percentile to the median 
of the heterogeneous ensemble during the first 
920 days (Fig. 4.11 c,d). In the far field of the stor-
age wells the median pressure signal of the initial 
gas injection is reasonably well matched when the 
effective permeability is estimated using a simple 
arithmetic mean. 
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Fig.  4.11 Evolution of reservoir pressures at observation points at (a) 500 m, (b) 1000 m, (c) 2500 m and (d) 5000 m along a 
transect perpendicular to the well gallery (compare Fig. 4.1). The grey shaded area marks the interval spanning between the 5th 
and 95th percentile of the heterogeneous ensemble. The curves for the lower and upper bound as defined by Cardwell Jr. and Par-
sons (1945) follow the same trend as the curves of obtained using the geometric mean (solid green) and the geometric mean of the 
vertical harmonic mean (short dashed green), but at even lower pressure levels and are thus omitted for easier visual distinction. 

The low permeability simulations, e.g. when 
using a geometric average, the pressure pertur-
bations are significantly dampened, resulting only 
slight overpressures which are persistent until the 
end of the simulation. The heterogeneous ensem-
ble and the higher permeability homogeneous 
cases show a decline in the overpressure in the far 
field during the storage operation following the 
maximum pressure increase after the storage in-
itialization. 

During the storage operation, the variation in 
the pressure signals obtained in the different ho-
mogeneous simulations differs significantly, espe-

cially during the withdrawal periods (Fig. 4.11 a,b). 
This is because the duration of the withdrawal 
periods is short, resulting in only slight pressure 
changes in the low permeability simulations. Us-
ing a simple arithmetic mean to estimate permea-
bility provide the best fit to the median of the het-
erogeneous ensemble during withdrawal periods 
in the near and the far field of the storage wells. 
During injection phases, estimating the effec-
tive permeability by the method of Gutjahr et al. 
(1978) provides the better fit to the median of the 
heterogeneous ensemble (Fig. 4.11 a,b; solid blue 
line). 
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With increasing permeability of the individual 
simulation, the overpressures dissipate quicker 
(Fig. 4.11 c,d). Nevertheless, the predicted over-
pressure at the end of the sixth storage cycle is 
similar for most cases with the difference being 
less than 0.5 bars in 5000 m while being close to 
the 95th percentile of the heterogeneous ensemble 
(Fig. 4.11 d). However, the overpressures caused 
by the storage operation are on the order of about 
2 bars and thus not in itself not high compared to 
the absolute pressures being around 150 bars and 
more.

Thus, the tested homogeneous simulation cases 
can only serve as lower estimate of the overpres-
sure persistent at the end of the storage operation. 
The maximum pressure increase in the far field 
can, however, be adequately represented in the 
given scenario when permeability is estimated by 
a simple arithmetic average. The magnitude of the 
induced pressure changes in the near field of the 
storage site are governed by the applied BHP lim-
its and thus not directly affected by the formation 
permeability in the tested scenario. The extent of 
the space in which higher overpressures can be 
expected is, however, dependent on the formation 
permeability.

While the pressure response of the storage op-
eration is still visible in the simulation based on 
the method of Gutjahr et al. (1978) and conse-
quently also the higher permeability simulations, 

the lower permeability simulations do not show a 
clear response and thus do not allow for a distinc-
tion of the current storage operation based on the 
pressure signal. 

Regarding the distribution of the overpressure 
neither methods results in a very good representa-
tion of the median of the heterogeneous ensemble 
(Fig. 4.12). Nevertheless, the simulations in which 
permeability is estimated by an arithmetic mean, 
by the geometric mean of the vertical arithmetic 
means or by the method of Gutjahr et al. (1978) 
provide the best fit for the presented simulations 
(Fig. 4.12 b,c,d). In the low permeability simula-
tions, e.g. when using a geometric mean of the 
vertical harmonic means or the method of Card-
well Jr. and Parsons (1945) the extent of the pres-
sure perturbation is underestimated (Fig. 4.12 e). 

For the given storage setup, the absolute mag-
nitude of the induced pressure perturbations in 
the near field of the storage site is governed by 
the defined BHP limits and thus little affected by 
the permeability. However, the propagation of the 
pressure signal is affected by formation permea-
bility so that the space in which high pressure dif-
ferences occur varies. Compared to the median 
of the heterogeneous ensemble the overpressure 
distribution in the near field of the storage site 
is reasonably well matched in the homogeneous 
simulations in which permeability is either es-
timated by a simple arithmetic mean or the ge-

Pressure [bar]
151413121110987654321

(e)(d)(c)(b)(a)

5000 m

Fig.  4.12 Comparison of the (a) average overpressure of the heterogeneous ensemble with the overpressure signals obtained with 
generalised rock models (b) using the geometric average of the arithmetic average of permeability [kx,y,z = kx,y

geom(kz
arith)], (c)  using 

the arithmetic average [kx,y,z = kx,y,z
arith], (d) using the method proposed by Gutjahr et al. (1978) [kx,y,z = kx,y

geom (1-σ2/6)] and (e) 
using the geometric mean [kx,y,z = kx,y,z

geom] prior to the sixth storage cycle at 1362 days.
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during the storage initialization phases, result-
ing in more than 90 million sm3 of N2 and nearly 
26 million sm³ of H2 being injected (Fig. 4.15a,b). 
These injection volumes are close to the 5th per-
centile interval of the heterogeneous ensemble. 
The lower interval limit, taken as the 95th percen-
tile, is well matched in the simulation cases which 
use the geometric mean of the vertical arithme-
tic means with about 68 million sm3 of N2 and 19 
million sm3 of H2 being in place prior to the first 
storage cycle at 920 days (Fig. 4.15 a,b). Assuming 
an anisotropy in permeability does not change the 
results significantly. The remaining simulation 
cases show reduced gas volumes in place which 
are not within the range of the variability of the 
heterogeneous simulations. 

Even though the discrepancies between the 
different simulations are getting smaller with the 
number of storage cycles, the overall trend re-
mains unchanged with the simulations in which 
permeability is estimated by an arithmetic mean 
providing a good estimate of the 5th percentile of 
the heterogeneous ensemble (Fig. 4.15 a,b). The 
95th percentile is again well matched in the simula-
tions in which the geometric mean of the vertical 
arithmetic means is used to estimate the effective 
permeability. No estimation technique results in 
a good match to the median of the heterogeneous 
ensemble.

The general trend storage flow rates achieved in 
the heterogeneous ensemble is not matched well 
in any of the tested homogeneous simulations, 
showing a tendency to more pronounced drops 
in the achieved flow rates toward the end of the 
withdrawal periods (Fig. 4.16a). This is due part-
ly to the results of the heterogeneous simulations 
being the average of several runs which are hence 
already smoothed. Nevertheless, the high perme-
ability simulations, e.g. when an arithmetic aver-
age or a geometric average of the vertical arith-
metic averages is used, provide the closest fits the 
results of the heterogeneous ensemble. Regarding 
the sustainable storage flow rate, that is the low-
est rate achieved during a withdrawal cycle, the 
simulations in which permeability is estimated by 
a simple arithmetic average provide a good fit to 
the 5th percentile of the heterogeneous ensemble 
during the later storage cycles. The simulations in 
which permeability is estimated by the geomet-
ric mean of the vertical arithmetic averages show 

The storage performance is greatly affected by 
the injectivity of the storage formation, which 
depends on the reservoir properties such as the 
permeability and the formation thickness (e.g. 
Plaat 2009). For formations with lower injectivi-
ty higher injections pressures are required to in-
ject the same volume of fluid per time at a given 
number of wells compared to a formation with a 
higher injectivity. Given the maximum pressure is 
constrained by the applied BHP limits, less gas is 
injected in simulations in which the storage for-
mation has only a low permeability. Consequent-
ly, less gas is available for withdrawal from the 
first cycle onwards (Fig. 4.15). In the simulations 
in which permeability is estimated by a simple 
arithmetic mean high injection rates are achieved 

Storage performance

ometric average of the vertical arithmetic means. 
In the far field the induced pressure perturbations 
are slightly underestimated in all homogeneous 
simulation cases compared to the median of the 
heterogeneous ensemble towards the end of the 
storage operation. However, the magnitude of the 
induced overpressure in the far field is reasona-
bly well approximated in the simulation in which 
the effective permeability is estimated by a simple 
arithmetic average. 

The injected gas accumulates at the top of the 
structure as it is more buoyant than the denser 
formation water with the extent of the gas phase 
in the different homogeneous simulations varying 
depending on the injected gas volumes (Fig. 4.13). 
The extent of the gas phase in the heterogeneous 
ensemble is best matched by the simulation in 
which a simple arithmetic mean is used (compare 
Fig. 4.13 a and c). Thus, the reach of directly in-
duced hydraulic effects by the gas injection is best 
estimated by the simulation using a simple arith-
metic mean. The H2 is concentrated around the 
storage wells at the end of the storage initializa-
tion phase at 920 days, with again the simulations 
using an arithmetic mean provide the best fit to 
the heterogeneous ensemble (Fig. 4.14). The over-
all behaviour of the storage site is identical to the 
previously discussed heterogeneous simulations 
with the withdrawal of the gas being mainly sup-
ported by the compressibility of the gas phase with 
only little water movement (compare Fig. 4.7). 
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storage flow rates comparable to the 95th percen-
tile. Thus, simulations using these two averaging 
schemes provide a good upper and lower estimate 
of the storage flow rates achieved in the heteroge-
neous ensemble.  

The H2 fractions in the produced gas volume 
vary significantly over the course of the first stor-
age cycle in each simulation, with the discrepan-
cies among the simulations being relatively small 
(Fig. 4.16b). Initially values of around 80 to 90 % 

are achieved in all cases, which is slightly more 
than the median of the heterogeneous ensemble. 

The H2 flow rate, being the product of the stor-
age flow rate and the H2 fraction in the produced 
gas, follows the trend of the storage flow rates 
with the rates decreasing over the course of the 
withdrawal periods (Fig. 4.16c). With the num-
ber of storage cycles the overall performance in 
terms of achieved storage flow rates as well as H2 
fractions, and with that also the H2 flow rate, in-

Gas saturation [–]
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Fig.  4.13 Comparison of the (a) average of the gas saturation of the heterogeneous ensemble with the saturation distributions 
in the storage formation obtained with generalised rock models (b) using the geometric average of the arithmetic average of per-
meability [kx,y,z = kx,y

geom(kz
arith)], (c)  using the arithmetic average [kx,y,z = kx,y,z

arith], (d) using the method proposed by Gutjahr et 
al. (1978) [kx,y,z = kx,y

geom (1-σ2/6)] and (e) using the geometric mean [kx,y,z = kx,y,z
geom] prior to the sixth storage cycle at 1362 days.

2000 m
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Fig.  4.14 Comparison of the (a) average of the H2 fraction in gas in the heterogeneous ensemble with the distributions obtained 
with generalised rock models (b) using the geometric average of the arithmetic average of permeability [kx,y,z = kx,y

geom(kz
arith)], (c)  

using the arithmetic average [kx,y,z = kx,y,z
arith], (d) using the method proposed by Gutjahr et al. (1978) [kx,y,z = kx,y

geom (1-σ2/6)] and 
(e) using the geometric mean [kx,y,z = kx,y,z

geom] prior to the sixth storage cycle at 1362 days.
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crease as more H2 is available in the storage for-
mation prior to the production periods (compare 
Fig. 4.15). In case of the simulations in which the 
permeability is estimated by an arithmetic mean, 
the H2 volume in place increases nearly three-
fold, from the initial 26 million sm3 to about 76 
million sm3, prior to the sixth storage cycle. Be-
cause of the variability in the H2 fractions being 
minuscule among the homogeneous simulations, 
the simulations in which permeability is esti-
mated using an arithmetic mean again provide 
a reasonable estimate of the 5th percentile of the 
heterogeneous ensemble towards the later stor-
age cycles with the H2 flow rate being about 3.8 
million sm3/d, which corresponds to roughly 280 
MW (Fig. 4.16c). The 95th percentile is again well 
matched by the simulations in which permeability 
is estimated by the geometric mean of the vertical 
arithmetic means, with an H2 flow rate of 2.2 to 
2.4 million sm3/d. These flow rates translate to a 
power output of 170 to 180 MW. Even though the 
amount of H2 in place also increases significantly 
in the remaining simulations, the achieved values 
are below the 95th percentile and thus do not pro-
vide a good fit.

Fig.  4.15 Volume of (a) N2 and (b) H2 in place in the storage formation prior to the individual storage cycles. The grey shaded 
area marks the interval spanning from the 5th to 95th percentile in the heterogeneous simulations results. The data points of the 
simulations using the method of Cardwell Jr. and Parsons (1945) are omitted.
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With the H2 flow rate increasing with the 
storage cycles (Fig. 4.16), also the H2 volume 
withdrawn and thus the cumulative power out-
put from the storage site increases in each cycle 
(Fig. 4.17). In the simulation in which the effective 
permeability is estimated by an arithmetic mean 
a total of about 31 million sm3 of H2 is produced 
in the last storage cycle, corresponding to about 
55 000 MWh, which is 24 % of the total storage 
demand outlined in Chapter 4.2. Once more this 
simulation provides results close to that of the 5th 
percentile of the heterogeneous ensemble. Con-
trary to the other metrics, the 95th percentile of 
the heterogeneous ensemble is not well matched 
by any of the homogeneous simulations.

The comparison of the different homogeneous 
simulations with the results of the heterogeneous 
ensemble shows that none of the tested averaging 
methods yields a parameter distribution which 
adequately represent the median of the heteroge-
neous ensemble regarding storage performance. 
However, using an arithmetic mean to estimate 
the effective permeability yields simulations re-
sults which are in a good agreement with the 5th 
percentile of the heterogeneous ensemble storage 
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Fig.  4.16 Evolution of (a) the storage flow rate, (b) the H2 fraction in the produced gas and (c) the resulting H2 flow rate and the 
power output from the storage in the first, third and sixth storage cycle. The curves for the lower and upper bound as defined by 
Cardwell Jr. and Parsons (1945) are omitted. They follow a similar trend as the curves obtained when using the geometric mean 
of the vertical harmonic mean (short dashed green). In addition to the median of the heterogeneous ensemble, the interval span-
ning the 5th and 95th percentile is indicated by the grey shaded area.

or H2 flow rates. Thus, data on the storage perfor-
mance obtained with this parameter distribution 
can be interpreted as the upper bound to the var-
iability which must be expected when consider-
ing variability in the distribution of the reservoir 
properties as in the presented heterogeneous en-

semble. Comparably, the lower bound to the var-
iability of most storage performance metrics can 
be estimated by a simulation in which the geomet-
ric average of the vertical arithmetic averages of 
permeability is used, as the results are in good 
agreement with the 95th percentile of the hetero-
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4.5.3 Improved storage setup 

kx,y,z=kx,y,z
arith

kx,y,z=kx,y
arith(kz

harm)

kx,y=kx,y,z
arith |kz=kx,y

arith(kz
harm)

kx,y,z=kx,y,z
geom

kx,y,z=kx,y
geom(kz

arith)

kx,y,z=kx,y
geom(kz

harm)

kx,y=kx,y
geom(kz

arith) |kz=kx,y
geom(kz

harm)

kx,y,z=kx,y,z
geom * (1-σ2/6)

kheterogeneous- median

Storage cycle

30

25

20

15

10

5

35

0

25

20

15

10

5

0

60

50

40

30

20

10

0

%
 o

f t
ot

al
 s

to
ra

ge
 re

qu
ire

m
en

t

E
qu

iv
al

en
t e

ne
rg

y 
[G

W
h]

W
ith

dr
aw

n 
H

2 v
ol

um
e 

[1
06 

sm
3 ]

54321 6

Fig.  4.17 H2 volume withdrawn in each storage cycle, equivalent amount of energy provided by the storage site and correspond-
ing fraction of the defined storage demand (see Chapter 4.2). The data points of the simulations using the method of Cardwell Jr. 
and Parsons (1945) are omitted.

The results of the heterogeneous and the homo-
geneous simulations deviate from the targets de-
fined in the simulation setup (see Chapter 4.4.2) 
and the storage scenario (see Chapter 4.2). While 
the latter is in part a result of the simulation setup, 
i.e. the number of wells and the target rates used 
in this first analysis, the former is a result of the 
simulation storage setup being inadequate for the 
given storage structure. For example, the storage 
flow rate and the H2 fraction in the produced gas 
varies greatly during the first storage cycle in the 
heterogeneous ensemble and the homogeneous 
simulations (Fig. 4.16). Besides being inconsist-
ent with time, also the volume of H2 withdrawn 
and thus the storage capacity of the site is lower 
than the target of 35 million sm3 being on aver-
age only about 13.5 million sm3 in the first storage 
cycle of the heterogeneous simulations (Fig. 4.17). 
With more gas in place the storage performance 
increases, both in terms of flow rates as well as 
H2 fraction in gas (Fig. 4.15, 4.16, 4.17). However, 
even in the last storage cycle after 1365 days about 
29 million sm3 of H2 are retrieved from the stor-

age site on average, which corresponds to slightly 
more than 52 000 MWh and thus about 23 % of 
the total storage demand as defined in the scenario 
(Fig. 4.17, also compare Chapter 4.2). In addition 
to the lower storage capacity, the sustainable out-
put, as taken by the lower endpoint of the H2 flow 
rate, differs drastically from the maximum power 
output at the beginning of each withdrawal phase 
(Fig. 4.16c). Taking the median of the sustainable 
power output from the storage of all heterogene-
ous simulations during the sixth storage cycle of 
about 250 MW (compare Fig. 4.9c or 4.16.c), the 
storage capacity is around 42 000 MWh, which 
is only about 18.5 % of the total storage demand. 
Hence, the first step to increase the storage per-
formance is to obtain a better consistency in both 
the achieved well flow rates and the H2 fraction 
in the withdrawn gas. For this, a new simulation 
setup is required as the current storage site is rate 
limited.

Simulation model

As it is obvious from the simulation results shown 
in Chapter 4.4.3 and 4.5.2, the volume of H2 in 
place in the storage formation is not sufficient at 
the beginning of the storage operation. Increasing 
the well flow rates during the injection phases, in-
cluding the initial filling of the storage formation, 

geneous ensemble. Including an anisotropy does 
not significantly affect the simulation results.
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is not possible as the wells already operate at the 
maximum BHP during injection. To increase the 
amount of gas available for the storage operation, 
either the initial filling of the storage site can be 
prolonged considerably or the rates applied dur-
ing the individual storage cycles can be increased 
stepwise from low rates in the beginning to the 
target rate of 1 000 000 sm3/d/well at the end. The 
latter approach should allow for a greater injec-
tion rates due to the pressure reduction caused 
by the individual withdrawal phases. Using this 
scheme the storage is gradually increased in size, 
providing at least some usable storage capacity 
early in the build-up phase, while the former op-
tion would result in considerable time required 
before the storage can be used.

Consequently, a new storage setup is developed, 
in which the first production cycle is already after 
642 days compared to the 920 days of the previous-
ly used setup (Fig. 4.18). The number of wells, their 
position and the associated properties such as BHP 
limits are carried over from the previous storage 
setup. The overall schematics of an initial N2 in-
jection to displace the formation water around the 
wells followed by a first H2 injection are also kept. 

The N2 is injected at a rate of 15 000 sm3/d/well 
for 365 days. After a shut-in period of 60 days, H2 
is injected at a rate of 25 000 sm3/d/well for 210 
days. Following a short shut-in period of 7 days 
the storage operation starts, consisting of 12 stor-
age cycles in total. Instead of applying the final 
target withdrawal rate in all cycles, the applied 
rate is increased over the course of 11 storage 
cycles from initially 20 % (200 000 sm3/d/well) to 
80 % of the designated value (800 000 sm3/d/well) 
in 10 % increments. From there onwards the flow 
rate is increased in 5 % increments until the final 
target withdrawal rate of 1 000 000 sm3/d/well is 
reached. While the length of the withdrawal phas-
es are kept constant at 7 days, the duration of the 
storage refill subsequent to the withdrawal are in-
creased to 60 days. Shut-in phases of 7 days and 30 
days are following the individual withdrawal and 
injection phases, respectively. The injection rates 
are increased stepwise as well, from 58 333 sm3/d/
well in the first storage cycle to the final target 
rate of 122 500 sm3/d/well in the fourth (Fig. 4.18). 
Doing so results in considerably more gas being 
injected compared to what is withdrawn at the be-
ginning of the storage operation. Under ideal con-
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Simulation results

The injection of the gas results in a pressure in-
crease in the near and far field of the storage forma-
tion (Fig. 4.19). As expected, the pressure increase 
near the injection wells is slightly reduced com-
pared to the previously discussed simulation setup 
with the maximum overpressure during the initial 
filling of the storage being about 10.5 bars in the 
high permeability simulation and 11.5 bars in the 
low permeability simulation (Fig. 4.19a, compare 
Fig. 4.11a). The pressure response due to the gas 
withdrawal and re-injection in the first two storage 
cycles from 642 to 850 days are nearly identical for 
both simulations. However, with increasing num-
ber of storage cycles the pressure fluctuations near 
the storage wells in the high permeability simula-
tion are lower than in the low permeability simula-
tion as the formation is providing less resistance to 
pressure propagation. Consequently the overpres-
sure in the far field is greater in case of the higher 
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Fig.  4.19 Pressure response at observation points (a) 500 m 
and (b) 5000 m from the well gallery. For the location of the 
observation points see Fig. 4.1.

ditions the volume H2 in place prior to the first 
full rate cycle should be about 145 million sm3. 
The target injection volume of N2 is 27.4 million 
sm3. Thus, about 24 % of the total H2 in place is 
produced during withdrawal when the storage site 
operates at its full capacity with the target with-
drawal rate being 1 000 000 sm3/d/well.

The simulation setup is tested for two homoge-
neous parameter distributions to approximate the 
variability of the simulation results which must 
be expected due to uncertainties in the distribu-
tion of the reservoir properties (see Chapter 4.4). 
The hydraulic properties used for the simulations 
are chosen based on the comparison presented in 
Chapter 4.5.2. For the given scenario, estimating 

the effective permeability by an arithmetic average 
of the heterogeneous permeabilities (Table 4.4, #1) 
provided simulation results in good agreement to 
the 5th percentile of the heterogeneous ensemble 
regarding storage performance metrics. Compa-
rably, the 95th percentile of the heterogeneous en-
semble is reasonably well matched by simulations 
in which the effective permeability is calculated 
using a geometric average of the vertical arithme-
tic averages of the heterogeneous permeabilities 
(Table 4.4, #6). From herein the two simulation 
cases are referred to as the low and high permea-
bility simulation, with the storage formation hav-
ing a permeability of 598 mD in the latter and 475 
mD in the former case.

While the selected homogeneous rock mod-
els can provide a reasonable estimate of metrics 
linked to the storage performance, the persistent 
overpressure in the far field of the storage towards 
the end of the simulation will most likely be slight-
ly underestimated (compare Fig. 4.11c,d). Never-
theless, based on the comparison on the small-
scale model, it can be assumed that the maximum 
pressure perturbation in the far field is represent-
ed adequately in the high permeability simulation 
case. The remaining simulation setup is identical 
to that described previously (see Chapter 4.4.2 
and 4.5.1).
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permeability simulation, being slightly more than 
2.2 bars compared to about 2 bars in the lower 
permeability simulation  (Fig. 4.19b). The overall 
pressure increase in the far field is comparable to 
the pressure perturbation seen in the previously 
presented simulations (compare Fig. 4.11d). A key 
difference is that due to the early start of the stor-
age operation during which the storage is still de-
veloped, the maximum pressure increase in the far 
field does not coincide with the initial filling of the 
storage. In case of the high permeability simulation 
maximum pressure increase is reached around the 
fifth storage cycle while the low permeability sim-
ulation shows the largest pressure increase around 
the fourth cycle (Fig. 4.19b). 

The spatial distribution of the pressure pertur-
bations is qualitatively identical to the previous 
simulations and thus omitted at this point (com-
pare Fig. 4.12b,c).

The distribution of the gas phase also shows a 
close resemblance with the previous simulations 
models. However, the fraction of N2 in the total 
gas in place is lower in this setup, with around 
27.4 million sm3 being injected in both simula-
tion cases (Fig. 4.20; Fig. 4.21). This also shows in 
the distribution of the gas components within the 
storage formation with the highest N2 fractions at 
the bottom and towards the northern and south-
ern outskirts of the gas phase (Fig. 4.20).  The vol-
ume of H2 available for withdrawal prior to the 
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Fig.  4.20 Distribution of (a) the gas saturation and (c) the molar fraction of H2 in gas prior to the 11th storage cycle at 1683 days 
in the low permeability simulation case. Changes observed for (b) the gas saturation and (d) the H2 fraction after the withdrawal. 
Each grid block is 50 by 50 m. The vertical dimension is exaggerated by a factor of 3.
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first storage cycle differs between both simula-
tions being in the range of 23 to 26.3 million sm3. 
Thus, while the target H2 volume is successfully 
injected in the high permeability case prior to the 
first storage cycle, only about 87 % of the target 
volume of 26.3 million sm3 are injected in the low 
permeability case.

Despite slightly less gas being in place in the 
low permeability simulation, the storage flow 
rates achieved during the first withdrawal pe-
riod are identical in both simulations and con-
sistent throughout the whole production phase, 
with the storage flow rate being 1 000 000 sm3/d 
(Fig. 4.22a). The fraction of H2 in the withdrawn 
gas differs with time and between the simulation 
cases (Fig. 4.22b). In case of the high permeabili-
ty simulation the H2 fraction in the withdrawn gas 
reaches a minimum of about 89 % in the first cy-
cle, while the low permeability simulation shows 
a slightly smaller minimum value of 81 %. Never-
theless, both values are well above those obtained 
with the previous simulation setup in which frac-
tions of about 30 % are achieved. The resulting H2 
flow rate also varies slightly with time as well as 
between the simulation cases (Fig. 4.22c). The re-
spective minimum H2 flow rates are 880 000 sm3/d 
and 810 000 sm3/d for the high and low permeabil-
ity simulation, which corresponds to a power out-
put of about 65 MW and 60 MW. The withdrawn 
H2 volume in the first storage cycle corresponds to 
about 11 MWh and 12 MWh for the low and high 
permeability simulation, respectively (Fig. 4.23).
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Fig.  4.21 N2 and H2 in place in the individual storage cycles 
prior to withdrawal in the individual storage cycles.

In the subsequent storage cycles the volume of 
gas in place increases with ultimately 112 million 
sm³ H2 being available in the storage formation 
prior to the first withdrawal at the final target rate 
(cycle #11) after 1689 days in case of the high per-
meability simulation (Fig. 4.21). This is about 20 % 
more than in the low permeability simulation in 
which 96 million sm3 of H2 are in place at the same 
point in time. Thus, the variability in gas in place 
between the low and high permeability simulation 
cases increases with the number of completed 
storage cycles. 

The differences in the achieved storage flow 
rates are relative small during the first four cy-
cles until which only very little reductions in the 
flow rates can be observed (Fig. 4.22a). However, 
from the fifth cycle onwards (1065 days) the stor-
age flow rates of the simulations vary increasingly 
during the individual withdrawal phases, follow-
ing the same trend as the previously discussed 
homogeneous simulations (Fig. 4.16a). The high 
permeability simulation shows only a small de-
crease in the storage flow towards the end of the 
simulation with the minimum flow rate being 4.77 
million sm3/d in the 11th storage cycle. Compared 
with this, the storage flow rate achieved in the 
low permeability simulation shows a more pro-
nounced decrease with the minimum rate being 
just 3.47 million sm3/d.

Nevertheless, the sustainable storage flow rates 
are still greater than those during the last storage 
cycle in using the previous simulation setup, which 
were 2.99 and 4.68 million sm3/d for the low and 
high permeability simulation respectively (com-
pare Fig. 4.16a). As more H2 is injected than with-
drawn in each storage cycle, the fraction of H2 in 
the produced gas phase becomes more uniform 
with the number of storage cycles completed, with 
the values being constantly above 90 % from the 
eighth cycle onwards, showing a near linear de-
crease (Fig. 4.22b). Compared with the previous 
simulation setup the purity of the produced gas is 
thus higher and more stable (compare Fig. 4.16b). 

The H2 flow rates differ between the two simu-
lation cases, primarily because of the differences 
in the storage flow rates (Fig. 4.22c). The sustain-
able power output from the storage during the 
first full-scale withdraw is in the range of 238 to 
331 MW depending on the formation permeabil-
ity. In the second full-scale storage cycle the sus-
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Fig.  4.22 (a) Storage flow rate, (b) H2 content in produced gas and (c) resulting H2 flow rate and power output in all storage 
cycles. Crosses indicate the maximum value observed during the respective storage cycle with the rectangles representing the 
minimum values.
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4.5.4 Large-scale H2 storage and combined use of a   
 storage site

The storage setup used in the scenario simula-
tions presented in the previous chapters included 
5 vertical storage wells with a screen length of at 
least 12 m (compare Chapter 4.4.2), which were 
operated at a target withdrawal rate of 1 000 000 
sm3/d/well. Thus, under ideal conditions the stor-

age would suffice to provide 35 million sm3 of H2 
during the week-long shortage period defined 
in the storage scenario (Chapter 4.2). With the 
assumption of a 60 % efficiency in the re-elec-
trification, this volume corresponds to about 
61 833 MWh, which is only about 27 % of the 
total storage demand in the defined scenario. To 
cover for the complete shortage in power pro-
duction, a total of 228 113 MWh must be provid-
ed, which corresponds to a H2 volume of slightly 
more than 129 million sm3. The required average 
load during the week-long production period is 
thus 1356 MW.

To supply a greater volume of gas in a given 
period of the time, either the target flow rates 
and/or number of wells used in the storage have 
to be increased. Either way, the volume of gas in 
place in the storage formation would have to be 
increased accordingly. At the investigated site 
this is possible as the spill points of the structure 
are not yet reached by the injected gas. While the 
storage rates applied in the previously used setup 
are already high and comparable to the high pro-
ductivity wells used in conventional gas storages 
(Bary et al. 2002; IGU/WOC 2006), the number 
of active storage wells in this example is on the 
lower end compared to existing storages (see also 
Chapter 2.2). Furthermore, the well flow rates 
during injection and withdrawal already result in 
the BHP limits being reach in most storage wells, 
which results in an automatic reduction of the 
rates. Thus, at the given structure increasing the 
power output from the storage is best done us-
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Fig.  4.23 H2 volume withdrawn and 
equivalent energy provided by the storage 
site in each storage cycle when using the 
improved storage setup. 

tainable power output increases to 259 MW and 
335 MW, respectively. Thus, using the improved 
storage setup, the low permeability simulation, 
which provides a good fit to the 95th percentile of 
the homogeneous ensemble in the previous setup, 
surpasses the median of the ensemble (250 MW) 
during the last storage cycle (compare Fig. 4.16c). 
The storage site can therefore supply around 19 to 
25 % of the average power demand of 1356 MW 
defined in this study. 

The H2 volume withdrawn per cycle storage ca-
pacity follows the same trend as e.g. the storage 
flow rate with the differences between the two sim-
ulations increasing slightly with time (Fig. 4.23). At 
the final storage capacity, H2 equivalent to around 
57 000 to 60 000 MWh are withdrawn from the 
storage formation during the week-long produc-
tion period depending on the permeability of the 
storage formation. Thus, the simulated storage 
site is capable of supplying about 25 % to 26 % of 
the total storage demand in energy defined in this 
study.
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Simulation model and storage setup

To accommodate the larger storage operation, 
the previously used structural model of the anti-
cline is increased in size (Fig. 4.24). This requires 
knowledge of the distribution of the Rhaetian, be-
ing once more the designated storage formation, 
beyond the model domain as defined in the un-
derlying regional model of Hese (2012). Without 
the aid of additional on-site data, the depth data 
of the Rhaetian is calculated based on the distri-
bution of the overlying caprocks as given in the 
large scale structural model by Hese (2012) and 
the residual thickness of the Rhaetian given in 
Baldschuhn et al. (2001). Subsequently, the Upper 
Rhaetian, the Upper Shale of the Middle Rhae-
tian, the Main Sandstone of the Middle Rhaetian, 
the Lower Shale of the Middle Rhaetian and the 
Lower Rhaetian are included in the model based 
on facies descriptions given by Gaupp (1991) and 
Hese (2011, 2012). A high and low permeability 

Fig.  4.24 Extended structural model created for the large scale H2 storage simulation. The model is based on the previously 
described structural model (see Fig. 4.1). The grey colour indicates the underlying bedrock and thus represents areas in which 
the Rhaetian is not present. 
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ing more storage wells rather than increasing the 
flow rates applied per well. 

To get an adequate representation of the pres-
sure perturbation caused by the enlarged storage 
operation, a larger simulation model is necessary 
and thus constructed. This model is also used to 
simulate the effect of a combined usage scenario, 
demonstrated by a brine injection at the western 
flank of the structure, opposite to the H2  gas stor-
age site. Brine or waste water originating from 
conventional hydrocarbon exploration (Clark et 
al. 2005) or the leaching of salt caverns (Zemke 
et al. 2005) is commonly injected into saline for-
mations. Depending on the injected fluid volume, 
such an injection can result in a large scale pres-
sure perturbation as well as trigger brine move-
ment in adjacent formations if suitable pathways 
are available (Delfs et al. 2016). The pressure 
perturbation caused by the water injection may 
impair a nearby storage operation by overlapping 
pressure signals.
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homogeneous rock model are used to evaluate the 
storage performance and the extent and magni-
tude of the induced hydraulic effects. Consistent 
with the previous chapter, the effective permea-
bility in the low permeability simulation is esti-
mated using the geometric mean of the vertical 
arithmetic means of the heterogeneous ensemble 
discussed in Chapter 4.4. The permeability of the 
high permeability simulation is estimated using a 
simple arithmetic mean of the heterogeneous per-
meability distributions. 

The dimensions of the created simulation mod-
el are about 41 km by 48 km in lateral direction. 
The discretization of the simulation model is 50 m 
to 1000 m in the lateral directions and 0.2 to more 
than 15 m vertically with a constant number of 
layers in each formation. The Rhaetian deposits 
strike out towards the west, the south and the 
south east of the model domain (Fig. 4.24). The ex-
tent of the Rhaetian beyond the model domain is 
included by applying a pore volume multiplier and 
a permeability reduction factor, being the recipro-
cal of the pore volume multiplier, to the boundary 
elements of the simulation grid. The lateral ex-
tent of the Rhaetian towards the north increases 
from 3.5 km in the western part to 16 km in the 
eastern part of the northern boundary, while the 
extent towards the east is estimated to be at least 
10 km. The southern and western model bounda-
ries already include gaps in the distribution of the 
Rhaetian. The extent of the Rhaetian towards the 
south is estimated at 8 km, 10 km and 3.5 km in 
the three sections, from east to west, in which the 
Rhaetian reaches the model boundary. Towards 
the west the extent of the Rhaetian is set to 12 km. 
Identical to the previous simulations, the sealing 
formations above and below the storage forma-
tion are assumed tight against N2 and H2 and are 

thus excluded from the simulation for the sake of 
minimizing the computational effort.

The storage operation is carried out using 11 
horizontal wells located at the eastern half of the 
anticline (Fig. 4.24, 4.27). The screen length of 
all wells ranges from about 300 m to 425 m de-
pending on the orientation in the simulation grid. 
Compared to horizontal wells deployed in the oil 
and gas industry this is relatively short (Nurmi et 
al. 1996). The individual well trajectories are along 
the centre layer of the Main Sandstone of the Mid-
dle Rhaetian. By using the horizontal wells, the 
well positioning is more flexible because the min-
imum horizontal thickness of 12 m as required in 
the simulations using the vertical wells can be ne-
glected. 

Due to the strong difference in the depth of 
the wells, the maximum allowable overpressures 
(upper BHP limits) were calculated individually 
for each well. For this the lower estimate of the 
minimum horizontal stress gradient of 15 MPa/
km for the sediments above the Zechstein salts 
of the North German Basin (Röckel and Lempp 
2003) is used in combination with a safety factor 
0.9, similar to what is used in other studies (e.g. 
Thibeau et al. 2014). At the shallowest well 10, 
the resulting upper BHP limit is 62.6 bars, which 
is slightly lower than what is used in the previous 
study. In contrast, the deepest wells being 1 to 3 at 
the north end of the storage, allow a higher BHP 
of about 70.1, 71.9 and 73.7 bars. The lower BHP 
limit, being governed in part by the surface instal-
lations, was set 30 bars and is thus identical to the 
previous simulations using vertical wells. 

The setup for the large scale H2 storage sim-
ulations is similar to the optimized simulation 
setup presented in the previous chapter with the 
well flow rates being increased stepwise over the 

Tab.  4.6 Data of the horizontal wells used in the large-scale H2 storage simulation.

Well

1 2 3 4 5 6 7 8 9 10 11
Reference
depth [m] 546.11 532.34 518.96 510.06 505.64 502.39 489.35 474.63 467.26 463.58 482.54

Maximum 
BHP [bars] 73.70 71.90 70.10 68.90 68.30 67.80 66.10 64.10 63.10 62.60 65.10

Minimum 
BHP [bars] 30.00 30.00 30.00 30.00 30.00 30.00 30.00 30.00 30.00 30.00 30.00
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course of 15 storage cycles until the storage is at 
its final capacity (Fig. 4.25).

Each storage cycle consists of a withdrawal peri-
od of 7 days and an injection period of 60 days. In 
between the withdrawal and the injection period a 
short shut-in of 7 days is included. Subsequent to 
the replenishment of the storage with H2, anoth-
er shut-in period of 30 days is included before the 
next storage cycle. Prior to the first cycle the stor-
age is initialized by an N2 injection at 15 000 sm3/d/
well for 548 days, a short shut-in period of 60 days 
and an H2 injection at 15 000 sm3/d/well for 274 
days (Fig. 4.25). Following this, the target with-
drawal rates for the first storage cycle from 889 
to 903 days are set to 46 114 sm3/d/well, with the 
injection rates being 32 280 sm3/d/well. In this cy-
cle the storage can thus only provide a maximum 
of about 3.55 million sm3 of H2, corresponding to 
about 6273 MWh. The storage capacity in the first 
cycle is therefore less than 5 % of the total storage 
requirement defined in Chapter 4.2. In the sub-
sequent 14 storage cycles the applied well flow 
rates are increased until the final target rate of 
1 844 577 sm3/d/well is applied in the 16th storage 
cycle after 2449 days of operation. Assuming pure 
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Fig.  4.25 Target injection and withdrawal rates for N2 and H2 as well as target storage capacity in the large-scale storage simu-
lation with time. Negative well flow rates indicate withdrawal phases with positive values representing injection phases 

H2 is withdrawn and all wells operate at the target 
rate, the power output from the storage should 
equate to 1494 MW, which is 110 % of the average 
power demand defined in this study.  Thus, at full 
capacity, the storage site should be able to provide 
H2 equivalent to around 251 000 MWh (Fig. 4.25).

The underlying scenario of the combined usage 
scenario is an injection of waste water originat-
ing from a cavern being leached, potentially for a 
short-term gas storage. The dimensioning of the 
waste water injection is loosely based on the leach-
ing rate and time which were required to con-
struct the Huntorf compressed air energy storage 
(e.g. Crotogino et al. 2001; Bary et al. 2002). The 
Huntorf caverns have a volume of about 300 000 
m3 and were constructed over a period of slightly 
more than 3 years (Leith 2001). The time required 
to leach a salt cavern depends on the solubility of 
the salt and the volume of the cavern, with the re-
quired fresh water volume being typically 7 to 8 
times that of the salt volume (Leith 2001; Bary et 
al. 2002). 

The waste water is injected into the Main Sand-
stone of the Middle Rhaetian at the opposite site 
of the anticline used for the porous media hH2  
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Simulation results of the large-scale H2 storage operation

Identical to the previous homogeneous simula-
tions all pressure changes are evaluated relative 
to a baseline simulation to account for numer-
ical inaccuracies in the automatic equilibration 
of ECLIPSE due to the different endpoints of the 
capillary pressure curves. 

The overall behaviour of the large-scale storage 
is comparable to that of the smaller H2 storage  
with the optimized simulation setup (see Chap-
ter 4.5.3). Again, the maximum overpressure is 
governed by the upper BHP limit, resulting in 
the maximum pressure increase being less than 
20 bars. Compared to the smaller scale storage 
simulations, the area of a noteworthy pressure 
increase of more than 5 bars is larger due to the 
increased number of storage wells and the asso-
ciated storage volume (Fig. 4.26a, c). At a distance 
of 500 m the maximum overpressure during the 
storage initialization phase is just under 10 bars 
in the low permeability simulation, while about 
8.5 bars are reached in the high permeability 
simulation (Fig. 4.27a). However, the differences 
between the two simulations regarding the over-
pressure are negligible after three storage cycles 
with about 10 bars being reached in both simula-
tions. At 5000 m from the storage wells towards 
the eastern boundary of the model domain, the 
pressure signals of both simulations are much the 
same during the N2 injection phase up to 548 days 
(Fig. 4.27b). Minor differences towards the end of 
the N2 injection and a stronger pressure decline 
during the shut-in period following the N2 injec-

storage site. Two vertical wells are used for the 
water injection located at depths of 2073 and 
2319 m, respectively (Fig. 4.26). The BHP limits of 
the injection wells are determined using the same 
reasoning as for the storage wells, resulting in the 
pressure limits being 278.7 bars for the north-
er injection well and 311.7 bars for the southern 
well. The water injection starts at 890 days and 
thus after the first injection of N2 and H2 is com-
pleted. Over the course of the next 11 storage cy-
cles, spanning 1144 days, the injection rate is kept 
constant at 1218 sm3/d/well. The total volume of 
water injected is 2 786 784 sm3, which is about 
9 times the volume of the Huntorf caverns and 
therefore slightly more than what would regularly 
be injected to dispose of waste water originating 
from leaching similar sized cavers.

∆ Pressure [bar]
5.04.03.02.01.00.0-1.0-2.0-3.0-4.0-5.0

(c)(b)(a)

10 km

Fig.  4.26 Pressure change in the storage formation in the low permeability simulation compared to the baseline pressure (a) be-
fore the 16th storage cycle at 2440 days, (b) after the gas withdrawal at 2458 days and (c) after the re-injection of H2 at 2526 days. 
The storage wells are depicted as black circles, the blue diamonds indicate the water injection wells used in the combined usage 
scenario. The black cross depicts the observation point at which pressure differences are compared between the storage scenarios.
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Fig.  4.27 Evolution of the pressure change at observation 
points (a) 500 m, (b), 5000 m and (c) 9950 m from the well gal-
lery for both simulations of the large-scale storage operation. 

tion result in a somewhat lower overpressure in 
the high permeability simulation compared to 
the low permeability case. However, the pressure 
perturbations are about 2.5 and 2.2 bars and thus 
bear a close resemblance relative to the absolute 
pressure at the given observation point, which is 
more than 150 bars. 

With increasing distance, the discrepancies 
between the simulations are marginal with both 
simulations showing an overpressure of about 0.9 
bars at 9950 m at the end of the first H2 injection 
after 882 days (Fig. 4.27c). The pressure perturba-
tions caused by the storage operation are similar in 
the magnitude, albeit larger due to the increased 
volume of gas in the storage formation when com-
pared with the smaller H2 storage simulation. 

The withdrawal of the gas during the produc-
tion phases results in a significant pressure re-
duction in the near field of the storage (Fig. 4.26b, 
4.26a). This results in a pressure zonation with the 
lowest pressures close the storage wells followed 
by a zone of overpressure, which reduces in mag-
nitude with increasing distance to the storage 
(Fig. 4.26b). During the first couple of storage cy-
cles, the minimum pressure observed during the 
withdrawal phases 500 m from the well gallery 
still shows an overpressure (Fig. 4.27a). However, 
at the end of the sixth production period at 1517 
days, the pressure at this observation point is low-
er than the hydrostatic pressure by about 0.5 bars 
in case of the low permeability simulation. It takes 
until the end of the seventh storage cycle for the 
pressure to be below the hydrostatic pressure in 
the high permeability simulation. 

The overpressures during the refilling phases 
of the storage operation are more or less constant 
throughout the simulation time, showing only a 
slight decrease of about 1 bar compared to the 
maximum value at 500 m (Fig. 4.27a). The mini-
mum pressures observed during the withdrawal 
phases decrease with each storage cycle, ultimate-
ly reaching about -14 bars in both simulations, 
due to the increasing well flow rates (Fig. 4.27a).

At 5000 m from the storage wells the pressure 
signals observed in the two simulations are quite 
similar, clearly showing the individual storage 
cycles (Fig. 4.27b). Over the course of the sim-
ulation, the pressure levels in the far field of the 
storage decrease (Fig. 4.26c, 4.26b, c). However, 
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a slight overpressure of about 1 to 1.5 bars, de-
pending on the current storage phase, is persis-
tent at the end of the simulation at 2761 days. At 
greater distances of 9950 m the storage cycles 
can still be recognized in the pressure signals of 
the simulations, however the differences between 
injection and withdrawal are minuscule being 
less 0.01 bars (Fig. 4.27c). Pressure differences of 
such small magnitudes can be difficult to detect 
at field sites. Both simulations predict the same 
overpressure of about 1 bar at the end of the in-
dividual storage simulations. During the storage 
operation, the region of overpressures of more 
than 1 bar decreases in size as the pressure signal 
of the initial injection slowly dissipates (compare 
Fig. 4.26a and c).

The injected gas accumulates in the top of the 
structure, with the comparatively large volume of 
H2 in the storage formation resulting in an evenly 
distribution of H2 of more than 90 % throughout 
the main parts of the storage (Fig. 4.28a,c). Thus, 
the comparatively low volume of N2 injected is 
not sufficient to act as a barrier between the H2 
and the formation water in this case. The even-
ly distribution of the N2 can also be accounted 
to mixing processes during the storage opera-
tion, which might be lower in a heterogeneous 
reservoir. The total gas in place is not sufficient 
to completely support the storage operation 
through the compressibility of the gas. While the 
gas saturations at the depth layer of the storage 
wells only decrease slightly during the withdrawal 
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Gas saturation [–]
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Fig.  4.28 (a) Absolute gas saturation and (c) H2 content in the gas in the centre layer of the Main Sandstone of the Middle 
Rhaetian prior to the 16th storage cycle in the low permeability simulation case and difference in (b) gas saturation and (d) H2 
fraction before and after the withdrawal.
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(Fig. 4.28b), the gas-water contact at the bottom 
of the storage moves several m (not shown). Such 
cyclic displacement of formation water with gas 
and vice versa can result in increased gas trap-
ping due to hysteresis which could negatively 
impact the storage performance. This process is 
not represented in this scenario. The storage op-
eration is visible in the H2 fraction in gas, with 
changes of less than 20 % at the fringes of the gas 
phase (Fig. 4.28d). The overall lateral extent of the 
gas phase is about 7 km by 750 m (Fig. 4.28 a).

The volume of N2 injected at the beginning of 
the storage operation does not show a great var-
iability with about 83 to 90 million sm3 of N2 be-
ing in place at the end of the storage initialization 
phase, depending on the formation permeability 
(Fig. 4.29). The volume of H2 in place prior to the 
first storage cycle is 42 million sm3 and 45 mil-
lion sm3 for the low and high permeability case, 
respectively. During the first nine storage cycles 
the storage flow rates are nearly identical in both 
simulations, with the individual target flow rates 
of the various storage cycles being reached most 
of the time (Fig. 4.30a). The gas volume in place 
is therefore sufficient to support the target rates 
independent on the formation permeability. The 
maximum H2 fraction in the produced gas during 
the first cycle is just 90 % with values of around 
76 % and 78 % towards the end of the withdraw-
al period in the low and high permeability case, 
respectively (Fig. 4.30b). However, the volume of 
produced gas in the first cycle is about 3.55 mil-
lion sm3 (compare Fig. 4.25), which is consider-
ably less than the total volume of H2 in place in 
either simulation case (Fig. 4.29). Thus, it can be 
assumed that the distribution of the H2 within in 
the formation is not ideal at the beginning of the 
storage operation. The resulting H2 flow rates are 
in the range of about 456 000 sm3/d to 390 000 
sm3/d in the low permeability case (Fig. 4.30c). In 
the high permeability simulation the H2 flow rates 
decrease from initially 460 000 to 380 000 sm3/d.

In the next storage cycle, the target storage flow 
rates are almost perfectly matched (Fig. 4.30a). 
However, the H2 fractions in the withdrawn 
gas reach maximum values of just around 80 %, 
which once more results in reduced H2 flow rates 
(Fig. 4.30b,c). In the subsequent storage cycles the 
storage performance increases with higher and 
more consistent H2 fractions in the withdrawn gas 
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Fig.  4.29 N2 and H2 in place during the individual storage 
cycles for both simulations, representing the variability which 
can be expected due to formation heterogeneity.

throughout each cycle (Fig. 4.30b). This is a result 
of the volume of H2 in the storage increasing with 
time as more H2 is injected in each storage cycle 
during the build-up (Fig. 4.29). However, the dis-
crepancies between the low and high permeabil-
ity simulation increase as well. Furthermore, the 
volume of N2 in place decreases significantly due 
to the high fractions of N2 in the withdrawn gas 
(Fig. 4.29). From the 10th storage cycle onwards 
the storage flow rates start to decrease towards 
the end of the individual withdrawal periods in 
each cycle (Fig. 4.30a). The gas in place is insuf-
ficient to the support the envisaged target rates 
from this point onwards. 

During the 16th storage cycle, being the first cycle 
at the final target rate of 1 844 577 sm3/d/well, the 
minimum storage flow rate in the low permeabil-
ity simulation is just 9.85 million sm3/d, while the 
maximum flow rate is about 20.29 million sm3/d 
(Fig. 4.30a). The trend of the storage flow rates is 
comparable to the previously presented homoge-
neous simulations (compare Fig. 4.16a). The H2 
fractions in the produced gas are close to 100 % 
with the minimum value being 94 % (Fig. 4.30b). 
As a consequence of these two metrics the H2 
flow rate varies from about 20 million sm3/d at the 
beginning to 9.47 million sm3/d at the end of the 
withdrawal period of the 16th storage cycle in the 
low permeability simulation (Fig. 4.30c). Thus, the 
sustainable power output, taken as the lowest val-
ue obtained in this withdrawal period, is 697 MW. 
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The high permeability simulation shows an im-
proved performance with the storage flow rate 
remaining more stable over the course of the 
same withdrawal period, varying from 20.29 to 
16.06 million sm3/d (Fig. 4.30a). This transfers di-
rectly to the achieved H2 flow rates as the H2 frac-
tions are in general high and do not show a strong 
variability, being more or less identical to the low 
permeability simulation (Fig. 4.30b). Hence, the 
lowest H2 flow rate achieved in the first full scale 
storage cycle in the high permeability simulation 
case is 15.56 million sm3/d, corresponding to a 
sustainable power output of around 1138 MW 
(Fig. 4.30c). In the high permeability simulation 
the storage can thus provide nearly twice as much 
power at the end of the 16th storage cycle than the 
low permeability simulation. Nevertheless, the 
sustainable power output from the storage site 
falls short of the target power output defined as 
1356 MW in either case. The sustainable power 
output from the storage site can only cover for 51 
to 84 % of the specified demand. This trend con-
tinues in the following storage cycles as the sus-
tainable H2 flow rates remain relatively constant 
level in either simulation, with the storage being 
capable of supplying 744 to 1147 MW, which is 
about 55 to 85 % of the defined power demand 
(Fig. 4.30c).

The H2 volume withdrawn from the storage 
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Fig.  4.31 H2 volume withdrawn and equivalent energy provided by the storage site in each storage cycle.

site during the first 11 cycles and thus the stor-
age capacity is strikingly alike in both simula-
tions, showing next to no influence of the reser-
voir permeability (Fig. 4.31). From the 12th cycle 
onwards the volume of H2 withdrawn in each 
cycles starts to differ with about 116 million sm3 
and 132 million sm3 of H2 being withdrawn in 
the 16th storage cycle in the low and high perme-
ability case, respectively. Given the conversion 
factors assumed in this work, the equivalent en-
ergy output from the storage site is in the range 
of 204 952 to 232 860 MWh. The storage site is 
thus capable of delivering about 102 % of the de-
fined total storage demand in energy (see Chap-
ter 4.2) when a favourable reservoir permeability 
is given. In case of a less optimal reservoir per-
meability the storage site can provide about 90 % 
of the defined total demand in energy with this 
simulation setup (Fig. 4.31). These values differ 
dramatically in their magnitude and variability 
compared the fractions of the power demand 
which the storage site can provide for, indicat-
ing a rapid decrease in the storage flow rates to-
wards the end of the withdrawal periods given 
that the H2 fractions do not vary much (compare 
Fig. 4.30a,b). Like the power output, the amount 
of energy withdrawn from the storage remains 
relatively constant during the following storage 
cycles (compare Fig. 4.30, 4.31).
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Simulation results of the combined usage scenario

The overall simulation setup of the combined us-
age scenario is not altered from the previously 
described scenario, except for the addition of two 
injection wells at the opposing site of the anticline 
(Fig. 4.26, 4.32). For that reason, the storage per-
formance and behaviour are only discussed briefly. 

As a result of the water injection starting at 
890 days and continuing for 1144 days, the pres-
sure on the western side of the anticline increas-
es (Fig. 4.32). The initial formation pressure at 
the northern and southern injection well is about 
205 bars and 228 bars, respectively. Over the course 
of the injection the pressure in both wells increases 
by about 7 bars, which is also the maximum pres-
sure change observed in the western flank of the 
storage formation (not shown). With increasing 
distance to the injection wells the overpressure 
dissipates (Fig. 4.32). The pressure propagation is 
greatest towards the north and south as a result of 
the western model boundary being de-facto closed 
due to the erosion of the Rhaetian formations. 

The overpressure envelopes of the water injec-
tion at the western flank and the storage operation 
at the eastern flank of the structure overlap north 

of the theoretical apex of the structure (Fig. 4.32). 
At an observation point which is about 2 km form 
the northern end of the H2 storage site and about 
8.5 km from the northern water injection well 
(see Fig. 4.32, 4.25), the initial filling of the storage 
site in the first 890 days is visible in the pressure 
signal, with the pressure increasing compared to 
the baseline simulation by around 1.9 to 2.3 bars 
(Fig. 4.33 solid lines). During the storage oper-
ation, the pressure increases further, reaching a 
maximum value of about 3.5 bars independent 
of the permeability of the formation at around 
1400 days. From there onwards the pressure lev-
els decrease slowly with the pressure fluctuating 
between about -1 bar and +2.5 bars at the end of 
the simulation at 2762 days. The water injection 
has only a very little effect on the pressure signal 
at this observation point with the differences be-
tween the cases with simultaneous water injec-
tion and those without being less than 0.8 bars 
throughout (Fig. 4.33 dashed lines). 

The storage flow rates and the H2 fractions in the 
produced gas are more or less the same as in the 
simulation without the additional water injection. 
The beginning of the 12th storage cycle coincides 
with the end of the water injection at 2034 days. 

∆ Pressure [bar]
2.01.91.81.71.61.51.41.31.21.11.00.90.80.70.60.5

(c)(b)(a)

10 km

Fig.  4.32 Pressure difference between the simulation with and without water injection on the opposing anticline flank using the 
lower permeability estimate (a) prior to the water injection at 890 days, (b) after the water injection of 2 786 784 m3 at 2034 days 
and (c) at 2526 days after the re-injection of H2 in the 16th storage cycle. The black circles depict the location of the gas storage 
wells, the blue diamonds the location of the waste water injection wells. The observation point at which the differences in pressure 
is analysed is shown by the black circled-cross. 
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At this time the pressure perturbation caused by 
the injection is largest (compare Fig. 4.33), how-
ever, the average storage flow rates differ by only 
0.02 % in case of the low permeability simulations 
and are identical in the high permeability simula-
tions. In terms of the storage capacity, the results 
obtained in the combined usage scenario are in the 
range of 139 175 to 142 157 MWh, depending on 
the assumed permeability and thus the distribu-
tion of the reservoir properties. Compared to the 
single usage scenario, in which the storage capac-
ity is in the range of 139 245 to 142 189 MWh, the 
combined usage of the storage structure results in 
a decrease of the storage capacity by about 0.05 %. 
The power output from the storage site is decreas-
ing about 0.1 % and thus equally negligible. 

In the final storage cycle storage cycle, the up-
per estimate of the storage capacity in the com-
bined usage scenario is 232 820 MWh and thus 
490 MWh below that of the single usage scenar-
io. The lower estimate of the storage capacity is 
209 723 MWh of energy, which is 690 MWh be-
low the lower estimate in the single usage scenar-
io. Given these small reductions, the storage site 
can still provide around 90 to 102 % of the total 
energy demand defined in this study. The sustain-
able power output from the storage site is in the 

range of 733 to 1139 MW, which is 54 to 84 % of 
the power demand defined in this study. Thus, the 
combined use of the storage structure results in 
a reduction in the sustainable power output from 
the storage of about 1 %.

Clearly, the different uses of the storage forma-
tion simulated in this scenario do not affect each 
other. The additional overpressure caused by the 
water injection of less than 1 bar in 2 km from 
the H2 storage is not enough to affect the stor-
age performance. Nevertheless, if good reservoir 
properties such as high formation permeabilities 
are available, the pressure signals of the individ-
ual uses are reaching farther and thus result in 
stronger mutual interactions. Also, more severe 
interactions can be expected when the water in-
jection rate is increased or the injection is pro-
longed. In simulations in which formation heter-
ogeneity is explicitly included, the orientation of 
the geological structures and thus the distribution 
of the properties may also effect the severity of the 
mutual interactions. Nevertheless, the presented 
simulations show that effects of a combined use of 
a single geological structure can be analysed using 
such numerical scenario simulations.

4.5.5 Conclusions

The storage schedule considered in the heteroge-
neous scenario simulations results in the storage 
performance being initially poor as a result of in-
sufficient gas being in place. This is due to the up-
per BHP limits being reached in all wells during 
the initial gas injection, resulting in a reduction 
in flow rates. Because of the low volume of gas in 
place, the storage flow rate and the H2 fraction in 
the withdrawn gas vary greatly over the course of 
the withdrawal periods. 

For a quick assessment of potential strategies to 
increase the storage performance homogeneous 
scenario simulations can be used given they are 
adequately representing the behaviour of the het-
erogeneous ensemble. For the heterogeneous rock 
model used in this analysis a set of homogeneous 
parameter distributions is found which can serve 
as an estimate of the variability that must be ex-
pected due to the variability in the heterogeneous 
parameter distribution. 
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Fig.  4.33 Pressure differences in the low and high permeabili-
ty simulations at the observation point north of the H2 storage 
site due to the storage operation (solid lines). The dashed lines 
depict the differences between the pressure signals obtained in 
the single usage scenario and the combined scenario. For posi-
tions of the observation points and the individual wells please 
refer to Fig. 4.26 and 4.31.
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It is found that employing a storage setup in 
which the storage capacity is increased step-
wise, using the intermediate withdrawal periods 
for overpressure mitigation, results in increased 
storage flow rates and higher H2 fractions in the 
withdrawn gas in each individual storage cycle. In 
direct comparison with the previously used stor-
age setup, the new scheme results in the storage 
site being already partially usable after around 
642 days. At the final capacity, which is reached af-
ter about 1777 days, the storage site can provide a 
sustainable H2 flow rate corresponding to a power 
output of 259 to 335 MW for one week, depending 
on the reservoir properties. The sustainable power 
output from the storage is thus equivalent to about 
19 to 25 % of the average power demand as defined 
in this study. The volume of H2 withdrawn during 
the week-long production phase corresponds to 
about 57 200 to 60 000 MWh of energy, which is 
around 25 to 26 % of the total storage demand in 
energy defined in this study. The differences in the 
relative storage performance (fractions of power 
and energy demand supplied by the storage site) 
are due to storage flow rate decreasing quickly to-
wards the end of the individual withdrawal periods. 
Thus, the power output from the storage site drops 
considerably towards the end of the withdrawal. In 
addition to providing some useful storage capacity 
early into the development, the H2 fraction in the 
gas is more consistent throughout the individual 
storage cycles when the optimized setup is used. 
This allows for an easier planning and operation of 
the power plant connected to the storage. 

As the spill points of the structure are not yet 
reached, the storage performance can be further 
increased by adding storage wells and raising the 
well flow rates, which requires increasing the vol-
ume of gas in place. Using 11 horizontal storage 
wells the storage is then capable of delivering 
about 119 to 133 million sm3 of H2, corresponding 
to a storage capacity of 210 413 to 234 310 MWh. 
With that storage capacity, this site alone can sup-
ply about 102 % of the electricity demand of the 
state of Schleswig-Holstein in one week if good 
reservoir conditions prevail. If slightly less fa-
vourable reservoir permeabilities are given, the 
storage is still capable of supplying around 90 % 
of the demand. The sustainable H2 flow rate dur-
ing this withdrawal cycle is in the range of 10.1 to 
15.6 million sm3/d, which corresponds to a power 

output about 744 to 1147 MW. Thus, the storage 
site can provide about 55 to 85 % of the average 
power demand defined in this study. Compared to 
the smaller scale H2 storage operation the differ-
ences in the fractions of the power and energy de-
mand the storage site can provide for are greater. 
This can be attributed to the total gas volume in 
the large-scale storage simulation being too low, 
also shown by the undulating gas-water contact 
during the storage operation. However, the stor-
age performance can be further increased as the 
spill points of the structure are not yet reached. 
Thus, even if less favourable reservoir conditions 
are given, it can be postulated that the storage site 
can supply 100 % of the power and energy demand 
defined in this scenario when additional storage 
wells are added.

The lateral extent of the gas phase is about 7 
km by 750 m. The reach and the magnitude of the 
pressure perturbations caused by the storage op-
erations are like those obtained in the heterogene-
ous ensemble. Near the injection wells the maxi-
mum pressure increase is governed by the applied 
BHP limits. In the presented scenario, a maxi-
mum increase of slightly less than 11 bars over 
the initial pressure at distances of 500 m from the 
storage wells can be observed. In the far field of 
the storage wells the maximum pressure increase 
is less than 3 bars in all simulated cases. For the 
large-scale storage operation, the induced pres-
sure perturbations are estimated at approximate-
ly 1 bar in around 10 km. Compared to the initial 
hydrostatic pressures, which are above 150 bars, 
the induced pressure perturbations are small. 

Potential hydraulic interactions of competing 
usages are investigated by an injection of waste 
water at the opposing flank of the storage struc-
ture for the large-scale storage operation. The 
total injected water volume is about 9 times the 
cavern volume of the Huntorf compressed air 
energy storage site, which is a conservative esti-
mate of the volume required to leach caverns of 
this size. The water injection rate was set so that 
the duration of the water injection represents the 
construction time of said cavern storage site. Even 
though the induced effects of both usages are far 
reaching, the distance between the gas storage 
site and the waste water injection site is enough so 
that the overpressure envelopes only slightly over-
lap. At an observation point about 2 km from the 
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4.6 Part III: Thermal effects during storage operation

gas storage site the waste water injection results in 
an additional pressure increase during the storage 
operation of less than 1 bar. This small additional 
pressure increase does not majorly affect the per-
formance of the gas storage site, so that the stor-
age site can still provide around 209 723 to 232 820 
MWh over a period of one week depending on the 
reservoir permeability, which is about 90 to 102 % 
of the total energy demand defined in this study. 
The sustainable power output from the storage 
site is in the range of 733 to 1139 MW in the com-
bined usage scenario, which represents a reduc-
tion of about 1 % compared to the single usage 
scenario. Nevertheless, increasing the water in-
jection volume, the injection rate or repositioning 
the injection site closer to the gas storage could 
result in increased interferences of the two usage 
options. The presented scenario simulations can 
easily be adapted to investigate the effect further 
increasing the size of the gas storage operation or 
to quantify mutual interaction between the stor-
age operation and other, potentially competing, 
uses of such a geological structure.

Besides hydraulic effects, as shown in Chapters 
4.4 and 4.5, an underground gas storage operation 
may also induce thermal effects through the tem-
perature of the injected gas and pressure induced 
temperature changes such as the Joule-Thomson 
effect. The latter will most likely only result in 
slight temperature changes in the storage forma-
tion due to the small Joule-Thomson coefficients 
of H2 (see also Chapter 3.7 and 3.8). Additional-
ly thermal effects can also be caused by the tem-
perature with which the gas is injected, with the 
injection temperature itself depending on the 
pressure and temperature of the gas prior to in-
jection and the pressure differences between the 
gas and the reservoir. For gas to flow into the stor-
age formation during injection, the pressure of the 
gas must be higher than the pressure of the res-
ervoir. Thus, the gas may have to be compressed 
prior to injection, during which the temperature 
of the gas increases (e.g. Katz et al. 1959; Wang 
and Economides 2009). Even though coolers are 
used in between compression stages to optimise 
the efficiency of the compression (e.g. Wang and 

Economides 2009), the temperature of the gas 
could differ from the reservoir temperature prior 
to injection.

The pressure and temperature of the H2 gas 
prior to any such compression depends on the 
setup of the surface installations such as the 
technology used to produce the required H2 (see 
Chapter 2.2). The most promising methods may 
be alkaline electrolysis (AEL) and proton ex-
change membrane electrolysis (PEM) due to the 
individual maturity of these technologies and the 
foreseeable technology development. Modules 
used for AEL-electrolysis are operated at temper-
atures between 0 to 100 °C and pressures of up 
to 30 bars (Ursúa et al. 2012). While the operat-
ing temperatures of PEM-electrolyser modules is 
similar to that of AEL-modules (20 to 100 °C), the 
operating pressure can be as high as 50 bars for 
already commercially available units (Sterner and 
Stadler 2014). Operating at a higher temperature 
may also be beneficial as the efficiency of the H2 
production by water electrolysis increases with 
rising temperature (Sterner and Stadler 2014). 
The pressure and temperature of the H2 prior to 
injection may then vary considerably depending 
on the setup of the H2 generation plant. The fi-
nal injection temperature of the H2 gas is not well 
defined if the specific subsurface installations are 
unknown. Nevertheless, any difference in reser-
voir and gas temperatures will result in a temper-
ature perturbation within the storage formation 
and the caprock

Given the range of the operating temperatures 
and the fact that the efficiency of the process of 
H2 generation increases with temperature, it can 
be expected that the injection temperature of the 
gas might differ several °C from the reservoir tem-
perature even if additional compression is not re-
quired. The magnitude of induced thermal effects 
by the injection temperature may be much more 
than the Joule-Thomson effect. Consequently, the 
effect of the injection temperature has to be ana-
lysed to determine induced thermal effects. 

For the estimation of thermal effects a new 
simulation grid is required as formations over-
lying and underlying the storage formation will 
be affected by conductive heat transport and thus 
the exclusion of these rock strata as done in the 
previous scenario simulations does not result 
in an realistic representation of the investigated 



CHAPTER 4: POROUS MEDIA HYDROGEN STORAGE SIMULATIONS AT A REALISTIC SUBSURFACE STRUCTURE

82

4.6.1 Simulation setup

process. The simulation is carried out using the 
coupled OpenGeoSys-ECLIPSE simulation de-
scribed in Chapter 3 of this thesis, in which the 
flow process is simulated by ECLIPSE and the 
heat transport is solved for in OpenGeoSys.

To maintain consistency among the scenario sim-
ulations the new simulation model is based on the 
same structural model as the previous simulations 
(see Chapter 4.3), albeit with a reduced lateral 
extent to minimize the computational load. The 
model is constructed around the central well 3 of 
the small capacity H2 storage simulation (Fig. 4.34) 
with the overall dimensions being 7.5 km in x-di-
rection and 450 m in y. The model is discretised 
using 116 elements of 1 to 200 m in x-direction 
and 45 elements of 1 to 15 m in y-direction, with 
the increments increasing from the well positions 

Fig.  4.34 (a) Structural 
model used for the analy-
sis of induced thermal ef-
fects. The caprocks above 
the Rhaetian formations 
are not shown. (b) Slice 
through the model domain 
along the I-axis at the well 
location. The caprocks are 
depicted by the grey forma-
tions.  

towards the model boundaries. The vertical extent 
of the model varies due to the depth and thickness 
of the individual layers but is in general around 
900 m. In vertical direction the model is discre-
tised using 59 layers with each geological strata 
consisting of a constant number of layers. The 
resulting element thicknesses are in the range of 
0.5 to 270 m depending on the local thickness of 
the individual rock formation. Near the simulated 
well the element thicknesses are about 2 m within 
the storage formation. 

The intrinsic permeability, porosity and the mul-
tiphase flow properties such as the residual phase 
saturations, the maximum relative gas permeability 
and the capillary entry pressure are assumed to be 
homogeneous within each formation. Permeability 
is assumed to be isotropic. The values assigned to 
the individual formations of the Rhaetian are cal-
culated based on the parameter distributions in the 
heterogeneous ensemble using a simple arithmetic 
mean for permeability (Tab. 4.7). 
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No data on the thermal properties of the in-
dividual formations at the given site is publicly 
available, so the thermal properties had to be 
assigned based on values in available literature. 
The heat capacity of the solids of the Main Sand-
stone of the Middle Rhaetian is assumed to be 
725 J/kg/K while the heat conductivity is taken as 
3.75 W/m/K. The heat capacity and the thermal 
conductivity of the formation water is assumed 
to be 4185 J/kg/K and 0.56 W/m/K, respectively. 
Given that the formation is fully water saturated 
the heat capacity of the storage formation thus 
equates to about 2.6 MJ/m3/K, which is the up-
per estimate given by VDI (2010) for sandstones. 
For the gas the heat capacity is set to 14.3 kJ/
kg/K, while the thermal conductivity of the gas is 
assumed to be 0.1869 W/m/K, respectively. For 
the pressure and temperature conditions given in 
the simulation, the chosen values correspond to 
the values given in Lemmon et al. (2016) for H2. 
For the sake of simplicity all thermal properties 
are assumed to be homogeneous throughout the 
model domain. According to the VDI (2010) the 
thermal conductivities of clay stones are 1.1 to 
3.4 W/m/K, while sandstones fall in the range of 
1.9 to 4.6 W/m/K. The volumetric heat capaci-
ties of clay stones are specified to be around 2.1 
to 2.4 MJ/m3/K, while those of sandstones are 
1.8 to 2.6 MJ/m3/K.   Consequently, the thermal 
conductivities and heat capacities of the shales 
or sandstones rich in clay are slightly overesti-
mated in the simulation compared to literature 
data by the assumption of homogeneous ther-
mal parameters. To ensure numerical stability a 
heat dispersivity is set to 50 m, which results in 
a dampening the heat pulses caused by the inter-
mittent injection.

Initially, the storage formation is completely 
water saturated with the pressure being hydro-
static. The initial temperature distribution in the 
model follows a geothermal gradient of 0.03 °C/m 
with the temperature near the surface being 
10 °C. Given this gradient the initial temperature 
proximal to the storage well is around 24 °C. 

As the model only includes one storage well, 
representing a central section of the H2 stor-
age simulated in Chapter 4.3 and 4.4, the mod-
el boundaries to the south, west, and north are 
assumed to be closed while pore volume multi-
pliers are used at the eastern boundary to mimic 
the extent of the Rhaetian beyond the model do-
main (compare Chapter 4.4.2). No heat flux over 
the model boundary is allowed. The injection 
temperature of the gas is simulated as a constant 
temperature boundary condition at the well loca-
tions during the individual injection phases of the 
storage operation. During shut-in or withdrawal 
phases the temperature boundary condition is 
deactivated. In the absence of a specific storage 
and power plant setup which would define the 
temperature of the H2 gas, the injection temper-
ature is set to 50 °C, which is around 25 °C above 
the initial temperature in the vicinity of the stor-
age well. 

The flow rates applied at the storage well are 
taken from the improved storage setup present-
ed in Chapter 4.5.3. At first N2 is injected at a 
rate of 15 000 sm3/d for 365 days, followed by a 
shut-in period of 60 days and the first H2 injec-
tion at 25 000 sm3/d for 210 days. After a short 
shut-in period of 7 days the storage operation of 
12 cycles begins. Each storage cycle consists of a 
withdrawal period of 7 days followed by a shut-in 
of 7 days and an injection period of 60 days. The 

Tab.  4.7 Flow properties assigned to the individual formations of the simulation model used for the analysis of thermal effects. 

Formation Permeability [mD]  Porosity [–]  Srw [–]  krgmax [–]  pd [bar]

Jurassic/Cretaceous 1 × 10-5 0.10000 0.6000 0.0150 15.0000 

Upper Rhaetian  1.806 × 100 0.12569 0.5268 0.1193 9.6932

Upper Shale, Middle Rhaetian  1.204 × 102 0.27929 0.4183 0.3696 1.6833 

Main Sandstone, Middle Rhaetian  5.984 × 102 0.33188 0.3469 0.6770 0.2146

Lower Shale, Middle Rhaetian 1.341 × 100 0.10840 0.5457 0.0923 11.0644

Lower Rhaetian  4.687 × 101 0.15389 0.5165 0.1711 8.8877

Lower / Middle Triassic 1 × 10-5 0.10000 0.6000 0.0150 15.0000
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4.6.2 Simulation results

next storage cycle starts following another shut-
in period of 30 days. The withdrawal rates applied 
at the storage well increase stepwise from initially 
200 000 sm3/d to ultimately 1 000 000 sm3/d in the 
11th cycle (see Fig. 4.18). Similarly, the injection 
rate is increased from 58 333 sm3/d in the first cy-
cle to the final target rate of 122 500 sm3/d in the 
fourth cycle. 

For the calculation of phase densities and 
viscosities a generalised formulation of the 
Peng-Robinson equation of state is used, which 
takes into account the temperature distribution 
within the model domain (Schlumberger 2015). 
Feedback of the temperature perturbation on the 
flow simulation is thus included in the simulation.     
OpenGeoSys assumes thermal equilibrium be-
tween the solid phased and all fluid phases. 

The storage well is located so that at least 12 m 
of reservoir is available in vertical direction to 
accommodate sufficiently high injection rates. 
This positioning results in the more buoyant gas 
first filling the shallower and thinner sections of 
the storage formation. Consequently, only a thin 
layer of gas in the upper section of the storage 
formation is present at the end of the first H2 
injection after 645 days (Fig. 4.35a). The distri-
bution of the gas phase does not correspond to 
the temperature perturbation caused during the 
storage initialization phase (Fig. 4.36). This in-
itial filling phase of the storage with N2 and H2 
marks the longest continuous injection phases 
during which the temperature at the well location 
is kept constant being 365 and 210 days, respec-
tively. After 180 days of injection, which is about 
the half way point of the N2 injection phase, the 
temperature of the storage formation is increased 
by at least 15 °C within the first 7 m from the in-
jection well (Fig. 4.36a). As constant temperature 
boundary conditions are used, the maximum 
temperature differences in the storage formation 
are given directly by the difference between the 
initial temperature and the applied temperature, 
which is about 25 °C. The heat signal also conduc-
tively spreads into the overlying and underlying 
rock formations. The lateral extent of the tem-
perature perturbation is slightly greater than the 

0.2 0.550.50.450.40.350.30.250.150.10.05 0.6

Gas saturation [–]
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Fig.  4.35 Gas saturations at a vertical slice through the well 
position along the x-axis after (a) the first H2 injection, (b) pri-
or to the fourth storage cycle and (c) prior to the 11th storage 
cycle, the first cycle at full capacity

vertical extent. In the formations above the stor-
age formation a change in temperature of at least 
15 °C is observed in distances of about 2.5 m. The 
extent of the temperature perturbation into the 
underlying formations is much lower at around 
1 m. The greater extent of the temperature per-
turbation towards the top of the storage forma-
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tion and the overlying caprock is a result of the 
gas rising in the vicinity of the storage well after 
injection, which leads to a increased transport 
of heat into this region. At this early stage of the 
simulation the maximum reach of the tempera-
ture perturbation as measured by a change of at 
least 1 °C is about 20 m from the well in lateral 
direction. Until the end of the N2 injection at 365 
days, the extent of the interval in which the tem-
perature is increased by more than 15 °C remains 
similar, showing a more consistent vertical tem-
perature distribution within the storage forma-
tion (Fig. 4.36b). Also, the space affected by high 
temperature changes in the cap rock is slightly 
increased. The absolute reach of the heat signal is 
about 25 m from the storage well, again in lateral 
direction. Within the caprocks above and below 
the storage formation the temperature is elevated 
by more than 1 °C in distances of about 10 m. 
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Fig.  4.36 Change in temperature to the initial distribution (a) after half of the N2 is injected, (b) after the N2 injection, (c) after 
the 30 day shut-in period and (d) after the initial filling with H2.

In the following shut-in period of 30 days the 
temperature boundary conditions at the injection 
site are deactivated. The temperature perturba-
tions continuously spread further at the expense 
of the magnitude of the signal by heat conduction 
(Fig. 4.36c). A temperature increase of at least 
1 °C is observed at distances of about 30 m from 
the injection well within the storage formation. 
The temperature perturbations in the overlying 
and underlying caprocks reach about 12.5 m. In 
the subsequent H2 injection phase the tempera-
ture boundary conditions are reactivated, once 
again resulting in high temperature differences 
of more than 15 °C in the first 7.5 m from the 
injection well (Fig. 4.36d). The reach of the tem-
perature signal increases further to about 35 m in 
lateral direction. No visible differences can be ob-
served regarding the vertical reach of the signal. 
The distribution of the temperature perturbation 
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does not reflect the distribution of the gas phase 
(compare Fig. 4.35a, Fig. 4.36d).

During the subsequent withdrawal of gas in 
the first storage cycle from 642 days to 349 days, 
the production of reservoir fluids results in 
heat being taken out of the storage formation 
(Fig. 4.37a). The magnitude of the temperature 
perturbation decreases noticeably with temper-
atures in the storage formation being elevated 

by just 7 to 9 °C. The removal of heat around the 
well also results in a conductive transfer of heat 
from the caprocks back to the storage formation 
so that the maximum temperatures in the rock 
formations above and below the storage forma-
tion are less than 13 °C. The overall extent of the 
temperature perturbation is not affected by the 
withdrawal with the signal reaching about 35 m 
within the storage formation and 12.5 m in the 
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Fig.  4.37 Change in temperature compared to the initial storage temperature after the withdrawal and replenishment with H2 
in the first cycle (a, b), the fourth cycle (c, d) and the 11th storage cycle (e, f). 
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4.6.3 Conclusions

caprocks. Subsequently to the withdrawal and a 
short shut-in period the storage is replenished in 
H2. In the used storage setup significantly more 
gas is injected than withdrawn in the first 11 stor-
age cycles (compare Chapter 4.5.3). The refilling 
of the storage with gas again results in larger tem-
perature differences near the well bore of at least 
15 °C in the first 5 m after 716 days (Fig. 4.37b). 
Similar temperatures can be observed within the 
first 2.5 m in the adjacent formations above and 
below. The rock volume in which such high tem-
perature changes can be observed is thus similar 
to the volume affected by the initial filling of the 
reservoir (compare Fig. 4.36d). The extent of the 
temperature perturbation in those formations is 
maintained around 12.5 m in the overlying for-
mations and about 13 m in the underlying forma-
tions. In lateral direction the overall extent is also 
comparable to the previous observation times be-
ing around 35 m. 

Over the course of the following storage cycles 
only meagre differences can be observed com-
pared to the first storage cycle. The maximum 
temperature perturbations after the fourth with-
drawal period are in the range of 7 to 9 °C, with 
the greatest temperature increase in the caprock 
rock above the storage formation being around 
12 to 13 °C (Fig. 4.37c). The volume in which 
this stronger temperature perturbation occurs is 
however reduced compared to the first storage 
cycle. Below the storage formation the maximum 
change in temperature is less than that at around 
9 °C. In contrast to the first cycle, the lateral ex-
tent of the temperature perturbation is increased 
to around 45 m. In vertical direction a change of 
more than 1 °C can be observed in distances of 
up to 15 m. In the subsequent injection period 
lasting from 968 to 1028 days the measure of the 
temperature perturbation remains constant in all 
directions (Fig. 4.37d). Again, the temperature in 
the storage formation up to a distance of about 
5 m from the well is subjected to temperature in-
creases of more than 15 °C. Such large tempera-
ture increases are also visible in the first 2.5 m of 
the overlying caprock. 

From the fourth cycle onwards only minor dif-
ferences can be observed between the storage cy-
cles so that the temperature perturbations caused 
by the storage operation in the 11th cycle closely 
resemble the status of the fourth cycle (Fig. 4.37 

e,f ). Albeit significantly more gas is present in 
the reservoir at this time (compare Fig. 4.35d), 
the distribution of the temperature perturba-
tion is not linked to the distribution of the gas 
phase. This is because the injected gas has a low 
volumetric heat capactiy, compared with the heat 
capacity provided by the rock and the connate 
water. Thus, the transport of heat is dampened 
by the remaining phases. Nevertheless, injection 
induced perturbations in the temperature distri-
bution translate to increased temperatures in the 
storage formation and the overlying and under-
lying rock strata with the greatest extent being 
about 45 m in the simulated scenario. In vertical 
direction the reach of the temperature signal is 
less than that being around 13 m. The cyclicity of 
the storage operation results in a constant tem-
perature fluctuations within the caprocks and the 
storage formation of several degrees in the near 
well bore region.  

Thermal effects induced during porous media 
H2 storage can be caused by various processes of 
which only the effect of the injection temperature 
was simulated and presented in this chapter. The 
Joule-Thomson effect, which results in a temper-
ature change by gas expansion during flow within 
a reservoir, is discussed in Chapter 3 and is brief-
ly summarized at this point. H2 has a negative 
Joule-Thomson coefficient at the simulated reser-
voir conditions, leading to a temperature increase 
during gas expansion. Although the cyclic opera-
tion of the storage results in gas expansion along 
the flow path during injection and withdrawal, the 
overall temperature change induced by this effect 
is small at less than 1 K (or °C). This is primarily 
due to the small magnitude of the Joule-Thomson 
coefficients of H2. Other gases which could be 
used for porous media energy storage such as air 
or CH4 have greater Joule-Thomson coefficients 
which will result in larger temperature differenc-
es. Furthermore, the storage frequency does af-
fect the overall temperature change so that larger 
temperature differences can be expected for i.e. a 
compressed air energy storage. 

Obviously, temperature perturbations can also 
be caused by the temperature with which H2 is 
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injected, which largely depends on the surface 
installations as the modes or methods of H2 gen-
eration differ in operating pressures and tempera-
tures. In case of a H2 generation at low pressures, 
additional compression might be necessary prior 
to the injection of the gas depending on the initial 
reservoir pressure. While a temperature increase 
caused by such a compression can be moderated 
by coolers, differences between the injection tem-
perature and the reservoir temperature can be 
expected already due to high operating tempera-
tures of the H2 generation facilities. 

In this study, it is assumed that gas is injected at 
50 °C, which is about 25 °C above the initial res-
ervoir temperature. Given some modules used for 
H2 production can be operated at temperatures of 
up to 100 °C, the assumed injection temperature 
is within the range of potential injection temper-
atures. 

The simulation of the effect of such an injec-
tion temperature is carried out using the coupled 
OpenGeoSys-ECLIPSE simulator described in 
Chapter 3. The simulation model consists of one 
storage well and is based on the simulation model 
used for estimating storage performance and in-
duced hydraulic effects of the small capacity H2 
storage. The injection temperature is simulated 
by applying constant temperature boundary con-
ditions at the well locations during injection pe-
riods of the storage initialization and operation. 
The chosen boundary conditions resemble a con-
servative estimate of the heat added to the system 
as the predefined injection temperature is applied 
to all fluids and the rock phase present at the well 
location and not just the gas phase.

The maximum temperature difference occur-
ring in the model is governed by the chosen injec-
tion temperature so that the maximum change is 
about 25 °C. The heat is transported away from the 
well by conduction and advection, with the latter 
being only relevant during injection phases. The 
extent of the induced thermal effects as measured 
by a difference of more than 1 °C is less than 25 m 

in lateral and 10 m in vertical direction after the 
initial filling of the storage. During the subsequent 
first couple of storage cycles, the reach of the in-
duced thermal effects increases further, ultimate-
ly being about 45 m in lateral and 15 m in vertical 
direction. The differences between the storage cy-
cles are rather small so that the extent of tempera-
ture perturbations is practically constant on these 
short time scales. The cyclic operation of the stor-
age does however result in frequent temperature 
changes of more than 5 °C in the storage formation 
and the adjacent rock strata near the well location. 

Overall the extent of the induced thermal effects 
around one storage well are minuscule when com-
pared to the extent of hydraulic effects. Neverthe-
less, temperature perturbations are not restricted 
to the storage formation itself. At an actual stor-
age site most likely more than one well would be 
used to provide high storage outputs. Given the 
hydraulic interference between the wells demands 
for a well spacing of more than 100 m, not one 
single volume in which significant temperature 
changes are occurring can be expected. The extent 
of the induced thermal effects is relatively inde-
pendent on the applied well flow rates. 

This analysis is based on several simplifica-
tions such as homogeneous thermal parameters 
and constant temperature boundary conditions. 
Through the assumption of local thermal equilib-
rium the applied boundary condition results in an 
overestimation of the amount of heat introduced 
into the system during the injection phases. For a 
more realistic boundary condition the heat con-
tent of the injected gas should be considered, e.g. 
by specifying a source term in the heat transport 
equation equivalent to the supplied heat. Doing 
so does however require additional code develop-
ment as the automatic well flow rate reductions 
caused by a violation of the BHP limits have to be 
taken into account. Nevertheless, the presented 
simulation does provide a first conservative esti-
mate of the induced thermal effects caused by an 
H2 storage operation.
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5 MONITORING ASPECTS OF POROUS MEDIA HYDROGEN STORAGE

In the following chapter geophysical monitoring techniques, namely seismic, geoelectric, and gravimetric 
methods are tested for the individual applicability to a porous media H2 storage. For this an H2 storage 
operation is simulated at a realistically parametrised, heterogeneous storage. The resulting gas phase dis-
tribution is used as input for forward simulations of the application of the various geophysical monitoring 
techniques. The results obtained with from the geophysical monitoring are then qualitatively compared to 
the input data to infer the limitations of the monitoring methods. 
The storage demand on which the storage simulation is based and the simulation setup are consistent with 
those of Chapter 4. Nevertheless, the underlying storage scenario is briefly presented in Chapter 5.2. The 
geological model and the setup of the simulation model are presented in Chapter 5.3 and 5.4, respectively. 
The simulation results obtained for the heterogeneous storage and which are used to assess the geophysical 
monitoring techniques are presented in Chapter 5.5. The results obtained with the geophysical methods 
applied in this analysis are given in Chapter 5.6. 
The content of the following chapter is published as 
Pfeiffer WT, al Hagrey SA, Köhn D, Rabbel W, Bauer S (2016) Porous media hydrogen storage at a synthet-
ic, heterogeneous field site: numerical simulation of storage operation and geophysical monitoring. Environ 
Earth Sci 75:1177. doi: 10.1007/s12665-016-5958-x

5.1 Introduction

A thorough site monitoring is a necessity both 
prior and during and field application of porous 
media H2 storage to optimized the storage oper-
ation and ensure its integrity. The space required 
for such a site monitoring must be considered 
when assessing potential effects on and implica-
tions for other usages. Consequently, the specific 
monitoring requirements of a potential usage such 
as a porous media H2 storage must be taken into 
account during a sustainable subsurface planning 
together with the dimension of the usage (Kahnt 
et al. 2015).

Various techniques can be used for monitor-
ing a gas storage, each serving different purpos-
es. Observation wells for example can be used for 
pressure monitoring to infer reservoir properties 
(Katz et al. 1959) or for direct monitoring of the 
gas distribution. Furthermore, pressure monitor-
ing of carbon capture and storage (CCS) sites at 
observation wells within and outside of the stor-
age formation can give information on the storage 
operation and possible leakages (e.g. Birkholzer 
et al. 2009; Benisch and Bauer 2013). Such meas-
urements yield either point data such as local 

pressures or integral data such as flow rates and 
volumes. These point data based monitoring tech-
niques can be enhanced by integrated geophysical 
monitoring concepts, which can detect and quan-
tify gas phase bodies in the subsurface, enabling a 
more detailed 2D or 3D rendering of the gas phase 
distribution (al Hagrey et al. 2014; Benisch et al. 
2015). 

In a porous media gas storage, gas replaces the 
formation brine causing changes in elastic moduli, 
density and electric resistivity. These changes result 
in physical contrasts when employing geophysical 
monitoring techniques such as seismic full wave-
form inversion (FWI), electric resistivity tomogra-
phy (ERT) and gravity measurements. CCS storage 
processes have been monitored using mainly seis-
mic time-lapse imaging which estimates changes 
in P-wave velocity (Vp) and acoustic impedance 
(e.g. Eiken et al. 2000; Arts et al. 2002; Arts et al. 
2003; Arts et al. 2004; Chadwick et al. 2005; Mead-
ows 2008; Chadwick et al. 2009; Ghaderi and Lan-
drø 2009; Hannis 2010; Lüth et al. 2011). In recent 
years, seismic FWI became a popular technique 
to resolve structures much smaller than the domi-
nant seismic wavelength. The applicability of FWI 
to field data sets has been proven by imaging small-



CHAPTER 5: MONITORING ASPECTS OF POROUS MEDIA HYDROGEN STORAGE

90

scale leakage paths of a methane gas plume within 
the Valhall gas field using 3D acoustic FWI (Sir-
gue et al. 2010; Operto et al. 2015), demonstrating 
the potential to estimate material parameters and 
changes thereof with a high spatial resolution. As 
elastic material parameters can be linked to phys-
ical parameters of the gas phase via an appropri-
ate rock physics model, this allows an estimation 
of the gas saturation. Queißer and Singh (2013a; 
2013b) applied this approach using data from the 
Sleipner field site. Other successful acoustic FWI 
examples to image the migration of the CO2 phase 
in the underground are based on crosswell (Zhang 
et al. 2012) and reflection seismic data (Zhang et 
al. 2013) from the Ketzin CCS site. The combina-
tion of seismic, ERT and gravity techniques has 
the potential of providing even better monitoring 
results as the individual techniques complement 
each other (Lüth et al. 2011; al Hagrey et al. 2013). 

In theory, these concepts can be readily adapted 
to porous media H2 storage as all gases have sim-
ilar impacts on the electro-elastic properties used 
in the monitoring techniques. However, the low 
density of H2 and the relatively unknown dimen-
sions of a typical porous media H2 storage pose 
additional challenges as they can result in thin gas 
phase bodies which are harder to detect. These 
unknowns are addressed in this chapter by first 
briefly describing a possible usage scenario of a H2 
storage operation and simulating the behaviour 
of a theoretical storage site in northern Germany 
during operation and then by investigating the ap-
plicability of FWI, ERT and gravity methods to a 
site monitoring.

5.2 Defintion of the storage demand

To be able to set the performance of a storage into 
context to potentially occurring deficits in power 
production, the overall storage demand has to be 
defined. The storage demand is a function of the 
required delivery rate of electrical energy and the 
duration of the energy withdrawal period, both 
of which are highly variable. The storage demand 
to which the reservoir simulation is evaluated 
to is identical to the demand defined in Chapter 
4.2. For completeness, the underlying scenario 
is briefly presented here with more information 
available in the aforementioned chapter.  

Simulations of power production from renew-
able sources in Germany based on actual meteor-
ological data, forecast shortages in electric power 
supply of up to 14 days in months of unfavourable 
weather conditions most prevalent in the winter 
months (Klaus et al. 2010). It can however be as-
sumed that several types of energy storage would 
be employed simultaneously, effectively shorten-
ing the period in which a H2 gas storage site is the 
main source of power for the grid. In the absence 
of more detailed data, the period of demand from 
the storage site was set to one week. 

In general, the required electrical power from 
the storage depends on the actual energy demand, 
the supply of electric power from all primary sourc-
es, which in most cases are fluctuating, and the 
number of storage facilities. The required delivery 
rate of the H2 storage site was set to the average 
power demand of the state of Schleswig-Holstein, 
northern Germany, which corresponds to a pop-
ulation of about 2.8 million people. This approach 
neglects fluctuations in power demand and power 
production from other sources and can thus be 
seen as a worst-case scenario. In 2011 a total of 
42.82 million GJ of electricity was consumed in 
Schleswig-Holstein (MELUR 2013), correspond-
ing to 0.82 million GJ in one week. Additional-
ly, the efficiency of the re-electrification process 
must be considered, as the supply of energy to the 
storage is not assumed to be a limiting factor. For 
the re-electrification of stored H2 either fuel cells 
(Büchi et al. 2014) or gas turbines (Forsberg 2009) 
can be used. Both methods have similar real-world 
system efficiencies, which is assumed to be 60 % in 
this study. Using the specific energy density, also 
termed inferior calorific or lower heating value, of 
H2 of 124 MJ/kg (Carden and Paterson 1979), the 
amount of H2 that has to be retrieved from the 
storage site during one week is 129 million m3 of 
H2 at surface conditions (sm3).

5.3 Storage site characterisation

For the numerical reservoir simulation of the H2 
storage operation the same structural and geolog-
ical model as in the previously presented hetero-
geneous storage simulation is used (see Chapter 
4.4). Thus, only a short overview is given on the 
geological background of the storage site. 
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A potential storage site should provide a suf-
ficient reservoir volume, competent sealing for-
mations above and below the storage formation 
preventing gas migration into adjacent formations 
and a high intrinsic permeability to ensure well 
deliverability (Bennion et al. 2000). Due to the 
specific properties of H2 gas it is prone to finger-
ing. This quality makes a steeply dipping structure 
favourable (Paterson 1983). 

Although the storage operation itself is hy-
pothetical and represents a synthetic scenario, 
the storage site used in this analysis is based on 
an actual anticline structure located in Schle-
swig-Holstein, northern Germany. The anticline 
was formed by halokinesis of the Zechstein salts 
starting in the Triassic period (Baldschuhn et 
al. 2001). Hese (2012) proposed the deposits of 
the Middle Jurassic and the Lower Cretaceous as 
possible cap rocks and the Rhaetian sandstones 
of the Upper Triassic (Exter Formation) as a po-
tential storage formation at this site for carbon 
dioxide storage. The Rhaetian deposits have al-
ready proven to be a reservoir formation suited 
for natural gas exploration in northwest Germany 
(Fahrion and Betz 1991). 

The Rhaetian of North German Basin compris-
es the change from the non-marine environment 

of the Late Triassic to the marine environment 
of the Early Jurassic (Doornenbal and Stevenson 
2010). The deposits consist of several distinct 
sandstone layers of varying thickness with inter-
mediate shale layers (Gaupp 1991; Doornenbal 
and Stevenson 2010; Hese 2012). 

The geological model created for this study is 
based on a regional structural model developed by 
(Hese 2012) into which the internal succession of 
Lower Rhaetian, lower shale of the Middle Rhae-
tian, main sandstone of the Middle Rhaetian, up-
per shale of the Middle Rhaetian and Upper Rhae-
tian are embedded (Fig. 4.1). The division of the 
Rhaetian into the sub-formations is based on fa-
cies descriptions given by Gaupp (1991) and Hese 
(2012). Of the sediments of the Middle Rhaetian, 
the Main Sandstone is the most favourable target 
formation for an underground gas storage oper-
ation, as it has a thickness of several meters and 
consist of middle to coarse grained, relatively pure 
quartzite (Fahrion and Betz 1991; Gaupp 1991; 
DSK 2005; Hese 2012). 

Due to the halokinesis, early Cimmerian uplift 
and transgressional tectonics, the thickness of the 
sediments of the Upper Triassic varies through-
out the North German Basin (Doornenbal and 
Stevenson 2010). As a result, the potential stor-
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age represents a capped dome structure (Fig. 4.1 
a, b). The depth of the Rhaetian base ranges from 
around 400 m at the top of the anticline structure 
to more than 3,000 m at the flanks. The shallower 
eastern flank of the anticline is chosen to accom-
modate the storage site.

The structural model of the storage site is used 
as a basis for a facies modelling, making use of 
both lateral and vertical trends, to obtain a het-
erogeneous set of parameters (see also Chapter 
4.4, Tab. 4.1). The individual facies components 
clay, fine sand, medium sand and coarse sand 
were used to obtain the 25 equally likely hetero-
geneous parameter distributions of which one is 
used in this analysis (Fig. 5.1). Porosity and per-
meability ranges are available as on-site (Hese 
2012) and off-site data from the North German 
Basin (Gaupp 1991). However, neither capillary 
pressure nor relative phase permeability data are 
openly accessible. 

Due to the scarcity of detailed site specific data, 
necessary values like residual saturations, dis-
placement pressures, maximum gas phase perme-
abilities and pore distribution indices are deduced 
from values typically found in literature for rocks 
of similar characteristics (e.g. Hildenbrand et al. 
2002; Hildenbrand et al. 2004; Bachu and Benn-
ion 2008; Wollenweber et al. 2010). For capillary 
pressure the standard Brooks & Corey formula-
tion (Brooks and Corey 1946) is used. The capil-
lary entry pressure data taken from literature has 
to be scaled to the phases used in the simulation. 
This is done using the Laplace equation (e.g. Hel-
mig 1997) and assuming the rock to be water wet. 
The interfacial tension (IFT) depends on the com-
ponent specific properties such as solubility, pres-
sure and temperature (Schowalter 1979). Using 
the empirical formulation by Massoudi and King 
(1974) the IFT of H2 and N2 at 25 °C and 50 bars, 
which are fair approximations of the initial pres-
sure and temperature in the reservoir, is 0.068 and 
0.071 N/m, respectively. The similarity in the IFT 
of the two gas components results in compara-
ble entry pressures under the given assumptions. 
Thus, the phase composition is not taken into 
account when calculating the capillary pressure 
data using the literature derived values given in 
Tab. 4.1. Relative phase permeabilities are deter-
mined using Corey-type equations by Burton et 
al. (2009).

5.4 Storage simulation setup

For simulation of the storage operation, the devel-
oped facies model is transferred to a simulation 
model using a spatial discretisation of 50 x 50 m 
in lateral direction. Each sub-formation is verti-
cally discretised using a constant number of lay-
ers, with cell thickness varying from 0.2 to over 
5 m. The storage operation is simulated using five 
wells, labelled 1 to 5 from north to south, placed 
near the top of the structure (Fig. 4.1, 5.5). Pre-
liminary simulations on homogeneous models 
indicated that the formation thickness should be 
greater than 12 m in order to achieve the target 
well deliverability. Thus, the wells are completed 
over the whole formation thickness and are placed 
at the shallowest depth possible while still provid-
ing sufficient reservoir thickness. 

Since the scenario used in this study is based 
on a saline aquifer with no initial gas present, the 
storage has to be initialised by filling it with cush-
ion gas. Due to the high costs when H2 is used as 
cushion gas, N2 is used as it can be considered a 
cheaper alternative due to its great abundance in 
the geosphere. Additionally, N2 is relatively inert 
to chemical reactions (Oldenburg 2003; Olden-
burg and Pan 2013). Fluid properties such as den-
sity and viscosity are calculated during runtime 
using a generalised formulation of the Peng-Rob-
inson equation of state (Schlumberger 2015). 
With the parameters used in this study (Tab. 4.2), 
the densities obtained for reservoir conditions 
are within 1.9 % and 1.3 % of the values given in 
Lemmon et al. (2016) for H2 and N2, respective-
ly. Viscosity values for H2 and N2 deviate by up 
to 13.9 % and 1.9 % from those given in Lemmon 
et al. (2016), respectively. However, these values 
are still within the uncertainty range given in 
Lemmon et al. (2016), which are 15 % for H2 and 
2 % N2. The multiphase-multicomponent simula-
tion code Eclipse E300 (© Schlumberger) is used 
in this study. Diffusion within the gas phase is ne-
glected while gas dissolution in the connate water 
is included in the simulation. Prior to injection, 
a hydrostatic pressure distribution is assumed 
throughout the simulation area. The northern, 
eastern and southern boundaries are assumed 
open by adding an infinite boundary pore volume 
and thus maintaining the initial hydrostatic pres-
sure throughout the simulation run. The western 
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model boundary is assumed to be closed due to 
the fault system in the centre of the model do-
main. The caprocks above the Rhaetian deposits 
are assumed to be tight against the stored H2 and 
N2 and are thus represented in the simulation as a 
no-flow boundary.

The storage operation can be split into three 
stages, the injection of N2 used as part of the cush-
ion gas, the initial filling of the storage with the 
working gas (H2) and the actual storage operation 
during which the H2 gas is extracted and injected. 
The target injection and withdrawal rates for the 
individual storage phases were set based on pre-
liminary injection and withdrawal tests based on 
homogeneous parametrizations. The first stage of 
the storage operation, the filling with the nitrogen 
gas, is carried out over a period of 710 days with 
a target injection rate of 55 625 sm3/d/well. The 
target injection rate for the initial H2 injection is 
155 000 sm3/d/well for a period of 210 days. The 
third stage comprises of six storage cycles. Based 
on the conducted energy demand analysis, the du-
ration of the production or withdrawal period of 
each storage cycle is one week. The target with-
drawal rate is set to 1 000 000 sm3/d/well. Thus, 
under ideal conditions the dimensioning of the 
storage should be sufficient to meet around 27 % 
of the defined total storage demand of 129 mil-
lion sm3 H2 gas required per week. This assumes 
that more than one storage site will be employed 
to balance the fluctuating power generation by re-
newable sources. However, this site storage capac-
ity could be increased by adding more wells. The 
storage is replenished for 50 days at a target rate of 
150 000 sm3/d/well after a single day shut-in sub-
sequent to each withdrawal period. The next stor-
age cycle follows after an additional shut-in peri-
od of 30 days, resulting in one withdrawal phase 
every three months.  

The initial hydrostatic bottom hole pressures 
(BHP) are calculated at 50.5, 49.3, 49, 47.5 and 
48.6 bars with the uppermost connections being 
at a depth of 493, 481, 479, 463 and 474 m at wells 
1 through 5, respectively. Determining accurate 
overpressure limits requires in-depth knowledge 
on the local stress state. Röckel and Lempp (2003) 
estimated the minimum horizontal stress gradient 
in the North German Basin (NGB) to be within 15 
to 20 MPa/km for sediments above the Zechstein, 
which applies to the study site. This would allow 

for a pressure increase of 19 or 45 bars over the 
initial BHP at well 4 using the smaller and larger 
stress gradient. The average maximum pressure 
gradient in porous media gas storages in Germa-
ny is 16.8 MPa/km (Sedlacek 1999), correspond-
ing to an allowable pressure increase of 30.3 bars 
over the initial BHP at the shallowest well 4. As 
no detailed site specific data is available, the max-
imum and minimum allowable BHPs are set to 65 
and 30 bars in all wells. The maximum allowable 
pressure increase in the shallowest well 4 is thus 
17.5 bars. The specified upper BHP limit corre-
sponds to the minimum horizontal stress at the 
reference depth of well 4 as calculated using the 
lower estimate of the gradient given by Röckel and 
Lempp (2003) and 84 % of the average limit given 
by Sedlacek (1999), providing a conservative esti-
mate. For the other wells, the given gradients allow 
a greater overpressure due to the greater depths 
of the wells, which consequently results in lower 
fractions being used as the BHP limits are applied 
uniformly for all wells. In case of a violation of the 
BHP limits, the flow rate of the individual well is 
automatically adapted by the simulator until the 
pressure is within the specified range. Skin effects 
on the well flow rates are neglected in this work.

5.5 Storage simulation results

The gas injections in the first two storage phases, 
from herein referred to as the storage initializa-
tion, comprising of the N2 injection and the ini-
tial fill with H2, result in increased fluid pressures 
within the storage formation. The overpressure 
signal spreads into the reservoir formation with 
a nearly concentric pattern (Fig. 5.2). Only in the 
area of reduced permeability north of well 1 a 
slightly smaller pressure change is observed.  Due 
to the lower density of both gas components com-
pared to the formation water, the gas accumulates 
in the top of the structure (Fig. 5.3, 5.5). However, 
the gas phase distribution is greatly affected by the 
reservoir heterogeneity. Especially around well 1 
and the centre well 3 only low average gas satura-
tions are achieved. While the N2 gas is relatively 
far spread reaching up to 2 km from the storage 
wells, the H2 is more concentrated around the 
wells (Fig. 5.3). Throughout the storage initialisa-
tion all wells are constantly operating at the upper 
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BHP limit. As a consequence, the injection rates 
are reduced, which in turn results in less gas be-
ing injected overall (Tab. 5.1). In total only 43.3 % 
of the designated N2 volume and 14.6 % of the H2 
volume are injected into the storage formation 
and thus available prior to the first withdrawal 
period. During an actual field deployment where 
well flow data would be available the injection 
periods would be extended as a consequence of 
the reduced well flow rates. However, for the sake 
of future comparison with other realisations, the 
simulation was continued as planned. 

The low H2 gas volume strongly affects the 
first withdrawal period that follows directly af-
ter the storage initialization, as the withdrawal 
results in strong pressure drops in some of the 
wells. The lower BHP limit of 30 bars is reached 
in well 1 within the first day of the withdrawal 
period at 922 days into the simulation run and 
remains at this level throughout this withdrawal 
phase until day 929 (Fig. 5.4). Consequently, the 
gas flow rate in this well is reduced to around 
250 000 sm3/d. Different to that, the target rate of 
1 000 000 sm3/d/well is achieved in wells 2, 4 and 
5 throughout the withdrawal period as the BHP 
stays above the lower limit in these wells (Fig. 5.4). 
The target flow rate is also achieved in well 3 dur-
ing most of this period. However, in the last time 
step of the withdrawal period the BHP reaches 
the lower limit and thus the well flow rate is re-
duced slightly to about 970 000 sm3/d. During the 
first withdrawal period a total of 3839 m3 of for-
mation water is produced together with the gas in 
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Fig.  5.2 Pressure change observed in the middle plane of the reservoir formation, the Main Sandstone of the Middle Rhaetian, 
after the storage initialization (t=920 days) and during the sixth and last storage cycle (t=1361, 1369 and 1419 days respective-
ly). The black lines depict one bar increments.

the five storage wells. The highest water fraction 
is obtained in well 3 with just over 0.03 %. In the 
following short shut-in period of one day the BHP 
of all wells quickly rebounds to the local reservoir 
pressure, which is affected by the permeability 
and the element volume, of about 45 bars and in-
creases slowly from there onwards to a level close 
to the initial value of the hydrostatic equilibrium. 

The composition of the produced gas phase 
varies during the following withdrawal period 
with high fractions of H2 in the produced gas in 
in the beginning and lower values due to an in-
sufficient volume of H2 towards the end (data not 
shown). However, as the withdrawal rates also 
vary with time, volume averaged fractions are 
more representative. The lowest volume averaged 
H2 fraction in the produced gas phase during the 
first withdrawal period is reached in well 1 with 
just slightly more than 33 % while the highest frac-
tion of 60 % is reached in well 4. 54 %, 35 % and 
42 % are achieved in wells 2, 3 and 5, respectively. 
Thus, despite the high withdrawal rates during the 
first cycle only a total of 14.48 million sm3 H2, cor-
responding to 92 100 GJ of electrical energy after 
re-electrification is withdrawn. Compared to the 
defined target amount of 35 million sm3 this is less 
than half the envisaged value. 

During the subsequent injection phase from 
day 930 to 980, in which the storage is replenished 
in H2, the BHPs of the wells rise again, ultimate-
ly reaching the upper limit in all five wells. Dif-
ferent to the storage initialization, the achieved 
flow rates are equal to the target of 155 000 sm3/d 
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throughout most of the injection period. Only 
during the last 10 to 15 days the flow rates are re-
duced (Fig. 5.4). Thus, the amount of H2 in place 
for the second storage cycle is considerably larger 
compared to the first cycle (Tab. 5.1). Clearly the 
pressure decrease caused by the prior withdrawal 
is beneficial for the refill phase. In the following 
shut-in phase from 980 to 1010 days, the BHP 
again quickly adapts to the local reservoir pres-
sure. However, the pressure change of just around 
1 bar is small compared to the pressure change 
observed after the first withdrawal period. Fol-
lowing this, the pressure slowly declines further 
towards the initial hydrostatic pressure level. 

As slightly more H2 is injected in each cycle 
compared to the volume of gas extracted during 
the subsequent withdrawal phase, the volume of 
gas in place increases with time. In the sixth and 
last simulated storage cycle, the amount of H2 in 
place prior to withdrawal has increased by a fac-
tor of about 3.6 while the N2 in place is reduced 

to around half of the initial value prior to the first 
storage cycle (Tab. 5.1, Fig. 5.3). Consequently, the 
target injection and withdrawal rates are matched 
in the subsequent storage cycles in most wells 
while BHP stays within the specified margin. Only 
in well 1 the BHP reaches the limits which conse-
quently results in a reduction in flow rate (Fig. 5.4). 

Interestingly well 1 shows the highest fraction 
of H2 in the produced gas phase from the second 
cycle onwards reaching slightly more than 96 % 
while all other wells stay below 90 % until the end 
of the sixth cycle. This can most likely be attributed 
to the strong pressure reduction in the vicinity of 
this well during the first withdrawal period which 
subsequently helped with the distribution of the 
H2 gas during the storage refill. The increased to-
tal gas in place, the larger H2 fraction and a better 
distribution of the H2 around the injection wells 
(Fig. 5.3) result in both increased well flow rates 
(Fig. 5.4) and increased storage performance re-
garding the extracted energy (Tab. 5.1). The vol-
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ume of retrieved H2 in the sixth storage cycle is 
just over 29 million sm3, equivalent to slightly 
more than 186 000 GJ of usable energy. Thus, the 
storage is capable of supplying around 22 % of the 
weekly energy demand defined in this scenario, 
which is slightly less than the predicted target of 
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Fig.  5.4 (a) Down-hole pressures and (b) achieved gas flow rates for all wells during the third storage phase, the cyclic storage 
operation. The first and the last storage cycles are enlarged. Stars mark the times at which the acoustic FWI (t1), ERT (t1) and 
gravity mapping (t1 & t2) is conducted.

27 %. The amount of H2 trapped in the connate 
formation water due to dissolution increases with 
time. At the end of the simulation after about 4 
years, the amount of dissolved H2 is 141 tonnes, 
which is 1.75 % of the total H2 present in the stor-
age formation at the time. 
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The amount of produced water continuously 
decreases during the simulation with a total of 862 
m3 being produced in last storage cycle with the 
highest water fraction being 0.024 % in well 1. 

Despite the displacement of large gas volumes 
during the storage operation, only little differenc-
es in the distribution of the gas phase can be ob-
served between before and after a withdrawal or 
injection phase, although the distribution of the 
H2 near the wells varies considerably (Fig. 5.3). 
The gas-water contact is relatively stable during 
the storage cycles, showing that the gas phase 
does not expand downwards on the slope of the 
anticline. However, gas phase densities change 
during a cycle by approximately 20 %. Thus, the 
storage operation is mainly conducted through 
gas expansion and compression and is there-
fore controlled by the compressibility of the gas 
phase. This is further supported by the obtained 
BHP data as the pressure change in the wells be-
tween injection and withdrawal decreases with 
time whereas the withdrawal rates increase or are 
maintained at the target value. 

As a result of the open boundary conditions to 
three sides of the model domain, the overpressure 
within the formation decreases slightly with time 
(Fig. 5.2), while a small pocket of over-pressurized 
formation water and gas north of the well gallery 
is persistent throughout the simulation. This ef-
fect can again be attributed to the slightly lower 
permeability in the vicinity of well 1 (compare 
Fig. 5.1). The regional pressure response is under-
estimated because of the specified constant pres-
sure boundary conditions. However, simulations 
conducted using boundary pore volumes repre-
senting an extension of the storage formation by 

Tab.  5.1  Results from the reservoir storage simulation for all six storage cycles. The equivalent energy is calculated assuming a 
60 % efficiency of the re-electrification process. 

Cycle
N2 in place prior 

to withdrawal
[sm3]

H2 in place prior 
to withdrawal

[sm3]

Av. gas withdrawal 
rate of storage

[sm3/d]

H2 volume 
produced during 
withdrawal [sm3]

Equivalent 
energy [GJ]

1  85 454 583 23 747 448 -4 512 524 14 482 659 92 110 

2 68 349 573 42 708 131 -4 532 791 22 479 262 142 968

3  59 099 301 56 443 314 -4 579 213 25 451 249 161 870

4 52 496 061 67 689 265 -4 616 181 27 176 777 172 844 

5  47 359 570 77 410 498 -4 650 400 28 407 313 180 671

6 43 214 081 86 065 805 -4 682 632 29 359 126 186 724 

0, 10 and 25 km show that the pressures obtained 
within the storage site during operation varies by 
less than 1.1, 0.6 and 0.4 bar, respectively. This 
small effect of the chosen boundary volume can 
be attributed to the large compressibility of the 
H2 gas phase. Well BHPs and consequently stor-
age flow rates are also only slightly affected, with 
the flow rates being reduced by less 2 % when the 
boundary pore volume is set to represent a lateral 
extension of 10 km and less than 1 % if the exten-
sion is assumed to be 25 km. 

The data gathered at the storage and observa-
tion wells such as down-hole pressures, tempera-
tures, flow rates and gas composition can be used 
for the monitoring and control of the storage op-
eration (Katz et al. 1959). In the case of an under-
ground storage operation, frequent well monitor-
ing is essential as the cyclic stress in combination 
with high withdrawal rates can cause formation 
damage around the storage wells that could re-
duce the deliverability. Data obtained during the 
frequent shut-in periods of the storage operation 
can be used to determine any change in the for-
mation damage zone around the wells (Bary et 
al. 2002) and to infer the expected flow rate for 
a given pressure drop in each well. As not addi-
tional observation wells are included in the sim-
ulation and formation damage due to the storage 
operation is neglected, the BHP data obtained at 
the storage wells can only be used to infer the res-
ervoir pressure during the shut-in phases as de-
scribed previously (pressure rebounds in Fig. 5.4). 
In addition to such point data, geophysical mon-
itoring techniques can provide detailed multi-di-
mensional information on the undergoing storage 
operation.
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Fig.  5.5 Gas phase distribution in the model domain (left) and in a slice along the well gallery (right) before the second with-
drawal period (t1=1009 days) which are used for the geophysical mapping modelling.

5.6 Geophysical monitoring

As mentioned before, geophysical methods of 
FWI, ERT and gravity can be applied to gas stor-
age applications as the injected gas changes the 
electro-elastic properties and the density of the 
subsurface target in question. However, both gas 
components (N2 and H2) used in this work have 
similar influences on these properties of the sys-
tem and thus may not be distinguished by neither 
the applied ERT nor FWI technique. As the over-
all gas phase distribution changes only slightly 
over the course of a storage cycle, the geophysical 
simulations are carried out predominately at one 
time step just before the second withdrawal peri-
od (t1, Fig. 5.4). Only the gravity modelling is also 
conducted right after the subsequent withdraw-
al period in order to test the methods ability to 
quantify the extracted gas volume (t2, Fig. 5.4). 

5.6.1 Seismic FWI results

To estimate the impact of spatial gas satura-
tion variations (Fig. 5.5) within the reservoir on 
the seismic wavefield, a P-wave velocity mod-
el (Fig. 5.6 a) is derived via a petrophysical rock 
model. This consists of a Gassmann fluid substi-
tution model (Gassmann 1951) assuming a patchy 
gas-distribution (Mavko and Mukerji 1998). 
The limited extension of the reservoir and small 
changes of the P-wave velocity with respect to the 

background model prohibit the application of a 
classical travel time based tomographic approach. 
Therefore, the proposed seismic mapping strategy 
is based on acoustic 2D FWI which can resolve 
structures down to approximately half of the seis-
mic wavelength. The theoretical details of this ap-
proach are described in Asnaashari et al. (2015) 
and Al Hagrey et al. (2014). The frequency content 
of the excited seismic wavefield and consequent-
ly also the resolution of the FWI depends on the 
used acquisition geometry. 

The monitoring boreholes in this study do not 
coincide with the injection wells and are signifi-
cantly deeper in order to optimize ray coverage 
within the reservoir, signal-to-noise ratio and 
mitigate reduced resolution due to wavefront 
healing when applying high frequency seismic 
sources.

 The resolution of two different acquisition ge-
ometries is tested. Acquisition geometry 1 con-
sists of a walk-away Vertical-Seismic Profile (VSP) 
survey with 113 shot positions at the surface and 
6 boreholes, each containing 41 multi-compo-
nent receivers (Fig. 5.6). Due to the large distance 
from the surface to the receivers at reservoir level, 
the source signature is a band-limited spike wave-
let with minimum and maximum frequencies of 
5 Hz and 100 Hz, respectively. 

Acquisition geometry 2 is based on a pure 
crosswell geometry. The acoustic wavefield is ex-
cited by 102 shots distributed in two boreholes 
and recorded by 50 multi-component receivers 



CHAPTER 5: MONITORING ASPECTS OF POROUS MEDIA HYDROGEN STORAGE

99

460

500

480

460

500

480

460

500

480

D
ep

th
 [

m
]

D
ep

th
 [

m
]

D
ep

th
 [

m
]

1000 1500 2000 2500500

(f)

(e)

(d) Vp true model

Vp FWI result

Relative error ∆Vp

460

500

480

460

500

480

460

500

480

D
ep

th
 [

m
]

D
ep

th
 [

m
]

D
ep

th
 [

m
]

1000 1500 2000 2500500

(c)

(b)

(a) Vp true model

Vp FWI result

Relative error ∆Vp

Crosswell acquistion geometry

VSP acquistion geometry

Distance [m]

300029002800270026002500 3100

∆Vp [–]

Vp [ms]

0.10.050-0.05-0.1 0.15

Fig.  5.6 Comparison between the FWI mapping results, true P-wave velocity model Vp and relative error ∆Vp for the H2 storage 
formation using the VSP acquisition geometry (a)-(c) and crosswell acquisition geometry (d)-(f), respectively. Black dots denote 
receiver positions.



CHAPTER 5: MONITORING ASPECTS OF POROUS MEDIA HYDROGEN STORAGE

100

in each borehole. Compared to acquisition ge-
ometry 1 the source-receiver distance in the pure 
crosswell geometry is much smaller and therefore 
a source wavelet covering minimum and maxi-
mum frequencies of 100 Hz and 1000 Hz, respec-
tively, can be applied.

The propagation of the acoustic wavefield is 
modelled by a time-domain finite-difference 
scheme. The initial model for the FWI is a homo-
geneous half-space with Vp assumed as 3115 m/s 
and density being 2650 kg/m3. To reduce the 
non-linearity of the multi-parameter inversion 
problem a sequential FWI approach of low-pass 
filtered data with different maximum frequen-
cies of 25 Hz, 50 Hz and 100 Hz for acquisition 
geometry 1 and 250 Hz, 500 Hz and 1000 Hz for 
acquisition geometry 2 is applied, respective-
ly. Furthermore, only the waveforms of the first 
arrivals are inverted by applying a time-window. 
The models for P-wave velocity and density are si-
multaneously improved. The P-wave velocity in-
version result using the VSP geometry (Fig. 5.6 b) 
generally recovers the shape of the gas reservoir, 
however details of the P-wave velocity model 
cannot be resolved due to the lack of frequencies 
larger than 100 Hz in the seismic data. To quan-
tify the error between true model Vptrue and FWI 
result VpFWI, we calculate the relative error ∆Vp 
via ∆Vp=(Vp FWI-Vptrue)/Vptrue  

In case of the VSP geometry the relative error 
(Fig. 5.6 c) varies between ± 15 % and maximum 
errors occur at the boundaries of the gas body, 
while the average absolute ∆Vp is 2 %. To im-
prove the FWI mapping resolution, crosswell ac-
quisition geometry 2 is applied. Due to the high-
er maximum frequencies in the recorded seismic 
data compared to acquisition geometry 1, the 
FWI result (Fig. 5.6 e) shows detailed changes of 
the P-wave velocity within the reservoir down 
to a size of roughly 2 m when compared with 
the true model (Fig. 5.6 d). The relative error 
(Fig. 5.6 f ) still varies between ± 15 %, however 
these errors only occur at the sharp boundaries 
of the gas phase, which cannot be perfectly re-
solved by the FWI. Within the reservoir the er-
ror drops down to roughly ± 5 % and the average 
absolute ∆Vp to 1 %, a significant improvement 
compared to the result estimated by the VSP ac-
quisition geometry. 

5.6.2 ERT results

Similar to the FWI, the ERT modelling starts with 
transforming the results from the flow simula-
tion model (Fig. 5.4) into a geoelectric resistivi-
ty model (initial or input model ρinput, Fig. 5.7 a) 
by applying an almost realistic parametrisation 
with hydrogeological and petrophysical values 
prevailing at the study site of the NGB (al Hagrey 
et al. 2014). The bulk resistivity (ρ) model is de-
rived from the Archie equation for the sandstone 
reservoir and from subsurface data for the other 
formations (Archie 1942; al Hagrey et al. 2014). 

Synthetic datasets are acquired using opti-
mized electrode arrays with electrodes placed in 
boreholes at 10 m spacing within the depth range 
of the storage targets (caprock, reservoir and base 
layer), being 300 to 660 m (e.g. Loke et al. 2003; 
al Hagrey 2012). Optimized electrode configura-
tions that maximize the resolution of survey re-
sults were found using a sensitivity analysis (e.g. 
McGillivray and Oldenburg 1990; Stummer et al. 
2004). Optimized data sets of practical sizes (up 
to < 20 000 data points), which are nearly 2 % the 
comprehensive data set (of the highest possible 
resolution) but with almost similar results as the 
comprehensive set, are generated.

A 2.5D forward and inverse ERT modelling is 
carried out using the modern codes of RES2D-
MOD and RES2DINVx64 (e.g. Loke et al. 2003). 
The forward modelling code is applied to gener-
ate a synthetic dataset of 0.6 % average simulation 
error. ERT data are inverted once by including no 
constrains and once by incorporating mapping 
results of the subsurface to minimize the ambi-
guity problems of the non-unique solution (e.g. 
al Hagrey et al. 2013). These mapping results are 
usually known from other (e.g. seismic data) and 
baseline surveys. Constrained inversions are con-
ducted once by incorporating boundaries and 
once by fixing resistivity regions. In both cases 
these constrains are applied outside of the reser-
voir layer with the unknown target of gas distri-
butions.

Resulting inversion resistivity models (ρoutput) 
clearly resolve the thin resistive anomaly of both 
gas components (H2 and N2) within the con-
ductive brine reservoir and the heterogeneous 
geologic setting (Fig. 5.7 b–d). The reliability of 
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the reconstructed ERT tomograms is evaluated 
quantitatively by calculating the relative mod-
el resistivity difference (residual misfit ∆ρ) by:  
∆ρ=(ρoutput-ρinput)/ρinput

Resulting (inverse) misfit residuals ∆ρ 
(Fig. 5.7 e–g) express quantitatively the resolution 
of the applied technique for both of the spatial 
mapping capability and the recovering resistivity 
amplitude. Absolute misfit ∆ρ values are distrib-
uted mostly inside the thin gas layer and nearly 
zero outside it, indicating the dominance of the 
inaccuracy caused by this layer. The resolution 
(inverse ∆ρ) is least for the unconstrained case, 
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Fig.  5.7 ERT mapping results for the simulated H2 storage site. Shown is the input (a), inverted output models without con-
strains (b) with constraints in form of incorporated boundaries (c) and resistivity regions (d) outside the reservoir and the misfits 
∆ρ corresponding to the output models (e-g). Black dots denote borehole electrodes.

intermediate when incorporating boundaries 
and best when fixing the resistivity region mod-
el, their average absolute ∆ρ value approaching 
0.29, 0.14 and 0.08, respectively. The resolution of 
the resistive gas layer in such conductive media is 
governed by the equivalence of transverse resist-
ance (ρh=constant, h= layer thickness), where the 
smearing effect blurs boundaries and increases 
the thickness on expenses of the amplitude (e.g. 
Day-Lewis et al. 2005). However, all these prob-
lems could be minimized here by applying the 
ERT technique of optimized data acquisitions and 
constrained inversions (e.g. al Hagrey et al. 2013). 
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5.6.3 Gravity results

For conducting the 3D gravity modelling, the 
two results of the reservoir flow simulation cor-
responding to the storage state before (t1) and 
after withdrawal (t2) in the second storage cycle 
are transformed into 3D density models using a  
realistic parametrisation for the study site based 
on data from the North German Basin (e.g. Bald-
schuhn et al. 2001; Hese 2012). 

The gravity modelling aims at studying the 
sensitivity of the technique to distinguish the gas 
components and monitor the temporal variation 
due to the gas withdrawal and subsequent H2 in-
jections. Injecting H2 or N2 into a saline reservoir 
displaces the initially present pore water, result-
ing in a drop of the bulk density, which in turn 
causes a decrease in the gravity components and 
gradients. In this study the software IGMAS+ 
(Interactive Gravity and Magnetic Application 
System) designed for 3D gravity, gravity gradient 
and magnetic modelling is used (e.g. Götze and 
Lahmeyer 1988; Schmidt et al. 2011). 

The gravity field components (gx, gy and gz) 
and gradients (gzx, gzy and gzz) and their residual 
anomalies (Δgx, Δgy and Δgz) are calculated before 
and after the gas withdrawal. For an easier visual-
ization, only the vertical component Δgz maps at 
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and H2 (b) and after the gas withdrawal and (c) as their difference ([∆∆g]z). For the purpose of comparison, the distribution of 
average gas saturations before (d) and after (e) the withdrawal period are projected on the corresponding xy-plane.

the surface reflecting the strongest anomalies as a 
result of the gas presence are shown.

The negative ∆gz anomalies relative to the 
background show a high sensitivity of the applied 
gravity technique to the gas storage operation 
(Fig. 5.8). All gravity anomalies ∆gz which re-
sult from the first H2 re-injection and the subse-
quent gas withdrawal of the second storage cycle 
(Fig. 5.4) are well resolvable with amplitudes ap-
proaching 50 and 49 μGal, respectively (Fig. 5.8 a, 
b). However, their difference (∆∆gz) of 1 μGal 
is unresolvable (immeasurable) by modern mi-
cro-gravimeters , which have accuracies of ±3-5 
µGal (Fig. 5.8 c). 

Consequently, this implies that the amount of 
extracted H2 from the storage should be more 
than 3 times the applied value in this study for 
the method being able to distinguish between the 
individual gas components. Injections of H2 into 
the N2 phase in the reservoir increases the gas sat-
uration and gas pressure in some regions slightly 
on the expenses of the pore water. However, the 
small quantities of H2 cause only a small densi-
ty contrast and thus a negligible gravity anomaly. 
In all cases, the gravity anomalies should be free 
from any other short-term temporal effects oc-
curring within the operation cycles, e.g. abrupt 
fluctuations of the groundwater table.
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5.7 Conclusions

Porous media H2 storage is discussed as a viable 
option for long term and large scale energy stor-
age. To evaluate the applicability of seismic, geoe-
lectric and gravimetric monitoring techniques a 
realistically parametrised scenario simulation is 
carried out. The achieved delivery rate of H2 was 
set in context with the average power demand of 
the state of Schleswig-Holstein, Northern Germa-
ny, which corresponds to about 2.8 million peo-
ple. The site used for the simulation is based on 
an actual geological structure found in Northern 
Germany and parametrised using a facies model-
ling approach, that resulted in a strongly hetero-
geneous and realistic parameter distribution. 

The storage simulation consists of three main 
phases, namely the cushion gas injection utiliz-
ing N2, the initial filling of the reservoir with the 
working gas H2 and the cyclic storage operation. 
All storage operations were carried out using five 
wells located at the top of the structure. Each 
withdrawal period in the storage phase is followed 
by a short shut-in period of 1 day, a refill period 
of 50 days and another shut-in period of 30 days. 
The operational mode of the storage wells alter-
nates between withdrawal and injection with the 
intermediate shut-in periods representing short 
hiatuses associated with the switching of the flow 
regime. Prediction of the availability of renewable 
power production is possible for several days in 
advance (e.g. Foley et al. 2012), thus changes in the 
operating mode of a well can be anticipated up to 
a few days, which can be assumed to be sufficient 
time for the corresponding changes in well oper-
ation. Alternatively, dedicated injection and with-
drawal wells could be used either in an alternating 
operating pattern as described or in a continuous 
operating pattern, i.e. a continuous injection and 
withdrawal, to cope with varying demand and sup-
ply. While this set-up is technically possible, it is 
uneconomical due to the larger numbers of wells 
required and because a direct use of H2 without 
intermediate storage is more efficient. 

Based on preliminary simulations using homo-
geneous parametrisations the target withdrawal 
and injection rates were set to 1 000 000 sm3/d/
well and 155 000 sm3/d/well, respectively. It was 
found that the storage performance was initially 

poor due to the lower than expected H2 gas vol-
ume in place but increased with the number of 
storage cycles as more H2 was available. In the fi-
nal storage cycle a total of 29 million sm3 of H2, 
equivalent to 186 000 GJ or around 51 667 MWh 
of power could be extracted. The storage site is 
therefore capable of supplying around 22 % of 
the weekly demand defined in this study, which is 
slightly less than the predicted 27 % because of gas 
impurities. It can be expected that performance 
of the simulated storage will increase further, ulti-
mately topping out at the target of 35 million sm³ 
of H2, corresponding to 222 600 GJ (61 833 MWh) 
of power, if more storage cycles are simulated. 

As discussed in Chapter 4.5.3 and 4.5.4, the de-
liverability of the storage site could be increased 
by either increasing the well flow rates or increas-
ing the number of wells, both of which effectively 
enlarge the storage. As shown in Chapter 4.5.4, 
horizontal wells could be used instead of vertical 
wells to increase the individual well screen length, 
which would reduce the pressure drop around the 
wells associated with a given withdrawal or injec-
tion rate and thus allow for higher production or 
injection rates. The loss of H2 due to dissolution 
in the connate water increases with the simulation 
time, ultimately being 141 tonnes after 4 years, 
which equates to 1.75 % of the total H2 in the stor-
age formation at the end of the simulation. This 
effect will abate with time, as pore waters equal-
ize with the gas phase. Thus, the simulated porous 
media H2 storage site is indeed a viable option for 
mitigating shortages in power production as de-
fined in the usage scenario. However, geochemical 
reactions, which are not considered in the simula-
tion, could limit the applicability of such an oper-
ation due to i.e. corrosive H2S gas being produced. 

Diffusion processes will also effect an H2 stor-
age, either due to loss of H2 into the caprock 
through diffusion in the water phase, or if a sep-
arate cushion gas is used as in this study, through 
mixing by diffusion with the cushion gas. As the 
diffusion length is estimated at 2 m during a stor-
age cycle, this effects is not represented in the 
simulations. 

Due to the specified boundary conditions for 
the fluid flow the pressure build up in the far-field 
is underestimated in this simulation. Thus, for a 
more realistic assessment of the induced hydrau-
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lic effects the simulations presented in Chapter 
4.4 and 4.5 should be referred to. However, the 
boundary conditions specified in this simulation 
do not affect the pressure in the storage or the 
performance significantly. 

In addition to down-hole pressure and tem-
perature monitoring, integrative geophysical ap-
proaches, namely FWI, ERT and gravity methods 
can be employed for a site monitoring concept, 
depending on their individual capabilities in de-
tecting changes in the gas inventory. Subject to 
the used acquisition geometry, the acoustic FWI 
can resolve P-wave velocity and subsequently gas 
saturation variations within the storage reservoir 
to a varying extent. A surface seismic walk-away 
VSP geometry is limited in the frequency content 
to 100 Hz, maximum. Theoretically, the FWI can 
resolve structures down to approximately half of 
the minimum wavelength. Assuming an average 
P-wave velocity of 2700 m/s within the reservoir, 
the VSP geometry can only resolve the general 
shape of the gas phase down to the size of 14 m, 
but no internal structures. 

For a more detailed resolution of flow-paths 
and the gas phase distribution, a crosswell ge-
ometry with maximum frequencies of 1000 Hz 
in the seismic data is required, capable to resolve 
approximately 1.4 m features in size. While the 
theoretical resolution of the crosswell is much 
better than the VSP geometry, the acquisition of 
high quality data with a high signal-to-noise ratio 
is challenging and expensive due to the required 
small separation between the monitoring bore-
holes. Beside gas saturation and - density, the pore 
pressure can have a significant impact on the seis-

mic P-wave velocity variations. In this study, these 
effects are not incorporated into the rock-mod-
el. Consequently, the amplitudes of the resulting 
seismic velocity anomalies in the real field appli-
cation might be larger and easier to detect by seis-
mic FWI. Furthermore, the highly-resolved struc-
tures derived from FWI can be used to constrain 
the ERT inversion. 

The resulting geoelectric mapping resolution 
is comparable with that of the applied seismic 
method. Employing optimized data acquisitions 
and constrained inversions in the ERT technique 
minimizes the interpretation ambiguity and thus 
further enhances the mapping resolution. The in-
accuracy of the FWI technique expressed by the 
relative misfit distribution is less than that of the 
ERT technique but both errors are still within a 
reasonable low range. Distinguishing the H2 from 
the N2 is practically impossible with both FWI 
and ERT techniques due to the similar influenc-
es on the electro-elastic properties by both gas 
components. Using the FWI or ERT techniques 
to quantify changes in the gas inventory because 
of the storage operation is not possible, as the vol-
ume change of the gas phase in the storage due to 
injection or withdrawal is not large enough for a 
detection with these methods. 

The difference in mass contrast caused by the H2 
injection is too small to be measurable as a gravi-
ty anomaly. H2 inventory in the storage formation 
can thus only be monitored by conventional mass 
balancing using the well flow rates. However, the 
gravity method may be able to resolve the gas 
phase if larger H2 volumes of more than 3 times 
the current volume are present in the storage.
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6 SUMMARY AND CONCLUSIONS

In this thesis, several aspects of H2 storage in 
porous geological formations are investigated in 
the context of subsurface spatial planning. Sus-
tainable subsurface spatial planning includes the 
a-priori determination of the storage dimensions, 
the induced hydraulic, thermal, mechanical and 
chemical effects of the storage operation and 
monitoring methods requirements. Such an as-
sessment can be carried out using numerical sce-
nario simulations, given adequate modelling tools 
are available. 

The development of numerical modelling 
tools, which can be used for the assessment of 
coupled hydraulic, thermal and chemical pro-
cesses occurring during H2 storage in porous ge-
ological formations, is one aim of this thesis. To 
achieve this, a coupling approach for the scientific 
open source code OpenGeoSys and the proprie-
tary reservoir simulator ECLIPSE (© Schlumberg-
er) is developed, which can be used for numerical 
simulations of THMC-systems such as those en-
countered during porous media gas storage. In a 
coupled simulation, the multiphase-multicompo-
nent flow and transport is solved for in ECLIPSE, 
while OpenGeoSys provides the facilities to in-
clude heat transport, geochemical reactions and 
aqueous transport of any non-major phase con-
stituents. For an accurate representation of the 
induced effects, feedback on the multiphase-mul-
ticomponent flow and transport simulation, e.g. 
by geochemical reactions or temperature pertur-
bations, can be included either using iterative or 
sequential process coupling. The Joule-Thomson 
effect, which describes temperature changes dur-
ing isenthalpic gas expansion, is implemented in 
OpenGeoSys for gases consisting of N2, O2, H2, 
CH4 and CO2. All implementations are success-
fully validated using reference simulations or data. 

The developed coupled simulator can be used 
for the assessment of hydraulic, thermal and 
chemical effects during H2 gas storage operations 
within the limits of the respective simulators. Thus 
one of the aims of this thesis, to provide model-
ling tools for the assessment of induced effects, 

is achieved. However, the developed simulator is 
not limited to use in H2 storage scenarios. While 
the Joule-Thomson effect is currently only imple-
mented for the noted components, the coupling 
between OpenGeoSys and ECLIPSE does not im-
pose any limitations on future uses for the sim-
ulation of multiphase-multicomponent systems 
encountered in other gas storage scenarios such 
as e.g. compressed air energy storage.

Further improvements can be made to the heat 
transport modelling facilities of the coupled sim-
ulator. In the current version, the no injection 
data is transferred from ECLIPSE to OpenGe-
oSys during the simulation run. Thus, boundary 
conditions to the heat transport can either be a 
constant temperature or a pre-defined heat source 
term. However, for an accurate representation of 
induced thermal effects during gas storage opera-
tions the heat added to the system by the injected 
gas must be quantified, which requires knowledge 
on the injection volume per time step. Further-
more, heat transfer due to evaporation of forma-
tion water into the gas phase and redistribution or 
removal through the gas withdrawal remains to be 
implemented in a future development.

The assessment of potential dimension of H2 
storage in porous geological formations, one 
of the remaining aims of this thesis, is achieved 
through numerical scenario simulations of a hy-
pothetical storage operation at an existing ge-
ological structure in the North German Basin, 
providing a realistic geological setting. At the 
storage site, the Rhaetian sandstones, one of the 
potentially suitable host formations for porous 
media gas storage in the NGB, are chosen as the 
target storage formations. To assess the variability 
of the simulations results due to the variability of 
the distribution of the reservoir properties such 
as permeability and porosity, 25 equally likely and 
realistic parameter distributions are created using 
a facies modelling approach. 

It is found that the simulated storage site can 
on average supply H2 at a rate of 2.2 to 4.1 mil-
lion sm3/d during a week-long withdrawal period 
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when using 5 storage wells. Assuming a 60 % ef-
ficiency for the re-electrification, which is a rea-
sonable estimate based on current technology, the 
storage site can thus supply power on the order 
of 162 to 300 MW continuously for one week, de-
pending on the distribution of the heterogeneity 
in the storage formation. During the withdrawal, 
a total of 23.3 to 31.6 million sm3 H2 are produced, 
which corresponds to about 41 000 to 55 900 
MWh of energy. 

The storage performance can be increased by 
adding storage wells and enlarging the volume 
of gas in the storage formation. Homogeneous 
simulations, which were found to provide a rea-
sonable estimate of the variability of the storage 
performance seen in the heterogeneous cases, 
show that the storage can supply H2 equivalent to 
about 210 400 to 234 300 MWh of energy when 11 
horizontal storage wells are used. The sustainable 
H2 flow rates are in the range of around 10.1 to 
15.6 million sm3, corresponding to a power out-
put of about 744 to 1147 MW, depending on the 
distribution of the reservoir properties.  

Thus, this one storage site can supply 90 to 
102 % of the average weekly energy demand in 
electricity of the state of Schleswig-Holstein, 
which has a population of about 2.8 million peo-
ple. The power output from the storage site is suf-
ficient to supply around 55 to 85 % of the average 
weekly power demand of 1356 MW as defined in 
this scenario.

The large differences in the fractions of the re-
quired power and energy demand the storage site 
can supply are due to storage flow rates quickly 
decreasing towards the end of the withdrawal pe-
riods. Nevertheless, the storage capacity can be 
further increased as the spill points of the geolog-
ical structure are not yet reached, implying that 
the storage site alone could potentially supply 
100 % of the demand in power and energy. Given 
the widespread distribution of potential host rock 
formations in the NGB, H2 storage in porous geo-
logical formations is thus a viable option for large-
scale energy storage, capable of supplying high 
storage capacities in terms of energy and power. 

Critical aspects of the storage dimensioning are 
the purity of the withdrawn gas and the storage 
flow rates, limiting both the storage capacity and 
the power output the storage site can provide. The 
major controlling factors are the storage setup, i.e. 

the number of storage wells, the storage schedule, 
and site specific properties such as pressure lim-
its, the geometry of the storage formation and the 
distribution of the hydraulic parameters. 

Numerical simulations as presented in this the-
sis can be used to investigate these factors and 
assess the dimensions of potential H2 storage op-
erations in a site-specific approach. If insufficient 
data are available, numerical simulation can still 
provide estimates of storage dimensions. Thus, 
they are a valuable tool for a planning of the limit-
ed resources the subsurface can provide. 

Besides the estimation of storage dimensions, 
a sustainable subsurface spatial planning scheme 
also demands the a-priori quantification of in-
duced hydraulic, thermal, geochemical and ge-
omechanical effects induced by the operation and 
development of e.g. a porous media H2 storage 
site. The aims of this thesis include the assessment 
of hydraulic effects induced by H2 storage oper-
ations and the provision of a first estimate of in-
duced thermal effects.   

Hydraulic effects caused by such a H2 storage 
operation are due to the distribution of the gas in 
the storage formation and the pressure perturba-
tions caused by the storage operation. The distri-
bution of the gas phase is strongly affected by the 
reservoir heterogeneity, with the gas being con-
centrated in the highly permeable sections of the 
storage formation. In an ideal scenario, the stor-
age operation is compensated by the compressi-
bility of the gas in the storage formation during 
injection and withdrawal, resulting in a stable 
gas-water contact. If such conditions are given, 
the extent of the gas phase remains constant in 
time once the storage site is operating at its target 
capacity. In the large-scale H2 storage simulation, 
the lateral extent of the gas phase is about 7 km 
by 750 m.

The maximum and minimum pressure pertur-
bations that can occur in the subsurface are gov-
erned by the pressure limits applied at the storage 
wells. Thus, an accurate estimation of these limits 
is not only required for estimating the storage di-
mensions, but also for the induced pressure per-
turbations. In the near-field of the storage wells, 
the fluid pressures are fluctuating due to the cyclic 
storage operation. For the investigated scenario, 
the resulting pressure changes in the near-field 
of the storage are about +20 bars and -15 bars 
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compared to the initial hydrostatic levels. In the 
far field of the wells the storage operation always 
results in an overpressure. At distances of 5 km, 
overpressures of less than 3 bars are observed in all 
simulations. In case of the large-scale simulations, 
the pressure-change due to the storage operation 
is about 1 bar in 10 km. These pressure-changes 
are low compared to the absolute pressures of 
more than 150 bars. The effect of reservoir heter-
ogeneity on the pressure perturbations is minus-
cule compared to e.g. effects of reservoir hetero-
geneity on the distribution of the gas phase itself 
or the various storage performance metrics. 

Given a sufficient reservoir volume the over-
pressure decreases with time. If, however, sealing 
faults or fractures limit the extent of a storage for-
mation, the overpressure in the far field will be not 
only higher in magnitude but also more persistent 
in time. The magnitude of the overpressure signal 
in storage formation also depends on the injection 
pattern, with lower injection rates and thus longer 
storage build-up times resulting in reduced over-
pressures.

In the context of subsurface spatial planning, 
the assessment of mutual interactions between 
different subsurface uses is required for a sustain-
able allocation of the limited available space. Giv-
en the extensive reach of pressure perturbations, 
induced hydraulic effects are an important factor 
to consider when assessing mutual interactions 
between different uses on a case specific basis, e.g. 
using numerical simulations as presented in this 
thesis, with the scenario of a combined waste wa-
ter injection and H2 storage operation at the same 
geological structure.

Thermal effects of a H2 storage operation are 
provided in this thesis in a form a first estimate. 
Several processes can induce thermal effects dur-
ing a H2 storage operation, of which the injection 
temperature of the gas is the primary. Tempera-
ture perturbations can also be a result of e.g. the 
Joule-Thomson effect and of heat transfer due to 
evaporation of formation water into the stored 
gas. Of these three processes, the effect of the first 
two are investigated in this thesis using the devel-
oped OpenGeoSys-ECLIPSE simulator.  

The temperature at which H2 is injected at the 
storage site is governed by the operating condi-
tions required by the surface installations. Op-
erating temperatures of e.g. electrolysers used to 

produce H2 prior to injection can be up to 100 °C. 
Furthermore, the operating pressures may de-
mand additional compression of the gas prior to 
injection, during which the gas heats up further. 
Coolers may be used to lower the gas tempera-
ture as it might be required by the surface instal-
lations. Nevertheless, the temperature of the gas 
could potentially differ significantly from typical 
reservoir temperatures, which are in the range of 
20 to 50 °C. 

The Joule-Thomson effect describes temper-
ature changes of gas during isenthalpic expan-
sion. During gas flow in a porous formation, 
gas is expanding along the flow path. Thus, the 
Joule-Thomson effect causes temperature chang-
es whenever gas is injected or withdrawn from the 
storage site. 

In the investigated scenario, the thermal effects 
caused by the Joule-Thomson effect are minus-
cule as the Joule-Thomson coefficients for H2 only 
have a low magnitude. However, it is noteworthy 
that thermal effects caused by the Joule-Thomson 
accumulate several tens of metres away from the 
storage wells, in regions where the gas is primarily 
moving back and forth in the storage formation 
and is not withdrawn. The magnitude and the ex-
tent of the thermal effects are thus primarily gov-
erned by the specific surface installations which 
define the injection temperature. 

Assuming a constant injection temperature of 
around 25 °C above the initial reservoir temper-
ature results in temperature changes up to 50 m 
away from the storage wells. Furthermore, the cy-
clic operation of the storage results in pronounced 
temperature fluctuations in the rock formations 
adjacent to the storage wells. The spread of the 
temperature perturbations is primarily conduc-
tive. This is a result of the relatively low volumetric 
heat capacity of the gas and of the assumption in 
OpenGeoSys that local temperature are in equi-
librium across all phases. 

The simulated scenario does include further 
simplifications, such as a constant temperature 
boundary condition, high thermal dispersivities 
and a homogeneous distribution of the thermal 
properties. Because of these, the simulations can 
only provide a conservative estimate. Neverthe-
less, the developed OpenGeoSys-ECLIPSE sim-
ulator can be used to provide a first estimate of 
thermal effects induced by a H2 storage opera-
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tion. While the Joule-Thomson effect during a H2 
storage operation is most likely negligible, more 
pronounced temperature perturbations may be 
induced during other types of gas storage, e.g. 
because of larger Joule-Thomson coefficients or a 
higher frequency of the storage operation as for 
example in a compressed air energy storage site 
operated on a bi-daily schedule. 

Given the developed OpenGeoSys-ECLIPSE 
simulator has no general limitations regarding the 
considered gas components and the Joule-Thom-
son being implemented for any mixture of N2, 
H2, O2, CO2 and CH4, a large variety of storage 
scenarios can be investigated. However, some 
processes such as heat transfer through the evap-
oration of residual formation water are not yet im-
plemented. To what degree this process affects the 
temperatures in the storage formation should be 
addressed in future research. 

The applicability of monitoring methods to 
a H2 storage operation must be determined for 
the application of a subsurface spatial planning 
scheme in addition to the aforementioned aspects 
of storage dimensioning and induced effects. 

The most direct monitoring techniques are 
measurements taken at storage or observation 
wells, which can be measurements of fluid pres-
sures, temperatures or compositions. Thus, wells 
can be used for the direct measurement of in-
duced hydraulic, thermal and chemical effects. 
Suitable locations for observation wells can be de-
termined using numerical scenario simulations as 
presented in this thesis. In addition to such point 
data, geophysical monitoring techniques can pro-
vide detailed multi-dimensional information on 
the undergoing storage operation.

In this thesis, seismic forward waveform in-
version (FWI), geoelectric resistivity tomography 
(ERT) and gravimetric monitoring techniques are 
investigated for the use at a H2 storage site. For the 
FWI method it is found that a surface acquisition 
geometry is sufficient to resolve the general shape 
of the gas phase distribution. To resolve internal 
structures, a detailed FWI survey using a cross-
well acquisition geometry is required, with which 
structures of around 1.4 m in size can be dis-
cerned. However, besides the saturation of the gas 
phase, the pore pressure can significantly impact 
the p-wave velocity variations, which were not in-
cluded in this assessment. Thus, the detectabili-

ty of the gas phase may be increased in an actual 
field application. Geoelectric surveys are also re-
stricted to a cross-well acquisition geometry. The 
detailed structures resolved with crosswell FWI 
can further enhance the application of geoelectric 
techniques through constraining the ERT inver-
sion. In doing so the resolution obtained with the 
ERT technique is comparable to that of the FWI 
technique. Thus, FWI and ERT techniques can be 
used to locate and map the gas distribution at an 
H2 storage site when using a crosswell acquisition 
geometry. Quantifying changes in the gas inven-
tory due to withdrawal or injection periods is, 
however, not possible, as the change in volume is 
too small. For the given storage site the employed 
gravity technique shows anomalies resembling the 
gas phase. However, monitoring the filling state of 
the storage site is not possible as the differences in 
the gas inventory are not sufficient. Nevertheless, 
this study successfully demonstrates the applica-
bility of such an integrative site investigation con-
cept for porous media H2 storage. 

For the specific case of this H2 storage site, the 
operational space can be defined by the distribu-
tion of the gas phase within the storage forma-
tion. This directly used space is, once the storage 
site is at its full capacity, stable in size. Within 
this space the fluid pressures are elevated by 
several bars over the initial hydrostatic pressure 
and the pore space is occupied by mobile gas and 
immobile residual formation water. The affected 
space is characterised in the lateral directions by 
the induced pressure perturbations and vertical-
ly by the induced thermal effects. For the estima-
tion of the monitoring space further analyses are 
required to determine the effects of other uses 
or technical installations in the rock strata above 
the storage formation. In the studied case the ge-
ophysical methods include data acquired at the 
surface and thus intermediate uses might affect 
the resolution of the detection methods.

In the context of subsurface spatial planning, 
the results of this thesis show that numerical 
modelling tools are available to determine stor-
age dimensions, induced hydraulic, thermal and 
chemical effects and the applicability of geophys-
ical monitoring techniques for a given H2 storage 
site. For this, sufficient data on the reservoir prop-
erties, the surface installations and the power and 
energy demand is indispensable. 
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Further model development is required to bet-
ter represent the injection temperature of the gas 
and to account for heat transfers by phase chang-
es. As shown in this thesis, H2 storage in porous 
formations can provide large storage capacities 
in terms of power output and energy withdrawn. 
However, (bio)chemical reactions of the stored 
gas might diminish the storage performance. If 
reliable data is available, the developed OpenGe-
oSys-ECLIPSE simulator could be used to assess 
these effects. Furthermore, research on the integ-

rity of caprocks and their capability to retain the 
stored gas is required. 

Apart from the uncertainties of the geological 
parameter distribution, the actual storage de-
mand and the site-specific setup of the surface 
facilities are the primary unknowns which affect 
the simulation results as these factors control the 
storage operation. Thus, future research should 
be aimed at a closer integration of the demand 
imposed onto the storage operation by the grid.
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Chapter 3

Pfeiffer WT, Graupner B, Bauer S (2016) The coupled non-isothermal, multiphase-multicomponent 
flow and reactive transport simulator OpenGeoSys-ECLIPSE for porous media gas storage. Environ 
Earth Sci 75:1347. doi: 10.1007/s12665-016-6168-2

Abstract
Numerical simulations are a viable tool to gain insights into complex coupled THMC processes prevail-
ing in many geoscientific applications. In this work, a coupling approach for OpenGeoSys and ECLIPSE 
is presented, which combines the multiphase flow simulations of ECLIPSE with heat and reactive geo-
chemical component transport simulations of OpenGeoSys. The coupled simulator is capable of deal-
ing with multiphase-multicomponent systems with no specific limitations regarding the components 
used. Furthermore, thermal effects like the Joule-Thomson effect and geochemical feedback on fluid 
flow and mass transport are accounted for by the coupled simulator. The developed coupled code is 
validated in a series of benchmarks. It is found that the results of the coupled simulator are in very close 
agreement with those obtained from the reference simulations with the relative errors being smaller 
than 0.00001 %, 0.0002 % and 0.003 % for phase pressures, saturations and component concentrations, 
respectively. Validation of the thermal coupling of the simulators shows the same good agreement, if 
no thermal feedback on fluid flow is considered with a maximum relative error of 0.0015 %. Including 
thermal feedback on fluid flow shows increased relative differences of up to 0.3 % due to the slightly 
different equations of states used in the simulators. Given the good accuracy of the validation runs, the 
coupled code can thus now be applied for reservoir simulations of coupled processes occurring in the 
subsurface.

Chapter 4

Pfeiffer WT, Beyer C, Bauer S (2017) Hydrogen storage in a heterogeneous sandstone formation – Di-
mensioning and induced hydraulic effects. Petroleum Geoscience doi: 10.1144/petgeo2016-050

Abstract
Large-scale energy storage in the geological subsurface (e.g. by storing hydrogen gas) may help to mit-
igate effects of a fluctuating energy production arising from the extensive use of renewable energy 
sources. The applicability of hydrogen (H2) storage in a porous sandstone formation is investigated by 
defining a usage scenario and a subsequent numerical simulation of a storage operation at an existing 
anticlinal structure in the North German Basin. A facies modelling approach is used to obtain 25 heter-
ogeneous and realistic parameter sets. The storage operation consists of the initial filling with nitrogen 
used as cushion gas, the initial filling with H2, and six withdrawal periods with successive refilling and 
shut-in periods. It is found that, on average, the storage can sustain a continuous power output of 245 
MW for 1 week when using five storage wells, while peak performance can be as high as 363 MW, indi-
cating that the storage is mainly limited by the achievable extraction rates. The median of the maximum 
pressure perturbation caused by this storage is around 3 bars and can be observed at a distance of 5 km 
from the wells.
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Chapter 5

Pfeiffer WT, al Hagrey SA, Köhn D, Rabbel W, Bauer S (2016) Porous media hydrogen storage at a syn-
thetic, heterogeneous field site: numerical simulation of storage operation and geophysical monitor-
ing. Environ Earth Sci 75:1177. doi: 10.1007/s12665-016-5958-x

Abstract
Large-scale energy storage such as porous media hydrogen storage will be required to mitigate short-
ages originating from fluctuating power production if renewables dominate the total supply. In order 
to assess the applicability of this storage option, a possible usage scenario is defined for an existing 
anticlinal structure in the North German Basin and the storage operation is numerically simulated. A 
heterogeneous and realistic parameter distribution is generated by a facies modelling approach. The 
storage  operation, which is performed using five wells, consists of an initial filling of the storage with ni-
trogen used as cushion gas and hydrogen as well as several weeklong withdrawal periods each followed 
by a refill and a shut-in period. Storage performance increases with the number of storage cycles and a 
total of 29 million m3 of hydrogen gas at surface conditions can be produced in the long term, equating 
to 186,000 GJ of energy when assuming a re-electrification efficiency of 60 %. In addition to downhole 
pressure monitoring geophysical techniques such as seismic full waveform inversion (FWI), electrical 
resistivity tomography (ERT) and gravity methods can be used for site monitoring, if their individual 
detecting capabilities are sufficient. Investigation of the storage scenario by virtual application of these 
methods shows that FWI and ERT can be used to map the thin gas phase distribution in this heteroge-
neous formation with the individual methods conforming each other. However, a high spatial density 
of receivers in a crosswell geometry with less than 500 m distance between the observation wells is 
required for this. Gravity mapping also shows anomalies indicating mass changes caused by the storage 
operation. However, monitoring the filling state of this hydrogen storage site is not possible.


