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Abstract 

The work presented here details the structural characterization of Ge-Sb-Te (GST) thin 
films by aberration-corrected scanning transmission electron microscopy (STEM). GST 
materials are of eminent technological interest as phase change materials for their 
application in optical data storage and resistive memory devices. Despite the past and 
recent successes in translating empirical observations of the unique phase change material 
behaviour into useful concepts for applications, the underlying atomistic origin of the 
structural changes between amorphous glass, disordered metastable lattice and highly-
ordered layered stable crystalline lattice and the accompanying property changes are not 
yet fully explored. 

GST thin films produced by pulsed laser deposition (PLD) are subjected to a range of post-
deposition annealing temperatures. The resulting amorphous, metastable crystalline and 
stable crystalline thin films are prepared for the transmission electron microscopy (TEM) 
cross-section study by focused ion beam methods. Very low ion-beam polishing energies 
under liquid nitrogen stage-cooling conditions result in excellent specimen quality and 
lamella thickness control, as was verified by electron energy-loss filtered imaging, high-
resolution TEM imaging and Monte-Carlo simulation of the ion-beam induced effects. The 
resulting specimens are investigated using a range of TEM techniques, including nano-
beam diffraction, STEM X-ray analysis, TEM diffraction contrast imaging and aberration-
corrected high-angle annular dark-field (HAADF-) STEM imaging. 

The experimental data is evaluated using image processing techniques as well as advanced 
methods, comparing individual atomic column scattering intensities with absorptive-
potential multi-slice image simulations. Results reveal distorted octahedral motifs in the 
amorphous phase, pm-scale sublattice distortions and sublattice pre-ordering in the 
metastable crystalline phase, a distinct ordering of intrinsic vacancies into layers in a 
transition state to the stable crystalline phase, as well as chemical and structural disorder in 
the stable layered arrangement. 

In addition, the PLD thin-film growth of GST layers at elevated substrate temperatures is 
investigated. The growth behaviour reveals a strong tendency towards (0001) texturing 
even on disordered interfaces, a distinct Te-rich surface passivation layer formation on 
Si(111) substrates, as well as the formation of a Van-der-Waals interface arrangement in 
the epitaxial growth regime at high deposition temperatures. Lastly 60° rotation twin 
domains, 3° rotation coincidence lattice domains and localized stacking transition defects 
are observed and characterized.  The observation of defect structures and structural 
disorder in the layered phase in particular promises to be a valuable contribution, 
especially in the development of multi-layered phase change concepts. 
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List of abbreviations 

Some common, recurring abbreviations are introduced for quick reference below: 

PCM/iPCM Phase Change Material / interfacial Phase Change Memory 

GST  Ge-Sb-Te chalcogenide compounds 

GST124 Ge1Sb2Te4 composition 

GST225 Ge2Sb2Te5 composition 

GST326 Ge3Sb2Te6 composition 

Experimentally determined GST compositions are sometimes subsequently referred to by 
the nearest stoichiometric (GeTe)1-x(Sb2Te3)x composition even if a previously noted 
deviation remains. 

PLD  Pulsed Laser Deposition 

XRD  X-Ray Diffraction 

MBE  Molecular Beam Epitaxy 

STEM  Scanning Transmission Electron Microscopy 

HAADF- High Angle Annular Dark-Field (-STEM) 

BF-  Bright-Field; can refer to bright-field imaging (-TEM) or scanning (-STEM) 

ADF- Annular Dark-Field; refers to Low- or Medium- Angle Annular Dark-Field 
depending on the detector (DF2 or DF4) and collection semi-angle given. 

FT/FFT Fourier Transformed / Fast Fourier Transformed; Fourier Transformed 
refers to spatial frequency space in general and 2D diffractogram in 
particular, while FFT refers to the specific Fast Fourier Transformation 
algorithm. 

NBD Nano-Beam Diffraction; scanning probe diffraction with very small beam  
convergence semi-angle (0.16 mrad). 

SAED Selected Area Electron Diffraction 

VdW Van-der-Waals; often used to denote the intrinsic vacancy gap in the 
trigonal phase, alternatively denoted VL (vacancy layer).
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1. Introduction 

1.1 Preface 

All current studies on phase-change materials can be traced back to the description of 
novel material properties in chalcogenide materials by S. Ovshinsky in 1968[1]. While this 
initial work was already built around the ultra-fast (ns-) electrical switching of telluride 
compounds, characterising the distinct material states in terms of electrical resistance 
states, the topic lay somewhat dormant, with sporadic new results on the optical switching 
properties of amorphous semiconductors[2, 3]. In 1987, N. Yamada and colleagues 
published work on thin Telluride layers for optical data storage[4], which evolved to reveal 
the prominence of the (GeTe)1-x – (Sb2Te3)x pseudobinary material system for optical data 
storage applications[5] due to its large optical reflectivity contrast and excellent optical 
switching properties. 

The rapid reversible switching behaviour between structurally and functionally distinct 
states in chalcogenide tellurides has since lead to its use as the active layer material in re-
writable optical disks (DVD-R)[6]. In addition, since approximately the turn of the 
millennium, the electronic properties of these materials have found renewed interest. As 
the scaling requirements of electronic memory components increase in order to achieve 
ever higher information densities, electronic charge storage devices such as NAND-Flash 
and dynamic random access memory approach their physical limitations. A number of 
potential technologies are being developed to replace current-generation solid-state 
memory devices, of which phase change materials (PCM) are among the most mature[7]. 
Prominent advantages of PCM are the non-volatility of the information storage and the 
scaling potential, while challenges include power consumption and access latency. 
Although some application-level products using phase change technology have already 
been realized by the large semiconductor manufacturers, the final market breakthrough still 
remains. 

While the application of phase change materials has thus steadily advanced, the atomic 
origin of the fast switching mechanism and the pronounced property contrast has not been 
conclusively solved. Some selection criteria for the development of new PCMs have been 
proposed[8], however a better understanding of the structure-property relationship is 
required in order to improve the design of new materials. The following chapter will first 
establish what the characteristic phase change effect in Ge-Sb-Te based materials is, 
followed by an overview of relevant structural phases. As the investigation is centred on 
the experimental determination of structural features in thin films, the various classes of 
structural defects and their relevance to the material system are also shortly summarized. 
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1.2 The phase change effect 

While the term “phase change material behaviour” has found its way into the standard 
repertoire of scientific literature, it may seem at first reading rather confusingly chosen. 
Any material can be regarded to undergo phase changes from one local minimum in the 
Gibbs free energy to another when acted upon by a change in temperature or pressure. 
Similarly, changes in the phase state of a material often bring with them drastic changes in 
properties. A liquid will usually act radically different from a solid or a gas. A mixture, in 
any phase state, may separate into constituents or multiple mixtures of different 
compositions and structures, each with its own set of physical properties. Furthermore 
many materials display metastable equilibria that may possess different properties than 
their absolute minimum energy configurations. In order for a material to be regarded as 
exhibiting phase change material behaviour, a very specific set of circumstances has to be 
observed[8-10]. 

The material needs to possess at least two solid structural phases at room temperature that 
are stable over intermediate timeframes. In order to be useful for phase change applications 
this timeframe is typically required to cover multiple years. The solid structural phases 
referred to are often an amorphous state with frozen disorder in the distribution of the 
constituent atoms and an ordered crystalline lattice arrangement. As such, the glass 
forming properties of the material are of critical importance[11, 12]. 

It also is required to exhibit a large contrast in at least one functional property upon 
transition from one solid phase state to another. The most common functional properties of 
interest are the optical behaviour as determined by the dielectric function[13] and the 
electrical conduction properties as dependent on the charge carrier density and density of 
states often described as an electronic band structure in the solid[14]. Increasingly attention 
is also being directed towards other physical properties such as changes in ferroelectric 
polarizability[15, 16], multiferroic behaviour[17] and anisotropic thermal conduction[18, 19]. 

Finally, it must be possible to induce the transition from one intermediate room 
temperature state to another on a nanosecond timescale. Therefore at least one state is 
constrained to a metastable equilibrium, while the kinetics of the phase transformation 
remain extraordinarily fast. In practice, many common phase change compounds display 
this fast transformation mechanism between the highly disordered amorphous state and an 
intermediate metastable phase, possessing an additional stable equilibrium structure that is 
only reached after extended annealing times at higher temperatures.  

From these necessary characteristics, metastable solid phase, large property contrast and 
fast phase transformation, it becomes apparent that some extraordinary requirements are 
laid upon any phase change compound[20-22]. In particular, for the transformation process to 
be as fast as observed, only short-range movement of atomic positions can be required to 
dramatically change the electronic structure. Much work has been put into identifying the 
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specific material characteristics that would help predict phase change behaviour[23, 24]. The 
most concrete evidence for a systematic composition – phase change property correlation, 
as well as the vast majority of known phase change materials themselves, was found in 
tellurium-rich chalcogenide compounds. 

A schematic illustration of the phase change process in the example of Ge-Sb-Te (GST) 
compounds is shown in Figure 1.1 Starting from an amorphous disordered atomic 
arrangement; energy is supplied to the system thus increasing the temperature in the 
material. This energy transfer usually takes place by either supplying additional heat 
directly, via photon energy transfer to excited electronic states and subsequent relaxation in 
the case of optical switching[25], or by Joule heating through an electrical current[26, 27]. It is 
readily apparent that, rather elegantly, the energy transfer mechanism can be equally useful 
for a determination of the structural state thanks to the property contrast. Coherent light is 
used in optical switching to both induce the phase transformation and measure its optical 
reflectivity. A voltage can also be applied in electrical switching in order to measure the 
resistivity. In practice, due to geometrical constraints such as thermal cross-influence of 
cell elements and uneven crystallization in the cell active layer during direct Joule heating 
leading to the formation of crystalline filaments, current electrical memory designs favour 
a scheme wherein an additional bottom heating plug with low thermal conductivity is used 
to heat the active phase change layer[28].  

During the initial short pulse of energy input, the temperature in the material remains 
below the melting point yet is sufficient to initiate the fast phase transformation process, 
i.e. surpasses the glass transition temperature for the timeframe of the pulse. Thus, after the 
SET pulse, the material has changed from a low reflectivity high resistance amorphous 
state to the high reflectivity low resistance metastable crystalline state. By applying an 
additional short pulse that is sufficient to heat the material above the melting point, and 
minimizing the time spent in the intermediate crystallization regime, the material can be 
brought back into the amorphous state in what amounts to a RESET action.  

The particulars of the re-amorphization process, whether long-range order is completely 
broken or alternatively one sublattice is preferentially disordered, are still somewhat 
contentious and may depend on the specific profile of the power pulse used. Further 
background regarding the switching process and short-range order in the amorphous phase 
is given in section 1.3.4. In order to crystallize the stable configuration of the material, a 
much more prolonged annealing step has to be applied. The transition from metastable to 
stable crystalline configuration is accompanied by an additional smaller step in the 
reflectivity and conductivity. Simultaneously the thermal conductivity gradually increases, 
with larger jumps at the phase transformation steps, due to a further decrease in disorder-
induced anharmonicity[29] and an increase of the electronic contribution with increasing 
conductivity consistent with the Wiedemann-Franz Law.  
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Fig. 1.1: Schematic phase change process in GST compounds, adapted from Ref. [30].  
Tm denotes the melting point. 

It can be readily seen that the local atomic arrangements in the lattice play a central part in 
the operation of a phase-change device. However not only are the functional properties 
coupled to the abrupt changes during fast phase transformation, but also influenced by 
further gradual changes in structural and chemical disorder in the lattice[31]. The following 
section thus introduces the current, continuously evolving knowledge about the distinct 
structural states. 

 

1.3 Structure and properties 

1.3.1 Ternary telluride chalcogenides: historical overview 

All phase change compounds are thought to share common structural features that enable 
their functional phase-change behaviour. However, since the subject matter of this work 
are Ge-Sb-Te based chalcogenides which act as model systems for phase change 
behaviour, and as such have attracted a large repository of literature, this section will also 
focus on structure and properties of aforementioned GST compounds. It would 
nevertheless be neglectful not to mention competing material systems at least in passing. 
Figure 1.2 gives an overview of the most important known phase change compound 
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compositions as well as some historical milestones in their applications. As indicated, the 
vast majority of compounds are based on tellurium anion chalcogenides, while the cations 
most commonly are comprised of group XIV and group XV elements. Further 
complicating is the fact that the phase change behaviour can be tuned by doping of a 
known phase change compound, most prominently with nitrogen or carbon up to single 
digit atomic percent[32, 33]. The most prominent phase change compositions are GeTe, 
Sb70Te30, Ge15Sb85, AgInSbTe (AIST) and the wide range of Ge-Sb-Te compositions from 
the GeTe – Sb2Te3 pseudobinary tieline. 

 

Fig.1.2: Phase change compounds in ternary telluride compounds, adapted from Ref. [9]. 

A literature-sourced[34] summary of stable phase compositions in the Ge-Sb-Te ternary 
system is shown in Table I, accompanied by the  pseudobinary phase diagram of the GeTe 
– Sb2Te3 tieline shown in Figure 1.3 as well as the phase transformation temperatures from 
the as-prepared amorphous state during differential scanning calorimetry (DSC) 
measurements at 10 °C/min heating rates[5] in Figure 1.4. Both Sb2Te3 and GeTe occur in 

stable polytypes at different temperatures, however only the �-GeTe and β-GeTe phases 
possess a solubility of Sb significant enough to play a minor role in the pseudo-binary 
GeTe – Sb2Te3 system. Furthermore this literature source lists three stoichiometric phases 
of (GeTe)1-x – (Sb2Te3)x, namely GeSb4Te7, GeSb2Te4 and Ge2Sb2Te5. These are depicted 
as coexisting in mixed phases over wide composition ranges. Interestingly, more recent 
studies have found additional stoichiometric compositions of the (GeTe)1-x – (Sb2Te3)x 

type, most prominently Ge3Sb2Te6
[35] located in the A+� area of the phase diagram shown. 

The pseudobinary phase diagram in Figure 1.3 therefore is of rather historical value, 
however as a conclusive summary of all known stable and metastable phases is still 
somewhat lacking, it is sufficient to give a first impression of the complexity of the 
material system. Especially when regarding the phase transformation temperature diagram 
as measured during DSC in Figure 1.4, it becomes apparent that metastability plays a 
prominent role in the phase change behaviour of Ge-Sb-Te alloys. All stoichiometric 
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compositions display an intermediate metastable crystallization from the frozen liquid into 

a cubic F m����m phase as well as a crystalline solid-solid phase transformation to the stable 

trigonal P ���m 1 (denoted hexagonal in Figure 1.4) phase. The phase transition temperature 
rises with increasing GeTe content, as does the metastability range of the cubic phase. 
Thus, identifying what is and is not a stable configuration or mixture of stoichiometric 
phases has long posed a significant challenge.  

 

Fig. 1.3: Historical pseudobinary phase diagram of GeTe – Sb2Te3, accompanying Table I, 
from Ref. [36]. 

 

Fig. 1.4: Phase transformations in GeTe – Sb2Te3 compounds during DSC with 20 °C/min 
heating rate, first published in Ref. [5]. 
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Tab. I: Stable phases in the ternary Ge-Sb-Te system, reproduced from Ref. [5]. 

Designation Phase Molar percent 

    Gemin Gemax Sbmin Sbmax Temin Temax 

L Liquid solution 0 100 0 100 0 100 
L' " 0 50 0 40 50 100 
L'' " 0 100 0 100 0 60 
Ge Ge 99.65 100 0 0.035 0 0.015 
Sb Sb 0 2.5 97.5 100 0 1.3 
Te Te 0 0.01 0 0.014 99.986 1 
α Sb2Te3 0 3.6 40.0 40.4 59.6 61.0 
γ Sb1-xTex 0 8.0 40.4 51.0 41.1 49.0 
δ Sb1-xTex 0 11.0 63.3 83.6 16.4 36.7 

β* β-GeTe 39.5 49.8 0 11.5 50.2 53.3 
α* α-GeTe 47.47 49.71 0 0.5 50.29 51.15 
γ* γ-GeTe 47.52 49.12 0 0.5 50.88 51.24 
A Ge2Sb2Te5 27.27 27.27 18.18 18.18 54.55 54.55 
B GeSb2Te4 14.28 14.28 28.56 28.56 57.16 57.16 
C GeSb4Te7 7.8 8.4 33.3 33.8 58.3 58.4 

 

 

1.3.2 Structure of GeTe – Sb2Te3 compounds 

In order to understand this crystallization behaviour it is useful to first regard the edge 

cases Sb2Te3 and GeTe. Sb2Te3 crystallizes into the rhombohedral R �� m (H) phase that is 
strongly related to the trigonal symmetry of the stable GST configurations[37]. This phase 
displays some extraordinary properties. Due to its intrinsic weakly bonded Van-der-Waals 
(VdW) gap in the crystal structure, it is the simplest three-dimensional topological 
insulator known so far[38]. It also possesses excellent thermoelectric properties[39]. At 
increased pressures Sb2Te3 undergoes two phase transformations into monocline C 1 2/m 1 
phases, thus losing its VdW-layered character, and subsequently into a highly disordered 

body-centred cubic I m �� m phase[40]. The authors of the study even went so far as to 
speculate that Sb2Te3 may undergo a pressure transformation to topological 
superconducting akin to Bi2Te3

[38]. While this pressure-induced phase transformation 
behaviour may seem unrelated at first glance since phase change material experiments and 
applications usually take place at ambient pressure, the pressure for the first rhombohedral 
– monocline transformation step at 9.3 GPa may be sufficiently low to allow pressure-
induced phase transformations of local lattice fragments within strain fields of defects and 
interfaces in thin films. 

GeTe possesses a metastable and a stable crystal structure, the transition between which is 
fluid[41]. At low temperatures it will crystallize into the rhombohedral 
 (R 3 m) structure, with three long and three short Ge-Te bonds.  
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As the temperature increases this rhombohedral unit cell will be distorted in the cubic 

<111> direction until the crystal forms the NaCl-type F m �� m lattice, in which the two 
cubic sublattices are fully occupied by Ge and Te respectively. One would therefore, in a 
naïve first assumption, expect a mixture of the two components to exhibit crystal structures 
that are characterized by competition of the two aforementioned structural patterns. On the 
one hand VdW layering, and on the other a metastable-stable transition from rhombohedral 
to cubic symmetry. However in reality, while VdW layering plays a prominent role in the 
stable structures of stoichiometric compositions, the metastable structure in (GeTe)1-x - 
(Sb2Te3)x compounds is generally described as a cubic NaCl-type structure with systematic 
distortion of the Ge/Sb octahedral sites similar to the off-centre shifts in rhombohedral 
GeTe[42]. Thus, the amorphous – metastable – stable transition path moves from disordered 
amorphous, to distorted cubic, to rhombohedral VdW layered (trigonal). Schematic models 
of crystalline Sb2Te3 and GeTe are shown in Figure 1.5.  

In order to construct an ideal filled NaCl-type structure, exactly 50% anionic species (Te) 
and 50% cationic species (Ge,Sb) are required. In contrast, moving along the quasibinary 
tieline, replacing x amount of GeTe with Sb2Te3, only 2/3rds of every Ge cation are 
replaced by a Sb cation. The question arises how Ge, Sb and vacancies are distributed on 
the sublattice, and many resources have been expended to find a conclusive answer. 

 

 

Fig. 1.5: Layered structure of Sb2Te3 (left) in [110] = [������ projection, cubic high-
temperature structure of GeTe (centre) and rombohedral distortion of the cubic structure of 

GeTe at low crystallization temperatures (right) in [�����] projection. Te atoms are 
represented by yellow spheres, Ge by red spheres and Sb by blue spheres. The central Ge 
atom in the rhombohedral GeTe structure is displaced from the (1/2,1/2,1/2) position in 
[111] direction. 
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Most prominently, neutron diffraction and extended X-ray absorption fine structure are 
able to yield information on local arrangements in lattices. Based on such findings, the 
distorted nature of the octrahedral arrangements in the cubic lattice has been proposed[43] 
(see Figure 1.6). However, investigative methods to date have been unable to discern any 
chemical ordering on the sublattice, and thus the common structure model assumes 
uniform mixing according to stoichiometric concentrations. Theoretical studies on this 
matter are often based on density functional theory, and thus attempt to determine energy 
minima for specific short-range order configurations. Based on such models, ordering of 
the Ge, Sb and vacancy components into layers has been predicted[44]. Such studies need to 
be approached with a certain amount of scepticism, since naturally the lowest energy 
configuration of the metastable phase is the stable lattice configuration. Thus, reports on 
systematic ordering in the metastable phase can often be interpreted as describing the 
transformation path to the layered trigonal arrangement[45, 46]. The sublattice disorder 
represents a thermodynamic degree of freedom in the material system, and partial ordering 
can be used to explain the gradual property changes upon further phase transformation[47], 
as will also become apparent during the discussion in the experimental results section.  

The ideal concentration of the intrinsic vacancies can be predicted depending on the 
relative concentration x of Sb2Te3 according to Ref. [48]:  

	
�� = � (� + ��)� , � < � < � (1.1) 

The lattice models of common metastable and stable (GeTe)1-x – (Sb2Te3)x compounds are 
illustrated in Figure 1.7. As the vacancy concentration changes in the metastable cubic 
phase, so too does the spacing of the intrinsic VdW gaps in the stable structures. When 
comparing vacancy concentration and trigonal structure it becomes apparent that one can 
be related to the other by moving all vacancies in the metastable state into a single Ge/Sb 

layer. The resulting unit cell after energy minimization is generally described as a P �� m 1 
trigonal lattice[49]. In further discussions of these structures, a sequence of Te and Ge/Sb 
layers bordered on both sides by a VdW gap will be referred to as a “building block” of the 
trigonal lattice due to the weak VdW interaction across the vacancy gap. The specific 
stacking order in stable trigonal lattices has been subject of much discussion, with various 
authors proposing e.g. for the Ge2Sb2Te5 composition sequences such as Ge-Te-Sb-Te-v-
Te-Sb-Te-Ge-Te-…[50] or the inverse Sb-Te-Ge-Te-v-Te-Ge-Te-Sb-Te…[51]  
(with v denoting a VdW vacancy gap). The best matches between experimental data and 
stacking models so far are those shown in Figure 1.7, and these share some common 
features for different compositions. 

 Most prominently, the layers retain some degree of random mixing on the Ge/Sb sites. 
The mixed Ge/Sb layer closest to the vacancy gap always exhibits the highest Sb 
concentration, e.g. Ge33:Sb66 for Ge2Sb2Te5

[52], Ge25:Sb75 for GeSb2Te4
[53] and 

Ge36:Sb64 for Ge3Sb2Te6
[54]. Conversely, the Ge/Sb positions on the inside of the building 

blocks are rich in Ge, with concentrations ranging from Ge50:Sb50 to Ge77:Sb33. 



10  

Fig. 1.6: Schematic model of cubic metastable (GeTe)1-x-
(Sb2Te3)x 0.1 < x < 1 compounds. Yellow spheres indicate 
Te, while red, blue and magenta indicate the random 
distribution of Ge, Sb and intrinsic vacancies (not 
necessarily in the concentrations shown), respectively. 

 

 

 

Fig. 1.7: Unit cell models of various stoichiometric GST compounds in the stable trigonal 

stacking, [������ projection. Left to right: Ge1Sb2Te4, Ge2Sb2Te5, Ge3Sb2Te6 and 
Ge1Sb4Te7. Yellow spheres indicate Te positions, while red, magenta and blue spheres 
indicate Ge/Sb positions of various mixed concentrations (see Table A.I for details). 
Dashed lines mark VdW gaps. 

Meanwhile the positions of the individual Sb-rich columns are shifted towards the VdW 
gap, resulting in 3 long and 3 short bonds, while the Ge-rich positions are situated around 
the octahedral sites (centred if the unit cell is mirror symmetric at the Ge-rich plane, 
slightly off-centre if the mirror plane lies in a central pure Te plane). Purely 
phenomenologically, the Sb-Te-v-Te-Sb layer sequence therefore resembles a partial 
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Sb2Te3 building unit, and the Te-Ge-Te sequence resembles the cubic symmetry of a 
partial GeTe lattice fragment, all the while retaining significant amounts of “wrong” Ge 
and Sb content and pm-scale octahedral distortions. While this is surprising for a lowest-
energy configuration of the lattice, no model to date has been able to propose an ordered 
arrangement of Ge and Sb within the same individual layer that sufficiently matches the 
experimental evidence. One of the greatest difficulties for atomistic simulations in Ge-Sb-
Te phase change materials is a reliable expression of the sublattice disorder in the 
underlying model structures. Reported structural parameters from literature for various 
(GeTe)1-x – (Sb2Te3)x compounds have been compiled in Appendix Table A.I. While the 
single-digit precision in concentrations on the Ge/Sb sites suggested therein may imply 
confidence in the idealized structural models, the wealth of literature studies shows the 
difficulty in determining exact distributions in stable configurations. One of the central 
questions discussed in this work was whether such structures could also be resolved and 
identified experimentally by electron microscopy methods in real crystal lattices[55]. 

Thus in summary, for e.g. Ge2Sb2Te5 (x=0.333..) the expected intrinsic vacancy 
concentration in a NaCl-type structure is 20% and when replacing 20% of all Ge/Sb (111) 
layers in a cubic cell by regularly spaced vacancy layers, one arrives at a structure that is 
very similar to the trigonal stacking of Ge2Sb2Te5. Three further differences remain, 
namely a small expansion of the lattice into the vacancy layer gap, a small off-centre shift 
of some Ge/Sb positions, and a preferential chemical ordering of Sb into the first Ge/Sb 
layers adjacent the vacancy gap. The lattice expansion can be viewed as an elastic 
relaxation into the vacancy gap. The Ge/Sb offsets from octahedral sites have been 
interpreted as a Peierls distortion of a linear bond chain[56] (see also section 1.3.5) resulting 
in 3+3 long and short bonds both in the metastable cubic arrangement and the Sb-rich 
layers of the trigonal structure, while the last is not fully explored yet, but possibly may be 
rooted in the electronic configuration at the VdW gap. 

 

1.3.3 Glass formation in undercooled liquids 

One complicating factor in the operation of a phase change device is that the amorphous 
structure as-deposited by the thin film deposition process may possess a characteristic 
short-range order selective to the deposition parameters, which in turn may differ from the 
configuration after re-amorphization[57]. In physical vapour deposition processes in 
particular, the target material may be deposited in small clusters mixed into the particle 
stream. A mass spectrometry study of the plasma composition in GST laser ablation 
plumes reported up to m/z = 629 mass over charge ratio clusters at very high laser 
fluences[58]. While not immediately comparable to the deposition conditions used for the 
thin films investigated in this work, this does illustrate that cluster ablation can play a role 
in the pulsed laser deposition of Ge-Sb-Te materials. Depending on the energetic 
conditions on the surface and the deposition rate, these clusters may get dissociated or 
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rapidly buried beneath new impinging material, and the as-deposited structure can on the 
one hand possess crystalline seeds, or on the other hand be even more disordered than the 
re-amorphized structure (since depending on the power profile of the switching process 
cubic fragments may be retained). Thus, in real application scenarios, it is important to 
condition the material by applying multiple SET-RESET cycles before first application of 
the device. Similarly, for experimental and theoretical observations of the amorphous 
structure and fast amorphous to metastable transition under device conditions, the re-
amorphized state usually described as a melt-quenched glass is predominantly taken into 
consideration. 

In general, amorphous structures of phase change alloys are described in glass formation 
theory[59]. Glass formation is inherently kinetically driven, meaning that the observed 
timeframe and rates of structural changes in which a material presents glassy structure and 
behaviour is central to its classification as an amorphous glass. The most useful 

macroscopic property in this regard is the viscosity η(T) of the material, relating the rate of 

deformation response dx/dt to a constant external stress � at a given temperature T. For 
GST phase change compounds, the reduced glass transition temperature Tg/Tm, the 
temperature at which the viscosity surpasses 1 x 1012 Pa·s in a second order phase 
transformation during cooling, typically lies around 0.5 – 0.55. 

Glass forming materials are empirically classified as either strong or fragile liquids. In 
strong glass forming liquids, the viscosity follows Arrhenius behaviour, i.e.: 

�(�) ∝ � ����  (1.2) 

where Ea denotes an activation energy and kB the Boltzmann constant. In such liquids, 
overcoming the activation barrier for viscous deformation is thus purely driven by the 
Boltzmann statistic of thermal energies. This results in a high Tg (reduced Tg/Tm close to 1) 
and rigid glasses. In contrast, fragile liquids are described by a Tamann-Vogel-Fulcher 
(TVF) behaviour[60]: 

�(�) = �!�� "( # $) (1.3) 

with η0 denoting the saturation viscosity in the liquid and A, T0 denoting constants. 
Another way to classify glass formers is by defining the fragility m of the undercooled 
liquid. Formally this is commonly introduced as the rate of change in the temperature 
dependence of the viscosity at the glass transition temperature[61]: 

% = &
&(�' �( ) )*+,!(�(�)), � = �' 

(1.4) 

Experimentally, fragilities have been observed to range from 20 for strong Arrhenius 
behaviour in classical glass formers like SiO2 to 150 in fragile glass formers with TVF 



13 

behaviour such as weakly VdW bonded organic liquids, cis/trans transitions and materials 
with large anharmonicity[62]. Ge2Sb2Te5 and GeTe reportedly possess a fragility of m = 100 
and 90, respectively[63, 64], and are thus classified as fragile glasses.  

Radiation damage by knock-on displacement is usually characterized by the displacement 
energy threshold Ed, which in a disordered amorphous structure is not easily accessible but 
should be low in p-bond covalent networks of high fragility. Threshold values of the 
incident beam energy for knock-on displacement of e.g. carbon in graphite and diamond 
structure are 140 keV and 330 keV, respectively[65]. The maximum energy transfer to Ge 
(the lightest species present in the material) is ≈11.8 eV at 300 keV, and pure Ge possess a 
sputtering threshold energy between 115 and 181 keV at a sublimation energy of 3.86 eV, 
while Ref. [66] estimated that Ge in GST225 possesses a displacement energy (often used 
interchangeable with the sublimation energy) between 7 and 17.2 eV and a corresponding 
threshold energy between 200 and 400 keV. More exact values for the displacement energy 
in the specific phase and composition are not available, yet this does illustrate that under 
prolonged electron beam exposure at 300 keV amorphous GST can be able to form 
crystalline seeds. As the crystal growth of GST is dominated by the nucleation and growth 
in the bulk material[67] (Volmer-Weber model), these seeds can lead to rapid crystallization 
of amorphous samples if insufficient care is taken in limiting the electron beam dose. 

 

1.3.4 Structural features of the amorphous-metastable switching 

One of the major challenges in understanding the phase change mechanism is the 
experimental inaccessibility of local arrangements in amorphous structures. While coherent 
diffraction in crystalline solids allows fine probing of the average crystallographic 
symmetries, disordered amorphous structures by their very nature impede, but not entirely 
prohibit, this. Experimental studies therefore have typically relied on X-ray absorption 
effects[68] and vibrational properties[69, 70] (Raman spectroscopy), while theoretical 
approaches make use of computationally very intensive density functional (DFT) and 
molecular dynamics (MD) simulations[14, 71]. Both approaches have in common that they 
aim to characterize the structure primarily by means of interatomic distances and angles 
between the various atomic species. 

Since the radial distribution is also accessible through TEM methods[72] (see experimental 
section 3.2), its basic concepts shall be shortly introduced. The pair distribution function 
(PDF) g(r) in a model structure is the spherically averaged distribution of interatomic 
vectors ri,,j with ρ denoting the density: 

+(-) = �./001-21-3 − -
3522

 (1.5) 
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This can be restricted to specific atomic species a and b, e.g. Ge-Te or Sb-Te thus yielding 
the partial radial distribution function ga,b (RDF), from which the average local 
coordination between elements a and b  na,b can be extracted: 

6�,7 = 8 .�,7(-)+�,7(-)4:-/;<=>
! &- (1.6) 

Note that the cutoff radius Rmin can be critical. In the distorted rombohedral structure of 
GeTe for example, with short (2.8 A) and long (3.2 A) bonds around the Ge positions, any 
cutoff below 3.2 A will result in a tetrahedral coordination and layered structure while in 
practice this configuration is interpreted as an octahedral distorted arrangement in the cubic 
(rombohedrally distorted) framework[73, 74]. In amorphous structures this aspect is 
exacerbated since the RDF will possess less pronounced peaks at larger radii. The pair 
distribution function can be compared with diffraction experiments by Fourier-
transformation of ga,b weighted by the relative concentration fraction and scattering form 
factor or coherent scattering length for X-ray and electron scattering or neutron scattering, 

respectively. This yields the structure factor φ(Q) in reciprocal (spatial frequency) space. 
Based on such investigations, some central features of amorphous phase change glasses 
have been identified. The most prominent aspect is the local octahedral coordination of Ge, 
Sb and Te. 

The electron configuration of Ge, Sb and Te in the ground state is 3d10 4s2 4p2, 4d10 5s2 
5p3 and 4d10 5s2 5p4, respectively. In the case of purely covalent bonding, the 8-N rule 
(“octet rule”) aims to predict the expected coordination, where N is the number of valence 
(outer shell) electrons. According to this simple relation, Ge, Sb and Te would be expected 
to be 4-fold, 3-fold and 2-fold coordinated, respectively. In reality, aforementioned studies 
have determined coordination numbers e.g. for Ge2Sb2Te5 of Ge 4.3, Sb 3.7 and Te 2.9 in 
the amorphous structures[75] and thus overcoordinated for a purely covalent glass network. 
Furthermore a significant amount of homopolar “wrong” Ge-Ge bonds has been 
discovered[68]. The tendency to form octahedral (3+3) coordinated glasses appears to be a 
central motif of phase change materials, with a systematic order parameter being the 
average number of valence electrons per atom which should not exceed 4.25[76]. As 
mentioned above, the differences between as-deposited (AD) and melt-quenched (MQ) 
amorphous GST can be significant, thus confounding a realistic description of the 
amorphous – metastable reversible phase transition. 

The most notable difference between AD and MQ structures can be found in the reported 
fraction of homopolar pairs and tetrahedral coordinated Ge[77]. In AD-GST, 10% or more 
Ge-Ge pairs and up to 30% tetrahedral Ge (or up to 50% in GeTe) have been found by MD 
studies[57, 78]. The large scattering of reported values may be rooted in the different 
deposition methods used in experimental observations, as well as the large parameter space 
for MD calculations. The possible presence of large amounts of tetrahedral Ge has led to 
speculations about the so called umbrella-flip model of the phase change mechanism[79] 
(see Figure 1.8). In this hypothetical process, the Te sublattice of the cubic phase is 
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essentially preserved in the amorphous phase bar small random distortions, while a 
significant portion of the Ge atoms on distorted octahedral sites break the 3 longer bonds 
and are thus displaced into tetrahedral positions. Such a process could occur without 
melting (extended bond-breaking) of the lattice. However, further corroborating evidence 
for this process is somewhat inconclusive, and the idea has subsequently fallen out of 
favour. In particular, the symmetric framework of the Te sublattice has not been identified 
elsewhere to the degree predicted outside the metastable cubic phase. The PDF of Te-Te 
distances in MQ-GST has been found to peak at the next-nearest neighbour around 4.16 
Å[43], and rapidly diminishes until no further maxima are found above 10 Å. However it 
has also been noted that in the presence of intrinsic vacancies in the amorphous (long-
range disordered) phase, distorted octahedral and tetrahedral sites may exhibit similar 
peaks in the RDF[80]. It may be possible that multiple phase transformation paths are valid 
depending on the initial structure and the thermal profile of the process i.e. the umbrella-
flip model, the MQ approach with ring motifs, and the interfacial switching Ge layer-flip 
model in superlattices (see section 1.3.6). 

 

Fig. 1.8: The umbrella-flip process as proposed in Ref. [79]. Distorted octahedral  
Ge coordination (left) and tetrahedral coordination (right) 

In the MQ approach, the central structural features in amorphous GST are alternating ring 
structures. Studies on the pair distribution function and bond angles in the MQ state of 
Ge2Sb2Te5 have determined up to 80% of all Ge content situated in 4-member rings 
alternating A (Ge,Sb) and B (Te) species with close to 90° bond angles[81]. Such a “square” 
ring essentially resembles a fragment of the cubic metastable phase. The coordination of 
each member is then determined by the inclination of the fragment against its surrounding 
and the concentration of adjacent vacancies, but the bond angle implies a generally 
octahedral arrangement as expected. Larger rings of 6 and 8 members can be described as 
lattice fragments enclosing a substitutional vacancy, while the disordered arrangement of 
the fragments against each other can be regarded as enclosing interstitial sites. Thus, the 
reorientation of square ring fragments against each other to form the cubic lattice with 
intrinsic vacancies only requires movement over short distances. The central question then 
arises why the optical and electronic properties change so drastically with a small 
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structural rearrangement. While this topic regularly sparks new discussion, the currently 
prevalent model is that of a resonant bonding network in the metastable phase[82]. 

 

1.3.5 Origin of the property contrast 

The resonant bonding effect is described as pronounced delocalization of bonding p-
electrons along a chain of octahedral coordinated positions along the three axes px,y,z of 
nearest-neighbour orientation[83]. It thus favours a high-symmetry linear arrangement 
within the lattice. This linearity is counteracted by the Peierls instability effect[84], which 
posits that an alternating arrangement of long and short bonds is overall energetically more 
favourable than an equal charge delocalization (see Figure 1.9), and the resulting structure 
resembles a compromise between the two effects. The electrons in a resonant bonding 
chain possess a high polarizability due to the pronounced delocalization, resulting in the 
large optical contrast to the amorphous phase. The individual Peierls-distortion of the 
Ge/Sb sublattice positions is sufficient to have a systematic effect in e.g. the metastable 
rhombohedral distortion of the GeTe lattice. It can be seen that small rearrangements due 
to amorphization as well as intrinsic vacancies and vacancy clusters can break such a 
distorted linear chain, and the amorphous structure reverts to a predominantly covalent 
network. Defect disorder thus plays a significant role in the functional behaviour of PCMs.  

Recently, a somewhat competing model of the switching process has been proposed that 
argues the partial sp³ hybridization of Ge atoms on octahedral sites creating Ge sp³ lone-
pair (LP) nonbonding electrons[85]. It aims to explain the significant number of tetrahedral 
coordinations in the amorphous phase with the LP mediated formation of transient three-
centre bonds of the homopolar Ge-Ge pairs during amorphization creating valence 
alternation pairs[86]. While the physics of this model are certainly much more involved than 
can be presented here, one aspect that deserves prominent mention is the importance of LP 
electrons in both the dynamics of the phase change process as well as their functional 
properties through the contribution of dative bonding LPs to the valence band near the 
edge of the band gap[87]. If this model can be refined and further experimentally tested, it 
may ultimately open up the possibility of designing phase change materials for specific 
applications from first principles.  

Although the abrupt changes in properties at the phase transformation points are central to 
the functional characteristics of phase change materials, these also change gradually with 
continuously increasing temperature. In the amorphous phase, an increase in temperature 
also increases the free carrier concentration in accordance with the Fermi statistics in a p-
type (hole) semiconductor[88]. The Fermi level is pinned by defect states (acceptor 
vacancies) inside the band gap, with a reported optical bandgap of about 0.6 – 0.9 eV for 
GST225. The continuous increase in conductivity in the cubic phase was attributed to an 
increase in free carrier mobility. 
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Fig. 1.9: Resonant bonding along one p-orbital chain in a 3D crystal (top) and splitting into 
long and short bonds due to Peierls instability (bottom). 

 
Due to the high hole concentration of about 1020 cm-³, the Fermi level was interpreted to lie 
at the edge of the valence band in a degenerate p-type semiconductor with a direct band 
gap of 0.5 eV[89] in the metastable crystalline phase. The hole mobility varies around  
1 cm²/Vs depending on the micro- and nanostructure. Grain boundaries and defect centres 
act as scattering sites for electronic conduction and as crystallites grow and become more 
uniform with crystallization time or temperature the impact of these on the overall mobility 
decreases. Investigation of various disordered structures have also been interpreted to lead 
to Anderson localization at vacancy sites and clusters of vacancies[90]. The layered ordering 
of vacancies and the partial chemical ordering of the Ge/Sb sublattice in the trigonal high-
temperature phase is accompanied by a metal-insulator transition (MIT) which has been 
correlated to a reduction of these localized states[46]. Most notably this transition was 
described as to occur after the structural transition to the trigonal symmetry, simultaneous 
to the highly ordered vacancy layer formation. These additional property transitions have 
sparked ideas of multi-level resistance state memory designs[31]. Simulations of the 
electronic structure in layered GST depending on various stacking sequences have further 
indicated that an ordering of Te-Sb-Te-v-Te-Sb-Te leads to topological insulating 
behaviour while Te-Ge-Te-v-Te-Ge-Te leads to conducting interface states in isolated 
stacks of building blocks[91] (see also the speculation about a topological superconducting 
state mentioned before).  

A full discussion of these phenomena goes beyond the scope of this work, in particular 
since these are still subject to ongoing research that may radically change the interpretation 
of the physical models. It is possible to speculate that the ordered arrangement of the Te 
lone-pair p-electrons at the VdW gaps, depending on the Sb concentration in the adjacent 
layer, is ultimately responsible for the MIT behaviour, and has strong implications for the 
anisotropic characteristics both in electronic conduction and thermal (phonon) scattering. 
The most concrete application of the functional properties in layered Ge-Sb-Te structures 
however is the interfacial switching effect that shall be briefly introduced next. 
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1.3.6 iPCM superlattices 

The interfacial switching effect in superlattices of layered GST[92] is discussed separately 
in this subsection for two reasons. It describes a functional transformation within the lattice 
symmetry framework of the crystalline phases, and it has been first reported in the trigonal 
layered arrangement of the lattice. Accordingly it relies on the pre-existing chemical 
ordering of the Ge/Sb sublattice and can be expected to be particularly sensitive to defect 
structures. iPCM thin films consist of a superlattice alternating m Sb2Te3 and n GeTe 
layers in a VdW-layered arrangement[93]. Upon performing resistive heating plug assisted 
switching experiments on superlattices, similar to more conventional phase change 
memory cells, it was found that the energetic threshold for a change in resistance state was 
both lower (by almost half) than in an amorphous - metastable FCC cycle and more stable 
over 106 cycles. In addition a number of more esoteric effects such as multiferroic 
behaviour[94], giant magnetoresistance[95] and magneto-optical Kerr rotation[96] have been 
reported when directly applying electric or magnetic fields. These mark PCM superlattices 
as possible candidates for spintronic concepts[97]. The principle behind the interfacial 
switching effect is yet to be fully explored, but current ideas favour a layer switching 
model of the Ge planes, wherein a (GeTe)2 block switches stacking order between Te-Ge-
Te-Ge and Te-Ge-Ge-Te[98]. On the one hand, this meshes well with the functional 
significance of homopolar Ge-Ge pairs in the amorphous phase proposed elsewhere as 
mentioned before, however on the other hand direct observational evidence of a metastable 
Ge-Ge layered configuration still remains unsatisfactory[99]. While it has been confirmed 
that the superlattice orientation is conserved between cycles, it should be exceedingly 
difficult to entirely prevent intermixing of the layers during heating pulses[100]. 
Furthermore the exact nature of the layer switching process is not clear. Some proposals 
describe an abrupt flip of multiple Te and Ge positions[101], while alternatively one might 
imagine a continuous side-to-side movement of a stacking boundary within the affected 
layer (see experimental results sections 3.3.3 and 3.4 for such localized stacking defects in 
layered GST). It thus becomes clear that imaging the atomic structure by TEM and 
correlating the observed structures with the chemical ordering is exceedingly useful to gain 
further insight into such superlattices[102]. 

 

1.4 The role of structural defects in phase change materials 

The prominent influence of lattice disorder on the functional properties of phase change 
materials has already been introduced above. Since this work deals with the structural 
features of real PCM lattices as observed by TEM, the various observable defect structures 
in crystalline lattices shall be briefly summarized. 
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1.4.1 Point defects 

The smallest defect structures are those that only deal with displacements of single atoms 
from their expected positions in the lattice. Such point defects are generally classified as 
intrinsic or extrinsic, and can consist of interstitial atoms, additional vacancies or 
substitution of one atomic species with another. Intrinsic defects are those that arise from 
random thermal displacements of lattice constituents themselves in thermal equilibrium at 
non-zero temperatures. GST PCMs can possess an extraordinary large amount of intrinsic 
vacancies in the amorphous and metastable phase[103]. Since these are not related to 
interstitial atoms as in the generation of Frenkel pairs, and thus cannot recombine but 
rather aggregate to form the VdW gap in the trigonal arrangement, it is most useful to 
interpret them as an additional “virtual” component of the material system. Nevertheless, 
intrinsic vacancies break the resonant chains and thus increase anharmonicity[29], but also 
facilitate the fast amorphization cycle. The distribution of all three sublattice components 
Ge, Sb and vacancies falls under the heading of chemical disorder, and is thus not an 
exclusively statistical process but is mediated by the chemical environment of the sites.  

While the concentration of intrinsic point defects cdef is governed by a thermal equilibrium, 
a more detailed description of the formation energy Eform i.e. d(G)/d(cdef) of intrinsic point 
defect pairs depends on the chemical and electronic properties of the displaced atom[104]: 

?@ABC = ?DAD,EF@F�D − ?DAD,7GH� −062I2 + JK?L + ?MN,7GH�O2
+ P(J) (1.7) 

Here, Etot,defect denotes the total energy of the environment of a defect (i.e. a supercell 
containing the defect), Etot,bulk the total energy of an equivalent volume from the 

undisturbed lattice, ni the change in number of i-th atomic species, I2 its associated 
chemical potential, Q the charge state, EF the Fermi energy, EVB,bulk the energy at the top of 

the valence band in the undisturbed lattice and P(J) an electrostatic correction term for the 
distribution of charged defects in the periodic lattice. It can thus be seen that the chemical 
potential, the charge state and the band structure all impact the intrinsic formation, as well 
as the exact arrangement in the chosen supercell from a partially disordered lattice. 

Intrinsic interstitials are generated by displacement of constituent species into interstitial 
lattice sites. In a FCC framework of octahedral arrangements, the preferred interstitial sites 
are the tetrahedral positions at (1/4,1/4,1/4). However, in a lattice with intrinsic distortions, 
the distinction between tetrahedral interstitial and distorted octahedral arrangement near 
one or more vacancy becomes imprecise, and distorted tetrahedral sites near vacancy 
clusters may exhibit the same bond lengths as octahedral sites. 

Extrinsic point defects can be generated through the in-diffusion of contaminants, 
predominantly oxygen from open surfaces. In addition, the energetic ion bombardment 
necessary to create sufficiently thin and uniform samples leads to ion implantation and 
defect generation[105]. These practical aspects are further discussed in Appendix B. 
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1.4.2 Line defects 

Dislocations in crystals are grouped under the classification of line defects. Very generally 
speaking, they are introduced into the lattice due to additional lattice half-planes at the 
dislocation core. Arbitrary dislocations are described by the line vector L of the dislocation 
core, i.e. the view direction along the dislocation core, and the Burgers vector b that can be 
constructed by completing one circuit around the dislocation core, i.e. the amount and 
direction of deformation of the perfect lattice induced by the presence of the dislocation. 
The plane that is spanned by b and L is then the glide plane in which the dislocation can 
move without requiring interstitials or vacancies. Ideal dislocations possess Burgers 
vectors that are purely translation vectors of the lattice. The extreme case wherein 
dislocation line and Burgers vector are parallel describes a screw-type dislocation, while 
pure edge-type dislocations possess orthogonal line- and Burgers vector. Real structures 
will often possess dislocations that are mixed edge and screw type, or dislocation loops of 
edge and screw components that terminate on themselves. Dislocations necessarily 
terminate at defects, such as surfaces and interfaces (e.g. grain boundaries) or other 
dislocations, and can interact with each other both via the strain field in the lattice and by 
getting pinned in defect centres when crossing each other. The plastic deformation 
properties of materials are chiefly governed by the movement and interaction of 
dislocations. They can however also dissociate into partial dislocations with Burgers 
vectors that are not lattice translation vectors, such that the sum of partial dislocations 
results in an ideal dislocation. This is particularly important in crystals with a base of more 
than one component such as GST, since these can form complex stacking faults which are 
bordered by partial dislocations. If the Burgers vector of the partial dislocations is not 
parallel to the plane of the stacking fault it cannot glide along the planar defect unless 
diffusive motion of atoms is involved. In such a case the partial dislocations are effectively 
pinned unless they can interact with another set of defects. Such cases are also referred to 
as Frank partials or Frank dislocations. One relevant example of Frank partials in GST is 
the common case of a stacking fault by the addition of a close packed {111} layer of a 
FCC lattice. The most simple way to terminate such an extrinsic stacking fault within the 
bulk lattice is the formation of a partial edge-type dislocation with Burgers vector of the 
type a/3 <111> perpendicular to the plane of the stacking fault. An example of such a 
defect in GST can be seen in experimental results section 3.2.2. 

Alternatively, partial dislocations can be mobile i.e. possess a burgers vector within the 
defect plane. Such partial pairs are commonly called Shockley partial dislocation pairs. 
Again describing the simple example of the FCC case, an intrinsic stacking fault can be 
formed by the displacement of a {111} layer along the easy slip direction <110>. Thus, a 
perfect edge-type dislocation with Burgers vector a/2 <110> (i.e. a lattice translation vector 
in the slip plane) can dissociate into a pair of Shockley partials by the formation of an 
intrinsic stacking fault that is bordered on both sides by partial dislocations with Burgers 
vector of the type a/6 <112> which still lie within the {111} defect plane. According to 
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Franks rule the elastic energy Eel of a dislocation is proportional to the square of the 
magnitude of its Burgers vector, where G is the shear modulus: 

?FH ∝ Q ∗ �T²� (1.8) 

Thus, the formation of Shockley pairs is energetically favourable, and the resulting 
repellent interaction scales with the inverse of the distance i.e. the width of the stacking 
fault. A wealth of literature deals with the description of defects in solids, in general and 
for specific material systems[106-109]. TEM is a favoured method for dislocation 
analysis[110], since in e.g. the two-beam case they can result in strong contrast features. 

 

1.4.3 Planar defects 

Defects that describe the border between two lattice volumes of different orientation are 
regarded as planar defects. The most obvious planar defects are grain boundaries between 
similar grains and at interfaces. Between randomly oriented grains, grain boundary 
interfaces can contain amorphous disordered components as well as precipitates from 
extrinsic effects. In highly textured growth, neighbouring grains possess a preferential 
orientation that can result in energetically favourable coincidence site lattice (CSL) 
boundaries. The symmetry of the interface is described by the number of lattice points of 
the crystal lattice contained within the (two dimensional) unit cell of the coincidence 
lattice, Σ. A special case of coincidence lattice interfaces are twin boundaries, which in a 
FCC symmetry possess a CSL of Σ = 3. Rotation twins describe grain boundaries within a 
lattice plane across which the lattice is displaced by a fixed translation and rotation around 
the plane normal, but otherwise remains unchanged. As will be seen in results and 
discussion sections 3.3 and 3.4, the weak VdW interaction across the vacancy layer gaps in 
trigonal GST leads to an easy formation of rotation twin variants (see Figure 1.10). Twin 
variants often form when the grain is strained during growth, such as when the material 
undergoes a volume change during phase transformation (up to 7% in GST upon 
amorphous – metastable transition, but <2% during metastable – stable transformation) or 
due to small misorientations between neighbouring faceted grains energetically favouring 
small-angle grain boundaries. Twin planes can act as easy glide planes for partial 
dislocations and as scattering centres for phonons. 

Stacking faults describe a defect in the stacking order e.g. the ABCABC… stacking of 
close packed {111} planes in FCC can contain either a missing layer (intrinsic stacking 
fault) resulting in an ABCAB_ABC… stacking, or an additional layer (extrinsic stacking 
fault) resulting in ABCAB_A_CABC… stacking. Such stacking faults are necessarily 
bordered by a dislocation or an interface. Similarly, in close-packed hexagonal HCP 
structures stacking faults can be intrinsic ABABACAC… (I1) and ABABCACA… (I2) or 
extrinsic as in ABABACBABA… stacking. In lattices with a complex multicomponent 
base such as GST however, lattice planes of either sublattice are not equivalent. 



22  

Consequently, a missing {111} layer of the Ge/Sb/v sublattice will be associated with an 
additional lattice distortion in the widening of the Te-Te faulty stacking distance. As 
introduced in section 1.3.2, the close stacking of Te-Te in e.g. Sb2Te3 only occurs in high-
pressure modifications. A missing Te {111} plane would result in a close stacking of 
Ge/Sb-Ge/Sb, which appears not to be chemically stable, i.e. neither a close stacking of 
Ge/Sb-Ge/Sb nor a vacancy gap between two Ge/Sb layers is experimentally observed. 

 

Fig. 1.10: 60° rotation twin boundary across a (0001) vacancy gap in trigonal GST, with a 

translation of <1/2,1/2,0,0>, seen in V������ projection of the lower half of the model (left), 

and in a three layer thick cut-out of the V����� projection (right). Dashed lines mark unit 
cells of the two twin variants, while filled, empty and dashed spheres correspond to Te, Sb-
rich and Ge-rich sites, respectively. 

1.4.4 Epitaxial interfaces 

Epitaxial interfaces deserve special consideration since the final experimental subchapter 
of this work deals with the observation of oriented growth of GST on Si(111). An epitaxial 
interface describes a planar defect between a substrate material of fixed crystallographic 
orientation and another single-crystalline layer material above with a specific orientation 
relation. Homoepitaxy occurs if both materials are of the same composition, while 
heteroepitaxy describes the case wherein substrate and layer are of different compositions. 
Analogous to small angle grain boundaries and twins, it can be readily seen that two 
adjacent crystal planes of different composition (and potentially different symmetry) can 
form a CSL. The CSL is determined by the surface reconstruction of the substrate lattice. 
Often in material pairings of identical interface symmetry, the favoured configuration is a 
direct continuation of the substrate lattice. In either case, the layer material is affected by 
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the misfit strain due to differences in lattice spacing. The accommodation of this strain in 
the thin film leads to the formation of misfit dislocations.  

Epitaxial thin film growth can be divided into three categories. 2D Layer-by-layer growth 
of closed films (Frank-van der Merwe), layer-by-layer growth of separated crystallites and 
subsequent coalescence (Volmer-Weber) and island growth on top of a wetting layer 
(Stransky-Krastanov). While in-situ electron diffraction experiments (RHEED) can yield 
information on the growth behaviour close to in real time[111], each growth mode also leads 
to characteristic grain structures and strain effects visible in TEM. Frank-van-der-Merwe 
growth typically results in very uniform strained layers with misfit dislocations, while 
Volmer-Weber and Stransky-Krastanov growth are associated with multiple domain walls, 
oriented facets resulting in increased surface roughness, and strained or relaxed substrate 
interfaces, respectively. The peculiarity of the VdW layering in stable GST leads to a 
situation wherein the favourable interface configuration is that of a VdW gap close to the 
substrate. Due to the weak coupling across the gap, the CSL formation has a weaker 
impact on the lattice orientation in the layer material, and a 10% lattice mismatch 
Si(111)||GST(0001) of a straight continuation at the interface possesses a Σ9 CSL. 
Domains in Volmer-Weber and Stransky-Krastanov growth structures can however 
possess in-plane misorientations of multiple degrees. The resulting epitaxial interfaces are 
classed as Van-der-Waals or quasi Van-der-Waals epitaxy, when the layer material is 
either a purely 2D-layered structure such as graphene[112] or a quasi-2D layered structure 
such as Sb2Te3

[113], respectively. In contrast, the surface topography resulting in misfit 
strain parallel to the surface normal possesses a strong influence on defect formation (see 
experimental results section 3.4). Epitaxial growth of the metastable phase is particularly 
difficult. In order to increase surface mobility, epitaxial thin film growth is enhanced by 
elevated substrate temperatures. The material therefore can often reach the stable 
configuration or an intermediate defect-rich state within the timeframe of the deposition 
process. Nevertheless, for a set of parameters at deposition temperatures close to 300 K, 
epitaxial growth of cubic GST is possible[114].    

1.4.4 Voids and inclusions: 

Lastly, clusters of vacancies or of foreign inclusions can be regarded as volumetric defects, 
whose border is described by planar defects. The particular relevance for GST can be 
found when regarding phase mixtures. A ready example is the volume fraction of 
unmodified amorphous GST in a direct Joule heating cell. Since the phase transformation 
occurs along the current path, typically only a filament of crystalline GST is formed within 
the matrix. Thus, when attempting to reset the cell to the entirely amorphous state, both the 
heat distribution in the conductive filament and the surrounding matrix has to be taken into 
account. However, the only role volumetric defects play in this work can be found in the 
formation of microvoids at the substrate interface after extended annealing times, foreign 
contaminants at grain boundaries, or phase mixtures. 
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2. Instrumentation and methods 

2.1 Preface 

The following chapter deals with a description of the experimental methods used to obtain 
the results of the electron microscopy study. As such, it is prefaced with a short description 
of the pulsed laser deposition (PLD) setup used in the thin film production. Since the thin-
film characterization by X-ray diffraction (XRD) methods and scanning electron 
microscopy (SEM) formed the basis for a recent dissertation on the thin film deposition of 
GST that accompanied the TEM atomic structure investigation[115], these aspects can be 
referred to therein for further details. 

The cross-section lamella preparation by focused ion beams is central to the acquisition of 
high quality TEM data. While the ion-beam method for TEM specimen preparation is in 
widespread use, the inherent instability of the phase-change materials poses particular 
challenges for the specimen preparation process. Relevant textbooks and publications on 
fundamentals of electron microscopy can be referenced where applicable[116-121]. 

The main focus of this section lies on the high-resolution STEM imaging and evaluation 
techniques by comparative image simulation used in the atomic structure investigation of 
disordered metastable and stable layered GST thin films. 
  
 

2.2 Thin film deposition by pulsed laser method 

The pulsed laser deposition was carried out in a custom ultra-high vacuum chamber (see 
Figure 2.1), operating at a base pressure of 4 x 10-8 mbar and a typical Ar auxiliary gas 
flow of 1 sccm resulting in a final chamber pressure of 4 x 10-5 mbar during deposition. 
The KrF excimer laser emitted 248 nm coherent light at 160 mJ total output in a 20 ns 
pulse, which was regulated down to 0.5 – 1 J/cm² on the target at 60° angle of incidence by 
defocusing the beam. The stoichiometric sintered Ge2Sb2Te5 target possess an optical 
absorption coefficient of 106 cm-1 in the utilized wavelength regime (UV), and deposition 
rates up to 250 nm/min were possible at 100 Hz and 1 J/cm², although deposition rates for 
crystalline growth were chosen significantly lower. The substrate heater mount was 
calibrated by thermocouple measurements on various substrate materials (see Ref. [115]), 
however the effective surface temperatures during deposition can be expected to be higher 
than the nominal value due to surface heating from the plasma plume. This aspect is further 
discussed in the relevant subchapter (3.4), and details on specific parameters used as well 
as pre- and post-deposition treatment steps are given for each sample series. 
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Fig. 2.1: A schematic view of the PLD process chamber for deposition of GST thin films. 

 

2.3 Specimen preparation for TEM investigation 

In order to resolve atomic structures in thin films with the best-possible resolution, special 
care must be taken in the cross-sectional lamella preparation[122]. In particular, the 
metastability of many of the structures investigated necessitates that the sample surface be 
protected from high incident Ga+ ion currents by either depositing a surface protection 
layer in the PLD, or (additionally) depositing thick buffer layers of nanocrystalline Pt from 
metal-organic precursor inside the FIB, while the low-kV Ar+ thinning process is carried 
out under constant liquid nitrogen cooling (-185 °C). 

The FIB cut was carried out in a Zeiss Auriga Crossbeam Workstation FIB-SEM, using a 
high-current Ga+ ion beam at 30 kV for cutting and at 5 kV for preliminary thinning at 
shallow angles (± 0.5 - 1.5°) down to a foil thickness of approximately 100 nm. The low-
kV Ar+ ion thinning was carried out on a Fishione Nanomill, each step consisting of 900 
eV thinning and subsequently polishing at 300 – 500 eV at 10° glancing angle from both 
sides for 10 - 30 minutes each. The local thickness was then measured by energy-loss 
filtered imaging (EFTEM) thickness mapping using the log-ratio method[123] and, if 
required, the low-kV thinning repeated at adjusted parameters. 

The implantation of ions and recoil displacements can be summarized in the mean 
displacements per atom (DPA), calculated by Monte-Carlo simulation (SRIM[124]). In 
Figure 2.2 it can be readily seen that at low energies and glancing angles, the DPA start out 
lower and rapidly fall off, with the significantly impacted zone ranging from 20 nm for 
30 keV gallium ions at 1°, and even more at 90° direct incidence, to less than 2 nm for 300 
eV argon ions at 10°. At bold angles to the surface, high-energy ions can penetrate the top 
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layer and recoil cascades are projected forward so that the DPA curves, and thus the 
damage to crystalline structures, peak deeper inside the sample. Further details on the 
preparation procedure and possible ion-beam artefacts can be found in Ref. [122] as well as 
Appendix B.  

 
Fig. 2.2: Displacements per atom vs. depth from the surface for gallium and argon ions at 
various angles and energies, calculated from 50000 incident ions for each set of 
parameters. 

 

2.5 STEM imaging and simulation 

When describing the signal interpretation in a transmission electron microscope, the effects 
to consider can be divided into two larger subcategories, the interaction of the electron 
beam with the thin sample object, and the modulation and detection of the electron beam 
by the instrument. The electron – solid interaction determines the information encoded in 
the electrons and secondary particles exiting the sample. STEM images can be constructed 
from mass-thickness, diffraction and phase contrast, similar to the image formation in 
bright field (BF), diffraction contrast (DF) and high resolution (HRTEM) imaging, when 
collecting coherent directly transmitted and/or small-angle Bragg scattered electrons. A 
major advantage of STEM over TEM (alternatively conventional TEM or CTEM) is the 
ability to construct images from incoherent scattering into high angles. The image contrast 
in incoherent imaging largely depends on the atomic number Zξ, with reported ξ ranging 
from 1.5 – 2 but for the chosen experimental setup typically lying close to 1.8. However, 
for a quantitative view of the STEM information, a large number of possible scattering 
contributions have to be taken into account, and thus numerical models are used for 
computational image simulations in order to compare the STEM images to ideal model 
configurations. Instrument factors for a precise description of the probe forming system 
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include the source size and energy spread inherent to the electron source, lens aberrations 
and the correction thereof, as well as detector characteristics such as linearity regime and 
noise. Furthermore the variable experimental parameters include beam forming apertures, 
lens defocus, objective aperture, parallel or convergent illumination determined by the 
condenser lenses and choice of camera length in the projection system. 

The other strength of STEM lies in the ability to construct images from analytical detector 
data by sequential acquisition of EDX, EELS or similar information. The drawback 
however is that in order to acquire sufficient spectroscopic data, long measurement times 
can be necessary, which increase the electron beam damage to the sample. While for pure 
imaging purposes, electron beam damage in STEM is regarded as equal or less than in 
HRTEM, the high doses focused on a small area necessary for analytical STEM lead to 
sample heating, knock-on damage, contamination and electron beam evaporation.  

It is typically assumed to be useful to relate the beam path and subsequent image formation 
in STEM to the image formation in classical TEM[125]. The principle of reciprocity (Figure 
2.3) illustrates that bright field (BF-) STEM imaging can be considered the inverse 
geometry of HRTEM imaging. In the latter the condenser beam forming apertures and 
coils aim to create a coherent parallel beam from the idealized point source so that the 
electron wave exiting the sample is a plane wave, which is subsequently focused into the 
diffraction plane. In this case, the objective aperture determines the range of scattering 
vectors that interfere to form the high-resolution image on the image plane of the screen or 
CCD array. 

In contrast, the STEM beam forming optics aim to focus the incident beam into a 
demagnified image of the source onto the sample. The range of scattering vectors used for 
image formation is then not solely determined by an aperture, but by the size and position 
of the detector plate (controlled by its physical dimensions and the camera length of the 
projection system) as well as the convergence angle of the incident probe. Effectively, one 
position in the image plane of conventional TEM corresponds to the demagnified electron 
source on one sample position in BF-STEM, attenuated by the phase and amplitude shifts 
along the beam path within the sample. The entire image plane in STEM is then formed by 
scanning the electron probe over the sample area. This also highlights the central 
difference between the two imaging modes. While the above described similarity is 
especially useful for a detector within the beam axis collecting a small range of scattering 
angles around the transmitted beam that is dominated by coherent contributions (BF-
STEM), the introduction of annular plate detectors in STEM also allows for image 
formation only from selected higher scattering angles (annular dark field or ADF).  In 
HRTEM this would require a disc-shaped objective aperture excluding the zero-order Laue 
zone (ZOLZ) from the image formation. The closest similar method in TEM may be the 
hollow cone illumination techniques in which a tilted beam is transmitted through the 
sample and the objective aperture is used to exclude the zero beam[126]. 
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Particularly complicating factors in the description of STEM image formation and TEM 
analytics are the inelastic information also collected by the kinetic energy-insensitive 
detectors as well as the contrast reversal problem in coherent electron interference. Since 
the phase shifts that coherently scattered electrons experience are 2π-periodic, and 
furthermore multiple scattering has to be taken into account for samples of any realistic 
thickness (i.e. dynamical scattering theory[127, 128]), the interference in the overlap regions 
of the diffraction discs in convergent illumination can result in constructive or destructive 
interference when measuring the complex modulus of the total electron wave from an 
atomic column, collected on the detector plate. ABF and low-angle ADF images thus can 
exhibit contrast reversals with changing thickness, and the total scattering intensity is an 
amalgam of partial coherence effects (source size and stability, detector geometry), 
crystalline symmetry, structure factor, atomic scattering amplitude and local sample 
thickness as well as non-uniformity. The current development of segmented and/or 
pixelated STEM detectors promises to open up a closer utilization of the low-angle 
scattering distribution. Reports on the utilization of azimuthal resolution in STEM 
detectors[129] in order to detect defect strain fields, electrostatic fields in p-n junctions and 
even atomic ionicities by means of differential phase contrast STEM[130-132] illustrate that 
the development of novel STEM methods is far from concluded. 

Inelastic losses are less sensitive to the collection angle than the elastically scattered 
electrons. The transfer of momentum to excitation processes in the sample such as 
phonons, plasmons, ionization events and valence band excitations results in a continuous 
distribution across the angular region of inelastically scattered electrons, peaked in forward 
direction. These form a diffuse background overlaid on the elastic Rutherford-scattered and 
transmitted signal. While for low collection angles and thin objects coherent elastic 
forward single-scattering dominates the total scattering intensity, exclusion of the ZOLZ in 
ADF geometry leads to a marked increase in the incoherent inelastic portion of the 
collected signal. In the context of the present work, one particularly important case of 
inelastic scattering is the thermal diffuse scattering (TDS) by very low energy electron - 
phonon interactions. These are the main contributors to the Kikuchi bands formed by 
diffuse multiple scattering and partial coherence. It was even shown that experimentally 
observed side-bands perpendicular to the main Kikuchi lines require correlated TDS 
phonons between nearest neighbouring atoms[133]. TDS contributions to the ADF intensity 
at a given radial scattering angle are thus not entirely insensitive to the azimuthal position 
on the detector, nor completely independent of the crystalline orientation. The second point 
also refers to the enhanced incoherent scattering resulting from the channelling of 1s Bloch 
states when the electron probe is located atop an atomic column in a low-index 
orientation[134, 135].  

Nevertheless, when detecting the azimuthal sum of TDS contributions from a large range 
of scattering vectors on a circular high-angle scattering detector (HAADF), these are 
known to scale well with the average local atomic number and, as noted before, indeed 
dominate the high-angle scattering intensity so that a direct comparison between image 
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intensity and chemical composition becomes possible[136, 137]. This is a central point for the 
work presented, since it allows a comparison between chemical composition in the mixed 
Ge/Sb/v sublattice of GST and the measured as well as simulated local image intensity in 
HAADF-STEM. Before this is discussed in further detail however, it is necessary to take a 
step back and consider the very basic formalism of STEM image formation, information 
transfer and instrument parameters. 

In the following sections, the probe-forming system and image formation in STEM are 
summarized based on the wave-optics description by Nellist and Pennycook[117], followed 
by an overview of the different simulation approaches to annular dark field (ADF) and 
high-angle annular dark field (HAADF) imaging.  The description of the semi-quantitative 
comparison between experimental and simulated HAADF-STEM images from FFT 
multislice simulations based on the algorithm and software developed by Ishizuka[138] is 
included in the chapter discussing the experimental results (see section 3.4).  
 

 
Fig. 2.3: The principle of reciprocity between the beam path in classical TEM and STEM. 

 
 

2.5.1 STEM beam optics  

The first step in order to describe the image formation in STEM is the mathematical 
construction of the probe forming optics. A coherent incident electron wave at the front 
focal plane is described by the lens transmission function T(K): 

�(W) = X(W) ∗ ����(−\](W)) (2.1) 
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Here, the variable K is the transverse wave vector relative to the optical axis, A(K) the 
aperture function of the objective aperture, i.e. A(K) = 1 for 0<=K<=Kmax and 0 elsewhere, 

and ](K) the lens aberration function describing the phase shift induced by the lens 
imperfections. Often, the transverse wave vector K is substituted by the range of 

convergence angles of electrons collected by the objective lens, � = ^K where ̂  is the 
relativistic wavelength of the electrons: 

^ = ℎ̀ = ℎab?(�%!a/ + ?) (2.2) 

Here, h denotes Planck’s constant, c the vacuum speed of light, E the acceleration voltage 
and m0 the resting mass of the electron. The shape of the focused electron probe P(R) on 
the sample is then the inverse Fourier transformed of 2.1: 

c(d) = 8�(W) ���(\�:�W ∙ d) &W (2.3) 

where R is the position vector on the sample surface. The influence of the χ(K) aberration 
function cannot be overstated. The principles of electron lens aberrations and theoretical 
development of their correction were described in the 1940s and 1970s, respectively, by 
Scherzer[139, 140] and Rose[141], although the technical implementation and commercial 
availability were only achieved much more recently[142]. Even modern round 
electromagnetic lenses engineered specifically for microscope columns invariably change 
the shape of the electron beam and thus may reduce the achievable resolution. The 
contributions can be divided into the spherical aberration (Cs) and the chromatic aberration 
(Cc). In the case of the spherical aberration, the electron wave passing at different 
distances from the optical axis is deflected by the Lorentz force to varying degrees that do 
not result in a perfect focal point. Rather, those traveling further away are deflected more 
strongly than those closer to the beam axis (positive Cs), which results in optimal contrast 
transfer of spatial frequencies at underfocus conditions (Scherzer focus in HRTEM[143]). 
The chromatic aberration describes the deviation of the focal plane depending on the 
electron wavelength, as electrons of different energies are not deflected into a single focus 
crossover. The Schottky-emitter type X-FEG used in this work achieves a best primary 
beam energy distribution of about 0.8 eV, when measured from the primary peak width in 
the post-column magnetic sector energy filter (EELS). Instruments equipped with 
monochromators are able to reduce this value down to 0.1 to 0.2 eV[144, 145]. Both types of 
lens aberrations can be corrected by rather costly multipole correctors positioned before or 
after objective lens and sample for probe and image correction, respectively, with the 
chromatic aberration correction being at the forefront of the latest developments[146, 147].  

When only a small range of K close to the optical axis needs to be considered, and 
assuming the probe forming lenses to be rotationally symmetric, the aberration function 
describes a phase error of the converging electron wave in reference to the ideal focusing 
wave path: 
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] = (�:̂)f (2.4) 

The f in this term encompasses the absolute deviations of the electron beam through 
aberrations, depending on position (distance from the optical axis) and angle. Since the 
sample is situated close to the optical axis only angular deviations need to be considered, 

and f can be expressed as an even power series of the aberration coefficients: 

](�) = �:̂ g��h,�/ + �4hi�j + �6hl�m +⋯o (2.5) 

The coefficients Ci are referred to as the aberration coefficients of i-th order, where –C1 = 
∆f is the defocus value and C3 = Cs the third-order spherical aberration is often given as an 
overall indicator of the lens aberrations, since in uncorrected instruments the lower order 
aberrations dominate the contrast transfer (Scherzer’s Theorem). 

The description of the lens aberrations is further complicated by the treatment of higher-
order aberrations. In order to correct the spherical aberration from a round lens, the beam is 
deflected through a series of multipoles, which invariably introduce aberrations that are not 
ideal spherical but rather possess a rotational symmetry of a certain order, i.e. 3-fold, 4-

fold, 5-fold symmetric etc, and hence odd powers of � need to be included. Such 
aberrations may also arise from non-round imperfections in the lenses, commonly grouped 

under condenser astigmatism. In order to describe these in the aberration function, � can be 

rewritten as a complex angle ω = (�x+i�y), where �x and �y are karthesian directions of 
angular deviation from the ideal spherical wave. When describing an aberration of a certain 

order n, ωn can then be expressed as (�x+i�y)
n = �n exp(iǹ ), i.e. in terms of polar � and 

azimuthal ̀  angular deviation. The general expression of the aberration function is 
then[118]: 

](�, p) = �:̂0 �6 + �hqC�qr,cos�(%(p − pqC))C,q
 (2.6) 

The sum and coefficients Cnm run over n = 1,2,3,… and m = 0,2,4,…,n+1 for odd n or m = 
1,3,5,…,n+1 for even n. For ease of interpretation, the aberration coefficients are often 
rewritten and grouped according to their axial symmetry as Cn = Cn,0 the defocus (n=1) and 
n-th order spherical aberration (n odd), An = Cn,n+1 the (n+1)-fold astigmatism, Bn = 
C(n/2)+1,(n/2) the n-th order axial coma (n even), with higher order aberrations expanding to 
star-aberration, three-lobe aberration, rosette aberration and more.  

While the treatment of lens aberrations may thus get arbitrarily complex, in practice during 
the experiments presented in this work, the Cs-corrector was used to manually correct up 
to third-order aberrations until C1 and A1 were less than 2 nm, B2 and A2 less than 50 nm, 
S3 (third-order star aberration) and C3 less than 500 nm, while the C5 parameter was 
adjusted by the manufacturer to about 400 µm. This was done using the provided DCORR 
software, which records tilt-series plateaus from randomly oriented nanocrystalline or 
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amorphous structures at under- and overfocus conditions in order to estimate the residual 
aberrations[148]. The ultimately achievable resolution of the STEM beam optics is 
determined by a trade-off between diffraction limit, source size, spherical aberration and 
chromatic aberration (see Figure 2.4, from Ref. [116]). 

 

Fig. 2.4: STEM resolution limits to probe size, depending on probe-forming semiangle. 
Incoherent source size = 50 pm, C3 = Cc = 1 mm, ∆E = 1 eV, E0 = 200 kV. Figure 
reproduced from Ref. [116]. 

 

The process of Fraunhofer diffraction at a circular aperture such as the objective aperture 
in STEM results in an Airy disc type focused pattern with a strong primary maximum and 
multiple weaker diffraction rings. The shape of the intensity distribution is described by the 
first order Bessel function of the first type, and the radius of the central maximum can be 
written as: 

fv w ��6� �̂ (2.7) 

This gives a direct measure for the Rayleigh criterion, i.e. the minimum separation of two 
points in the focal plane that can be resolved if the convolution of both points with the 
point spread function (PSF) results in an overlap of the peak maximum of one point with 
the first minimum of the other. The source size refers not to the physical size of the 
luminescent tip of the electron emitter, but rather to the effective size of said emitter on the 
sample. Since scanning imaging and spectroscopy require a certain probe current in order 
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to produce a signal, a limiting factor for the minimum effective source size is the gun 
brightness. For a high-brightness X-FEG Schottky type field emitter of the kind used in the 
Titan³ instrument, the gun lens and first condenser aperture limit the geometrical source 
spot so that only the central bright plateau is passed into the electron beam. The effective 
source radius is thus a function of the desired probe current I, brightness of the source B 

and probe convergence semiangle α: 

&' w ���99� z{ |(  (2.8) 

The microscope specifications were measured to be 8.6 x 107 A/m²sradV brightness at 7.14 

nA beam current and 7.8 x 107 A/m²sradV at 5.48 nA, using a 70 µm C2 aperture and 
parallel illumination. At typical experimental settings the beam current was limited to 100 
pA or below for high-resolution work, and a rough estimate for the brightness would be the 
linear approximation 5.227 x 107 A/m²sradV at 25 mrad convergence semi-angle from the 

70 µm C2 aperture. The corresponding geometric source size can (not very accurately) be 
estimated to be small (60 pm), yet gives a lower limit for the ultimately attainable 
resolution. The effect of the finite source size distribution S(R)[149] on the probe function 
P(R) can be described as a convolution with the intensity distribution of the electron probe 
(i.e. the absolute squared of the complex electron wave function): 

c∗(d) = �c(d)�/⊗~(d) (2.9) 

It thus results in an incoherent blurring of the electron probe, and hence even BF-STEM 
imaging of a theoretical ideal sample at 0K can only be considered partially coherent. 
Finally, in order to include the influence of the chromatic aberration, the effective probe 
function P*(R) needs to be further modified. The chromatic aberration coefficient Cc 
indicates the defocus spread ∆C1,0 along the beam direction due to a finite energy 
distribution around the acceleration voltage: 

1h,,! = h� 1??!  (2.10) 

The energy spread of the primary beam is in a first approximation Gaussian, as can be 
verified by recording the zero beam through the EELS spectrometer. In practice it is 
sufficient to replace the nominal defocus C1,0 by the incremental effective defocus h,,! + fh,,! = h,,! + h��f?/?! in the aberration function ](ω,E). As a result, the probe 

intensity distribution can be weighted by the (Gaussian) shape of the energy distribution, 
D(E,E0): 

c∗(d) = 8 V�c(d, ?)�/⊗~(d)��
#� �(?, ?!)&? (2.11) 

The integration over the entire energy range in the presence of Cc thus results in a blurring 
of the electron probe both in lateral direction (R) and along the beam axis i.e. ∆z. 
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It has been shown that, for a fixed C5 and Cc, as is the case in the Titan³ instrument  
(C5 = 0.4mm, Cc = 1.6 mm), the illumination semiangle and defocus can be optimized for 
either C5 or Cc by allowing a maximum phase shift of π/4 within the radius of the beam 
forming aperture, and a minimum of 75% beam intensity in the primary peak[150, 151], and 
the resulting numerical estimates are: 

��l = z�� ∗ ���
� w 6��%-�&�����h, = −��� ����� w −��6�6%   (2.12, 2.13) 

 

��� = ����^ ?!h�1? w �5�7�%-�& (2.14) 

For comparison, the criteria for Scherzer conditions of a C3-limited probe at 500 nm C3 are h, = −b^hi w -1 nm and ��i = b4^ ai�� w 6��%-�&, i.e. at the recommended 

corrector settings �C3 ≈ �C5, yet the resolution limiting factors are Cc and ∆E. 

If one assumes a ∆E of 1.1 eV (as is the maximal acceptable energy width for the Titan³ 

instrument used), the optimal �Cc is reduced to ≈ 22 mrad. The experimentally chosen lens 
settings result in a convergence angle of 25 mrad for the intermediate 70 µm condenser 
aperture, which thus matches the optimal value for Cc quite well.  The choice of the 50 µm 
condenser aperture then results in 20 mrad half-convergence angle at the same lens 
settings, reducing the diffuse contribution from Cc further, assuming an energy distribution 
slightly broader than the initially measured 0.8 eV, while sacrificing some intensity in the 

primary peak. Meanwhile, the diffraction limiting fv defined above measures 46 pm for 25 
mrad and 60 pm for 20 mrad, and an even smaller convergence semiangle is not advisable 
in order to preserve sub-angstrom resolution. In practice, the aberrations, column 
adjustments and, to a much lesser degree, source characteristics are not constant between 
multiple days and multiple measurements, and it can be sufficient to verify the resolution 
of the microscope after adjustment by recording a well-known single-crystalline sample. 
Often, single crystal silicon substrates are readily available, and by measuring the 
maximum spatial frequencies in the Fourier transformed image it was regularly verified 
that a point resolution of at least 70 pm (i.e. the separation of atoms in the silicon 

dumbbells of V���� zone axis orientation) was reached. 

 
 
2.5.2 STEM image formation 

In order to create an image from the focused electron beam, the probe is scanned across the 
sample (R0 � R-R0), and the detector situated in the diffraction plane of a convergent 
beam diffraction pattern records all electrons scattered into a specific range of transverse 
wave vectors. In a very rough first approach in line with the weak phase object 
approximation (WPOA), the sample can be treated as a thin (i.e. non-absorbing), 
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multiplicative (single-scattering) linear transmission function φ(R). The wave exiting the 
sample at position R-R0 can then be written as: 

�(d, d!) = c∗(d − d!)�(d) (2.15) 

The wave in the diffraction plane at transversal scattering vector Kf is then the Fourier 
transformed of above. The multiplication of transmission function and probe in the exit 
plane becomes a convolution in the diffraction plane. 

�KW@ , d!O = 8� (W@ − W)c∗(d!)&W (2.16) 

Since the effective probe function was well-defined above, the further treatment of STEM 
contrast formation need only be concerned with the electron beam – sample interaction 
encoded in the transmission function of the object. It is, however, also important to first 
highlight the distinction between coherent and incoherent image formation. STEM 
detectors will effectively detect only the intensity of the wave on the detector plate, the 

magnitude squared {vFD�(W@) = ��(W@)�² integrated over the range of the detector aperture 

function (defined similarly to the objective aperture above). 

Since the detector is a physical object with imperfections, the detector function is not a 
clean top-hat function. Rather, when discussing the angle-resolved distribution of scattered 
electrons, it needs to be weighted by the measured local detector sensitivity vs. scattering 
angle, and all experimental measurements need to be taken within the linear regime of the 
detector response. 

If the detected wave is a coherent interference pattern of multiple scattered waves the 
image intensity will be dominated by the phase contrast, i.e. the phase relation between the 
interfering waves. In order for two scattered waves from neighbouring atoms to interfere 
on the STEM detector, however, there needs to exist a coherent phase relationship between 
the scattered waves. The interatomic spacing needs to be much smaller than the lateral 
coherence length. For this reason, the detector aperture function is said to impose a 
coherence envelope on the wave exiting the sample. The lateral coherence length 

1��~����6 ��<�� 
[118, 152] is a typical criterion for coherent or incoherent imaging, where θmax 

is the largest acceptance angle of a circular plate aperture, or the smallest (inner) 
acceptance angle of an annular plate aperture. This is remarkably similar to the diffraction 
limit given in 2.7. Both formulations describe a numerical estimate of the value of the first 
order Bessel function of first kind (J1) at a transversal length specified by the acceptance 
angle. The numerical coefficient 0.61 describes complete incoherence at the first zero of J1, 
while the criterion for the coefficient of 0.16 is partial coherence with a maximum 
deviation of 0.88, meaning that the partial coherence parameter containing J1  
in  Ref. [152](chapter 10) has fallen off to 88% of unity. This has some important 
implications: 
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• The finite size effect of aperture and source means that coherent imaging is only ever 
partially coherent. Phase changes of waves inside the coherence length are additive, 
and the projected intensity at Kf in coherent imaging is thus: 

��(W@)�² = ��(W@) ⊗ c∗(W@)�², ^ ∙ W@ < �C�� (2.17) 

• ADF imaging with large inner collection angles is predominantly incoherent, even 
though so far all electrons considered are elastically scattered. The projected intensity 
is then the convolution of intensities of probe and object transfer function: 

��KW@O�/ = ��KW@O�/⊗ �c∗KW@O�/, ^ ∙ W@ >> �C�� (2.18) 

• Spatial coherence depending on collection angle oscillates as the higher order local 

maxima of J1 enter the aperture. The rule of thumb is thus that θmax < 0.16·� for 

coherent imaging (bright field BF), or θmax >> 0.16·� for incoherent imaging (annular 
dark field ADF). At the here typically chosen experimental parameters (camera length 

CL = 73 mm, � = 25 mrad), only the inner 4 mrad of the BF detector (0 - 43.3 mrad) 
collect almost exclusively coherent information, which will nevertheless dominate the 
total intensity. The smallest dark field detector DF2 covering 10.1 – 105.3 mrad 
however still collects some partially coherent information, while the DF4 detector 
(19.1 – 106.5 mrad) and the high angle annular dark field (HAADF, 80 - 200 mrad) 
detectors collect mostly incoherent information. Since BF, DF2 and DF4 are mounted 
in series, simultaneous usage results in shadowing of the smaller outer angles by the 
larger inner ones, it is possible to record images from 10.1 – 19.1 mrad on DF2  
(DF2 + DF4), and this range is also referred to as annular bright field (ABF), while the 
DF4 detector signal results in medium-angle ADF (MAADF) imaging. MAADF allows 
for enhanced image contrast of light elements, and is thus useful for the investigation 
of mixed light and heavy element materials such as GaN[153]. In this work, the focus 
lies on the HAADF image information since with the knowledge of the probe shape it 
is directly interpretable in terms of intercolumn distances at any sample thickness, and 
scattering intensities can be correlated to chemical composition. 
 

2.5.3 Calculating scattering intensities in the incoherent regime 

Incoherent imaging possesses some inherent advantages. For one, the attainable resolution 
is doubled (Rayleigh criterion). Additionally, since no phase reversals are present that 
could result in an inversion of image contrast, as they do in BF imaging, the images are 
much more readily interpretable over a range of sample thicknesses. A popular 
approximation for the image intensity depending on average atomic number of a column in 
zone axis is IADF ≈ Z², which stems from the understanding that the atomic scattering cross-
section for Rutherford scattering into a given solid angle scales with the square modulus of 
the atomic scattering factor, which itself contains the atomic number Z. The commonly 
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used expression of the elastic atomic scattering factor for fast electrons at large angles is 
the well-known Mott formula: 

�(�) = ��:²�! g� − ��(�)�/ o (2.19) 

 

{"vL ∝ &�(�)&� ∝ ��(�)�² (2.20) 

Here, σ(θ) is the elastic scattering cross-section, Ω the scattering solid angle, f(θ) the 
atomic scattering factor, a0 Bohr’s atomic radius, Z the atomic number (the number of 
Protons in the core, since Rutherford scattering scales with the product Z1Z2e² of the 
charge of both particles, but the current considerations concern electron scattering  Z1 = -1) 
and fx(θ) the x-ray scattering factor. In order to gain a quantitative understanding of the 
scattered intensity at high angles, matters are not quite as straight-forward. For one, the 
elastic scattering contribution needs to be expanded from the WPOA to include dynamical 
multiple scattering. The samples investigated in this work are purposefully prepared to a 
foil thickness of about 35 nm. This serves to reduce influences from preparation artefacts 
as well as electron beam damage, but in addition moves the incoherent contributions into 
the regime of linear thickness dependence as will be discussed further below. 

If dynamical scattering is to be taken into account, the linear approximation used in 
equation 2.15 is no longer strictly valid. Elastic dynamical scattering from a lattice of point 
scattering centres can be described in the Bloch wave model[154]. Here, the scattering 
amplitude from a thick sample is given by the convolution of the instrument transmission 
function with the sum over Bloch states describing eigenstates of the electron wave 
function inside the sample, which themselves can be split into individual Fourier 
components. Since, as introduced above, the detector introduces a coherence envelope the 
resulting signal is still mostly incoherent, and the incident wave excites sharply peaked  
1s Bloch states when placed along the atomic columns leading to enhanced channelling 
contrast. 

In the next step, the idealized point lattice needs to be replaced by a realistic expression for 
the crystal scattering potential that includes both elastic and inelastic processes. The 
inelastic background due to plasmon and core-excitation losses is typically disregarded in 
the calculation of high-angle scattering intensities, and the focus lies on the much larger 
inelastic contributions from strongly localized phonon excitations, i.e. the thermally diffuse 
scattering TDS. The energy loss due to TDS phonons lies in the range of 0.2 eV, and 
therefore below the energy width of an un-monochromated primary beam. As a 
consequence, the inelasticity of the interaction is often disregarded, and only the 
incoherence in regards to single and multiple scattering is discussed when considering 
STEM image formation. In order to do so, the total scattering potential is constructed from 
a superposition of the individual atomic potentials, which themselves are split into a real 
(elastic) and imaginary (absorptive) component. Hence, this approach is also referred to as 
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the “absorptive potential approach”. An excellent review of elastic and inelastic scattering 
form factors can be found in Ref. [155]. 

The method chosen for the calculation of high-angle scattering intensities in the here 
presented work was the FFT multislice formalism developed by Ishizuka[138]. It follows the 
absorptive potential approach, wherein the complex object scattering potential φ(R) in 
equation 2.15 is constructed from the inverse Fourier transformation of the Fourier 
components Vg, with g being the reciprocal periodicities in the crystal (unit cell) i.e. the 
vectors of the reciprocal lattice: 

�(d) = ��#,0�''
 (2.21) 

Ishizuka constructs the Fourier components Vg from a summation over the complex atomic 
scattering form factors in the unit cell: 

�' = �:ℏ%!
��0�2(�, |) ���(−|�/) ����(−�:\+-2)2

 (2.22) 

Here, m0 denotes the electron mass at rest, Ω the unit cell volume, the sum runs over the 

atom positions i in the unit cell, �2(�, |) is the complex scattering form factor of atom i 

with a real (elastic) and imaginary (absorptive) component �2 = �2  + \�2  , s the scattering 

parameter with � = +/� of the corresponding Bragg reflection, and ri the mean position of 

atom i  in the unit cell. The expression ����(−|�/) is often referred to as the Deby-Waller 
factor, which with the thermal displacement factor B is central to the discussion of TDS. 
The nomenclature here is often shortened to denote B or Biso (for isotropic thermal 

displacements) as the Debye-Waller factor itself. Since the real part �2  is the elastic form 
factor, and the summation in 2.21 runs over all Bragg beams, with the phase factor ����(−�:\+ ∙ -), this formulation thus includes the incoherence contribution from TDS to 
the elastic scattering. Ishizuka notes that his approximation neglects spatial resolution of 
further scattered TDS electrons, which accounts for the formation of the Kikuchi lines, but 
argues that the influence is neglible since only the integrated intensity of the entire detector 
over a large angular range is of interest for the HAADF-STEM intensity. The temperature 
factor B is calculated from the mean square (time-averaged) amplitude (displacement) of 
the thermal vibrations: 

| = 8:/̂£/̂ (2.23) 

In a first approximation these are usually assumed to be isotropic and independent 
(Einstein Model), which as has been already mentioned is not necessarily the real case. In 
particular, X-ray diffraction and absorption studies (EXAFS) often fit measured data points 
to numerical parameters for uiso at different model symmetry sites, regardless of occupancy 
on mixed sites and nearest neighbour interactions. Furthermore, materials may undergo 
phonon mode softening as the experiment transitions the Debye temperature, and the 
temperature dependence of B is thus not straight-forward over the entire range. The mean-
square displacements can, in principle, be extracted from the phonon dispersion, which can 
be measured by analytical fitting to inelastic X-ray or neutron scattering data, or calculated 
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by ab-initio approaches. Peng[156] gives an example for an expression from isotropic 
thermal vibrations in a cubic lattice: 

̂£/̂ =0 ℏ¥3�C3,C
��(¦, %)�²§� ¨6N ℏ¥3,C©N� + ��ª (2.24) 

Here, the double sum runs over all harmonic phonons j and lattice sites m of atomic 
species k. The ωj,m denotes the frequency of the phonon mode, e(j,m) the eigenvector, Mk 
the mass of atom type k and nB the Bose-Einstein occupation factor (i.e. the temperature 
dependence). A more general way to determine anisotropic thermal displacement 
parameters for ADF-STEM simulation was shown by Muller et. al. [133, 157], however it 
requires prior knowledge of the full dynamical matrix and therefore of all force constants 
between neighbouring sites. As available computational power and model algorithms 
improve, it may become desirable in the future to perform ab-initio DFT calculations of 
dynamical lattice parameters for each individual lattice model proposed. Software 
solutions such as the Greene-function based FEFF code are becoming increasingly 
accessible, and are already in use as well-known tools for e.g. EELS edge and EXAFS data 
simulation (and some attempts were made in the course of this work to calculate EELS 
edges for various arrangements of GST225, although the preliminary results indicated that 
differences were below the energy resolution threshold). However, the proper 
representation of sublattice disorder presents a significant hurdle in applying these 
principles to GST alloys. Recent reports on the role of the local chemical environment in 
the phase-change mechanism[85] highlight the importance of the local symmetry 
arrangements. 

While this topic certainly warrants further investigation, one consequence of note that was 
also observed in the present work is that local lattice strain due to extended defect sites can 
result in a change in TDS intensity[158, 159]. It may be possible to draw an analogy here 
between strained bonds and a reduced effective crystal temperature, so that if one were to 
resolve the temperature dependence of the Debye-Waller factors for each site in the lattice 
(in a first approach in the harmonic approximation), one could relate this to the strain field 
in the lattice. This approach is however limited in its usefulness to HAADF contrast if the 
defect site additionally results in a strong tilt of the lattice columns out of zone axis for the 
electron beam, and such considerations are left to future research efforts.  

For the purposes of correlating STEM image contrast with GST compositions in the 
experiments shown here, it is thus necessary to only regard quantitatively sections of lattice 
images that are well removed from defect sites. Since the layered structures of trigonal 
GST generally are assumed to possess weak coupling across the vacancy layers (therefore 
also referred to as Van-der-Waals gaps), defects that do not result in a strong distortion 
along the c-axis direction (i.e. do not cross the vacancy gap) do not influence a large area 
around the defect centre. However, as will become evident in the presentation of textured 
and epitaxial thin films in chapter 3.4, defect disorder in trigonal GST is most prominent in 
the local stacking of [0001] planes and the transitions thereof, and often the judgement of 
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whether a subsection of a lattice image is far enough removed from the defect in order to 
be compared to equilibrium models is somewhat subjective. 

The elastic scattering form factor in the real component of fi in 2.22 can be extracted from 
tabulated values for known compounds or calculated from an analytical expression e.g. by 
Doyle and Turner[160]. However, this analytical expression is inaccurate at the high spatial 
frequencies (s > 2 Å-1) corresponding to large scattering angles. The method chosen here 
for the selection of elastic form factors in high-angle TDS is the numerical expression from 
Ref. [161], which fits the model up to 6 Å-1 and focuses on modelling the asymptotic 
behaviour for large s more closely than Doyle and Turner: 

� (�) = �#/0X2V� − ����(−|2�/)�
m
2«,

 (2.25) 

The fitting parameters Ai are constrained as laid out by Weickenmeier and Kohl and Bi 
inserted as tabulated therein. This evaluation is performed automatically in the xHREM 
software implementation of Ishizuka, and elastic form factors are thus not explicitly shown 
further. 

The absorptive form factor contained in the imaginary component of fi in the absorptive 
potential is then calculated from the elastic form factor 2.25 and the Debye Waller factor 
following Ref. [162], i.e. for a Fourier component of the absorptive potential corresponding 
to a Bragg-scattering vector s = g, the elastic form factor is attenuated by the continuous 
spread into all scattering vectors s´ due to diffuse thermal scattering, scaling with the 
Debye-Waller factor and the path difference between s and s’: 

�2  (�, |) = 4:ℏ%!¬8�2 (�� �)�2 (�� − � �) × V� − ��`®−�|(� / − � ∙ � )¯�&/�  (2.26) 

In addition to the previously introduced notations, here v denotes the relativistic velocity of 
the electrons. The high-angle scattering absorptive potential VHA from TDS is evaluated by 
performing the integration of the absorptive form factor over the detector area for all Bragg 

beams i.e. over � → © ≙ /� (�2qqFB → �AGDFB) using the small-angle approximation. 

�'²" = �'(�  (�, ©, |)) (2.27) 

With the detector size giving the integration range in 2.26: 

�  (�, ©, |) = 4:ℏ%!¬8 …�´  (2.28) 

The integrated TDS intensity on the detector is then the magnitude squared of the wave 
exiting the sample of thickness ∆z integrated over the lateral range R when the probe is 
positioned at R0, which can be equated to the loss of electrons from the incident beam due 
to TDS over the entire sample thickness. In the multislice approach the sample is 
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segmented into n thin additive slices along the beam direction, and the TDS intensity after 
n slices is given by: 

{q²"(d!) =0 �ℏ¬8��3(d − d!)�² ∙ �3²"(d − d!)&d
q
3«,

 (2.29) 

Here, �3(d) and �3²"(d) are the complex incident electron wave function and projected 

absorptive high angle scattering potential after j slices in real-space, respectively. The 
distinct advantage of this method is that, since most calculations can occur in Fourier 
space, the fast Fourier transform algorithm (FFT) is applicable and simulations of large 
supercells can be done relatively quickly. It is however necessary to perform these for each 
new configuration of the lattice one wants to compare to experimental data. Furthermore, 
calculating and storing simulated images for arbitrary (within intervals) thickness values is 
impractical, and for a comparatively small number of samples it is sufficient to calculate 
simulated images at experimentally measured thicknesses, and compositions, each time 
anew. Of note regarding the Ishizuka approach is that, in addition to ignoring multiple 
scattering of TDS electrons as mentioned above, the calculated high—angle scattering 
intensity for small thicknesses < 10 nm strongly oscillates. An example of a simulated 
image from a GST model structure is given in the next section, while the comparison 
between experimental results and simulations is shown on in the results section(s). 

 

2.5.4 Other approaches to image simulation 

While other methods for STEM image simulation will not be discussed comprehensively, 
it is necessary to mention the two major alternative approaches to the FFT-multislice (MS) 
method, the Bloch-wave method and the frozen phonon approach. A comparative 
discussion of the three methods has been given by e.g. Ref. [163], and although there remain 
issues to be resolved especially regarding correlation of thermal vibrations, validity of the 
local approximation[164, 165] as well as modelling of incoherent and inelastic background 
signals, each method has been successfully applied to the quantitative reproduction of ADF 
images for appropriate case studies[166-168]. The FFT-multislice method occupies somewhat 
of a middle ground in the approaches to ADF image simulation. 

In the Bloch-wave method, the wave function of the incident electron wave inside the 
periodic crystal potential is described by a superposition of three-dimensional Bloch-wave 
eigenstates within a unit cell, which is then replicated along the sample thickness[169]. The 
incoherence contribution from TDS is included by the formulation of an optical absorptive 
potential, in a manner identical to the one described in the previous section, which is then 
included in the excitation amplitudes in what is referred to as the mixed dynamic form 
factors (MDFF) by Ref. [163]. Solving the eigenstate equations for Bloch states requires 
strict periodic boundary conditions. The Bloch-wave method yields good results for the 
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bright-field regime and intermediate angles, while the purely analytical matrix calculations 
can be performed very quickly for periodic unit cells. The frozen phonon (FP) approach on 
the other hand relies on the multislice propagation of the wave through a crystal potential, 
similarly to the FFT-MS method. However rather than defining an absorptive potential, in 
the FP method it is argued that, due to the high energies of the incident electrons, the 
interaction time for a single scattering process is much shorter than the vibration period of 
a thermal oscillation[170]. It follows that each electron effectively sees only a snapshot in 
time of the lattice configuration, where each atom is randomly displaced from its mean 
position. The probability for a specific displacement vector is given by the standard 
deviation of atomic positions <u>, which can be derived from the Debye-Waller factor. In 
what can be regarded as a Monte-Carlo approach, for a number of possible phonon 
configurations of the lattice with random displacements the elastic wave is then propagated 
through a multislice stack, and the results of multiple calculations incoherently averaged. 
This method is able to reproduce TDS scattering very well, and no distinction is made 
between elastic scattering and absorptive TDS. The resolution in reciprocal space is 
preserved, and it is thus able to accurately predict dynamical scattering of TDS electrons. 
Consequently the Kikuchi features can be resolved. The drawback of the method, in 
addition to the unknowns regarding accuracy of the thermal displacement model already 
mentioned, is that phase gratings between slices cannot be reused and, also since a number 
of iterations are required to generate randomness, the computation time required is 
significantly increased. 

Since the FFT-MS method is able to predict the total amount of high-angle scattering from 
typical sample thicknesses reasonably well within the limitations of the models, the large 
majority of simulation results used in this work were created with the xHREM software. 
For selected cases, fast Bloch-wave calculations were performed using the STEM-SIM 
software[171], or detailed frozen phonon calculations using the COMPUTEM code provided 
in Ref. [118]. 

 

2.5.5 Examples of simulated STEM image intensities 

As mentioned before, the best match between simulated STEM images and experimental 
results is found when each set of experimental parameters (microscope conditions) and 
sample characteristics (sample thickness, average composition, probable symmetry) is used 
to perform an image simulation for a proposed lattice model. As an example of the typical 
behaviour of STEM contrast based on the above described theory, the results of image 
simulations based on the GST 2:2:5 trigonal structure proposed by Ref. [52] that is slightly 
deficient in Ge content are given below. The structural model is given schematically in 

Figure 2.5, in V������ zone axis projection. The unit cell consists of alternating layers of Te 
and Ge/Sb/(v)acancies, stacked along the c-axis direction. Vacancies are concentrated in 
vacancy layers (VL) regularly spaced out by 9 Te/Ge/Sb layers. Mixed Ge/Sb layers 



43 

contain different concentration ratios depending on the distance from the VL, as well as 
some residual intrinsic vacancies. The concentrations are Ge60.4Sb36.2v3.4 for the mixed 
layers further away from the vacancy gap (Ge1), and inverted to Ge33.7Sb66.3v0 for the 
mixed layers closer to the VL gap (Ge2). Ge1 positions are situated close to the octahedral 
centres between neighbouring Te layers, while Ge2 positions are strongly displaced 
resulting in a Ge2-Te bond splitting between long (Te2-Ge2 3.2 Å) and short (Ge2-Te3 2.9 
Å) bonds. Isotropic thermal displacement parameters Biso, and thus the standard deviation 
of atomic positions <u> for FP calculations, vary between symmetry sites, however for 
mixed Ge/Sb sites only one average displacement parameter is given per site (see Table II).  

The displacement parameters given in the literature source, which were measured by 
Rietveld refinement of resonant X-ray diffraction data, are very large in comparison to 
many other inorganic compounds. In part this may be caused by the intrinsic disorder of 
the chemical distribution, as well as the residual vacancies. In particular for the Ge1 sites 
however, when one keeps in mind the resonant bonding characteristics in the metastable 
phase, this may indicate some form of directed oscillation along the p-chains, which brings 
the matter back to the need for an anisotropic description of displacements parameters that 
is specific to the atomic species in question as well as the next-nearest neighbour 
configuration (i.e. whether an octahedral Ge atom, past the first shell of Te neighbours, is 
surrounded by next-nearest Sb, Ge or vacancies, and whether there exists a preferred 
symmetric arrangement mediated by the electronic configuration of Te). Such a theoretical 
investigation may be the next step in understanding the structure – property relations in 
phase-change compounds, and efforts in this direction are underway[172, 173]. The work 
presented here instead focused on the atomic-resolution experimental observation of 
crystalline lattices depending on preparation and treatment conditions, in order to provide a 
framework of real existing GST lattices to compare theoretical models against. 

 
Tab. II: Model parameters for image simulations. Lattice parameters a = b = 4.226 Å,  
c = 17.281 Å. 

Ge1.876Sb2.039Te5 according to Urban ICSD#188967, space group 164 

Site Occupancy x y z Biso [Å²] <u> [Å] 

Te1 Te: 1 0 0 0 1.3738(5) 0.1319(1) 

Ge1 Ge: 0.604 2/3 1/3 0.1063 2.2976(4) 0.1705(9) 

Sb1 Sb: 0.362 2/3 1/3 0.1063 2.2976(4) 0.1705(9) 

Te2 Te: 1 1/3 2/3 0.2045 1.3817(4) 0.1322(9) 

Ge2 Ge: 0.337 0 0 0.3253 2.1239(4) 0.1640(1) 

Sb2 Sb: 0.663 0 0 0.3253 2.1239(4) 0.1640(1) 

Te3 Te: 1 2/3 1/3 0.4181 1.6896(8) 0.1462(9) 
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Fig. 2.5: Schematic mode unit celll of Ge2Sb2Te5 in V������ projection, according to the 
Urban sequence as given in table II. 
 
Figure 2.6 shows the resulting image of a FFT-multislice image simulation based on above 
described model and typical experimental parameters for HAADF-STEM imaging. The 
individual atomic columns as well as the vacancy gap are clearly resolved. Sub-angstrom 
displacements of Ge/Sb columns from the central octahedral position between pure Te 
layers can be measured and compared with experimental data. The image intensity within 
individual {0001} mixed layers correlates with the local composition. It is, however, 
important to point out that the image is based on the idealized unit cell, and experimental 
images can be expected to deviate near imperfections (as discussed before). In addition, the 
image intensity of an atomic column depends on the concentrations of its components 
(average Z), their combined average Debye-Waller factor, the shape (and locality) of the 
absorptive form factor, and the residual stray signal from neighbouring columns due to 
finite probe and dechanneling. 

As a consequence of this, even though the Te columns are assumed to be completely filled, 
their image intensity contributions are not identical. Moreover since the mixed Ge/Sb/v 
sites occupy different symmetric arrangements and consequently also possess different 
Deby-Waller factors, they do not follow a simple Zξ intensity scaling either. 

 

 
Fig. 2.6: FFT-multislice simulated HAADF-STEM image of trigonal GST using the Urban 
model shown in Figure 2.5. Thickness = 35 nm, defocus = 1.9 nm, C5 = 0.4 mm, Cc = 1.6 

mm, C3 = 500 nm, � = 25 mrad, θ = 80 – 200 mrad.  The dashed orange line indicates the 
position of the depth profiles in figures 2.7-2.9. 



45 

 

Fig. 2.7: FP simulated BF-STEM (0 - 20 mrad, 10 thermal configurations) depth-profile 
image of Ge2Sb2Te5 lattice plane as indicated in Figure 2.6, across one unit cell in c-axis 
direction. Profiles below were extracted from individual column positions, measured along 
the depth axis. 

The image intensity of a simulated line profile measurement as indicated in Figure 2.6, 
calculated with the frozen phonon method (n = 10) for the thickness range between 0 and 
36 nm, is shown in figures 2.7-2.9. In the bright-field regime (Figure 2.7), the background 
intensity in-between atomic columns oscillates with thickness. Furthermore, while some 
columns appear dark on a bright background, others can appear bright on a darker 
background, and in general the intensities of atomic columns oscillate over the entire 
thickness regime. At some thicknesses, the contrast between atomic column and 
neighbouring background is inverted. In the graph shown, contrast between Te3 (red) and 
VL (orange) is inverted at around 3 nm and again at 17 nm. This serves to illustrate the 
difficulty in interpreting images that are dominate by coherent scattering.  

In the ADF regime collecting all scattering information from 20 to 100 mrad (Figure 2.8), 
despite the stronger incoherent contributions, the simulated image intensities are still not 
directly interpretable by atomic columns. Rather, the image follows roughly the reverse 
trend of the BF information. 
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Fig. 2.8: FP simulated depth-profile image similar to Figure 2.7 calculated for ADF-STEM 
collection angles (20 – 100 mrad). Contrast inversions are still possible, and specific 
contrast features are not well localized on individual columns. 

As was laid out above, when θinner includes the regime approximately between � and 3·�, 
the scattering information includes partial coherence phenomena from higher-order local 
maxima of J1. Only when the inner collection angle is opened beyond this regime does the 
image interpretation become more straight-forward. It is necessary to stress at this point 
that BF and ADF information still occupies an important role in the investigation of a-
priori unknown samples. While the HAADF images yield excellent results for highly 
crystalline, well-oriented structures thanks to the confinement of the aberration-corrected 
probe to 1s- and 2s-like states along the zone axis columns, very light elements (Z < 10) 
sometimes result in hardly any HAADF-intensity at all, while these can be well visible 
under ADF conditions. Similarly, highly disordered structures such as amorphous or 
nanocrystalline thin films do not possess a strong HAADF scattering geometry, while these 
can be well visible under BF conditions. Although the accurate interpretation of the image 
contrast distribution in these cases is much less straight-forward, to the point where it may 
not be possible, it is often sufficient to show that amorphous components or light elements 
are present by comparing BF/ADF images with the corresponding HAADF information. 
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Fig. 2.9: FP simulated depth-profile image similar to figure 2.7, calculated for HAADF-
STEM collection angles (80 – 200 mrad). The contrast behaviour approaches the linear 
regime, in particular at sample thicknesses above 20 nm, and individual columns are well 
resolved. 
 
The simulated HAADF-STEM scattering intensity from 80 to 200 mrad is shown in Figure 
2.9. It can be seen that atomic columns are well separated at all thicknesses, no contrast 
inversions take place, and the column intensities increase monotonically with thickness. 
Not shown here is that, as the thickness becomes very large, intensities converge towards 

the background, so that at sample thicknesses approximately t > 1.5 · ^MFP no image 
contrast can be observed. However it can also be seen that relative image intensities from 
different columns can rapidly change at very small sample thicknesses. In the thickness 
regime preferred in this work (30 – 35 nm), column intensities are largely linear. While 
this example thus illustrates that the chosen experimental conditions are well-suited for 
atomic resolution semi-quantitative STEM work, it is also made clear from the non-
intuitive behaviour of relative intensities that each measurement needs to be regarded 
separately and compared to a probable best-fit model. Local symmetry and lattice 
distortions can be evaluated with sub-angstrom accuracy, when scan distortions are taken 
into account, while the possibility of residual vacancies and anisotropic effects of thermal 
displacements need to be taken into account when evaluating image intensities.  
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3. Experimental results and discussion 

3.1 Preface 

The experimental results presented here, as well as the discussion thereof, can be largely 
divided along the lines of the morphology and local atomic arrangements in the thin films 
depending on substrate and treatment. First it will be presented what information could be 
obtained by TEM methods from the as-deposited amorphous thin films. In the next step, 
the phase-change thin films were subjected to thermal treatment after deposition. The 
resulting metastable and trigonal crystalline structures are each discussed in separate 
subchapters. Lastly, thin films were deposited onto crystalline substrates at increased 
process temperatures. 

While the main focus lies on the S/TEM imaging and diffraction information from the 
atomic arrangements, as well as the composition changes according to STEM-EDX, a short 
summary of the sample deposition conditions during PLD as well as the XRD information 
according to Ref. [115] is included in some subchapters. All FIB lamellae were prepared 
from regions excluding macroscopic deposition artefacts. 

The results presented here have been, in part or in-depth, the subject of a number of peer-
reviewed publications as well as conference contributions and presentations. Defect-rich 
metastable structures were described in [174], a close examination of the ex-situ annealed 
trigonal lattice is published in [55], the epitaxial crystalline deposition onto ionic crystals 
was presented in [114] and [175] , and the highly oriented and epitaxial growth on Si/SiOx and 
Si(111) was recently published in [176]. A full bibliography of all during the course of this 
dissertation published contributions can be found at the end of this work. It should also be 
mentioned that a large amount of publication activity currently takes place in the field of 
PCMs, regarding GST and layered superstructures[17, 46, 177, 178] as well as quantitative 
electron microscopy of GST atomic structures[102, 179, 180]. The research effort is certainly 
dynamic, however some reports can be conflicting, and various reported ordered layered 
structures require further testing against experimental evidence. STEM in particular is 
often used as a powerful method among other investigative tools for the determination of 
structure and properties. The work presented here may provide a nuanced view of the 
interpretation of STEM image information. Indeed, it can already be seen that such 
considerations are taken into account in the latest investigative reports on PCMs. 

The aim of this chapter is thus not only to consider the observed structures separately, but 
to gain an understanding of the relationship between them which, hopefully, enables future 
efforts to target a specific crystalline growth behaviour by PLD, as well as helping to 
explore some of the highly anomalous properties of GST phase-change compounds that 
have produced such interest in this material for a variety of technical concepts. As such, 
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each subchapter contains a discussion of the individual structures observed, in addition to a 
short section on summary and conclusions at the end of this work. 

All S/TEM results shown were produced on the probe-Cs corrected Titan³ G2 60-300 at an 
acceleration voltage of 300 kV. Unless otherwise indicated, high-resolution STEM images 
were acquired  with a uniform set of parameters, using a C2 aperture / beam convergence 
semiangle of 25 mrad and STEM detectors covering 80 - 200 mrad (HAADF),  
19.5 – 80 mrad (DF4), 9.5 – 19.5 mrad (DF2) and 0 – 9.5 mrad (BF). The corrector was 
tuned using the DCOR software until aberrations of less than 2 nm (A1,C1), 50 nm 
(A2,B2) and 500 nm (C3,A3,S3) were reached. All individual samples were iteratively 
thinned until a foil thickness of 50 nm or better was reached in EFTEM thickness maps. 
 

3.2 Amorphous as-prepared GST thin film 

The general PLD setup for the deposition of GST thin films has already been briefly 
introduced in chapter 2.2. As such, free parameters include the incident fluence of the laser 
on the target material, the pulse number, frequency and width, the ambient chamber 
pressure and auxiliary gas flow, the substrate composition and temperature. While the 
influence of various parameters is described in more detail in Ref. [115], a uniform set of 
parameters was used for the majority of the samples investigated in this work, and only the 
pulse number, substrate composition and temperature were adjusted for various 
experiments. The typical PLD parameters are listed in Table III.  
 
Tab. III: PLD parameters and average compositions of target and as-deposited amorphous 
thin film from SEM-EDX and STEM-EDX, respectively. The residual difference to 100% 
can be attributed to small amounts of oxygen (0.5 – 3.5 at.%) at open surfaces. The 

standard deviations 1σ are derived from the widths of the deconvoluted peaks in the energy 
spectrum and the X-ray count statistic. 
 

Laser 
fluence Pulse No. Frequency 

Ar Partial 
pressure 

Base 
pressure Substrate temperature 

0.8 J/cm² 4000 - 10000 1 - 10 Hz 4 x 10-5 mbar 4 x 10-8 mbar RT - 280 °C 

Composition PLD target [at.%] 

Ge 1 σ (Ge) Sb 1 σ (Sb) Te 1 σ (Te) 

23.41 0.88 23.97 1.13 52.44 2.55 

Composition as-deposited amorphous [at.%] 

21.67 0.74 24.35 2.81 52.55 6.12 

Ideal Composition GST 225 

22.2 22.2 55.5 
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Since PLD ideally aims to provide a direct transfer of the target material composition onto 
the substrate, an EDX composition analysis of the nominally GST 225 target is also 
included. While there is a certain acceptable error in the composition measurements 
provided, in particular due to the X-ray emission peak overlap between Sb and Te L lines, 
as well as regarding the content of light elements such as oxygen, averaging over multiple 
measurements shows that the target may be slightly under-stoichiometric in Te.  This is 
also seen in the resulting composition of amorphous as-deposited GST thin films. 
However, it is also evident that the Ge:Sb ratio has shifted slightly away from 1:1, 
although it is still far removed from the next preferred stoichiometry Ge14.3 : Sb28.6 of 
trigonal GST124. In previous chapters it was introduced that the material system is 
resilient towards small off-stoichiometric compositions, mainly resulting in a small 
adjustment of the intrinsic vacancy concentration in the disordered and metastable phases. 
Contrary to the expectation for preferred (GeTe)1-x - (Sb2Te3)x stoichiometries, that each 
Ge cation is replaced by two thirds of a Sb cation (see introductory section 1.3.2),  a shift 
from (GeTe)2 – (Sb2Te3)1 towards a real composition of Ge1.95Sb2.19Te4.73 thus indicates 
that excess Sb needs to be incorporated.  While the expected intrinsic vacancy sublattice 
concentration for (GeTe)1-x - (Sb2Te3)x with x = 0.36 corresponding to the experimentally 
determined Ge:Sb ratio would be 20.1 rel.% and thus hardly deviate from GST 225, the 
measured relative stoichiometric fraction of Te (4.73) is lower than that expected from 
Ge1.95:Sb2.19 since applying the 2/3rds rule for replacing Ge with Sb should result in a 
relative stoichiometric fraction of 5.235 for Te. In other terms, if an octahedral network of 
square alternating ABAB rings is constructed incorporating the entire Te content  
(52.55 at.%), and the mixed Ge/Sb positions are occupied by the   
21.67 + 24.35 = 46.02 at.% of Ge/Sb, then the intrinsic vacancy concentration would be 
the difference 52.55 – 46.02 = 6.53 at.% or 13.06 rel.% of the mixed sublattice. 
Alternatively, it might be energetically preferable to incorporate the excess Sb in 
interstitial sites, which would result in 7 rel.% of Sb on tetrahedral positions. 

In either case, at first glance this violates the 8-N rule for covalent bonding networks, 
meaning that Te species are over-coordinated. Somewhat contradictory, the density of an 
as-deposited (Ge and Te deficient) GST225 thin film was previously measured by XRR to 
be 5.6±0.1 g/cm³ and thus lower than typical for sputter-deposited amorphous GST225 thin 
films (5.88 g/cm³) or metastable cubic GST225 thin films (6.2 g/cm³). This would indicate 
that, rather than considering excess Sb which would increase the expected density, some 
Te positions may be left unoccupied. If the entire Ge/Sb content were situated in 
octahedral GeTe and Sb2Te3 arrangements, 5.65 at.% Te would be missing from the 
pseudo-lattice, or 11.3 rel.% of all Te positions. Since the missing mass of a Te vacancy is 
127.6 g/mol, and a mixed Ge/Sb sublattice with 20.1 rel.% vacancies has an average mass 
per site of 77.8 g/mol, the average mass of all sites is 102.67 g/mol when Te sites are fully 
occupied, and 95.47 g/mol when incorporating Te vacancies, equating a decrease by about 
7 %. A decrease of the density from the metastable cubic lattice by 7 % would result in an 
expected density of 5.76 g/cm³, and 5.46 g/cm³ for a 7% reduction from sputter-deposited 
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amorphous GST, which indicates that some intrinsic Te vacancies may be a contributing 
factor but cannot be the only reason for the density observed. However several mitigating 
factors can be taken into account: 

• The 8-N rule only aims to determine the expected coordination for entirely covalent 
bonding, while the exact local bonding characteristics in GST are still under  
discussion[85, 177] (partial hybridization). 

• The concentration was measured from the amorphous as-deposited state, which can 
easily accommodate local inhomogeneities in structural motifs that do not need to 
conform to the octahedral arrangement. Furthermore, a semi-random arrangement of 
square rings inclined towards each other leads to an overall volume expansion, possibly 
explaining the low thin-film density observed. 

• When taking into account the possible error in the EDX measurements (one standard 

deviation σ in table III), the ideal stoichiometric composition lies well within the 
scattering range of the experimental data. Furthermore, the target composition was 
measured by SEM-EDX of the entire surface information volume, thus necessarily 
applying ZAF (atomic number, absorption, fluorescence) correction. In contrast, the 
STEM-EDX evaluation from a thin film lamella using Cliff-Lorimer factors only 
factors in possible energy shifts and detector characteristics. Provided these were 
carried out appropriately the difference should be small, yet it is possible that a small 
systematic error was introduced. All further composition measurements shown were 
acquired by STEM-EDX under similar conditions, and thus should be comparable. 

• During crystallization to the metastable and subsequently the stable layered phase, 
excess components may segregate into grain boundaries and structural defects. This 
possibility is discussed further during the presentation of the ex-situ annealed samples 
(chapter 3.2). 

Nevertheless, the composition analysis highlights that off-stoichiometric effects are to be 
expected, and even low single-digit percent deviations in atomic concentrations may lead 
to a significant change in vacancy concentration relative to the ideal prediction. It is thus 
necessary to measure the composition of each sample before further discussing local 
features. 

A surface survey of the as-deposited samples by SEM (Figure 3.1) confirms that the thin 
films present a smooth, closed surface. The surface roughness, previously measured by 
atomic force microscopy as 4 nm rms (root mean square), can be refined to 2 nm or less 
locally from bright-field TEM images of cross-section lamellae. A method for statistically 
comparable roughness evaluation applied to high-contrast interfaces is detailed in 
Appendix C.1. However, the samples also present spherical particles in the surface, which 
can be traced to the ejection of liquid droplets from the PLD target due to subsurface 
heating[181]. While this effect can be minimized by tuning the deposition parameters and 
geometry, for example by turning to off-axis deposition[182], it remains a challenge for the 
application scaling of PLD-produced thin films. 
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Fig. 3.1: SEM (20 kV, SE detector) overview of as-deposited amorphous GST (left), 
exhibiting a smooth surface, and of GST thin film deposited onto cleaned Si(111) at  
280 °C (right, 45° tilt) for comparison, exhibiting some protrusions and surface facets in 
addition to the occasional always-present droplets (large spherical particle). 
 
The particulate density (typically 104 cm-² in a SEM surface view) is sufficiently low that 
thin film TEM samples, when prepared well-removed from individual droplets, can be 
interpreted in terms of planar thin film growth and structure. Another significant effect to 
be taken into account is surface oxidation and segregation during sample transfer and 
under FIB bombardment. STEM-EDX maps of an as-deposited sample cross-section are 
included in Appendix C.2. The surface amorphization due to kinetic transfer from the FIB 
beam is a well-known challenge in the TEM lamella preparation. In addition, preliminary 
EDX investigations of the as-deposited surface showed that the unprotected GST layer 
tends to react with ambient oxygen when exposed to air. The resulting surface layer 
typically measures 2-4 nm and is comprised predominantly of germanium and oxygen. 
While the possibility cannot be excluded that the FIB irradiation of the surface in the early 
steps of the FIB preparation enhances this surface modification, the presence of large 
amounts of oxygen indicates that the process does not occur inside the vacuum chamber.  
Furthermore, an open surface during post-deposition experiments such as thermal 
treatment or laser irradiation allows for the evaporation of volatile species, which can 
result in a drastically different thin film composition.  

In order to prevent such effects in ex-situ crystallization experiments, a LaAlOx target was 
added to the deposition chamber, thus making it possible to deposit an amorphous 
protective surface layer immediately following the GST thin film deposition. As a result, 
even a very thin (2-10 nm) surface capping layer was sufficient to prevent further oxidation 
or out-diffusion even at high annealing temperatures (as shown in chapter 3.3). 
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Fig. 3.2: HR-TEM images of as-deposited GST124 thin film (left) and as-deposited 
GST225 thin film – silicon substrate interface (right). The bright interface layer in right-
hand panel stems from the SiOx native surface oxide. Insets show the corresponding HR-
TEM images in spatial frequency space after Fourier transformation. While the inset on the 
left exhibits the influence of some objective astigmatism (elliptical distortion of the Thon 
rings[183]), and the inset on the right includes the strong point maxima from the Si[110] 
zone axis, the clearly discernible diffuse ring patterns  illustrate the amorphous nature of 
the structures.  
 
While conventional TEM imaging and Fourier analysis can provide a qualitative 
impression of the amorphous nature of the structure observed (Figure 3.2), a closer 
inspection of the diffraction information allows for a semi-quantitative view of the average 
local structure. The volume of evaluation can be narrowed by applying nanobeam 
diffraction (NBD) settings, effectively reducing the area of the beam spot to 3-5 nm 
diameter, and subsequently scanning over specific features of interest in the sample[72]. 
Selected area electron diffraction (SAED) is carried out under parallel illumination 
conditions using a circular aperture in the image plane in order to reduce the information 
area down to 100 nm diameter. Spread of diffraction features can thus be traced to either 
the random distribution of interatomic distances in the lattice structure or the imperfect 
information transfer of the objective lens. The convergence angle used in NBD (0.16 mrad) 
results in small diffraction disc features effectively blurring the diffraction plane. 

One significant challenge for the RDF (radial distribution function) analysis from NBD is 
the limited signal intensity compared to the transmitted beam. Since the probed volume is 
intentionally reduced, weak features in the diffraction plane are often only visible when the 
CCD array is protected from the primary beam by the beam stop.  
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Fig. 3.3: SAED pattern of amorphous GST225 and corresponding azimuthal projection. 
Three diffuse diffraction bands are visible (red arrows) relating to preferred short-range 
order spatial frequencies. 

 
Fig. 3.4: I(Q) Azimuthal profiles of SAED diffraction patterns from amorphous GST124 
and GST225. The pattern from GST124 was taken without a beam stop, and is thus plotted 
on the logarithmic scale (left). The pattern from GST225, shown in Figure 3.3, excludes 
the transmitted beam and can thus be plotted on a linear scale (right) revealing the 
pronounced diffuse peaks. One drawback of excluding the transmitted beam is, however, 

that the initial 	̂�(J)/̂ fit needs to be estimated from the noisy high-frequency region of 
the pattern, which often does not result in a good match around the relevant peaks. 

 
The second step in the RDF analysis, after defining the centre of the pattern and azimuthal 
integration, is a fitting of the independent average scattering term Nf²(Q) to the baseline of 
the profile[184] in order to extract the structure factor ̀(Q), where N is a fitting parameter 

from the volume probed and ̂�(J)̂ is the average atomic scattering factor of all atomic 
species: 
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Φ(J) = {(J) − 	̂�(J)/̂	̂�(J)/̂ J (3.1) 

This is complicated by the exclusion of the transmitted beam, since the intensity 
distribution I(Q)no longer peaks at Q = 0. For small scattering parameters Q, ̀(Q) and the 
ultimately resulting radial distribution function J(r) and pair distribution function g(r) from 
the inverse Fourier transformation of ̀(Q) can thus vary strongly between measurements, 

depending on the best estimate for 	̂�(J)/̂�and other fitting parameters (such as the 
dampening function used to reduce the noise influence of the high-frequency region). 
Nevertheless, the RDF analysis is a useful tool in the presence of short-range ordering such 
as in amorphous GST. While the exact behaviour of g(r) may vary, the positions of the first 
and second nearest neighbour peaks can typically be resolved, and be used to estimate 
bond angles and coordination. 

 
Fig. 3.5: Radial distribution J(r) calculated from Fourier transformation of I(Q) in Figure 

3.4 after correction for the independent scattering contribution 	̂�(J)/̂. J(r) is scaled to 
the radial density of surrounding atoms. 
 
A comparison of SAED diffraction information from amorphous as-deposited thin films 
produced from a GST124 and a GST225 target is shown in Figures 3.3 – 3.6. The diffuse 
first diffraction ring in the SAED pattern is typical for disordered amorphous compounds 
with some persistent short-range ordering.  Evaluation of the diffraction information by 
RDF analysis is rather sensitive to the initial parameters such as composition, average local 
density and independent scattering factors fe(Q). The routine used here (“RDF Tools for 
Digital Micrograph v 1.1” written by D. G. Mitchell)[185] makes use of the parameterization 

of fe(Q) given by Ref. [118] in order to fit the average 	̂�(J)/̂�of all components to the 
experimental data. While these tabulated values are generally well supported, there appears 
to be a small systematic offset in the low-angle region compared to the experimental 
background, which often makes a good fit difficult. The resulting calculated reduced 
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density function G(r) = 4πr [g(r) – ρ0] may thus appear detailed over a large range, but for 
the purpose of semi-quantitative discussion it is preferable to only consider the first and 
second strong peaks, relating to the nearest- and next-nearest neighbour distances. 
Furthermore some information may be lost due to the finite beam convergence, as well as 
the various averaging and noise dampening steps in the evaluation. 

In both the GST124 and the GST225 amorphous as-deposited sample, the first peak in the 
G(r) distribution is situated at 2.78 Å (± 0.02 Å due to the pixel resolution), while this peak 
lies at 3.15 Å in the polycrystalline sample. Previous literature on the amorphous structure 
of GST compounds investigated by EXAFS[79] and DFT simulation[81] also suggests that 
average Ge-Te and Sb-Te distances shorten compared to the crystalline cubic phase, 
however often a distinction is made between distorted tetrahedral arrangements at 2.61 Å 
and distorted octahedral sites at 2.85 Å. 

 

 
Fig. 3.6: Reduced density function G(r), extracted from the Fourier transformation of the 
diffraction intensity distribution I(Q) in Figure 3.4, and ρ0 the average expected density. 
The G(r) scale thus describes the deviation from the expected parabolic density distribution 
J(r) (see Figure 3.5) of a uniform amorphous continuum. Deviations below r = 2.5 Å have 
no direct physical interpretation and can be disregarded. Crucially, the first local maximum 
at 2.78 Å corresponds well to the expected position of defective octahedral Ge-Te[43, 57], 
while the shift of the second local maximum around 4 Å and the slight indication of a 
buried second peak around 4.4 Å may signify a higher fraction of homopolar “wrong 
bonds” in the GST225 sample. For comparison, a G(r) distribution from a polycrystalline 
SAED pattern of GST225 is also included (blue line, right y-axis), exhibiting strong peaks 
at 3.15 Å (Ge-Te) and 4.2 Å (Te-Te). The local atomic structure of the crystalline sample 
(here preliminarily assigned cubic) is discussed in further detail in the following chapter. 
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While the value measured here lies roughly in-between the two, it needs to be stressed that 
no clear indication of a bimodal distribution in this range was found, while the first peak in 
the polycrystalline sample lies close to the expected value for octahedral sites in the 
metastable lattice (3.05 Å). Similarly, the second-nearest neighbour peak distance at  
3.93 – 4.07 Å is slightly smaller than that found corresponding to Te-Te distances in the 
cubic lattice (4.2 Å). Selected NBD measurements representative for all investigated 
amorphous structures are shown in Figure 3.7. As can be seen in the left panel, even under 
NBD microscope conditions an image can be recorded from the HAADF-STEM signal. In 
fact, since the total beam current is spread over the NBD beam spot, these conditions may 
be preferable for STEM imaging and spectroscopic mapping of very beam-sensitive 
materials, if a spatial resolution of better than 3-5 nm is not required. Four NBD patterns 
from selected positions of a larger line series are shown in the right-side panels of Figure 
3.7. Due to the smaller information volume, individual coherently scattered beams can be 
discerned, rather than the previously shown diffuse rings. Resulting from the disordered 
nature of the thin film, some strong scattering intensity spots can be found in-between the 
diffuse rings from preferred short-range ordering.  

 

 
Fig. 3.7: HAADF-STEM scan image acquired with NBD beam settings (left) and NBD 
diffraction patterns from a linescan across the as-deposited GST sample (right), selected 
from positions as indicated by red markers. The beam diameter can be estimated from the 
resolution of the nanocrystalline Pt to be no larger than 5 nm. The overall intensity 
distribution is similar to the SAED pattern in Figure 3.3, however the granularity of the 
rings becomes visible, as well as some spot intensities in-between the first and second ring. 
Also included is an NBD pattern from the e-beam deposited Pt for comparison. The 
LaAlOx and SiOx interface layers are too thin (<5 nm) to be resolved individually by an 
NBD probe.  
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They do not appear to be arranged systematically as would be the case in e.g. a small 
fraction of tetrahedral motifs, although it is difficult to entirely exclude these or 
differentiate them from the semi-randomness of the amorphous structure. The RDF 
analysis of the NBD patterns is shown in Figure 3.8.  Similar to Figure 3.6, the significant 
information is contained in the position of the first two peaks. Also included for 
comparison is the G(r) distribution for an NBD pattern from the Pt nanocrystal layer, with 

first and third peak matching the peak positions of 2.77 and 4.8 Å for cubic Fm��m Pt well, 
while the second peak at 3.92 Å lies below the abscissa, indicating that the density of the 
material was overestimated due to its nanocrystalline morphology. All G(r) distributions 
from GST225 NBD patterns coincide reasonably well, although there are some small 
variations of peak positions (± 0.04 Å).  However, a first peak at slightly smaller radial 
distance is always compensated by a second peak at slightly larger distance, so that the 
average spacing (and density) remains roughly the same between measurements. 

It is possible to estimate the average bond angles from two peaks in G(r) according to  ¶/ = arcsin -/ -,( , and doing so for the as-deposited sample GST225 consistently results in 

angles close to 90° (90.5 – 93°), while the small shift in the second peak position in the 
GST124 sample results in a slightly larger average bond angle of 95°.  

 

 
Fig. 3.8: G(r) distributions for NBD patterns shown in Figure 3.7. Results for 
measurements in the GST thin film (positions 1-4) are plotted on the left y-axis, while the 
ordered Pt nanocrystallites consequently result in a much sharper pair-correlation and the 
result of this measurement is scaled to the right y-axis. First and second local maxima lie 
within a range of 0.04 Å for different measurements. 
 



59 

It thus would appear that the interatomic distances are narrower overall than expected, with 
the nearest-neighbour peak and bond angle found in the GST225 sample matching 
approximately the previously reported defective octahedral arrangement. This does 
however raise the question why the amorphous phase appears to be less dense than 
expected (as discussed above), and the most ready explanation would be that, if Te 
vacancies are present, the defective octahedral Ge-Te and Sb-Te motifs in covalently 
bound square rings enclose clusters of two or more Ge/Sb and Te vacancy pairs in a 
disordered network. 

In summary, while the Ge/Sb-Te and Te-Te distances deduced from these measurements 
can vary slightly, the amorphous GST225 layer used in subsequent crystallization 
experiments exhibits a lower density than the literature would suggest, while the RDF 
measurements generally indicate a distorted octahedral arrangement of the short-range 
order. The discrepancy between slightly smaller pair-distances and density may possibly be 
resolved by the incorporation of additional Te vacancies. These may cluster with intrinsic 
Ge/Sb vacancies, allowing for a greater degree of freedom in the inclination of square-ring 
motifs against each other. Some of the edges of these motifs may be connected by a small 
amount of homopolar bonds. Any further quantitative conclusions are problematic due to 
the inherent randomness of the structure and the limited precision of the measurements and 
evaluation. Lastly, it is important to recall that these structures are rather sensitive to 
energetic influences, such as heating through the electron beam. It is thus possible that 
some distinct disorder features cannot be found by NBD electron beam methods at 300 kV 
acceleration voltage. 

 

3.3 Ex-situ annealed crystalline thin films 

3.3.1 Metastable cubic GST 

The most straight-forward way of obtaining crystalline samples is the thermally induced 
phase transition by annealing after deposition with a controlled thermal profile. Due to the 
volatility of the components at typical annealing temperatures, it is critical that the surface 
is protected by a capping layer. Early experiments without the thin LaAlOx coating resulted 
in the formation of a Ge-rich surface oxide layer, despite the annealing processes 
themselves being carried out in a vacuum oven at pressures of less than 10-5 mbar. In 
addition, in the topmost 5-10 nm of these samples, EDX maps reveal a gradient in the 
relative contents of components. Similar surface layers were observed in laser-irradiation 
experiments of unprotected GST thin films performed in ambient air[186]. 

This indicates that, while the ultra-fast phase transformation process itself is regarded as 
diffusion-less, the higher thermal load during slow annealing enables long-range diffusion, 
which in annealing experiments is not detrimental in itself since it allows for the formation 



60  

of large crystalline grains suitable for high-resolution investigation. However, in the case 
of an open surface, the Ge species form a reactive surface layer while the zone below 
consequently tends towards Ge-deficient stoichiometry. At good vacuum conditions the 
driving force for this behaviour should not be primarily the chemical potential of Ge at the 
surface, but rather the internal energy of the crystalline lattice. Wuttig[20] posited that, 
following from ab-initio calculations and thermodynamic measurements, compositions of 
Ge1.5Sb2Te4 and Ge1Sb1.5Te4 are more energetically favourable in the metastable phase 
than Ge1Sb2Te4 or Ge2Sb2Te4. Which composition had the overall lowest energy depended 
on local Peierls distortions and distribution of intrinsic vacancies (Ge or Sb), and absolute 
differences were small. This aspect gains renewed prominence in chapter 3.4. 

It is likely that a similar argument holds for the GST225 thin films investigated here, and 
thus the already slightly Ge-deficient amorphous thin films may eject some Ge content 
near the surface during transition to the metastable phase when possible. In contrast, thin 
films with a capping layer did not exhibit any inhomogeneity at the surface after annealing, 
except for the occasional formation of cracks and delamination at the substrate interface 
due to the overall volume change. 

The central questions for the here observed metastable thin films are thus what the overall 
lattice configuration is (i.e. symmetry and lattice constants), whether distortions of the 
mixed sublattice can be identified by atomic-resolution imaging, and if the distribution of 
of the mixed sublattice components can be resolved.  

The amorphous GST thin film on Si(001) substrate / native SiOx interface with an LaAlOx 
capping layer was produced as described in the previous chapter. It was subsequently 
thermally annealed at 160 °C inside a vacuum oven (Mila ULVAC, quartz tube,  
pressure < 10-5 mbar, 10 min heating ramp = 15 °C/min, 20-30 min hold, natural 

cooldown). An out-of-plane θ-2θ X-ray diffraction scan from a Cu Kα source (Rigaku 
Ultima IV type 3 diffractometer) is shown in Figure 3.9, with clearly visible crystalline 
diffraction maxima. The peak positions indicate that the GST thin film is present in the 
metastable cubic NaCl-type lattice with a lattice constant of 0.5987 nm, which is in the 
lower end of the expected range for GST compounds, c.f. 0.60293 nm from ICSD#55294 
for Ge2Sb2Te5

[49] up to 0.60876 nm for Ge1Sb4Te7
[187]. Critically, the absence of additional 

peaks from the trigonal phase implies that this phase would, with strong certainty, be 
identified as the disordered metastable phase by XRD crystallographers[188, 189]. The peak 
widths indicate an average crystallite size of 30 nm. Since the desired lamella thickness for 
TEM investigation is in this range, this preliminary investigation thus indicates that the 
sample should be well-suited in order to investigate the metastable cubic phase of GST. 
The grain morphology under BF-TEM diffraction contrast and HRTEM conditions is 
shown in Figures 3.10 and 3.11. Since the thin film geometry restricts the grain growth 
directions, individual crystalline grains can possess a lateral extension of 60 nm or more, 
while in perpendicular direction the thin film is often equally divided into a grain close to 
the surface and one close to the substrate interface. 
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Fig. 3.9: XRD 2θ-scan out-of-plane. Diffraction peaks generally indicate cubic lattice (see 
indices). While the distinction between cubic and trigonal lattice purely from diffraction 
information is sometimes difficult, no peak at 39.8° (which would relate to (10-16) planes 
of the trigonal lattice) is apparent. Peak width indicates 30 nm average crystallite size. 
 

 
Fig. 3.10: TEM overview image of thin film cross-section, recorded under diffraction 
contrast conditions. Crystalline grains are generally slightly larger than the average grain 
size determined by XRD, and grain growth is constrained by the thin film interfaces. While 
the grain shape does not offer a clear trend, some straight grain interfaces imply anomalous 
grain growth. Bright lines in the substrate are thickness fringes due to a marked thickness 
gradient towards the bulk substrate from the specimen preparation process. 
 

This may indicate preferential nucleation and grain growth from the interfaces during slow 
annealing, although since the sample was investigated after the long annealing had 
occurred, it is likely that other features that would indicate nucleation characteristics have 
already disappeared. The crystalline nucleation in a wide range of GST compounds has 
been extensively studied[186, 190-192], and typically the amorphous interface – crystalline 
GST interface (formation) energy is considered to be about twice as large as that of the 
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amorphous GST – crystalline GST interface. This has led to the conclusion that 
crystallization is dominated by bulk nucleation and growth. The grain morphology seen 
here indicates that either very few crystalline seeds were present in the as-deposited state, 
or that the annealing time was sufficiently long that some grains were absorbed by those 
growing from either interface. In either case, this observation is not absolute, since grains 
that extend across the entire thin film are almost equally as likely to find, and not every 
individual grain can be discerned from the diffraction contrast overview.  

In order to more closely analyse the crystalline structure and orientation across a large area 
of the thin film, NBD line profile series were acquired, typically recording 20-40 

diffraction images across 0.2 - 2  µm of the thin film. Since these revealed that the 
crystallite orientation appears random, only three selected patterns are shown in Figure 
3.12, which showcases some prominent features. For one, after calibration with the Si[110] 
substrate,  (11-1) reflection at 2.8(6) nm-1, (020) reflection at 3.1(2) nm-1 and (-202) at 
4.6(8) nm-1 can be compared with nominal values for the cubic GST225 lattice: 2.872 nm-1 
for (11-1), 3.317 nm-1 for (020) and 4.691 nm-1 for (-202). While these values agree 
reasonably well, the pixellation of the detector and the extension of the diffraction disks 
due to the finite convergence angle make a closer match or an accurate distinction of small 
lattice distortions difficult. Rhombohedral GeTe would exhibit diffraction intensity in 
[001] zone axis symmetry at 2.922 nm-1 (100), 3.346 nm-1 (110) and 4.791 nm-1 (1-10).   

 

 
Fig. 3.11: HRTEM image of thin film – substrate interface with amorphous SiOx interlayer 
(left) and thin film surface with LaAlOx capping layer (right). Red dashed line in the right 
panel marks the boundary between two crystallites, FT inset calculated from the GST layer 
image area in the left panel illustrates lattice plane fringes. The faint grey layer < 1nm at 
the interface between GST and LaAlOx results from a very thin Ge/Sb enrichment zone as 
well as projection of surface roughness (see Appendix C.3). 
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Secondly, occasionally series of weak superstructure reflections are visible. This does 
however only occur very rarely, and more importantly they can be visible along two major 
axis in reciprocal space simultaneously. 

This would indicate that either two grains with superstructure ordering and similar zone 
axis alignment would overlap within the NBD spot, in which case individual patterns of 
only one orientation should have also been found, or that vacancy ordering into  
{111} planes can occur in all of the three equivalent planes within the same cubic grain. 
Lastly, some NBD patterns exhibit weak diffuse features similar to the amorphous rings in 
the previous chapter. Since the beam shape in the sample can be roughly approximated as a 
cylinder of 5 nm diameter and 35 nm length, the residual amorphous surface layer can 
contribute 5% of the total probed volume, even if it has been reduced to 1 nm at either 
open surface. However it is also possible that these diffuse contributions indicate some 
small amount of amorphous content at microscopic inhomogeneity such as micro-voids or 
grain boundaries, since as was mentioned above the material may tend to expel some Ge 
content (see EDX maps Appendix C.3). 
 

 
Fig. 3.12: NBD-STEM image of HAADF signal (top), red dashed line indicates position of 
NBD profile, numbered marks the corresponding NBD patterns shown below. A crack in 
the GST thin film (red arrow) may result from mechanical stress due to the volume 
contraction during crystallization. Corresponding NBD pattern (1), (2) and (3), illustrating 
the random orientation of the crystalline grains. Red arrows in (2) mark faint superstructure 
reflections from vacancy ordering in two {111}-type planes, dashed white semi-circle 
indicates about 4° tilt away from [110] zone axis, green circle in (3) indicates a small 
residual amorphous component visible in the diffuse contribution close to the  
(002) reflections. 
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The shape of the grain boundaries is inspected closer in Figures 3.13 and 3.14. BF- and 
ADF-STEM overview images show that the interface between GST crystallites is faceted. 
The detailed view of a grain in [110] zone axis reveals that often the densely packed  
{111} planes form the outermost layer of the lattice. In the image shown in particular, 
lattice planes appear to continue across the grain boundary. While the exact misorientation 
angle and thus the Σ coincidence site lattice (CSL, see chapter 1.4.3) cannot be directly 
determined from the image, such ordered interfaces between grains are typical for coherent 
low-angle grain boundaries. One plausible candidate would be some form of <111> 
symmetric tilt boundary, such as the primitive Σ3<111> CSL, or the Σ7<111> CSL which 
is known to be a high-mobility grain boundary in the FCC lattice. The structure of the GST 
thin film towards the amorphous interface layers is shown in Figure 3.15, once oriented in 
the Si[110] substrate zone axis, and once in the GST[100] zone axis of a grain at the 
LaAlOx surface. There is no clear indication of an orientation relationship, or the formation 
of an interface passivation layer. In particular in regards to the single-crystalline substrate, 
it would have been possible that the flatness of the amorphous interlayer may have been 
sufficient to induce preferential orientation of the nuclei, which should be more 
pronounced in thinner layers. While this is still the case in some grains (e.g. the bright 
crystallite in Figure 3.12 from which the NBD image (2) was acquired, which may also 
play a role in the formation of a layered superstructure), it does not occur often enough that 
a systematic behaviour can be postulated from this sample alone. 

 

Fig. 3.13: STEM image overview of grain boundary in the GST thin film. Coherent 
diffraction contrast image (BF-STEM 0 – 7.7 mrad, left) and corresponding intermediate 
incoherent scattering contrast image (DF4-STEM (ADF) 19.1 – 80 mrad, right). The grain 
in zone axis orientation appears darker in the BF-STEM image due to strong coherent 
scattering out of the low-angle region, while the grain boundary itself appears brighter in 
the DF4-STEM image, possibly due to de-channelling from lattice distortions at the 
interface. 
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Fig. 3.14: High-resolution BF-STEM (0 – 7.7 mrad) detail of grain in [110] zone axis 
projection and grain boundary (left), and magnified detail of lattice and grain boundary in 
HAADF-STEM (80 - 200 mrad) contrast (right). The FT inset illustrates the zone axis 
symmetry as well as the excellent point resolution (80 pm or better). Black spots in the  
BF-STEM image correspond to bright spots in the HAADF-STEM image, resulting from 
the heavy Te columns of the metastable cubic lattice. 

 
Fig. 3.15: STEM images of amorphous interfaces. DF4-STEM (9.6 – 40 mrad) image of 
Silicon substrate lattice in [110] zone axis and native oxide interface layer between 
substrate and GST thin film (left), corresponding HAADF (40 - 200 mrad, C2 = 20 mrad) 
image and resulting FT of substrate, useful for calibration of magnification and resolution. 
Similar DF4-STEM and corresponding HAADF image of GST thin film surface and 
LaAlOx capping layer (right). The amorphous SiOx interface masks any influence of the 
substrate orientation on the crystalline growth in the GST layer. The apparent size of the 
dark / bright spots representing the mixed Ge/Sb/Te columns in [100] zone axis projection 
in the right panel changes due to a local thickness gradient towards the surface. 



66  

On the other hand, as will be shown in the subsequent chapter on deposition at elevated 
temperatures, by increasing the mobility during crystallization this tendency can be 
exploited in order to produce textured thin films on amorphous interface layers. 

One major practical challenge for the STEM imaging of polycrystalline thin films is the 
alignment of one specific grain into a useful zone axis. Often, the choice is made by 
selecting individual grains that are coincidentally well-aligned towards the incident beam. 
Alternatively, by viewing the fluorescent screen while the beam is scanning rapidly over 
one small area in under-focused conditions, a large angle convergent beam electron 
diffraction (LACBED) type pattern can be observed, containing Kikuchi features 
(incoherent scattering and subsequent multiple scattering) and ZOLZ (zero order Laue 
zone) deficient lines[193] which can be used to tilt the specific area in question into a zone 
axis (see Appendix C.4). Once a zone axis orientation has been obtained, the next 
challenge is minimizing image drift during acquisition while still retaining a good 
signal/noise. Very short dwell times coupled with sample drift correction by cross-
correlation and subsequent frame averaging has been used elsewhere in order to obtain 
atomic resolution EDX maps[180]. However this can result in a loss of spatial resolution due 
to the imperfect overlap between subsequent images, and for the strong Z-contrast and 
good instrument stability (<1 nm/min spot drift) in the experiments discussed here, a single 
image acquisition with a frame time between 5 and 30 secs (depending on image resolution 
and dwell time) is equally sufficient for imaging purposes. Additionally, the application of 
image post-processing is a widespread and versatile tool in order to improve images after 
acquisition, as well as to quantitatively analyse the information contained therein.  
Two processing routines are regularly applied to the image shown here.  

For one, the application of either the radial Wiener filter or radial difference filter[194] 
provided in the HREM-Filters (HREM Research) plugin for Digital Micrograph serves to 
reduce high-frequency noise as well as sharpen the lattice image by removing selected 
Fourier components of the image. Secondly, linear sample drift (continuous drift during 
acquisition) can be removed from the image by application of the Jitterbug plugin[195], 
which accepts user input on the ideal lattice in order to correct drift distortion. However, it 
is important to note that Fourier filtering results in pronounced changes in the local image 
intensities, while drift distortion correction relies on prior knowledge of the overall 
expected lattice structure.  

The former thus can be applied when evaluating real-space distances in the lattice image, 
while the latter can be useful for subsequent evaluation of image intensities, although the 
pixel-interpolation upon adjusting row displacements with sub-pixel resolution needs to be 
taken into account in the resulting reconstructed image. An example of a GST [100] zone 
axis lattice image and subsequent image processing steps is shown in Figure 3.16. Also 
included therein is a map of the local lattice rotation, calculated by means of the geometric 
phase analysis (GPA)[196].  
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Fig. 3.16: HAADF-STEM (40 - 200 mrad, C2 = 20 mrad) image of GST lattice in [100] 
zone axis projection, and resulting image after FFT Wiener filtering (panels left). 
Magnified view of the same lattice image before and after drift correction (top right) and 
corresponding GPA maps of local lattice rotation, taken from the whole image (bottom 
right, colour scale is fraction of 2π). While the removal of high-frequency noise 
significantly improves the image quality, some quantitative information on absolute image 
intensities is lost. The drift correction works under the assumption of a uniform, distortion-
free lattice, which is not necessarily always the case (compare distortion of lattice planes in 
the lower part of Figure 3.15). Nevertheless, the uniformity of the resulting rotxy map 
indicates a good reconstruction of the real lattice. 

The GPA rotation map shows that, before drift correction, a small change in sample drift 
rate resulted in a stronger lattice distortion in the lower part of the image (red area), while 
after correction the rotation of the lattice relative to the reference ideal cubic lattice largely 
oscillates about 0, with some residual stripes due to scan noise (mechanical or electronic 
vibrations in the instrument). Image processing is furthermore useful in order to visualize 
the information on local lattice spacings and intensities from individual atomic columns. 
The GPA also allows the mapping of local lattice distortions due to uniaxial or biaxial 
strain fields, or pre-existing deviations due to different than expected lattice geometry. 
However, this functions best with a primitive symmetric reference lattice, while the sub-
angstrom distortions of interest in the complex GST lattices can often only be identified by 
statistical evaluation of individual real-space distances from profile measurements. 

Such profile measurement and fitting steps (elaborated on further below) can also be used 
to extract the local image intensity from the raw image data. In addition, Zhang et. al. have 
recently shown how by means of image manipulation the local image intensity ratios, and 
thus either vacancy distribution or Ge concentration, can be visualized[179]. A similar 
approach has been taken here (the source code for the Digital Micrograph script can be 
found in Appendix E, partially adapted from example scripts by D. G. Mitchell). 
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Fig. 3.17: HAADF-STEM (40 - 200 mrad, C2 = 20 mrad) image of GST lattice in V���� 
zone axis projection (top left), Te:Te intensity ratio map (bottom left) and Te:Ge/Sb/v 
intensity ratio map (bottom right), calculated by averaging four images which were shifted 

along V���� and V����� lattice vectors onto the nearest or next-nearest column position, 
respectively, and overlapped with the original. Due to edge effects, calculated image sizes 
are cropped to the area indicated by the dashed white line. Sum of both partial lattice 
intensity ratio images (top right), showing some indication of preferential ordering of 

either light elements (Ge) or intrinsic vacancies on neighbouring columns in ®���¯ planes, 
while the Te sublattice is largely uniform. 

By defining two non-parallel offset vectors of the ideal lattice along mixed planes, a 
shifted mask of the original image can be created when selecting only intensity levels 
above the weak sublattice. The background level is subtracted either by measuring the 
global minimum or by specifying a user-defined background level (more complex 
background models are required in the future for images without clearly defined 
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background or with intensity gradients due to thickness/material changes). Subsequently 
dividing the original image with each mask and averaging the results creates an image of 
the intensity ratios between Te peaks and neighbouring mixed columns or nearest Te 
columns depending on the chosen offset vectors. These images can then be combined to 
create a map of the intensity ratios. The resulting semi-quantitative intensity ratio maps for 
a [110] zone axis projection image of the metastable GST phase are shown in Figure 3.17. 

At an instrument magnification of 7 Mx (1:7 million), where individual atomic columns 
are visible yet do not occupy more than about 12 -15 pixel width in the image, the intensity 
ratio map of Te:Te is largely uniform close to 1, as is to be expected from a fully occupied 
sublattice. In contrast, the intensity ratio map of Te:Ge/Sb/v can vary between 1.4  
(very few vacancies, possibly more Sb than Ge) and 2.2 (sometimes even spiking as high 
as 2.6) indicating local accumulation of vacancies or Ge on the mixed sublattice. 
Combining the two maps shows that mixed positions with high vacancy concentration can 
sometimes be organized in {111} type layers over 4-8 neighbouring columns, occasionally 
even exhibiting systematic ordering towards each other (e.g. the 4-Te layer spacing in the 
bottom left of the image or the 2-Te layer spacing in the top left) which can be seen as 
precursors to the 4-Te stacking of Ge1Sb2Te4. 

 
Fig. 3.18: HAADF-STEM (40 - 200 mrad, C2 = 20 mrad) image of GST lattice in [110] 
zone axis (left) and quantitative image simulation from cubic GST225 model with 20% 
intrinsic vacancies at 2 nm defocus (inset). While the magnification at 20.5 Mx is very 

high, pixel resolution was kept at 1024x1024 and dwell time relatively short (6 µs) in order 
to minimize drift and beam damage, which in turn resulted in slightly reduced signal/noise. 
Image as shown has been FT-filtered and drift-corrected. Resulting intensity ratio map 
calculated from raw data (right), dashed line indicates the area free of edge artefacts. The 
uneven brightness within some Ge/Sb/v column positions indicates local displacements of 
the atomic columns from the expected centres between neighbouring Te columns. In this 
particular image, no systematic preferred arrangement of vacancies is immediately evident. 
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These partial ordering effects are still buried in a mixed sublattice that overall appears fully 
occupied in the HAADF view, and the systematic arrangement can occur in either of the 
two {111}-type planes visible in the image. Furthermore, comparing the local intensity 
ratios given above with simulated images[197] (e.g. the expected intensity ratio for 20% 
vacancies and equal distribution of Ge and Sb would be close to 1.8, while the expected 
intensity ratio for 40% vacancies would be 2.2), it becomes apparent that the local vacancy 
concentration may vary between 10% or less and 40% or more. Since an increase in 
vacancy concentration and an increase in Ge concentration cannot be distinguished, the 
concentrations cannot be strictly mapped from the HAADF signal alone, yet the here 
presented results are a strong indication that vacancies can be partially ordered in the 
metastable phase. An argument can be made that in order to obtain an equal deviation of 
the intensity ratio purely by varying the Ge content, the sublattice position would have to 
be almost exclusively occupied by Ge, in which case an equally higher concentration of Sb 
elsewhere would be expected. While the difference in atomic number Z between Sb and Te 
is small, the difference in Debye-Waller factors can be pronounced, and lowest-intensity 
ratio sites may thus present such Sb-rich positions. Unfortunately, attempts at performing 
an atomic-resolution EDX mapping for comparison were unsuccessful due to the rapidly 
accumulating beam damage and sample drift. Similarly, it needs to be kept in mind that the 
electron beam may have an influence on the observed vacancy ordering especially at very 
high magnifications[198], although the results shown here were only exposed to a 
comparatively small electron dose. More likely is that the long annealing time had an 
influence on the lattice disorder, since the grain morphology is more homogeneous after 
ultra-fast crystallization[186]. 

Performing a similar evaluation of intensities at very high magnifications (20 Mx or more) 
reveals an uneven distribution of intensity ratios within individual mixed columns, while 
the Te sublattice remains largely uniform (see also Figure 3.18). When measuring atomic 
column distances, the effect of drift distortion needs to be taken into account. The 
intercolumn distances measured from the [100] projection in Figure 3.17 are tabulated in 
Table IV. The results clearly show the biaxial image distortion, as well as the subsequent 
improvement through drift correction and faster acquisition. However, while the average of 
two perpendicular lattice vectors matches the nominal structure closely (lattice constant 
0.60293 nm), some small difference in individual perpendicular directions always remains. 
A point of reference for the degree of rhombohedral distortion would be the R3mR phase 

of pure GeTe, with comparable column distances in R3mR V����� projection of 
0.2863/0.3126 nm and 0.4174/0.4281 nm (ICSD#159907). Such a strong rhombohedral 
distortion results in XRD peak splitting, at 2θ = 42.2° and 43.3°, as well as at 25.17° and 
26.039°. Given that the above described potentially observed distortion is significantly 
smaller than the rhombohedral distortion in GeTe, it is likely that any such additional 
peaks could be lost in the widths of the diffraction peaks. Similarly, differences in the 
electron diffraction data between undistorted lattice and observed distortion would be in 
the range of the pixel resolution even at very large camera lengths. 
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Tab. IV: Column distances in [100] projection in [nm], as indicated by coloured arrows in 
Figure 3.16. Values were obtained from multiple profiles over at least 10 columns and 
subsequent peak fitting. 

Filtered image Drift corrected Short acquisition Average Nominal 

d[200] 0.2954(6) 0.298(0) 0.3010(3) 0.3019(6) 0.3015 

d[020] 0.3082(7) 0.3058(8) 0.3034(2)     

d[110] 0.4208(1) 0.4244(2) 0.4204(2) 0.4269(5) 0.4264 

d[-110] 0.4331(1) 0.4282(7) 0.4348(7) 

 

 
Fig. 3.19: Example comparison between measured HAADF single pixel width intensity 

line profile along [001] direction within one V����� projected plane (black), curve fitting 
routine for identification of individual column positions and intensities (red), quantitative 
image simulation normalized to the highest Te peak (green) and graphical evaluation of 
intensity ratios between neighbouring columns (Te:Ge/Sb/v and Te:Te, blue). All data was 
extracted from Figure 3.18. While overall trends (Te sublattice distances, relative 
intensities of Te and Ge/Sb/v columns and variation) coincide well, it can also be seen that 
Ge/Sb/v columns can be distorted by several pm. This results in gradients within individual 
spots of the intensity ratio maps, while the average intensity ratio of one spot fits well to 
expected values when a variance in local vacancy concentrations of 5 – 15 % is allowed. 
 
A comparison between intensity line profiles and graphical intensity ratio evaluation from 
the [110] projection is shown in Figure 3.19. Each individual peak from the intensity 
distribution in one column is fitted by a Gaussian, with the base level locked to the global 
minimum background. The deviation between cumulative curve of all Gaussians and 
experimental data is then minimized via the χ² fit. As can be seen, this procedure generally 
results in a good agreement between curve fit and experimental data, however sharp local 
spikes (such as in the central Te peak in the profile shown) can result in visible differences 
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between fitted and measured peak intensity. Confidence in intensity ratios can thus be 
limited to within ±0.15 in the worst case, while a larger integration width of the profiles 
results in a better peak fitting but reduces the measured maximum peak height due to the 
averaging effect. Furthermore, the comparison between ideal Ge/Sb/v column positions, 
fitted positions and graphical intensity ratios underlines that mixed columns can be locally 
displaced from the centre between neighbouring Te columns, thus as stated above resulting 
in uneven graphical intensity ratios. By performing such profile measurements and peak 

fitting evaluations along [001] and V����� directions in the [110] zone axis projection, the 
local displacement can be quantified as shown in Table V. As can be seen, for the  
[001] direction there exists a systematic offset of the mean positions of around 13 - 16 pm, 
barely above the standard deviation of multiple measurements (N=30). While it is possible 

to speculate that a minute offset can also be seen in the short V����� direction, this is still 
within the scattering width of the data.   
 
Tab. V: Column distances in [nm] from profile evaluation extracted from Figure 3.18. Two 
values for one direction correspond to left- and right side Ge-Te distance ([001]) or up and 

down (V�����) in the image. 

  Column distances Standard deviation (1σ) 

d[11-1] Te-Te 0.366(4) 0.0086 

d[11-1] Ge-Ge 0.365(6) 0.0075 

d[1-10] Ge-Te (up) 0.216(7) 0.0109 

d[1-10] Ge-Te (down) 0.213(4) 0.0091 

d[001] Ge-Te (left) 0.303(3) 0.0072 

d[001] Ge-Te (right) 0.290(6) 0.0132 

 
Since the above described displacement of mixed columns is too small to match interstitial 
sites (tetrahedral sites would occupy column distances of 0.1507 / 0.4252 nm), and no 
additional columns at those interstitial distances appear even though they should be 
resolved at 80 pm point resolution provided they are significantly occupied, it is possible to 
speculate that these displacements are rooted in systematic Peierls-like distortions of the 
Ge-Te chains. Remarkably, although either direction of the distortion along the [001] axis 
should be equal, they are predominantly aligned in one direction across the entire evaluated 
area, and rather than incorporating random structural disorder the unit cell is thus no longer 
invariant when mirrored at the (001) plane. Whether these distortions thus play a role in the 
reversible multi-level threshold switching is yet to be fully explored, among other reasons 
due to the difficulty in identifying them with non-destructive methods. A logical future 
step would be to compare ab-initio DFT calculations of band structure properties from the 
symmetric, distorted and vacancy layered arrangement and compare these with 
experimental property measurements. The individual local displacement measured from 
profiles in Figure 3.17 is plotted against the local intensity ratio in Figure 3.20. It is unclear 
whether a correlation can be made between higher intensity ratio and larger displacement, 
in part since the magnitude of the displacements is at the precision limit of the method. 
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In summary, after slow annealing of a capped GST thin film at 160 °C, the resulting 
structure is randomly oriented crystalline with a very small Ge-rich amorphous component 
at the interfaces. While preliminary XRD indicated a close to ideal cubic structure with a 
slightly smaller than expected lattice constant, the HR-STEM investigation reveals pm-
scale distortions of both the Te framework and the mixed sublattice. Close inspection of 
the local HAADF intensities and comparison with quantitative image simulations indicates 
partial ordering of the mixed sublattice within {111} planes. While the idealized model of 
the symmetric NaCl-type lattice need not be discarded, since it is likely that the ultra-fast 
crystallization results in increased sublattice disorder, the here observed lattice structure 
presents a first intermediate step in the phase transformation towards the layered trigonal 
lattice. The combination of image processing and evaluation tools applied here is thus a 
promising approach to characterizing with similar precision the various annealed and 
crystalline-deposited thin films in the following subchapters.  

 

Fig. 3.20: Plot of local intensity ratio Te:Ge/Sb/v vs. column displacement in [001] 
direction, from three line profile fittings measured in Figure 3.17. While the data points 
appear randomly distributed around the mean (16 pm displacement and 1.86 intensity 
ratio), it may be possible to interpret a linear correlation trend between intensity ratio  
(i.e. vacancy concentration or average atomic number) and local displacement. Average 
long and short distances are 0.3071 ± 0.0027 nm and 0.2879 ± 0.0037 nm, respectively. 
Standard deviation of distances is lower than in Table V since the image evaluation at 
lower magnification is less impacted by noise, however a single peak only occupies on 
average 13 pixel within its FWHM, and the pixel resolution in combination with residual 
noise may thus impact the precision. 
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3.2.2 Vacancy layer ordering in the intermediate cubic lattice  

The phase transformation temperature for the metastable cubic to trigonal layered phase 
transition is typically given as a range e.g. between 230 and 260 °C, however various 
reported figures can vary even further. The reason for this is clear: While the amorphous – 
metastable transition occurs very quickly, which makes it technically interesting for fast 
switching concepts, the metastable – stable transition is kinetically constrained, thus 
yielding the large range of metastability that is critical for the reliability of PCM cells. 
However it has become clear that regarding the metastable phase as one monolithic entity 
is too simplistic, and additional structural changes should be observable to explain multi-
level switching behaviour. In addition, the stable layered phase itself has also come under 
scrutiny for interfacial switching concepts, and the detailed characterization of the stable 
arrangement as well as possible defect structures has thus gained increased importance. 

The main differences between the two crystalline phases are the arrangement of the 
intrinsic vacancies, the partial chemical ordering, and the structural relaxation resulting in 
{111} in-plane shifts as well as lattice distortion (all of which are further elaborated on in 
the following subchapters). As was shown in the previous section, the beginning of the 
vacancy ordering can already be observed in the metastable phase by careful evaluation of 
HAADF-STEM intensities. While in the cubic framework the mixed Ge/Sb/v {111} layers 
are ideally invariant, considering the trigonal lattice in terms of cubic coordinates shows 
that only one {111} layer orientation can persist between metastable and stable 
configuration. The phase transformation temperature is heavily reliant on the time profile 
of the heating process, which is further complicated by the stoichiometric effects. 
Typically, a preferred stoichiometry of the trigonal phase such as Ge1Sb2Te4, Ge2Sb2Te5 or 
Ge3Sb2Te6 is meant to be investigated, each yielding different transformation temperatures, 
while in practice the cubic phases of these compounds do not radically differ and small off-
stoichiometric compositions can thus be readily accommodated. 

Choosing a temperature profile to investigate for annealing experiments can thus prove 
challenging. Differential scanning calorimetry (DSC) experiments are typically carried out 
at constant heating rates. Some examples include [199] who reported fcc � hexagonal 
transition temperatures between 205 and 230 °C at heating rates from 5 to 70 °C/min. 
However, they also claimed to have observed an additional endothermic peak relating to a 
structural transformation between 250 and 330 °C. Meanwhile, [200] reported a phase 
transformation temperature of 250 – 260 °C for DSC heating rates between 10 and  
30 °C/min, while Ref. [5] originally reported a temperature as low as 200 °C at a DSC 
heating rate of 10°C/min. Even extreme outliers are possible when other methods of 
characterization are considered, e.g. from electrical resistance measurements[201] a 
transformation temperature of 310 °C at a slow heating rate of 0.52 °C/min was concluded. 
Since the here performed annealing experiments were carried out with a fixed ramp time 
(10 min) and a plateau between 10 and 30 minutes, it is to be expected that the phase 
transformation occurs at the lower end of the reported range of transformation 
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temperatures. In [202] a phase transformation temperature of 230 °C for an annealing 
experiment of Ge2Sb2Te5 with a similar ramp and plateau was reported, yet from XRD 
information they concluded a large change in composition towards Ge1Sb2Te4. In order to 
investigate the transition state between metastable and stable configuration, the here 
presented GST thin film on Si(001) substrate with native SiOx interface layer was annealed 
at 200 °C (18 °C/min ramp) with a relatively short 10 min plateau. XRD results  
(Figure 3.21) indicated that the film was still present in the metastable phase with  
a = 0.5997 nm, while glancing incidence measurements indicated the presence of preferred 
orientation texturing due to alignment of GST {111} planes with the interface orientation. 
S/TEM-EDX measurements confirm that the original as-deposited composition was 
roughly retained, with relative concentrations of Ge21.15, Sb22.74 and Te56.09 at. %. The TEM 
overview image shows that grains may extend over the entire layer thickness (Figure 3.22), 
while NBD patterns exhibit pronounced superstructure reflections along the {111} axis. 

The BF-TEM view and diffraction information already indicate that some defect structure 
ordering takes place within the sample, with a preferred orientation in the top 40 nm of the 
layer. This however is somewhat contradictory to the XRD results, which indicated a cubic 
symmetry since, as already introduced in the previous chapter, additional diffraction peaks 
from the trigonal stacking are not present. 

 
Fig. 3.21: θ-2θ and glancing incidence XRD measurements of GST thin film annealed at 
200 °C, as well as calculated relative peak heights from a randomly oriented 
polycrystalline morphology of cubic GST225 (blue bars). Since in glancing incidence 
geometry the (111) type diffraction peak is significantly more prominent than the  
(011) peak, it can be concluded that the thin film possesses a (111)|[001] preferred 
orientation component. 
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Fig. 3.22: TEM overview image (BF contrast) of GST225 thin film annealed at 200 °C 
(left) and corresponding FT (inset) exhibiting one crystallite orientation over the entire film 
thickness. Representative NBD patterns from a larger series, acquired closer to the top (1) 
and bottom (2) of the thin film. While both patterns exhibit a similar zone axis  
[110] orientation with a small off-tilt reorientation (the sample was oriented in the Si[011] 
substrate zone axis), superstructure reflections (marked by red arrows) are slightly more 
prominent along one {111} variant in pattern (1), while they are weaker in pattern (2) and 
appear in either of the {111} variants. 
 
This becomes better visible in the HAADF-STEM overview images (Figure 3.23). 
Vacancy ordering into {111} planes gradually changes from random arrangement in the 
lower part of the layer towards alignment of vacancy layers with regular spacing of 4, 5 or 
6 Te planes. While the transition overall appears continuous, there is some indication that 
defects may occasionally play a role in separating the two lattice regions (particularly in 
the central part of Figure 3.24).  Visible defects can be categorized largely into three types 
that were introduced in chapter 1.4.2. 

Antisite defects (see Figure 3.24 (c)) are sometimes found when two adjacent regions of 

the cubic lattice separated by a vacancy layer are shifted against each other by 
�Ȃi/  within 

the (111) plane of the vacancy layer[203], thus creating an antiphase boundary. The vacancy 
gap between {111} Te layers is narrower (0.406 nm) than the simple removal of a mixed 
sublattice layer would suggest (0.738 nm), yet larger than the average {111} plane spacing 
in the bulk lattice (0.348 nm). They are thus resulting in a local lattice distortion that can 
be mapped by the GPA (Figure 3.24 (e)). These planar defects are terminated either at 
volume defects or by partial edge dislocations. 
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Fig. 3.23: HAADF-STEM composite image of GST lattice in [110] projection. Insets show 
{111} vacancy layer arrangement in the upper part of the thin film (top left) and Fourier 
transformed of the image (bottom right) representing the distribution of spatial frequencies 
comparable to the diffraction information. The systematic arrangement of dark lines 
(vacancy layers and planar defects) gradually increases towards the surface of the thin film, 
while the region close to the substrate is disordered with occasional vacancy layers in 
either of the visible {111} planes. 
 
Volume defects are seen in the form of trapezoidal inclusions, possibly with a different 
orientation than the surrounding lattice. All observed volume defects consist of three 
strongly distorted {111} layers bordered by vacancy gaps and planar defects. The HAADF 
contrast within these volume defects is too diffuse to reveal the exact nature of their 
orientation, and STEM-EDX measurements did not reveal a marked change in 
composition. It is thus likely that they consist of distorted intrinsic Te-Ge/Sb/v-Te blocks. 
Closer inspection of the mixed layers marked by green arrows in Figure 3.25 (a) suggests 
that the lattice transitions from Ge/Sb/v-Te-VL(antiphase boundary)-Te-Ge/Sb/v stacking 
towards VL-distorted Te-distorted Ge/Sb/v-distorted Te-VL within the defect, indicating 
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that the structure seen in the volume defect may be the side-view of a screw dislocation 

with a Burgers vector of  
�/ < ��� > , sandwiched between the VLs.   

Classical edge type dislocations may also be present, however due to the diatomic base of 
the lattice they are associated with very large lattice strain. Only one clear example of such 
an edge type dislocation involving the removal of a Te-Ge/Sb/v bilayer could be imaged 
(see Figure 3.25 (b)), and is further associated with a stacking fault and a resulting 
antiphase boundary. They only play a minor role in the lattice structure overall. 

Following from these observations, the defect structures are characterized by the local 
removal of mixed sublattice {111} planes and distortion of the Te sublattice framework, 
resulting in partial edge dislocation pairs, stacking faults and antiphase boundaries. Due to 
the intrinsic tendency towards vacancy layer formation and the lattice strain surrounding 
defects, the two are closely associated. The information contained in the HAADF 
intensities can be evaluated as introduced in the previous chapter, by either mapping the 
Te:Te and Te:Ge/Sb/v intensity ratios or by fitting individual profiles and comparison to 
expected intensities. In this context it is however important to recall from the theoretical 
section that in a strained lattice region the thermal displacement parameters and thus the 
expected incoherent high-angle scattering intensity are not identical to the ideal lattice 
prediction. Thus, while both vacancy layers and partial vacancy ordering can be mapped 
well in a larger view of the lattice (see Figure 3.27), the image contrast close to defect sites 
cannot be directly translated to Ge/v concentration. The most prominent example of this 
can be seen at the antiphase boundaries (Figure 3.25 (c) and 3.26 (a)). The compressive 
distortion of the lattice, seen as blue regions in Figure 3.25 (e), results in a HAADF 
intensity of the first mixed Ge/Sb/v layers around the defect plane that is above what 
would be expected for an undistorted fully filled Ge/Sb layer without intrinsic vacancies. 
When performing profile evaluations of the defect-free lattice similar to chapter 3.2.1 it 
becomes apparent that Ge/Sb/v-Te distances are similarly distorted as in the previously 
discussed sample while the Te-Te framework matches the cubic symmetry in the observed 
projection. In [001] direction Ge/Sb/v-Te distances are split into 0.282/0.319 ±0.010 nm, 
i.e. an average offset from the NaCl-type lattice position of about 35 pm, while in [1-10] 
direction the distortion may also be present, measuring 0.197/0.207 ±0.008 nm resulting in 
an offset of about 10 pm. These values are slightly larger than those in the previously 
investigated sample, however measuring the offset at different depths inside the GST layer 
or at different microscope settings can result in values varying by as much as 15 pm (in the 
[001] direction) due to changing noise levels and sample drift as well as difficulties in the 
column peak deconvolution at intermediate magnifications.  

The evidence is thus not quite conclusive that these displacements in the cubic lattice 
significantly increase with annealing temperature, as long as the measurement is carried 
out well removed from defect structures. In contrast, displacements of the mixed columns 
close to planar defects are more pronounced.  
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Fig. 3.24: HAADF-STEM lattice images of selected regions of Figure X. (a) Metastable 
cubic lattice with local distortions as described in the previous chapter, (b) systematic 
vacancy layer ordering while retaining the cubic symmetry, (c) antiphase boundary defect 
across as vacancy gap. (d) Intensity line profile measurements along direction indicated by 
solid white line in (a), and (e) GPA map of local biaxial distortion exy, calculated from 
upper image section of Figure 3.23.  Strong lattice distortions visible as blue areas in the 
GPA map are found at the planar defect sites (antiphase boundaries) and small volume 
defects. Insets in (a)-(c) show simulated images from idealized lattice models of cubic 
lattice, vacancy layer without lattice relaxation and antiphase boundary. 
 
In particular, mixed {111} layers in the immediate vicinity of an antiphase boundary or 
vacancy layer are always shifted towards the defect plane. In the presence of an antiphase 
boundary, the first and second nearest mixed {111} plane are displaced by about 50 pm in 

the V����� direction towards the defect plane, while the [001] displacement stays roughly 
the same. Further away from the strained zone, the lattice again resembles the distorted 
cubic lattice with a uniform orientation of the mixed column displacement. Similarly, the 
vacancy layered cubic lattice in the upper part of the GST thin film is characterized by 

small offsets of the mixed layers in V����� direction towards the vacancy layer gap (see 
Figure 3.24 (b)). The expected Te-Te plane distance across a vacancy gap in  
[110] projection would measure 0.369 nm if the lattice were undistorted based on the cubic 
model, while measured distances across the vacancy gap are up to 20 pm smaller. 
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Fig. 3.25: HAADF-STEM image details of defects structures. Volume defect bordered by 
three antisite defects in a complex arrangement of stacking faults and partial dislocations 
(a). Edge-type dislocation (b), wherein two lattice half-planes (Te and mixed, marked red) 
are removed from the lattice, while the mixed plane above (marked orange) at first 
continues but subsequently is also removed resulting in a antiphase boundary across a 
vacancy gap (as indicated by white dashed lines). Interface of the GST thin film with the 
amorphous SiOx substrate surface (c). Despite the limited contrast, there is some indication 
of vacancy layering close to the interface while the lattice above appears similar to the bulk 
cubic phase. 

 

 
Fig. 3.26: HAADF-STEM lattice image from lower left of Figure 3.23, and corresponding 
intensity ratio map. The STEM image shows the transition area from disordered cubic 
lattice to lattice with aligned vacancy layers.  The intensity ratio map to the right reveals 
pre-ordering of vacancies in the disordered phase similar to the previous subchapter, while 
two volume defects appear dark due to the strong lattice distortion. Diffuse darker areas 
stem from local changes in the background due to amorphous surface components or 
contaminants, which are not explicitly adjusted for. 
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The Te(111) plane spacing within the lattice between VLs is correspondingly slightly 
larger, thus overall compensating the difference to the ideal plane spacing and, since the 
lattice in the perpendicular direction in the image projection plane resembles the cubic 
framework,  resulting in a tetragonal distortion of the lattice. It would thus appear that the 
vacancy layered lattice possesses strong structural similarities to the trigonal stacking of 
GST225, GST124 or GST326 depending on the VL spacing. However, two major 
differences are always present: 

• The HAADF-scattering intensities do not show a strong chemical reordering into Ge- 
and Sb-rich layers. Mean intensity ratios Te: Ge/Sb/v are slightly lower (1.4-1.6) due to 
the depletion of vacancies from the sublattice, yet variation is low and distribution 
random. A small increase in image intensity in the first-neighbouring {111} mixed 
layers at the vacancy gap could be equally attributed to the (unknown) change in 
thermal displacement parameters and STEM beam tail overlap between closely spaced 
columns, or changes in the 1s channelling conditions due to lattice deformation. 

• In the trigonal lattice of stable, vacancy layered GST, the Te(0001) planes (comparable 
to the Te(111) planes in the cubic lattice) are systematically shifted against each other 

by 
�Ȃim  (in terms of cubic lattice parameter a) across the vacancy gap. In contrast, the 

here observed structure consistently shows a straight continuation of Te and mixed 
planes across the vacancy gap. 

These two observations lead to the conclusion that the lattice in the upper part of the thin 
film can be characterized as a vacancy layered cubic disordered structure, and thus presents 
a second intermediate step towards the complete phase transformation to the stable trigonal 
structure. Such layered structures of the cubic lattice were previously theoretically 
predicted[44, 45], albeit without special consideration for Ge/Sb sublattice disorder. In 
addition, Ref. [204] and more recently [46] have discussed the crucial role of vacancy 
ordering in the cubic phase for the metal-insulator transition. 

Concluding this chapter, the sample annealed at 200 °C exhibits large grains of cubic 
GST225, with a preferred orientation component (111)|[001] possibly due to vacancy layer 
formation at the thin film - substrate interface. The lattice structure within grains can be 
divided into two regions depending on depth inside the film, thus indicating uneven heat 
distribution during annealing due to the low thermal conductivity of the film, or 
progressive phase transformation from the surface of the film that was frozen during 
cooldown. In the lower part of the thin film the lattice is similar to the previously presented 
sample annealed at 160 °C, possessing small distortions of the mixed sublattice within the 
cubic Te framework as well as indications of vacancy pre-ordering into mixed {111} 
planes over multiple atomic columns. The upper part of the thin film exhibits strong 
systematic vacancy ordering into one preferred {111} plane orientation. Nevertheless, the 
overall cubic character including the Ge/Sb sublattice disorder is retained in this 
transitional state. Since the VL spacing in this phase is not strictly fixed, but instead can 
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measure 4, 5 or 6 Te-Te distances, it is likely that this stacking disorder carries over into 
the resulting trigonal stable structure (as will indeed be shown in the subsequent chapter). 
Lastly, the central part of the thin film exhibits some prominent defect structures, most 
importantly the tendency of stacking defects to result in the formation of antiphase 
boundaries across a narrow {111} vacancy gap. 

 

3.3.3 Trigonal GST lattices after prolonged annealing 

The local structure of trigonal GST compounds is of particular interest in two regards. For 
one, various idealized models of the hexagonal stacking sequence have been previously 
proposed, as discussed in the introductory section (chapter 1). While the underlying 
symmetry of rocksalt-type building blocks with alternating cation- and anion layers and 
intrinsic vacancy gaps is similar across all models, the particular local distortions from 
octahedral positions as well as the chemical ordering in the mixed cation sublattice vary 
between models. This is, among other aspects, important for ab-initio studies of the phonon 
density of states[173] and the electronic band structure[14, 205], which can struggle to 
incorporate the chemical sublattice disorder. Secondly, the recent prominence of interfacial 
switching concepts (iPCM)[92, 99, 178, 206] may rely on the exchange of (0001) layers, 
switching across vacancy gaps or between GeTe and Sb2Te3 sub-units. It is likely that such 
movement of entire lattice planes is facilitated by stacking defects in the lattice, and the 
closer examination of these in the here presented nominally pure GST lattice as well as in 
the following section on oriented thin-film growth may facilitate the explanation of the 
crystalline-crystalline property contrast transition. 

In order to investigate the stable trigonal stacking of GST, thin films of as-deposited 
amorphous GST225 on Si(001) / SiOx were annealed at 250, 290 and 320 °C. Since the 
ramp time was kept constant at 10 min, this resulted in a heating rate of 23, 27 and  
30 °C/min, respectively. The plateaus of 20 - 30 min facilitated the complete phase 
transformation. All thin films were covered by an at least 5 nm thick amorphous LaAlOx 
layer in order to prevent evaporation during annealing. The sample annealed at 250 °C was 
deposited to a film thickness of 40 nm, while the samples deposited at 290 and 320 °C 
were deposited to a film thickness of 120 nm and 160 nm, respectively, in order to obtain 
large uniform grains for the investigation of the highly ordered phase. The growth rate 
from PLD parameters (0.5 J/cm² at 10 Hz) was thus determined to lie around 5 nm/s, 
although a certain variance between experiments was observed that could be traced to 
somewhat imprecise control of the laser fluence through the laser defocus and 
contamination of the laser entry window to the PLD chamber. 
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Fig. 3.27: XRD spectra comparison of trigonal thin-film samples. While all samples 
exhibit strong diffraction maxima relating to the trigonal lattice planes, common peak 
positions e.g. (0009) can vary by as much as 0.5°. Peak indices are assigned assuming the 
trigonal GST225 lattice, but the variance in peak positions underscores the need for a 
locally resolved structure investigation. The prominence of the (0005) peak in particular 
indicates a [0001] fibre texture in the thin film.  
 
XRD measurements (see Figure 3.27) revealed additional diffraction intensities compared 
to the previously presented cubic phase, thus indicating a phase transformation to some 
form of trigonal stacking in all three samples. However, small shifts in peak positions and 
intensities were observed, revealing that further structural changes may occur in the 
investigated temperature range.  

When matching XRD peaks to the common GST225 stacking symmetry[49, 52, 66], the most 
pronounced shifts in the (0009) peaks result in a plane spacing of 0.1912 – 0.1931 nm, 
corresponding to a c-axis lattice constant of 1.7209 – 1.7382 nm. The nominal  
(0009) spacing and corresponding c-axis lattice constant of 0.19201 nm and 1.72809 nm, 
respectively, thus lie well within the range of the experimental measurement. Meanwhile 
the (000 21) plane spacing of GST124 is predicted to measure 0.193 nm and thus would 
match the largest experimentally determined c-spacing, and the distinction between pure 
GST124, GST225 or GST326 phases from the c-axis parameter alone is thus difficult. In 
principle, differences between other peaks particularly in the range of 32 - 33° should be 
more pronounced, but they possess inherently low signal intensity and the texture 

component enhances (000l)-type peaks in the θ-2θ geometry. The preliminary conclusion 
was thus that either a phase mixture was observed, or that the GST225 trigonal phase 
undergoes a further lattice distortion upon annealing. 
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Fig. 3.28: TEM diffraction results from sample annealed at 250 °C. HAADF-STEM image 
acquired under NBD beam conditions (top left), SAED pattern of GST thin film position 
close to (2) (top right). The particular grain orientation was determined to lie close to the V������ zone axis, with diffraction indices from the trigonal GST225 phase as indicated. 
Diffuse rings and some weak spurious reflections in the diffraction pattern originate from 
the amorphous LaAlOx and nanocrystalline Pt surface layers. Selected NBD patterns from 
indicated positions within the GST layer are shown in the bottom row. 
 
Selected results from the electron diffraction experiments on the sample annealed at  
250 °C are presented in Figure 3.28. Since the smallest SAED aperture cannot cover the 
GST thin film exclusively (actual film thickness was measured as 42 ± 1 nm with minimal 
surface roughness while the demagnified SAED aperture covers a diameter of 
approximately 100 nm), diffraction contributions from amorphous interface and surface 
layers are also visible. Nevertheless, very strong superstructure diffraction features are 
seen in the SAED pattern, thus confirming the highly ordered nature of the grain extending 
over the entire film thickness. The NBD series, as well as the parallel ADF acquisition, 
indicate an average lateral grain size of about 200 nm, with some individual grains 
extending over as much as 400 nm. The thin film is closed, and the rms roughness at the 
interface of GST and LaAlOx measures no more than 1 nm. 

All NBD patterns exhibit superstructure reflections from the trigonal stacking similar to 
those observed in the SAED pattern. In fact, the orientation of the superstructure reflection 
axis largely persists between NBD patterns from different grains. As the direction of the 
incident electron beam is identical to the viewing direction, the reciprocal lattice is rotated 
around the surface normal or tilted within the plane spanned by the surface normal and the 
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incident beam direction. However, rotations of grains within the projection plane are small, 
which as already indicated by the XRD relative peak maxima is the result of a preferred c-
axis texturing despite the amorphous nature of the substrate surface. In principle, rotations 
within the projection plane and tilts within the surface normal – beam direction plane 
should be equivalent, and the larger effect of rotations observed here may on the one hand 
be coincidental to the sample position the FIB lamella was prepared from. On the other 
hand, geometrical considerations of the Ewald sphere construction dictate that, since the 
radius of the Ewald sphere due to the length of the incident wave vector (wave number 
from the De-Broglie wavelength of the high-energy electron) is large compared to the 
reciprocal lattice base vectors, small reorientations of the reciprocal lattice out of the 
projection plane result in larger changes of diffraction intensity than similar reorientations 
(rotations) within the projection plane[207], in particular since the most prominent 
superstructure diffraction features lie close to the transmitted beam due to the large spacing 
of vacancy layers from which they originate. Nevertheless, the possibility should not be 
discarded that the texture component within the 2D plane of the sample surface is locally 
more pronounced in one direction due to a preferential small—angle grain boundary 
arrangement originating in the initially crystalline cubic phase. 

 

 
Fig. 3.29: Comparison between experimental SAED diffraction intensity profile along 

superstructure reflection axis {0001} in V������ zone axis (from SAED pattern in Figure 
3.28) and simulated corresponding diffraction features from ideal GST124[208], GST225[52] 
and GST326[54] structures (coloured lines, 35nm crystal thickness and 0.2 mrad beam half-
convergence semiangle, two-beam calculation). While particular diffraction maxima match 
the GST225 lattice within a small offset, e.g. the second and third peaks relating to (0002) 
and (0003) planes, unexpected intensities at 2.19 and 2.75 1/nm, next to the (0004) and 
(0005) maxima, respectively, are also observed. 
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A comparison of the experimental SAED pattern and theoretical electron diffraction 
maxima along the (000l) axis of the superstructure reflections is shown in Figure 3.29. 
Major diffraction maxima in the experimental pattern coincide reasonably well with the 
GST225 phase, thus indicating the preferred 9R stacking. Small offsets remain, and some 
additional peak intensities cannot be directly traced back to one specific defect structure or 
additional phase component. 

The HAADF-STEM investigation (Figures 3.30 and 3.31) reveals that the lattice is not 
uniform according to one specific trigonal lattice model. Rather, the spacing of intrinsic 
vacancy layers can measure 4, 5 or 6 Te-Te distances, as was already observed in the 
vacancy layered cubic phase. The most characteristic feature defining a single grain is the 
uniform orientation of the vacancy layers. It is thus possible to discuss the different 
trigonal phases not solely based on their unit cell, but rather as a stacking sequence of 
building units (blocks) between vacancy layers. In this context, a 4-Te spacing building 
block relates to the GST124 lattice model, the 5-Te spacing to the GST225 lattice and the 
6-Te spacing to the GST326 lattice. Whether this holds also true for the chemical 
distribution and the local atomic arrangements within one building block requires a 
comparison of the experimental and expected simulated HAADF intensities. Before 
discussing local HAADF-STEM intensities and pm-scale distortions, it is necessary to 
complete the survey of the overall grain structure.  

When considering the total occurrence of 4-Te building blocks across one grain, under the 
assumption that the chemical composition matches the GST124 phase in these, it is 
possible to calculate the expected composition of the thin film. Counting the layer 
sequence is complicated by the diffuse contrast at the interfaces, and as previously 
mentioned there is a small indication that Ge content in particular at the thin film interface 
to the surface layer increases. Nevertheless, direct observation of the experimental image 
shows that about 20% of all building blocks consist of 4-fold Te stacking, while the 
remaining ones are 5-fold (GST225) with some notable defect structures. Taking into 
account the relative volume of a building block, i.e. 4-Te occupies 7 layers total plus one 
vacancy layer while 5-Te occupies 9 layers plus one vacancy layer, the expected Ge 
concentration over the entire volume is: 

 �(Q���)8�)�¼�-� × ��� + �(Q���)���)�¼�-� × ��8 = ���85� ¨�½�%��� ª 
 
The presence of 6-Te building blocks shifts the expected composition slightly towards 
higher Ge content, however since they are very rare in the discussed sample (two across 
the entire grain in Figure 3.30), the influence is minimal. Thus, the expected composition 
form stacking sequence lies well within the range of the EDX measurement for this sample 
(Ge19Sb23Te58 ±2 at.%), and the conclusion thus lies close that the local stacking symmetry 
and the overall composition are causally connected.  
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Fig. 3.30: HAADF-STEM overview image of GST thin film annealed at 250 °C in V������ 
zone axis projection (left). Due to the large off-tilt of the grain, interfaces to the substrate 
and cover layer are very diffuse and the HAADF intensity exhibits a thickness gradient 
towards the interfaces despite the uniform lamella thickness of 35 nm. The Si[110] zone 

axis was close to 0° sample holder α/β tilt, while  the grain zone axis was tilted by α = 8.5° 

and β = 17.22°, with the β tilt axis approximately parallel to the substrate interface. Hence, 
the sample height and thus the defocus also changes across the image from in-focus on the 
left to under-focused on the right. Right-side panels show selected features (marked by red 
arrows) recorded at higher magnification: stacking transition between two building units 
(top) and anomalous stacking unit of two Te and one mixed layer (bottom). The vacancy 
layer spacing is mixed between 4, 5 and (very occasionally) 6 Te layer stacking within 
building units. 
 
This is consistent with the hypothetical formation mechanism of the layered trigonal phase 
from a cubic grain, as partial {111} layer pre-ordering was already found in the cubic 
parent phase (see previous subchapter, as well as Ref. [198] and [180]). However, an 
alternative view would be that the coincidental vacancy layer spacing may inform the 
subsequent chemical composition in the trigonal phase. In either case this raises the 
question how excess components can be distributed in lattice regions in which the initial 
vacancy layer spacing and the preferred composition do not match. While this cannot be 
conclusively answered here, and time-resolved in-situ observations of the crystallization 
process are somewhat lacking in spatial and chemical resolution[66], it is possible to 
examine a number of hypotheses. 
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Fig. 3.31: HAADF-STEM image of GST lattice (left) after annealing at 250 °C in V������ 
projection. Numbers indicate the Te-stacking within the corresponding building unit. A 
stacking transition (as also shown in the upper right panel of Figure 3.30) is marked by red 
arrows. The coloured overlay in the left panel shows the intensity ratio map within one 
individual 5-Te building block (colour scale from 0 to 2.0). Mixed lattice (0001) planes are 
split into brighter layers (int. ratio around 1.4) close to the vacancy gap, which are thus 
richer in Sb content, and darker layers (int. ratio around 1.8) in the central part of the 
building unit, which are thus richer in Ge content. The same HAADF-STEM image is 
overlaid with the uniaxial lattice distortion from GPA (right). The direction of the lattice 
vector is indicated by the white arrow, while the length was set to 2.733 1/nm (the average 
Te-Te reciprocal spacing of (0001) planes). The colour overlay thus represents the local 
deviation of the Te(0001) spacing from an ideal pseudo-cubic arrangement, averaged over 
two layers. The intensity ratio variations and (0001) plane offsets correspond well overall 
with the prediction from the trigonal lattice model. However, offsets in particular are not 
uniform even outside the distortion zone from the stacking transition. 

The initial vacancy layer spacing in the cubic phase can be informed by the observed small 
distortions in the lattice, rather than local chemical inhomogeneity. The width of the 
vacancy layer and the position of the first mixed Ge/Sb layer adjacent to the vacancy gap 
do not match the initial cubic phase. Since the vacancy layered phase is still connected to 
the cubic parent phase, rather than resembling only one stacking sequence determined by 
the closest preferred stoichiometry, lattice strain between the two regions is reduced by the 
formation of defective stacking units. However, differences in lattice parameters between 
cubic phases of GST124, GST225 and GST326 are small, and if the influence of the lattice 
distortions on the vacancy layer spacing exists it is expected to be equally small. 
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The initial vacancy layer spacing can be randomly distributed around the preferred 
spacing, and subsequently reorders to match the overall composition via the movement of 
lattice defects. While stacking defects in the lattice are commonly observed, as seen in the 
top-right panel of Figure 3.30, their occurrence in the ex-situ annealed samples at 
temperatures of 250 °C and above is not so frequent as to explain an ongoing reordering 
process of the stacking sequence. These stacking defects are much more common in the 
textured and epitaxial samples deposited at elevated temperatures, and are thus discussed 
in more detail in the following subchapter. There, they appear to be coupled to local lattice 
strain and the chemical reordering may be a secondary effect of the stacking sequence. 
Nevertheless, it is possible that at the investigated annealing temperature and time, this 
hypothetical reordering has already largely concluded. Furthermore the lattice very rarely 
also exhibits a stacking unit consisting only of two Te layers and one weakly scattering 
mixed layer (see lower-right side panel in Figure 3.30). While none of the existing GST 
models predict this structure in the equilibrium, the very low HAADF intensity in the 
central mixed layer hints at a large Ge content or high residual vacancy concentration. Pure 
GeTe is commonly described as cubic or rhombohedral, depending on the temperature 
range, while reports on crystal structures of GeTe2 (as would be close to the here 
hypothesised composition) are sparse. At least one report on metastable GeTe2 exists[209] 

which refers to the crystal structure as “cubic and isomorphic to β-cristobalite SiO2” (sic), 
and makes no mention of intrinsic vacancy ordering. It is possible that the close proximity 
of two vacancy layers stabilizes a metastable pseudo-cubic arrangement of GeTe or GeTe2 
in this individual building block. Since one of the adjacent GST stacking units is that of 
GST124, the excess Ge in the anomalous stacking unit may originate from there. 

Mid-range diffusion (movement over 3-5 intrinsic sites) of Ge and Sb components across a 
vacancy gap certainly may also play a role in the gradual phase transformation. As was 
previously reported, an energetic electron beam is able to drive Ge/Sb out of one specific 
{111} plane in the cubic arrangement, resulting in increased HAADF intensity in the next 
mixed site due to lower vacancy concentration and/or increased Sb content[198]. If multiple 
building blocks are able to exchange excess components without structural transformation, 
then the equilibration of the lattice can occur over longer timeframes without distortion of 
the vacancy layers. While this appears well-founded, it does implicate that superstructured 
(GeTe)n-(Sb2Te3)m multilayers for iPCMs should resemble GST building blocks after a 
sufficient number of switching operations, and similar results have indeed been recently 
reported of MBE-deposited superlattices[100]. The implications for the functional 
characteristics of iPCM prototypes have yet to be fully explored. 

Lastly, rather than discussing the cubic to trigonal phase transformation within the same 
crystalline grain, the transition can also be regarded in a wider view as competing 
anomalous grain growth of hexagonal seed crystals in a cubic matrix. In this context the 
lattice structure presented in the previous subchapter would be regarded as two adjacent 
grains of vacancy layered cubic and disordered cubic arrangement. However, the uniform 
lattice orientation seen therein somewhat contradicts this picture. Nevertheless it is likely 
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that the uniform vacancy layer orientation propagates into the disordered phase along a 
transition zone of limited atomic movement, thus allowing for the chemical reordering 
necessary to conform to the later observed trigonal stacking sequences. 

The observed trigonal structure shows that the chemical distribution deduced from 
HAADF intensities does qualitatively match the stacking sequence (see intensity ratio 
maps in Figure 3.31), with some defect structures of unknown composition as discussed 
above. It is likely that the phase transformation process is influenced, to a greater or lesser 
degree, by all of the above described aspects. In addition, there is some indication that 
equally-spaced building blocks occur in pairs, although this is not a strict rule and isolated 
blocks or pairs of 4- and 6-Te blocks are equally as likely. Considering that the interaction 
across the vacancy gap is commonly regarded as weak Van-der-Waals coupling, there is no 
underlying structural reason that such a double-block arrangement should be preferred, and 
it thus most probably is coincidental to the chemical distribution in the parent phase. 

A closer investigation of the lattice after annealing at 250°C is summarized in Figure 3.31. 

In the left-hand side panel, an atomically resolved HAADF-STEM image in V������ 
projection is shown after image processing (noise filtering and drift correction). In addition 
to the above discussed stacking disorder, a stacking defect is also captured in this image. 
Within the width of 16 atomic columns, Ge/Sb and Te layers gradually exchange positions, 
while the vacancy gap moves accordingly from one side of the Te layer to the other. The 
lattice to the left of the stacking transition thus resembles a stacking sequence arrangement 
of GST124 – GST225, while to the right of it the sequence is flipped. This is further 
illustrated by the semi-quantitative investigation of HAADF-STEM intensity ratios that 
was introduced in the previous subchapters. Within one 5-Te stacking unit (overlaid on the 
HAADF image), intensity ratios approximately conform to the GST225 composition. 
However, the intensity ratios in the mixed Ge/Sb layers in particular are not as uniform as 
the model structures would suggest. The model by Urban et al. of Ge-deficient GST225 
(ICSD#188967) distributes Ge and Sb into Sb-rich layers of Ge0.336Sb0.664 and Ge-rich 
layers of Ge0.604Sb0.362, which image simulations predict should result in intensity ratios 
with the neighbouring fully filled Te layers of about 1.75 and 1.3[176] at 0 defocus and 
integrating over the FWHM of the individual column peaks.  

The graphical ITe/IGeSb intensity ratio evaluation from the experiment indicates that, after 
constant minimum background subtraction extracted from the vacancy gap, the mean 
values in the mixed layers match the expected ratios well, however a large amount of 
variation is observed. Sb-rich columns can yield intensity ratios between 1.1 and 1.4, while 
Ge-rich columns result in values ranging from 1.6 to 2.0. To a lesser degree this can be 
traced to the offsets of the layer from the octahedral arrangements, as well as local 
distortion, which results in varying degrees of overlap between peak intensities in the 
graphical evaluation. Nevertheless, even a direct observation of the local intensities shows 
that these are not uniform over more than 5-7 neighbouring atomic columns within one 
layer, signifying that the relative Ge and Sb content can vary within nominally chemically 
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distinct layers. On the other hand, the intensity ratios do not change so dramatically as to 
imply an inversion of the stacking sequence, and changes are gradual rather than entirely 
randomly distributed. 

The implication of the observations given above is that the relative Ge/Sb content in the 
mixed layers of the trigonal phase can vary, in a rough approximation, from Ge75Sb25 to 
Ge55Sb45 for Ge-rich layers, and accordingly from Ge25Sb75 to Ge40Sb60 for Sb-rich layers. 
Excess components can be clustered within 3-5 or more adjacent columns in the imaged 
lattice projection. While it is reasonable to assume that an increase in one component in 
one layer is accompanied by a similar decrease of the same component in the next mixed 
layer, so as to conserve the overall coordination and binding characteristics of the Te 
atoms, a conclusive observation of this behaviour is limited by the precision of the method. 
Some aspects in particular have already been introduced that need to be taken into account 
since they do not allow for a straight-forward interpretation: 

• Thermal displacement factors (B) for different atomic species should differ as well, 
even if they share a symmetry position. Since only an average B factor is used for one 
mixed site, changes in site occupancy may result in changes in scattering intensity that 
are not well modelled when using the original mixed B factor. This also plays into the 
next point. 

• Local lattice distortions can also change the scattering behaviour, for one due to de-
channelling effects and partial signal overlap between columns in close proximity, and 
secondly due to the influence of local strain on the lattice vibrational properties and 
thus the B factors.  

• As indicated by the site occupancies from the model by Urban et al., small deviations 
in overall composition from the ideal 2:2:5 ratio may result in residual vacancies on the 
mixed sublattice. In the evaluation of HAADF intensities, the underlying assumption is 
that all intrinsic vacancies are aggregated in the vacancy layers, and hence excess 
vacancies result in the formation of 4-fold stacking units as is observable in the 
experimental data. Nevertheless, the influence of residual vacancies or excess Ge 
components on the image intensity cannot be distinguished. 

Furthermore, the (0001) lattice plane spacings are not as rigid as a periodic model would 
suggest. Displacements from the predicted [0001] distances have been evaluated in a 
detailed statistical analysis[55], and the results show that average experimentally determined 
distances can deviate by as much as 5-10 pm. In particular, mixed positions close to the 
octahedral sites in the middle of building blocks can be more displaced towards one [0001] 
direction in the stacking sequence. These differences between model and experiment are 
extremely small however, and the standard deviation of multiple measurements commonly 
just about includes the theoretically predicted distances. It is thus also useful to regard the 
uniformity of the distribution of lattice distortions, for which the geometrical phase 
analysis (GPA) is a well-suited image processing tool. While the GPA makes use of a 
simple set of lattice base vectors to construct a reference lattice, the trigonal GST stacking 
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inherently possesses a complex structure with varying Ge/Sb-Te distances that is not as 
easily reproducible as the cubic arrangement (for which two base vectors are sufficient). 
As a result, a GPA map of the trigonal lattice such as the right-hand panel in Figure 3.31, 
which maps the local lattice distortion of a [000 ½] base vector, inherently shows 
compressive and expansive lattice distortions (red/yellow and green/blue areas in the 
image) that result from the offsets of the (0001) planes from the octahedral centres. 
Nevertheless, the distribution of the information in the GPA map is useful to make some 
observations on the local lattice distortions.  

Local lattice distortions over 5-10 neighbouring atomic columns (bright yellow areas in the 
strain map in Figure 3.31) are present even in building blocks that initially appear 
undistorted in the HAADF image, and  which are removed from defective stacking units. 
When observing the ADF-STEM scattering behaviour (19.5 – 80 mrad), which collects 
partially coherent scattering contributions (see Appendix C.5), additional regions in the 
lattice exhibiting increased partially coherent scattering become visible while the same 
positions only exhibit diffuse contrast in the corresponding HAADF image. In ADF-STEM 
images, the contrast is enhanced by local lattice strain, while the contrast in the undistorted 
building blocks is uniform and not readily interpretable in terms of chemical distribution. 
However, local layer distortions mapped in the GPA do not always result in these 
additional contrast features, possibly either because the specific HOLZ Bragg condition is 
not always met or due to the presence of additional structural defects (i.e. ADF contrast 
changes may only occur when layer distortions are strongly correlated). However it is 
important to note that local lattice distortions and strain effects are typically large only in 
the Sb-rich outer layers of the stacking units. In contrast, the observed variation in intensity 
ratios is also present in the almost undistorted central Ge-rich layers, and the conclusion 
that local Ge/Sb content can vary by as much as 10 at.% or more still appears valid. 

Strong local distortions in Sb-rich layers occur in conjunction with the neighbouring Te 
layer adjacent the vacancy gap. The commonly accepted local atomic arrangement of the 
Sb-rich positions is that of distorted octahedral sites with long and short bonds. An 
effective coordination number was used by Ref. [75] to describe the local bond environment 
in various GST compounds, and to conclude that 50% of Sb atoms were situated in an 
effective coordination of 5.45 for these specific sites in a GST225 lattice model, while an 
undistorted octahedral site would possess a coordination number of 6. A more involved 
discussion of the electron localization distribution was carried out[87], which concluded that 
“lone-pair electrons of the twofold coordinated Te atoms can interact with the Sb atoms in 
the neighbouring layers creating Te-Sb-Te 3c-4e bonds” (sic), 3c-4e bonds here referring 
to three-centre four-electron bonds creating a strong bonding environment towards the 
lone-pair Te layer adjacent the vacancy gap, while bonding towards the other side occurs 
only through the much weaker back-lobes of the p-orbitals. This may also be a central 
feature for the topological insulating behaviour of Sb2Te3-type layered structures such as 
Bi2Se3

[38] and possess a link to the Dirac-semimetal behaviour in superlattices[210], although 
this area of research still remains to be advanced further. The observation here, that Sb-rich 
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and vacancy-adjacent Te layer are strongly coupled, is very much consistent with this 
bonding structure. The question does arise how the bonding arrangement would change in 
Sb-rich layers which are strongly distorted so that the weak bonds are entirely broken, 
however an Sb-rich layer surface exposed to a vacancy gap is never observed, instead 
resulting in a stacking transition defect. This highlights that the nature of the weak bonds 
towards the inner Te layer may be even more important to the layer switching behaviour 
proposed for interfacial switching concepts than the strong electron localization in the short 
bonds, as are the less distorted Ge-rich sites. 

Finally, the GPA map reveals that in the vicinity of a stacking transition (see red arrows 
and green box in Figure 3.31, as well as the corresponding intensity ratio map below and 
the strain map to the right) the [0001] layer distances, aside from the two layers (Sb-rich 
and Te) partaking in the transition, are overall slightly less distorted from the cubic 
reference framework than in the equilibrium trigonal phase. In the marked area, the 
stacking sequence changes from 4-Te towards 5-Te above, and vice versa below. The 
Intensity ratio map shows that the composition change from Ge-rich layer on the left 
towards Sb-rich on the right is gradual inside the transition zone. While the GPA map 
never entirely resembles the uniform cubic lattice, the above mentioned reduced layer 
distortion and the intermixing of Ge/Sb may imply that the lattice possess a partially cubic 
character within the transition, which should impact the functional properties. This is 
somewhat countered by reports on the role of vacancy ordering in the metal-insulator 
transition[46, 204], since the intrinsic vacancies most probably remain clustered in the two 
partial vacancy layers in the stacking defect. The lower degree of distortion should impact 
the local vibrational properties of the lattice and the optical properties[13, 173]. 

The samples annealed at 290 °C and 320 °C are presented in less detail since many of the 
above discussed features of the trigonal lattice are also found at higher annealing 
temperatures. The most notable differences are found in the layer and grain morphology. 
While the sample annealed at 250 °C presented a closed thin film with very low surface 
roughness and irregular grain boundaries, the sample annealed at 250 °C shows formation 
of holes at the GST-SiOx interface (Figures 3.32 and 3.33). These holes often occur at the 
tri-junction of two GST grains and the substrate. In addition, the surface roughness is also 
increased (about 4 nm rms) due to buckling of the surface under the influence of the 
volume change in the GST layer, although the LaAlOx surface layer is continuous and 
shows very good adhesion to the GST thin film. The lateral grain size varies, with the 
largest grains extending over slightly more than a micrometre, while smaller ones still 
measure about 100-200 nm.  

Notably, the holes and grain boundaries generally appear rounded, without fixed preferred 
orientations of the grains towards each other. This is further underscored by the NBD 
measurements (diffraction patterns in Figure 3.34). The Kikuchi line features, some of 
which are schematically indicated by the red dotted lines, show either very little or no 
orientation relationship between neighbouring grains. 
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Fig. 3.32: BF-TEM and HRTEM image of GST thin film after annealing at 290 °C. 
Elongated grains can extend laterally over 500 nm or more.  The film thickness of 117 ± 2 
nm matches the expected deposition rate reasonably well, while the volume change during 
crystallization has led to some deformation of the surface / LaAlOx layer. Most notably, 
void formation has taken place at the interface to the substrate native oxide layer. The 
shape of these voids as well the grain boundaries is, contrary to expectation from the grain 
morphology in the cubic phase, not organized along {111} planes. Overall this indicates 
that further material transport and lattice reconfiguration take place within the temperature 
regime. 
 
This is somewhat surprising, since in the previously discussed sample as well as the cubic 
samples a preferred orientation relationship to the amorphous substrate surface was 
postulated. One underlying reason for the lower degree of texturing may be found in the 
change in total film thickness (42 nm at 250 °C and 116 nm at 290 °C, from change in total 
pulse number during deposition). In the thinner sample, the influence of the sandwiched 
geometry on the preferred grain orientation is stronger, while in the thicker sample this 
influence is lost. Although for the application-relevant case very thin films are of interest 
(20 nm or less of active layer material), larger volumes of material are helpful in the 
investigation of local atomic structures closer to equilibrium. 

The void formation and grain size distribution indicate that significant material transport 
continues to occur above the phase transformation temperature, and preliminary 
investigations on GST thin films without cover layer in fact showed that the material is no 
longer present as a closed thin film at an annealing temperature of 300 °C  
(see Appendix C.6). The lower interface energy between GST and LaAlOx compared to the 
interface of GST and SiOx enhances the competing grain growth in the thin film, fuelled by 
material transport along the grain boundaries and open faces of the voids. 
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Fig. 3.33: NBD-STEM (HAADF) overview of sample annealed at 290 °C and selected 
NBD patterns from indicated positions in the GST thin film. Void formation extending 
from the junctions of grain boundaries and the substrate interface is readily visible across 
the entire lamella. Dashed lines in the NBD patterns indicate selected Kikuchi line 
features. Pattern (1) and (3) are close to a low-index zone axis, while (2) and (4) are far 
away from any readily identifiable orientation. Red arrow in (4) marks the superstructure 
reflections typical for trigonal phase GST. Individual grains can extend laterally over 
multiple micrometre, e.g. the grain orientation of (3) extends from the right edge of the (2) 
marker to the left edge of the (4) marker. Sample was oriented in Si[011] zone axis, and 
there is thus no apparent orientation relationship with the substrate. 
 
Which grains out-compete the grain growth process appears random, although certain low-
angle grain boundary symmetries may be more stable. The stacking arrangement and 
distribution of local distortions are summarized in Figures 3.34 and 3.35. Overall the lattice 
structure is similar is to the trigonal lattice seen before, with predominantly 5-Te stacking 
units yet also about 25% of 4-Te stacking units as well as 10% of 6-Te stacking units. The 
overall expected composition of Ge-deficient GST225 is thus again matched when 
assuming GST124, GST225 and GST326 building blocks. Stacking transition defects are 
also found (not captured in the particular example images shown), while the previously 
described anomalous Te-Ge-Te stacking units are not evident. Variations in local 
distortions are similarly also observed, with 6-Te building blocks appearing less distorted 
from the cubic parent phase than 5-Te building blocks. Very large distortions in the strain 
map (contrast reversals from yellow to blue) can be attributed to the relatively low 
resolution used to obtain a large field of view in Figure 3.35, i.e. they occur when the 
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contrast drops off either due to thickness gradient of the crystallite or because individual 
layers are not well resolved. The higher number of 6-Te stacking units, coupled with the 
absence of anomalous stacking units, may imply that on occasion 4-Te building blocks and 
adjacent Ge-Te2 units have combined to 6-Te stacking units, although these would then be 
missing Ge components, and additional 4-Te blocks must have also been created by 
chemical reordering of the lattice. Since the two samples were prepared to different film 
thicknesses, they are not immediately comparable in every aspect, and these additional  
4-Te stacking units may have been already present during the early stages of the phase 
transformation. Nevertheless the overall impression is that the overall stacking disorder 
and stacking defect density has slightly increased. 

Close inspection of the HAADF-STEM intensities (Figure 3.35) underscores that the 
individual, defect-free building blocks resemble the preferred stacking sequences well 
when averaged over multiple columns. The intensity profiles shown were measured from 
individual building blocks, along the [0001] direction as indicated by the white arrow, and 
integrated over the entire width of the image. Fitting Gaussian peaks to the column 
positions shows that the Ge/Sb content in the selected building blocks follows the trend 
indicated by the reference model structures, with Sb-rich outer layers and Ge-rich inner 
layers.  

 

 
Fig. 3.34: HAADF-STEM overview image of GST lattice in V������ projection after 
annealing at 290 °C (left) and corresponding montage of lattice image and local distortion 
map eyy similar to Figure 3.31. Numbers in the left panel indicate stacking sequence of Te 
layers between the vacancy gaps. The lattice exhibits very few defects, provided the 
different stacking units can be regarded as stable lattice configurations. There is some 
indication that, at 6-Te blocks in particular, individual double layers at the vacancy gap are 
only weakly bound to the building unit, and one occasion of a half-filled mixed layer at a 
6-Te block is marked by the red arrow (see Appendix C.7).  
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 Fig. 3.35: HAADF-STEM images from selected regions in Figure 3.35 at high instrument 
magnification, and intensity ratio maps from selected regions of the images (marked by 
dashed green boxes). Due to the deviation of the Te-Te spacing across the vacancy gap and 
the displacements of the mixed (0001) planes from the octahedral centres, the graphical 
evaluation struggles to find suitable periodic offset vectors. The intensity ratio maps 
highlight the preferential chemical ordering into Sb-rich layers strongly displaced towards 
the vacancy gap and Ge-rich layers only weakly displaced from the centres of GeTe6 
octahedrons. Line profiles and corresponding peak fit deconvolutions for 6, 4 and 5 Te 
layer blocks are also shown. Profiles were measured from raw experimental data along the 
[0001] direction as indicated by the white arrow and subsequently background subtracted 
from the residual intensity in the vacancy gap. Crucially, residual lattice disorder remains 
in the Ge:Sb distribution, and the entire central Ge/Sb planes in the 4- and 6-Te layer 
building blocks are displaced by up to 15 pm towards either side in [0001] direction[55].  
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Even the slight increase of Sb content in the central mixed layer of a 6-Te building block 
can be discerned, although the difference to the next-adjacent Ge-richest layers is minimal 
(77 vs. 75 at.% Ge according to ICSD#157728[35]), and the visible difference in scattering 
intensity is, in image simulations, caused by the large difference in B factors (0.8 vs. 1.27 
Å²). It is however also notable that, even when averaging over multiple columns, 
symmetrically identical layers are not necessarily equally occupied. Outer Sb-rich layers 
do not yield exactly the same peak intensity while adjacent fully occupied Te layers match 
well against each other (and therefore the Sb-rich signal deviation cannot be attributed to 
faulty background subtraction or a single layer distortion). This is further reinforced by the 
intensity ratio maps, although due to the high magnification, local distortions and edge 
effects, these are not as implicit as in the cubic phase. 

Finally, there is also some indication that residual HAADF intensity can be found in the 
vacancy gaps (Appendix C.7), although this is only observed in some smaller regions of 
the lattice and it is unclear whether they can be attributed to actual material inside the 
vacancy layer. As the TEM lamella of the sample annealed at 290 °C was relatively thick 
(50 ± 10 nm), it is also possible that the spurious signal originated from residual 
aberrations, de-channelling effects or projection artefacts from overlapping lattice regions 
of different stacking sequence. 

 
Fig. 3.36: STEM and TEM overview images of GST layer annealed at 320 °C. The 
HAADF-STEM view (left) shows occasional voids at the junction of large crystalline GST 
grains and the substrate. In contrast to Figure 3.33, voids are faceted along (0001) planes. 
In the HRTEM image of the void edge (right) it becomes apparent that due to the shallow 
angle of the incident ion beam during milling, as well as the thickness gradient of the 
faceted grain at the void, material from the substrate has been re-deposited into an 
amorphous surface layer on the GST crystallite. The red dashed box in the left-hand panel 
approximately indicates the position of the HRTEM image, while the inset shows a SAED 
pattern from the GST crystallite. 



99 

Investigation of the sample annealed at 320 °C, which showed the largest deviation in 
XRD features from the previous two presented structures, reveals some marked differences 
while still retaining the trigonal nature of the lattice. The most striking feature at low and 
intermediate magnification is the morphology of the grains and micro-voids (Figure 3.36 
as well as Appendix C.8). Whereas previously the thin film was either closed with diffuse 
grain boundaries or exhibited rounded voids and grains, now the open faces of the voids 
are predominantly oriented along (0001) planes, and grain boundaries appear straight. A 
close inspection of the lattice however reveals that the lattice disorder and defect density 
has persisted or even further increased. Examples are shown in Figure 3.37. Stacking 
defects (indicated by red arrows in the left-hand panel of Figure 3.37) are occasionally 
correlated across one or more stacking units. The effective result of correlated stacking 
transitions is that they accommodate [0001] shear strain, and accordingly systematic 
ordering of stacking transitions was observed both as a means to accommodate topographic 
features in the surface of single-crystalline substrates[176], further discussed in the final 
chapter, as well as small systematic miss-orientations towards lattice-mismatched 
substrates[114].  

In addition, another distinct type of defect is observed in the form of 60° rotation twins. 

The zone axis projections V������ and V������� can be distinguished by the direction of the 

shortest Ge/Sb-Te distance i.e. the direction of the (����) ≙ (�����) and (����) ≙ (������) 
planes (the planes marked by dashed red lines in the bottom-right panel of Figure 3.37). 
Similar to the formation of correlated stacking defects, the presence of a twin structure 
accommodates shear strain within the (0001) plane. The underlying reason can be found in 
the preferred grain boundary symmetry (see top-right panel of Figure 3.37). What initially 
appeared as a straight grain boundary under close inspection reveals itself to be a saw-tooth 
structure along a preferential orientation and possibly including defect-rich regions along 

less dense planes e.g. (����) ≙ (������). Hence, the formation of a twin structure is 
favourable if it allows both sets of preferred grain boundary planes (above and below the 
twin plane) to participate in the interface formation. 

Ideally it would be preferable to describe the grain boundary entirely by the lattice plane 
vectors of both surfaces from the neighbouring grains. However, the tilt range of the 
sample holder is limited, and the second zone axis orientation was not obtained. From the 
lattice plane spacing, orientation and contrast features at the interface, some observations 
on the grain interface are possible (see Appendix D). The best match between lattice 

models and experimental result can be found if the left-hand grain is oriented in V������ 
and the right- hand grain in V�������  zone axis projection. The grain boundary then runs at 

an angle of about 35° to the image plane, along the (�����) plane of the left-hand grain 

(with aforementioned facets due to twin formation) and the (�����) plane of the right-hand 
grain. These two lattice planes do not, however, possess a common 2D symmetry (see 

Appendix D.4), and it is likely that the grain faceting along (�����) planes is a stronger 
determinant of the grain boundary symmetry than the potential grain boundary CSL. 
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Fig. 3.37: Detailed HAADF-STEM views of GST lattice annealed at 320 °C in V������ 
projection. Stacking sequence and stacking transition defect (marked by red arrows, left). 
The as-deposited GST thin film was slightly more Ge-deficient (Ge:20 Sb:24 Te:56 at.%) 
than those presented in the previous samples due to a change in the PLD Target, and the 
stacking is thus dominated by 5- and 4-Te building blocks. Atomic-resolution view of a 
grain boundary (top right) as seen in Figure X. The sawtooth-like structure originates from 
the preferred orientation reconstruction of the initially random grain boundary in the parent 
phase. Twin structure in the trigonal lattice (bottom right). These consist of 60° rotation 

twins across vacancy layer gaps, thus resulting in a V������ zone axis orientation in the 

lower part of the image and a V������� zone axis orientation in the upper portion of the 
image. On the left edge of the image, the two lattice orientations overlap within the upper 
twinned building block, resulting in a complex overlay pattern of multiple columns. 
 
In summary, the local structure in the trigonal lattice is complex and real cases cannot be 
easily described without special regard for the stacking disorder, chemical sublattice 
disorder and characteristic defect structures. While typically successively higher annealing 
temperatures of bulk samples would be expected to result in a gradual increase in ordering, 
the thin film geometry as well as the volatility of the constituents under experimental 
conditions results in defect disorder that somewhat subverts this. The increased stacking 
disorder at higher annealing temperature results in the initially observed offset in the XRD 
peak characteristics due to the higher portion of 4- and 6-Te stacking units. The observed 
defect structures can be expected to be characteristic for a range of Van-der-Waals layered 
crystalline lattices, and need to be taken into account during epitaxial layer growth as well 
as in the functional properties of layer switching concepts. 
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3.4 Thin film deposition at elevated substrate temperature 

In order to investigate the oriented thin film growth of GST on Si(111), a stage heating 
element was added to the PLD chamber and calibrated via thermocouple measurements 
from the empty holder as well as a blank substrates. Substrates for thin film deposition 
were either used with a native oxide surface layer as-is, or wet-chemically cleaned (RCA 
wafer cleaning process[211]) and subsequently heated to the desired deposition temperature 
over an interval of 30 minutes. As such, the cleaned Si(111) surfaces inside the vacuum 
chamber preceding deposition can be expected to be oxide-free hydrogen-terminated, yet 
without a specific surface reconstruction. In order to obtain the 7x7 surface of Si(111), the 
substrate would ideally be heated to above 850 °C and subsequently slowly cooled. Such a 
substrate treatment was carried out in comparative studies e.g. of the thin film growth by 
molecular beam epitaxy[212]. Similar experimental studies of the PLD growth on surface 
reconstructed substrates as well as the influence of prolonged post-deposition annealing 
within the PLD chamber after epitaxial deposition are being developed. Additionally, the 
choice of substrates is not limited to semiconductor materials, and the low-temperature 
deposition process on KCl(100) and BaF2(111) has been documented in Ref. [175] and [114]. 
The major drawback of the STEM investigation method for these materials is that the 
electron beam very easily destroys the interface structure, and atomic resolution images are 
thus best obtained only from within the thin film itself. While some selected examples can 
be found in aforementioned publications, the here presented result are focused on the PLD 
growth process on Si(111) due to its technological relevance and suitability to the 
investigation method. In order to compare the influence of the substrate surface symmetry 
with the impact of the intrinsic layer formation of the GST lattice on the thin film 
morphology, a GST thin film was also deposited onto a Si(111) substrate at elevated 
temperature with the native amorphous oxide layer left intact. The results on the 
investigation of textured and epitaxial thin films deposited at elevated substrate 
temperatures have been published most recently[176]. As such the aforementioned paper 
gives a good overview of the following chapter, and differences largely involve some 
additional details regarding the individual samples. 

The results of the preliminary XRD investigation generally indicated either a texture 
component, referring to one or more preferred orientation relationship(s) towards the 
substrate symmetry within a limited angular range, or epitaxial layer growth i.e. a single 
crystalline growth orientation on the substrate. An example of XRD pole figure 
measurements from a highly textured sample deposited at 170 °C and an epitaxial sample 
deposited at 280 °C is shown in Figure 3.38. The pole figures are recorded in in-plane 
geometry (for details see e.g. [213]), meaning that the sample is kept at one (horizontal) 
position while source and detector are positioned so as to fulfil specific diffraction 

conditions (source position ω, detector at Bragg angle 2θB of lattice planes hkl) for a set of 

planes at a given tilt angle α, and the actual arrangement in the sample is then determined 

by rotating the sample around the full 360° (ϕ) range. 
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Fig. 3.38: XRD pole figures of GST {10-13} planes, from thin films deposited onto 
Si(111) at elevated substrate temperatures. Textured thin films (example shown on the left, 
deposited at 170 °C) produce maxima relating to two preferred orientations within a 
limited angular range. Epitaxial thin films (right, deposited at 280 °C) exhibit discreet 
maxima due to the fixed orientation relationship towards the substrate. The two triangles 
(solid and dashed line) again relate to two possible configurations which, as will be shown 
further on, originate from the 60° rotation twinning. Additional intensities marked by red 
circles are the result of substrate contributions. Figure adapted from Ref. [115]. 

Source and detector are then repositioned so as to fulfil the diffraction conditions at a small 

tilt angle α offset, and the ϕ-rotation repeated. The recorded intensity after repeating this 

process through the full 90° α-range is then plotted on a logarithmic scale in a 
stereographic projection of the diffraction space. Hence, a large randomly oriented sample 
volume of the same crystalline structure would resemble a continuous random distribution 
of intensity, while a preferred orientation of the tilt angle between lattice planes and 
substrate results in a ring distribution (left panel of Figure 3.38). If the rotation angle 
between thin film and substrate is also fixed, as is the case in an epitaxial relationship, then 

the ϕ-scan results in discreet maxima at specific angular positions of α (synonymous with 

the commonly used χ due to the fixed horizontal position of the sample in the specific 

instrument used) and ϕ (right panel of Figure 3.38). Thus, the preliminary conclusion from 
diffraction measurements was that all samples deposited at temperatures of 110 °C or 
above possess some degree of texturing, and thin films deposited above 170 °C on cleaned 

substrate exhibit an epitaxial relationship GST(0001)||Si(111), GSTV������||SiV����. The 
transition between varying degrees of ordering appears fluid, and at low deposition 
temperatures the distinction between partial layer ordering and cubic components can be 
imprecise. As one of the aims of the investigation was to characterize the PLD process for 
highly-oriented thin film deposition of layered GST, with subsequent interest in the 
deposition of superlayer structures for iPCM concepts, the here presented samples are 
chosen so as to characterize the onset of layered growth as well as possible difficulties due 
to morphological and composition changes at high deposition temperatures. 
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Tab. VI: PLD parameters for samples deposited onto amorphous interface Si(111)/SiOx 
and chemically cleaned Si(111) substrates. EDX composition measurements were 
evaluated from STEM-EDX hypermaps. 

Substrate 
Deposition temperature 

 [°C] 
Pulse 
No. 

Hz 
 [1/s] 

Thickness 
 [nm] 

Ge 
 [at.%] 

Sb  
[at.%] 

Te  
[at.%] 

Si/SiOx 180 4000 10 53 21 24 55 

Si(111) 110 7200 2 154 23 24 53 
Si(111) 170 7200 2 142 22 23 55 
Si(111) 185 7200 2 124 22 24 54 
Si(111) 280 7200 2 19 10 33 57 

 

A summary of the deposition parameters of the subsequently discussed samples is given in 
Table VI. The standard deviations of composition measurements from hypermaps across 
the entire layer thickness are ±1.4 at.% Ge, ±2.5 at.% Sb and ±6 at.% Te, respectively, due 
to the close overlap between Sb and subsequent Te L-lines, as well as the relatively short 
acquisition times (typically 5 minutes at around 400x300 pixel resolution depending on 
layer thickness, in order to reveal potential inhomogeneity) used to reduce electron beam 
influences. Nevertheless, average compositions at low deposition temperatures match the 
expected Ge-deficient GST225 target stoichiometry, while at high deposition temperatures 
there is a marked drop in the relative amount of Ge as well as the overall layer thickness. 
Interface roughnesses (rms) at the surface of the GST layers towards the LaAlOx capping 
layers range from 1 - 2 nm, measured by BF-TEM image evaluation from the textured 
samples, to 3 - 4 nm, measured from the HAADF-STEM images of epitaxial samples.  
A close inspection of the thin film surface in the textured samples indicates that the lower 
roughness measured in these may be a result of the lower interface contrast due to the 
larger range of grain orientations compared to the epitaxial samples, and thus reveals a 
weakness in the precision of the evaluation method. As the larger point of interest in the 
surface roughness is whether the thin films are closed or exhibit surface faceting, the 
conclusion can still be drawn that all samples exhibit largely flat, closed surfaces, with the 
residual nm-scale roughness resulting from the disordered growth zone.    

The marked drop in Ge content appears to be a systematic effect even when the substrate 
composition is varied. Figure 3.39 shows a compilation of the composition measurements 
from a larger number of samples, including those deposited onto BaF2(111). While at 
similar temperatures (e.g. at RT) the compositions on the two substrates deviate somewhat, 
possibly due to the difference in thermal conductivity of the substrate, all measurements 
follow the same trend. Below 150 – 200 °C, the observed thin film composition matches 
the expected target composition reasonably well within the error of the measurements. 
Above 200 °C substrate temperature, relative concentrations of Ge and Sb deviate 
significantly. The solid lines in the graph are exponential growth fit curves of the type ¼ = ¼! + X ∗ ��`K� ½( O, where y0, A and t are fitting parameters for each series of data 
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points. While this appears related to the Arrhenius equation © = X ∗ ��`(?� ©N�� ), and 
might thus be assumed to be a thermally activated process as a function of the difference in 
surface binding energies, the influence of chemical effects on the GST stoichiometry is 
unclear. A similar change in thin film composition was described in Ref. [214], who 
concluded that an increase in effective surface temperature during MBE deposition leads to 
preferential desorption of GeTe. As the incident kinetic energies in the PLD process tend 
to be higher (typically in the range of 1- 100 eV [215]), and the deposition rate, and hence 
the increase in surface temperature, equally larger, this effect may play an even larger role 
in the here presented deposition process. 

 

Fig. 3.39: Relative composition of GST thin films deposited onto SiOx, Si(111) (closed 
symbols) or BaF2(111) (open symbols). Dashed lines indicate nominal GST225 
composition. 

Since the overall deposition rate deduced from final layer thickness also drastically 
decreases at high temperatures, increased desorption of all components certainly is an 
important effect to take into account. Since the target stoichiometry is the primary factor 
determining the concentrations in the plasma plume (excluding differences in absorption 
coefficients)[215], the relative particle flux cannot be as easily adjusted as in an MBE 
process using separate effusion cells. Adjusting the substrate thermocouple temperature to 
a constant, stoichiometric desorption rate of GeTe in an experiment aimed at investigating 
the high-temperature epitaxial growth from a GST225 target is not feasible since the 
substrate temperature would then never exceed 200 °C. An alternative view can be 
proposed in that it was found[20] that the removal of antibonding states from the bulk lattice 
via a reduction of the Ge content in metastable GST compositions was energetically 
favourable. Hence, if the crystalline growth proceeds via the metastable phase, a 
preferential removal of Ge from the lattice would be plausible. Spatially resolved 
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composition measurements (see Appendix C.9) indicate that a Ge depletion zone and Ge-
rich surface layer can be found as the deposition temperature is increased, and the surface 
region generally exhibits increased disorder. The composition gradient at the substrate 
interface (Appendix C.10) is small bar a delay in the Te content signal that is further 
discussed in the context of the interface structure. 

Regardless of the specific mechanism that leads to this loss of Ge content, the EDX 
measurements make it clear that direct stoichiometric transfer can only be achieved in a 
limited temperature window, which potentially may be extend by fine-tuning the 
deposition parameters. At the same time, the crystalline microstructure of the thin films 
deposited at low temperatures is not of ideal epitaxial quality, as already indicated by the 
XRD data shown above. This can be further quantified by a comparative analysis of NBD 
series data. As shown in the inset of Figure 3.40, the texture component results in an 
orientation relationship between substrate zone axis and trigonal superstructure diffraction 
(intense row of closely-spaced diffraction spots). The tilt distribution of the GST{000l} 
reflections against the substrate, within the diffraction plane i.e. the Si[110] zone axis plane 
of the substrate, can be statistically analysed in order to give a quantitative measure for the 
particular degree of texture relationship equivalent to the out-of-plane direction in XRD 
measurements. 

Comparison of such data from three samples deposited at different temperatures and on 
either Si(111) or SiOx, as in Figure 3.40, reveals that the deposition at 110 °C on Si(111) 
results in a similar tilt distribution width (± 10°) as the deposition onto SiOx at 180 °C  
(± 13°). At a deposition temperature of 185 °C, the tilt distribution on cleaned Si(111) is 
very sharp (< ± 2°) indicating epitaxial growth behaviour. Since the amorphous interface 
layer  offers no preferred surface symmetry and possesses a small residual roughness (< 
1nm rms), it can be concluded that any low-roughness, chemically passive substrate may 
be suitable for texture growth of GST(0001) planes parallel to the substrate surface. 

Close inspection of the Si-SiOx-GST interface (Figure 3.41) also reveals an evolution of 

the GST lattice from the amorphous interface. While vacancy layer ordering in the V������ 
projection (in addition to the diffraction data) indicates the trigonal lattice symmetry, the 
GST arrangement at the interface itself often consists of cubic regions over 8-10 Te layers 
without clear vacancy ordering, visible chemical ordering of the Ge/Sb distribution or 
marked distortions from the octahedral centres. However, the image quality may be 
insufficient to measure the latter with the required pm-scale precision. The overall grain 
morphology as seen in the TEM image consists of distinct columnar grains with a tilt and 
twist (rotation) reorientation component towards the substrate, as well as twin domains as 
was previously indicated by XRD pole figures similar to Figure 3.38. Interpreting the 
interface structure on amorphous SiOx is particularly difficult due to the diffuse contrast of 
amorphous structures. Judging from the limited information available in the ADF-STEM 
image, there is no indication that the vacancy layer formation plays a role in the initial 
grain growth orientation on the amorphous interface. 
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Fig. 3.40: Analysis of NBD series data of 20-40 diffraction patterns each across 2 µm of 
the GST thin films from three samples deposited onto Si(111) and SiOx at elevated 
temperatures. The tilt misorientation of the GST(0001) planes against the substrate Si[110] 
zone axis is evaluated via normalized frequency statistics with a binning of 5° for the 
textured samples (black and blue data points) and 0.2° for the epitaxial sample (red data 
points). Solid lines represent Gaussian normal distribution fit curves. Inset in the top-right 
shows a SAED pattern from the GST thin film deposited onto Si(111) at 185 °C, with the 
substrate contributions removed (black spots) and in false colours for improved visibility.  

The GST lattice close to the interface can be described to possess a cubic character within 
the first few nanometres, although the size of this region is variable due to the grain 
alignment influenced by the local roughness features and occasional vacancy layers 
intersecting from above. The same region of the lattice in the textured sample deposited 
onto cleaned Si(111) at 110 °C reveals the formation of a distinct surface passivation 
monolayer (see Figure 3.42). The exact composition of the surface passivation layer is 
unclear, while the strong intensity in HAADF contrast indicates heavy, strong scattering 
species (Sb or Te). This aspect is discussed further below in the context of the epitaxial 
samples, since there it is possible to image both substrate (interface) and GST thin film 
simultaneously with atomic resolution.  

In contrast, the GST grains in the textured sample can be misaligned towards the substrate 
by 13° or more, as was shown in the NBD evaluation, which also holds true for the rotation 
out of the image plane. Crucially, the passivation layer always resembles the Si(111) 
surface geometry, and the column spacing  is thus 10% distorted from the expected spacing 
in a GST(0001) layer. 
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Fig. 3.41: HAADF- and ADF-STEM images of interface between Si(001) with native 
oxide layer and GST thin film, deposited at 180 °C. The GST lattice structure is oriented at 
a small tilt angle towards the substrate lattice, and the interface between oxide layer and 
GST exhibits some residual roughness (ca. 0.5 nm, although the amorphous structure of the 
interface cannot be well resolved). Notably, while the lattice within the bulk of the GST 
layer is trigonal as evidenced by the vacancy layering, these are not always present in the 
immediate vicinity (first 2 nm) of the interface. Inset shows a combined intensity ratio map 
from a selected area, with bright (yellow) dots indicating Ge-rich positions in the mixed 
sublattice and less intense (red) dots indicating the Te sublattice. Below is shown a  
BF-TEM overview image of the GST thin film, exhibiting textured columnar grains of  
30 - 40 nm widths. The dark stripes relate to diffraction contrast from coherent scattering 
out of the zero-beam due to twin domains within individual grains.  

Due to the residual minimal surface roughness from monolayer steps in the Si substrate, 
contrast features at the interface at realistic projection depth (depth of field and influence 
of sample thickness) often appear diffuse. Nevertheless it is clear that the orientation of the 
passivation layer and the grain texture above are somewhat decoupled, and the first three 
layers above the passivation layer can be disordered. 

 



108  

 
Fig. 3.42: HAADF-STEM image of interface between cleaned Si(111) in [110] zone axis 
and a textured GST layer, deposited at 110 °C. The red arrow marks the surface 
passivation layer which matches the Si(111) plane symmetry, while the GST grain(s) 
above are misaligned. In addition, there is some indication of a vacancy gap and second in-
zone axis layer above the passivation layer. The BF-STEM (0 – 19.5 mrad) image on the 
right reveals a disordered zone (green arrow) above the passivation layer (dark spots in 
coherent phase contrast), although the exact defocus relevant for BF-contrast is not well-
defined (within a range of ± 10 nm) and the grey intermediate area may also partially 
construe a defocus artefact. 

In this context, it can be speculated that the textured growth of GST on Si(111) occurs in a 
similar process as the textured growth on the amorphous SiOx interface, despite the 
formation of the passivation layer. The lattice structure within the GST thin films of both 
textured trigonal samples is dominated by aforementioned twin domains as well as highly 
characteristic stacking transition disorder. A BF-TEM overview image of the GST thin 
film deposited at 110 °C on Si(111) is shown in Figure 3.43, and a combined  
HAADF-STEM / GPA image of a single columnar grain in zone axis orientation is shown 
in Figure 3.44. The 60° rotation twin domains were already briefly introduced in the first 
chapter (Figure 1.10) and occasionally seen in the post-deposition annealed trigonal 
samples. These can be mapped in the local phase-amplitude image of the GPA (right side 

of Figure 3.44), by evaluating the Fourier component equivalent to the (����) ≙ (�����) 
plane normal. As can be seen, twin domains are much more common in the columnar 
grains, occupying up to 30% of the lattice volume. In addition, the stacking disorder of the 
vacancy layers is similarly more pronounced, with an average of 50% of stacking units in 
the 5-fold Te sequence, while the remaining 50% are split between 4-fold Te and 6-fold 
Te, effectively preserving the Ge-deficient stoichiometry when again assuming a structure-
stoichiometry relationship. When observing the grain shape, lattice orientation and 
arrangement of twin domains, in combination with the interface structure, it can be 
concluded that the twin domains serve to approximately accommodate the offset between 
growth direction and grain boundary orientation. They are thus a consequence of the 
texture tilt distribution. 
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Fig. 3.43: BF-TEM image of textured columnar grain growth, deposited onto cleaned 
Si(111) at 110 °C. Columnar grains are slightly narrower (25 – 30 nm at the base) than in 
the sample deposited onto amorphous SiOx, yet extend over the entire layer. 
 

 
Fig. 3.44: HAADF-STEM image of columnar grain in Figure 3.43, in zone axis (left) and 
resulting local phase-amplitude map of the GPA, overlaid on the right half of the image. 
The HAADF-STEM image can be found at full resolution in Appendix C.12. 

This indicates that the growth process possesses a Stranski-Krastanov type character[216] in 
the lower range of the investigated temperature regime. The formation of the initial 
passivation layer is followed by 1-3 disordered monolayers leading into the crystalline 
growth of cubic islands with orientation coincidental to the underlying sub-nanometre 
roughness topography (see Figure 3.45). While there is an occasional indication of a 
vacancy gap above the passivation layer, the contrast at the interface is often difficult to 
resolve, and it is likely that this feature forms only after the growth onset of the crystalline 
layer.  



110  

 

Fig. 3.45: Model of structural evolution during deposition of GST on cleaned Si(111) at 
110 °C. The Si substrate (blue circles) is covered by a passivation layer (solid red circles) 
and a disordered zone or vacancy gap (dashed red circles). The orientation of the cubic 
lattice (unit cell indicated by dashed red lines) conforms to the local surface topography. 
Rotational reorientations within the interface plane have been excluded in this schematic 
drawing. Dashed black line indicates a 10° tilt grain boundary in the vicinity of a substrate 
surface step. Lattice subsequently reorders into the trigonal phase (unit cell indicated by 
dashed orange lines), the original cubic unit cell thus undergoing a rhombohedral distortion 
(indicated by dashed green lines, unit cell size expanded to encompass one trigonal unit 
cell). The difference in initial grain orientation and thus the direction of the rhombohedral 
distortion results in biaxial lattice strain and thus the local formation of rotation twins 
(solid black arrows). 

The islands form the bases of the columnar grains, which continue to grow upwards 
without significant coalescence (i.e. the diameter of the grains changes very little from the 
base to the top) since the small-angle grain boundaries act as diffusion barriers. 
Meanwhile, the bulk mobility and total deposition time is sufficient to allow the phase 
transformation towards the stable trigonal phase within individual grains, and twins are 
formed to accommodate the lattice strain that occurs when two adjacent misaligned cubic 
regions of the lattice undergo the rhombohedral distortion during transformation to the 
trigonal phase. While much of the above is based on speculation from the available post-
deposition data, the resulting grain morphology largely supports the two-step process of 
initial cubic growth and subsequent trigonal lattice formation. Since recently an in-situ 
RHEED system inside the PLD chamber has become available, future work will 
presumably include a closer examination of the initial growth process at comparable 
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temperatures. Similar to the increased occurrence of twins as well as the distribution of  
4-, 5- and 6-Te stacking units, the lattice within the textured grains also exhibits an 
increased amount of stacking defects that were already briefly introduced in the previous 
chapter. These have recently become of prominent interest in the switching mechanism of 
superlattices[100, 217], and as such warrant a detailed description.  

High-resolution HAADF-STEM views of the trigonal lattice and stacking defects are 

shown in Figure 3.46, in the V������ and V������ projection from comparable, albeit not 
identical, regions of the lattice within the bulk of the thin film. The observed width of the 
stacking transitions (constrained by the depth of focus) is variable, indicating that the 
defect line may run at a variety of angles towards the image plane.  In select cases 

however, the stacking defect in V������ projection can be seen to extend over only  
2-3 adjacent Te positions along the vacancy gap, and it is likely that many of the observed 
defects share a structural similarity. 

 
Fig. 3.46: HAADF-STEM images of defect structures in trigonal GST, in V������ 
projection (left) and 60° rotation variants thereof; and in V������ projection (right), 
colourized on a temperature scale. Insets in the image show simulated HAADF-STEM 
images of undistorted GST124 (left) and GST225 (right) trigonal structures in the 
corresponding lattice projections. Numbered boxes mark specific instances of stacking 

disorder: (1) stacking transition with the defect line close to parallel to the V������ 
projection vector; (2) stacking transition with defect line along the V������� direction, i.e. at 
a 60° angle to the image plane, including a second partial correlated stacking transition 

below; (3) stacking transition with defect line along V������� direction of the lower building 

block with a 60° twinned building block above; (4) stacking transition along V������ as 

seen in (1), but rotated by 30° into the V������ projection; (5) bilayer stacking transition 

with defect line along V������, viewed in V������ projection, wherein the vacancy gap skips 
over one mixed layer of the lattice.  
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In addition, due to the 3-fold symmetry of the lattice and the presence of 60° rotation 
twins, defects of the same type yet at a different angle towards the projection plane, or 
between two stacking units of different twin orientation, can result in the various observed 
contrast features. An idealized model of the stacking defect running exactly along the V������ view direction was thus proposed, as shown in Figure 3.47. It must be noted that, 
while the majority of the stacking disorder can be explained by the specific stacking 
transitions modelled here, exceptions are also possible. In particular, bilayer stacking 
transitions as marked by (5) in Figure 3.46 are also found. In the single-layer transitions 
the majority of the lattice distortion occurs in the central Te layer, the Sb-rich adjacent 
layer switches sides thus creating the motion of the vacancy gap, and the next-nearest 
mixed layers require chemical re-ordering from Sb-rich to Ge-rich and vice versa in order 
to reconstruct the preferred stoichiometric stacking sequence. In the bilayer stacking 
transition, the central layer is a Sb-rich layer which switches orientation of the short Sb-Te 
bonds, while the Te layers remain relatively static. The next- adjacent mixed (Ge-rich) 
layers are depleted or filled to create the motion of the vacancy gap, while subsequently the 
second-nearest mixed layers are required to undergo chemical reordering in order to 
reconstruct the appropriate stacking sequence. An example of a simulated HAADF-STEM 
image of the proposed defect structure using undistorted Biso parameters is shown in 
Appendix C.11.  

The interplay between stacking sequence and defect structures is thus complex, but the 
underlying driving forces can be surmised to be an entropic component, the strain 
component in [0001] direction, and the preferred chemical ordering of the GST124, 
GST225 and GST326 phases. It is also noteworthy that in some portions of the images, 
taken from the textured sample deposited at 110 °C, building blocks adjacent stacking 
defects may possess more than 6 Te layers. Due to the smaller displacement of the mixed 
sublattice positions in the central parts of these blocks, as well as the less pronounced 
chemical ordering of the sublattice sites, these can be viewed as partially cubic regions of 
the lattice. As the GST phases with larger numbers of Te layers between vacancy gaps are 
those with a higher Ge content, and the sample itself is slightly Ge deficient, it seems 
unlikely that the larger stacking units can be correlated to a stoichiometric phase. Since the 
lattice in the sample in question exhibited the largest amount of structural disorder of all 
observed trigonal samples, these occasional anomalous regions may also be seen as 
aberrations, since they reconfigure to the preferred 4-, 5- and 6-Te stacking units via 
additional stacking transitions.  

In contrast, the stoichiometric correct stacking units correlate well with specific models of 
the appropriate GST phases when comparing the HAADF-STEM intensities within one 
block with the simulated scattering intensities. This is shown in Figures 3.48-3.50 and 
Table VII. The larger deviation, and corresponding lower cross-correlation coefficient, 
between 4-Te building block and GST124 models can be traced to the deviation of the 
right-most Te peak due to its vicinity to a stacking transition defect (marked by (3) in 
Figure 3.46). 
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Fig. 3.47: Idealized model of stacking defect (stacking mismatch boundary) as seen in 
Figure 3.46. The top-down view of the [0001] projection is a cut-out of three layers (one 

Te and two mixed Sb/Ge) involved in the defect structure. The offset in the V������ 
direction seen in the V����� projection (i.e. along the dashed orange line) is speculative 
since the structure is experimentally unavailable. It is based on the assumption that all Sb 
species in the defect retain a six-fold SbTe6 coordination environment, with one bond 
across the defect boundary stretched to 0.42 nm. 

Nevertheless, the overall trend of the undistorted peak intensities favours the match with 
the structure model by Karpinsky, due to the larger experimentally observed jump in 
intensity between B1 and B2 mixed sites as well as a better match with the B2 (outer, Sb-
rich) site position. Referencing Table VII, it can be seen that the difference in site 
occupancies between the two models is small, while the Biso factors are much larger in the 
Matsunaga model (since they were measured at 873 K) and appear inverted, i.e. Matsunaga 
notes a larger temperature factor for the Sb-rich sites than for the Ge-rich sites. While e.g. 
Gao et. al.[218] have shown that for a range of materials the temperature dependence of the 
Debye-Waller factor well above the Debye temperature can be modelled by a fourth-
degree polynomial parameterization for each site, an inversion of relative factors for two 
distinct positions in the same sublattice would still be surprising. Since such regression 
parameters are not known for the specific materials, and in fact the temperature 
dependence may deviate from the cited elemental or zinc-blende materials, the GST124 
model by Yamada is of questionable usefulness for quantitative image simulation at 
standard TEM experiment conditions. 
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Tab. VII: Parameters for HAADF-STEM simulation of profiles shown in Fig. 3.48-3.50, 
and comparison with experimental data. Sources for site positions, occupancies at the 
mixed Ge/Sb sites and corresponding temperature factors are, as previously introduced:  
[53, 208] for 4-Te stacking, [49, 52] for 5-Te stacking and [35, 54] for 6-Te stacking. The cross-
correlation (Cc-) coefficients are calculated between experimental and simulated profiles. 

Stacking Source Ge:Sb ratio [at. fraction] Biso [Å²] Cc-coefficient (Pearson) 

4-Te Matsunaga B1: 0.49(3):0.50(7) 4.08(9) 
 

0.924 
 

    B2: 0.25(3):0.74(7) 5.23(8)       

4-Te Karpinsky B1: 0.43(0):0.57(0) 1.389(6) 
 

0.912 
 

    B2: 0.26(0):0.72(0) 1.105(4)       
5-Te Matsunaga B1: 0.55(9):0.44(1) 1.800(2) 

 
0.929 

 
    B2: 0.44(1):0.55(9) 1.871(3)       

5-Te Urban B1: 0.60(4):0.36(2) 2.163(4) 
 

0.976 
 

    B2: 0.33(7):0.66(4) 1.713(4)       
6-Te Matsunaga B1: 0.76(9):0.23(1) 1.271(0) 

 
0.972 

 
  

B2: 0.75(4):0.24(6) 1.207(0) 
   

    B3: 0.32(0):0.63(8) 0.821(3)       
6-Te Schneider B1: 0.73(0):0.27(0) 2.684(5) 

 
0.995 

 
  

B2: 0.76(9):0.23(1) 2.566(1) 
   

    B3: 0.55(2):0.44(9) 2.368(7)       

 

 

The match between model and experiment is significantly improved for the 5-Te and 6-Te 
building blocks, as is reflected in the Cc-coefficients closer to unity. The 5-Te profile 
comparison favours the GST225 model by Urban et. al., since it correctly predicts the 
uniform peak intensity of the Te peaks as well as the more pronounced contrast between 
B1 and B2 sites. For the 6-Te building block, the match to the two GST326 models 
selected from literature is roughly equal, with a slight favour towards the model by 
Schneider et. al. It must be noted that, as indicated by the error bars, peak intensities in 
particular in the central mixed site (B1) of the experimental 6-Te measurement can vary 
significantly, indicating that a small change in Sb concentration on the less distorted sites 
has a large influence on the scattering intensity. In addition, the model by Matsunaga of 
GST326 was based on X-ray diffraction data recorded at 90 K, while other measurements 
are taken at approximately room temperature (300 K). As previously noted, the Debye 
temperature of GST compounds is typically larger than 90 K [29, 219-221], and thus the 
vibrational properties may change significantly compared to RT measurements or under 
the influence of the electron beam. 
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Fig. 3.48: Comparison between experimental intensity line profiles extracted from 4-Te 
building block in Figure 3.46 and from simulated HAADF-STEM images according to 
Table VII. Parameter set for all (absorptive potential multislice) simulations was:  
C2 = 25 mrad, detector = 80 – 200 mrad, Cs = 200 nm, C5 = 0.4 mm, sample thickness of 
30 nm, defocus = -4 nm. While the profiles show the average (laterally integrated) intensity 
over at least 15 adjacent atomic columns, after constant minimum background subtraction, 
the error bars in the experimental curve represent the standard deviation of peak intensity 
measurements from all individual atomic columns.  

 

Fig. 3.49: Comparison between experimental and simulated intensities similar to Figure 
3.48, for a selected undistorted 5-Te building block in Figure 3.46. 
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Fig. 3.50: Comparison between experimental and simulated intensities as in Figure 3.48, 
for a selected 6-Te building block in Figure 3.46. 

While due to previously stated arguments the comparison between simulation and 
experiment can only be considered semi-quantitative, the experimental data clearly reveals 
that building blocks of 4-, 5- or 6-Te stacking correlate with the chemical ordering of the 
mixed sublattice. This is in particular notable since the observed textured sample deposited 
at a substrate temperature of 110 °C exhibits this ordering effect in an otherwise very 
heterogeneous lattice with a large number of structural defects. In general, a distance of 
few atomic columns from a structural defect is sufficient for the lattice to reconfigure into 
the stacking-appropriate chemical order. 

An increase in the deposition temperature results in a significant improvement in 
crystalline tilt distribution towards the cleaned substrate, as was already indicated by the 
NBD evaluation. While the uniformity of the in-plane rotation also improves, the oriented 
layer structure at intermediate deposition temperatures is not as rigidly connected to the 
substrate orientation as would be expected for a conventional epitaxial growth mode. 
Figure 3.51 shows HAADF-STEM and HRTEM images of the GST thin film deposited at 
170 °C, in Si[110] zone axis orientation. As seen in the HAADF-STEM image, the 
substrate – thin film interface exhibits a single surface passivation layer and a continuous 
vacancy gap, immediately followed by building blocks of trigonal GST above that are 
somewhat decoupled from the substrate surface symmetry. While some regions appear 

close to V������ zone axis, others are visibly rotated out of the image plane, and the 
transition between either domains appears smooth. The rotation misalignment out of the 
interface plane can also be seen in the Fourier transformed of the HRTEM image, in the 

prominence of the V��4�¿��)� and V��4����)� periodic maxima. In the larger field of view of the 
HRTEM image it can be speculated that domains of different rotation alignment are  
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Fig. 3.51: HAADF-STEM and HRTEM (20 nm nominal defocus) images of interface 

between Si(111) substrate in V������ zone axis and GST thin film deposited at 185 °C. The 
HAADF-STEM image clearly shows the surface passivation layer, while individual atomic 
columns are not well resolved due to the thickness of the sample (50 nm) and the close 
vicinity of columns in the lattice projection. Fourier transformed diffractograms from 
selected areas of the HRTEM image illustrate the local variance of rotation out of the 
interface plane, however differences (marked by red arrows) are generally small and 
domain boundaries appear smooth. The HRTEM image can be found at full resolution in 
Appendix C.13. 

oriented approximately parallel to the growth direction, similar to the grain boundaries in 
the textured sample. While the HRTEM image was adjusted close to minimum contrast 
defocus at the amorphous edge (0.4 * Scherzer focus, with Scherzer focus ≈ 48 nm for the 
instrument in use), the true defocus at the actual interface position is unknown. Due to the 
significant (uncorrected) spherical aberration, contrast features cannot be easily interpreted 
as atomic layer positions as a result of the phase-contrast delocalization. Nevertheless the 
observed features indicate that a continuous distribution of in-plane rotations is present. 

A slight increase in the deposition temperature to 185 °C does not significantly change the 
morphology of the sample, although as indicated by the EDX results the relative Ge 
content in the thin film can be interpolated to deviate from the nominal composition as the 
deposition temperature approaches 200 °C. A gradual further increase of the lattice 
orientation uniformity allows for a closer inspection of interface structure and GST lattice. 
Figure 3.52 shows a HAADF-STEM image of the interface region, as well as two 
background subtracted profiles across the interface. The profiles are affected by noise due 
to the jump in contrast/background ratio between substrate and layer, and the GST layer 
orientation was still not ideally uniform. The background fitting in the GST region, from 
local minima between peaks, thus may overestimate the background contribution and the 
comparison of intensities should not be viewed as quantitative. Nevertheless it can be seen 
both in the image as well as the profiles from raw data that the scattering intensity from the 
passivation layer systematically exceeds the mixed Ge/Sb layers in the GST thin film. 
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Fig. 3.52: HAADF-STEM view (left) of interface between GST, deposited at 185 °C 

substrate temperature, and Si(111) in V������ projection. While GST layers are only visible 
as lines due to the rotation misalignment, individual columns in the passivation layer can 
be discerned. The electron diffraction information (SAED in false colours, inset) indicates 
that the tilt alignment of the layers is very uniform across the entire (ca. 100 nm diameter) 
aperture, and the 10% misfit between substrate and GST is visible in the doubling of 
diffraction spots in the direction perpendicular to the interface. Profiles on the right show 
two HAADF intensity line plots (10 pixel integration width) along planes perpendicular to 
the interface, extracted from a separate image of slightly improved GST layer alignment 
and background subtracted.  

This gives another strong indication that the passivation layer predominantly consists of Te 
species. The significant variance in peak intensities within the layer implies either local 
distortion, an inhomogeneous mix of Sb and Te, or both, and since accurate temperature 
factors are lacking HAADF-STEM images of the structure cannot yet be reliably simulated 
in order to verify. 

Meanwhile, a closer view of the lattice structure within the GST thin film (Figure 3.53) 
reveals that the previously described stacking defects and twin domains remain present. 
Stacking transitions in particular are sometimes correlated across multiple building blocks, 
meaning that multiple transitions across adjacent building blocks often proceed in the same 
direction. While excess periodic intensity within undistorted vacancy gaps can sometimes 
be found, the continuous overlap between regions of slightly altered rotation within the 
interface plane results in diffuse contrast transitions as well as overlapping periodic 
structures in the projection. The domain boundaries are not clearly defined by 
discontinuous grain interfaces, and twin boundaries can occur within individual building 
blocks, while a qualitative comparison between NBD patterns and simulated diffraction 
images indicates rotation realignment between domains of approximately 2°. 
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Fig. 3.53: HAADF-STEM view of lattice within the GST layer deposited at 185 °C, close 

to V������ projection. The density of stacking defects (inset top right) has not been 
significantly reduced compared to the textured sample deposited at 110 °C, and twin 
domains remain present throughout the thin film (inset  top left). The domain boundary is 
associated with a strong local distortion of the layers, yet does not appear discontinuous. 

It would thus be intuitive that, as the crystalline growth approaches the layered growth 
mode with increasing substrate temperature, the in-plane (interface) misfit strain due to 
symmetry mismatch and difference in thermal expansion coefficients gains prominence in 
the driving force for defect formation. It must however be emphasized that the relation 
between passivation layer symmetry and GST thin film orientation across the vacancy gap 
still appears flexible, and rotation domains may as well run along vacancy layers  
(i.e. parallel to the interface). Reports on a strictly preferred interface symmetry[113, 214] can 
only be partially supported by these results. 



120  

When the deposition temperature is further increased to 280 °C, the Ge content in the thin 
films is radically reduced, and the deposition rate evaluated from the final film thickness 
falls off. At the same time, the experiment still presents useful data since the Ge content 
can potentially be adjusted via the target composition, the GST124 composition is also 
known for phase-change behaviour, and the resulting thin films are highly oriented along 

GST(0001)||Si(111), GSTV������||SiV����. A HAADF-STEM view of the GST thin film is 
shown in Figure 3.54. Twin domains have virtually disappeared, which indicates that the 
lattice experienced less in-plane shear stress compared to the previous samples. The 
stacking sequence is dominated by 4-Te building blocks. Since the measured Ge content 
lies even slightly below the GST124 stoichiometry, the occasional appearance of 3-Te 
units (Sb2Te3 blocks) is logically consistent. Furthermore, stacking defects extend laterally 
over broader distances, and since these typically involve the movement of a  
Sb-rich layer, some regions of the lattice may consist of Sb2Te3 units between two Sb-rich 
defective bilayers. At the same time, differences in column spacing between passivation 
layer (0.33(0) nm) and first Te layer within the building block above (0.36(6) nm) persist. 
The structure thus indicates that the Van-der-Waals epitaxy growth regime was reached[222] 
(see also Figure 3.55), i.e. the thin film is highly oriented without in-plane misfit strain.  

 
Fig.3.54: HAADF-STEM view of the GST thin film deposited at 280 °C onto Si(111), in 
Si[110] zone axis orientation. The thin film composition (from STEM-EDX) is 
approximately Ge10Sb33Te57. The dashed red line indicates correlated stacking defects 
originating from a surface step in the silicon substrate topography. The stacking sequence 
is dominated by 4-Te building blocks, with occasional 5-Te (GST225) and 3-Te (Sb2Te3) 
building blocks also present. 
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Fig. 3.55: Van-der-Waals epitaxy interface between passivation layer and GST thin film in 

GSTV������ projection, deposited at 185 °C. HAADF-STEM image (top), with red arrow 
marking a step in the surface topography, and in-plain strain map from GPA analysis 
(bottom), illustrating the strain-free discontinuous transition between substrate and layer. 
 

 
Fig. 3.56: HAADF-STEM image of surface region of the sample deposited at 280 °C.  
The dashed box highlights crystalline contrast in the disordered growth zone, although the 
structure may have undergone changes during the cooldown process and sample 
preparation steps. 
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While the expected Te GST124V������ column spacing in the (0001) planes at room 
temperature would measure 0.3699 nm, and column spacings throughout the thin film 
measure 0.36(7) nm, the general inhomogeneity of the lattice and the limitations to the 
precision of the calibration would allow for such a pm-scale deviation. It is thus suggested 
that the layer is either completely relaxed or is stressed due to the difference in thermal 
expansion (2.6-6 °C-1 for Si vs. 5.02-5 °C-1 for GST124[208], which is likely anisotropic[18]). 
Since the layer morphology is not perfectly orientated at all times, but rather domains of 
very small in-plane rotation (< 2°) persist, thermal stresses can be accommodated within 
domain boundaries with little strain within the domains. At the very surface of the sample 
much of the HAADF-STEM contrast is lost due to the topography, yet occasional cubic 
regions free of vacancy layers, no thicker than 3 nm, lend credence to above given 
arguments for the two-step crystalline growth from the metastable phase, even at very high 
temperatures (see Figure 3.56). 

Since the substrate surface is not perfectly flat, steps in the surface Si(111) planes lead to 
c-axis strain in the GST layer, due the difference in spacing between Si(111) (0.314) planes 
and the offset of the GST(0001) Te planes (0.369 nm), as well as the required 
rearrangement of the preferred stacking order above. This results in the formation of 
correlated stacking defects, as indicated by the red dashed line in Figure 3.54. At the same 
time, only Sb-rich layers (i.e. those adjacent vacancy gaps) are involved in the stacking 
transitions. Defective stacking bilayers may thus contain some of the excess Sb in the 
sample, or stated inverse, excess Sb content may facilitate the formation of broader 
stacking transitions. 

An EDX linescan across the substrate-thin film interface region in an epitaxial sample (see 
Appendix C.10) is not conclusive due to the limited (spatial and composition) resolution 
and accumulating beam damage. The epitaxial growth of Sb2Te3 and GeTe thin films was 
investigated by e.g. [223] and [224], in their particular case characterizing the MBE growth by 
in-situ RHEED measurements, XRD and HRTEM imaging. They concluded that a surface 

passivation of Si(111) �KȂ��× �Ȃ�O R30 Sb was favourable to the epitaxial growth of GST 

materials, although in the case of GeTe this surface-passivated growth reportedly competed 

with the simple GeTe(0001) �� × � unreconstructed surface. Accompanying DFT 
calculations indicated that a Te-termination of the cubic structures was favourable at both 
interfaces[225] (at the surface and above the passivation layer), which is logically consistent 
with the vacancy layer formation mechanism and tentatively supported by the here 
presented experimental data from Ge-deficient GST. The tendency towards vacancy layer 
alignment on top of a surface passivation layer has been expanded upon[113] in what was 
termed “self-organized Van der Waals epitaxy” (sic) in order to propose depositing 
epitaxial thin films on a range of substrates, independent of structure. The selection 
criterion therein was based on the reactivity of the substrate with Sb and Te, and it was 
concluded that in the case of Sb2Te3 on Si, a Te surface passivation layer is expected to 
form. This runs somewhat counter to the previously mentioned literature on Sb surface 
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passivation during MBE growth of Sb2Te3 on surface reconstructed Si(111). While the 
surface reconstruction may play a role in the selectivity, the here presented results on non-
reconstructed Si(111) surfaces indicate either a pure Te or mixed Sb/Te passivation layer.  

It was thus shown that GST thin films deposited at elevated temperatures exhibit distinct 
growth regimes. While oriented growth free of vacancy ordering can occur at low 
temperatures[114], samples in the here discussed temperature range always exhibit at least 
some degree of vacancy ordering. This can be traced to the relatively long deposition times 
as well as high bulk and surface mobilities, enhanced by sample surface heating during 
deposition. In the intermediate, textured growth regime, a two-step growth model via the 
metastable cubic phase was proposed that leads to columnar grain growth of the trigonal 
phase. While the texture tilt distribution depends on the sub-nm roughness of the substrate 
surface, the lattice symmetry of the substrate only plays a larger role in the layer 
orientation when the deposition temperature is further increased. Since at very high 
temperatures preferential desorption results in a significant change in deposition rate and 
resulting thin film composition, a narrow window between approximately 180 °C and  
200 °C was thus identified which is optimal for the growth of oriented GST thin films. 

A characteristic surface passivation layer, consisting of heavy Te species, was shown to 
form even in the textured growth regime. The passivation layer essentially presents an 
extension of the Si lattice that facilitates the formation of a vacancy gap above. The Van-
der-Waals growth regime is reached when the vacancy layer is immediately followed by an 
oriented building block of the GST lattice. Lattice in-plane reorientations of approximately 
2° organized in columnar domains confirm that, due to the significant misfit between 
substrate and thin film, a domain mismatch epitaxy model is preferred to a 1:1 surface 
reconstruction (see also reports of 2° and 7° rotation CSL domains of GeTe on Si(111)[223]) 
at intermediate deposition temperatures. At very high temperatures these rotations are 
diminished due to the increased cohesion of the 3- and 4-Te stacking units, and the thin 
film forms a single continuous epilayer. Under the assumption that the Te passivation layer 
exactly resembles the Si(111) symmetry, one can attempt to construct a CSL from the 

Si(����) and GST225(�����)�spacing within the interface plane (0.384 nm and 0.4226 nm, 

respectively). Following Ref. [226], and using ψ = 30° and 60° as high-symmetry rotation 

angles similar to [223] one can use these values to calculate a CSL rotation angle: 

cos � = �À2(#,,!)�ÁÀ (#,,!) �\6²� + cos��� − �À2(#,,!)/�ÁÀ (#,,!)/ �\6²�� (3.2) 

This results in CSL rotation angles of 2.9° and 8.1°, respectively, i.e. a 2.9° rotation CSL 

between Si(����) and GST(�����) spacing within the interface plane matches the small 
rotation reorientations qualitatively determined by NBD well. Projections of 0°, 3° and 8° 
rotation CSL in the interface planes are shown in Appendix C.14 – C.16. 
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The trigonal lattice in all samples exhibits a large degree of stacking inhomogeneity, as 
well as characteristic stacking transition defect structures. By performing a semi-
quantitative comparison between model structures and selected experimental results, it was 
concluded that specific stacking sequences correlate well with a preferred stoichiometry of 
the pseudo-binary GST system, while on the other hand the shortcomings in some models 
regarding the temperature factors were highlighted. Lastly, the majority of the observed 
stacking defects were matched to one specific symmetric stacking mismatch boundary 
arrangement that can be assumed to be characteristic for a range of vacancy-layered 
chalcogenide compounds. Both the intermixing of chemically distinct building blocks as 
well as the characteristic stacking defects are of preeminent interest for current and future 
work on crystalline superlattices for interfacial switching applications. The same stacking 
disorder and transitions may also find prominence in other topics of research beyond the 
field of phase-change applications, such as work on thermoelectric, ferroelectric or even 
topological properties of novel materials. 
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4. Summary and conclusions 

The advanced Cs-corrected STEM investigation of amorphous, metastable and stable 
phase change material thin films posed a number of particular challenges. The preparation 
of electron-transparent specimens by focused ion beam methods was optimized for the 
characteristic structural instability of the material. Monte-Carlo calculations and 
experimental observations confirmed that the low-energy ion milling step under cooling 
conditions reduces the surface modification layer down to 1 - 1.5 nm thickness. Detailed 
theoretical considerations on the STEM image contrast formation by coherent and 
incoherent scattering were presented that put the quantitative STEM image simulation by 
absorptive potential and frozen phonon methods in the necessary context. In particular, the 
eminent importance of realistic thermal displacement factors in the calculation of high-
angle scattering intensity was highlighted. 

The structural investigation of Ge-Sb-Te thin films produced by PLD from a Ge2Sb2Te5 
target covered the entire regime of functional relevant phases, although it must be 
highlighted that the as-deposited and melt-quenched amorphous phases may possess 
structural differences that were not explored in this work. The RDF analysis from electron 
diffraction information confirmed the predominance of defective octahedral short-range 
order in the amorphous phase. Discrepancies between material density and pair-
distribution function can potentially be resolved by the incorporation of intrinsic Te 
vacancies on defective octahedral sites in the as-deposited state. 

Crystalline metastable cubic, intermediate vacancy layered cubic and stable trigonal thin 
films were produced by ex-situ annealing of the as-deposited state. The atomic-resolution 
HAADF-STEM results were refined by image processing methods and evaluated regarding 
local structure and scattering intensity by applying detailed strain mapping, intensity ratio 
mapping and peak profile fitting routines. The two most prominent results in the course of 
investigating the metastable phase were the presence of partial {111} ordering on the 
mixed Ge/Sb/v sublattice as well as the systematic behaviour of pm-scale distortions on the 
mixed sites. The vacancy-layered cubic phase presents an intermediate transformation step 
in the phase transition to the trigonal structure. The structure of the ex-situ annealed 
trigonal phase revealed intrinsic disorder of the stacking sequence, which was correlated 
with the local stoichiometric composition by layer-by-layer evaluation and intensity ratio 
mapping of the HAADF signal. 

Both the ex-situ annealed trigonal phases as well as textured and epitaxial thin films 
deposited at elevated substrate temperature were found to exhibit characteristic stacking 
defects in the vacancy gaps, as well as twin structure formation enhanced by lattice stress. 
These features are of particular interest in the design and operation of interfacial switching 
superlattice concepts. The semi-quantitative comparison between individual building 
blocks of the trigonal lattice and various model structures revealed the complex sublattice 
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order behaviour of the mixed sites, yet also highlighted the need for improved models of 
the anisotropic phonon dispersion for the prediction of Debye-Waller factors. 

Lastly, the gradual increase of the deposition temperature resulted in an incremental 
transformation of the growth behaviour from textured grains on amorphous surface layers 
towards epitaxial layer growth in a pseudo-Van-der-Waals epitaxy arrangement. The 
change in chemical composition due to preferential desorption of Ge, identified by STEM-
EDX, narrows the optimal temperature window for deposition of highly-oriented thin 
films. The presence of a surface passivation layer was found both in the textured and 
epitaxial growth regime on cleaned Si(111), however it did not prove a requirement for 
textured growth as evidenced by its absence on the amorphous native oxide layer. As it is 
followed by a small amorphous component in the low-temperature, textured regime on 
cleaned Si(111), the mere presence of a passivation layer is also not solely sufficient to 
induce VdW-epitaxy growth behaviour, somewhat in contrast to Ref. [113]. 

Current and future work, based on the achieved observations, includes the RHEED 
observation of the initial layer growth steps, the deposition of oriented GeTe thin films, the 
deposition of layered superstructures by alternating the PLD target material, as well as the 
design of property measurement experiments and subsequent comparison with the above-
described structures. On the methodological side, refinements of model parameters from 
first principles are required in order to improve the quantitativeness of the STEM 
simulation approach, and which in conjunction with monochromated energy-loss 
experiments may also open up an avenue to the investigation of chemical states in the 
various structures. 
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Appendix A: Summary of GeTe – Sb2Te3 compositions and crystallographic parameters 

 

Tab. A.I: Structural data from literature for common GeTe-Sb2Te3 compounds. Vacancies or VdW gaps are denoted by “v”. 

Composition 
Space 
group   

Lattice 
parameters   Angles Stacking sequence of (111) layers (cubic, rhombohedral distortion) 

         or (0001) layers (trigonal)   

GeTe 225 a = b = c = 6.009 Å � = β = γ = 90°  -Ge-Te-… [227] 

GeTe 160 a = b = c = 4.281 Å � = β = γ = 58.358°  -Ge*-Te-… [41] 

        *Ge positions at (0.521, 0.521, 0.521)   

Sb2Te3 166 a = b = 4.264 Å c = 30.458 Å � = β = 90° γ = 120°  -Te-Sb-Te-v-Te-Sb-… [37] 
(GeTe)1-x-
(Sb2Te3)x 255 a = b = c = 6.0293 Å * � = β = γ = 90°  -Ge/Sb/v*-Te-… [49] 

(metastable)   *cell parameters for different Sb2Te3    *random mixing of Ge, Sb and vacancies 

    concentrations vary between 6.0 and 6.05 Å   models assume (0.5, 0.5, 0.5) positions   

Ge1Sb2Te4 166 a = b = 4.2721 Å c = 41.686 Å � = β = 90° γ = 120°  -Ge0.49Sb0.51-Te-Ge0.25Sb0.75-Te-v-Te-Ge0.25Sb0.75-Te-… [53] 

Ge2Sb2Te5 164 a = b = 4.2257 Å c = 17.2809 Å � = β = 90° γ = 120°  -Te-Ge0.68Sb0.32-Te-Ge0.32Sb0.68-Te-v-Te-Ge0.32Sb0.68-Te-Ge0.68Sb0.32-…* [49] 

        *Ge/Sb distribution varies from sources between 56:44 and 68:32 [52] 

        models with complete demixing[50, 51] can be considered outdated  [51]  

Ge3Sb2Te6 166 a = b = 4.189 Å c = 62.1700 Å � = β = 90° γ = 120° 
 -Ge0.73Sb0.27-Te-Ge0.77Sb0.23-Te-Ge0.55Sb0.45-Te-v-Te-Ge0.55Sb0.45-Te-Ge0.77Sb0.23-Te-

… [35] 

Ge1Sb4Te7 164 a = b = 4.2360 Å c = 23.7609 Å � = β = 90° γ = 120° 
 -Te-Ge0.15Sb0.85*-Te-v-Te-Ge0.16Sb0.84-Te-Ge0.38Sb0.62-Te-Ge0.16Sb0.84-Te-v-Te-

Ge0.15Sb0.85-… [54] 

        *very low Ge concentrations may indicate a Sb2Te3 - Ge1Sb2Te4 superstructure   
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Appendix B: TEM specimen preparation by focused ion beam methods 

The sample preparation process is of critical importance in order to obtain the best 
possible results from an electron microscopy study. The transmission geometry 
necessitates the manufacture of very thin cross-sections. Specifically, absorption and the 
complexity of dynamical scattering effects demands that foil thicknesses remain well 
below the mean free path of electrons at the chosen acceleration voltage. While in 
principle, for best point resolution in purely imaging oriented studies, the thinnest 
obtainable samples are ideal, some other practical aspects impose a lower limit on the 
desired thickness. The region of preparation artefacts near the free surfaces remains 
largely constant for a given preparation step, and the defective volume fraction thus 
increases with reduced sample thickness. Additionally, the finite detector sensitivity both 
in a charge-couple array (CCD) and a semiconductor-scintillator plate detector necessitate 
an appropriate minimum signal to noise (S/N) ratio in order to avoid long averaging times 
which are associated with increased beam damage and drift phenomena. Lastly, analytical 
methods such as electron energy loss spectroscopy (EELS) and EDX require a significant 
sample volume to generate statistically meaningful signal counts within a reasonable 
timeframe. Conversely, while EDX signals are continuously improved by increased 
sample volumes since most X-ray photons can escape thin samples without further 
interaction, the large beam convergence angles used in STEM lead to a broadening of the 
beam for interactions occurring far away from the focal disc. The depth of focus can be 
estimated by the FWHM of the probe extension along beam direction[228]: 
 

ÃLÄ²Å w ��77� �̂/ (B.1) 

 

Here, ^ denotes the relativistic wavelength of the electrons and � the convergence 
semiangle of the probe. For a primary beam energy of 300 keV and a half-convergence 
angle of 25 mrad typical for Cs-corrected high-resolution STEM, the depth of focus thus 
can reach close to 3 nm beyond which the probe intensity distribution significantly 
broadens. In incoherent thermally diffuse scattering (TDS) STEM imaging from high 
angles, the depth of focus can result in an increased diffuse background contribution as 
well as nonlinear variations in scattering intensities at small sample thicknesses, while the 
inelastic interaction with neighbouring atoms results in a loss of resolution in EDX. 
Strong electron channelling in highly oriented crystalline samples can furthermore 
significantly enhance the localization of the probe within specific atomic columns[229, 230], 
however the dynamical effects then complicate the quantification of EDX results since 
uniform standard Cliff-Lorimer factors can no longer be strictly applied. Thus, small 
convergence angles and off-axis orientations are sought for easy EDX analysis, which 
runs directly counter to the requirements for atomic resolution STEM. Similarly, the finite 
inelastic cross-sections for energy loss processes measured in EELS mean that high beam 
currents, significant sample volumes or long measurement times are required, while the 
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results are often readily interpretable only if single interaction events need to be 
accounted for, i.e. the sample thickness lies well below the electron mean free path. The 
most relevant example is the local thickness determination by EELS spectroscopy using 
the log-ratio method[123] which estimates the mean free path as: 
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F denotes a relativistic correction factor, E0 the primary beam energy, Em the mean 
energy loss without plural scattering and β the collection angle of the spectrometer 
entrance aperture. Mitchell in particular[231] discussed how dynamical diffraction effects 
can further impact the accuracy of the measurements in the log-ratio method, and 
experimental measurements using the software plugin described therein can deviate from 
real values by up to 20%. 
 
Thus, strong requirements need to be met in sample stability, uniformity, thickness 
control and fidelity to the initial sample structure. Ancillary demands include a well-
defined sample orientation, the ability to target particular features in the original 
specimen and, in modern Cs-corrector equipped analytical TEMs, ideally contain uniform 
amorphous or nanocrystalline structures for image and probe aberration correction, 
respectively. 
In this study in particular, the matter is further complicated by the metastability of 
amorphous and crystalline structures to be investigated. As was shown in the introductory 
section, the crystallization temperatures for the amorphous – cubic and the cubic – 
hexagonal transition of Ge2Sb2Te5 lie around 100 °C and 200 °C, respectively. Thermal 
treatment of the sample during preparation steps therefore needs to be virtually excluded 
if amorphous or metastable structures are of interest. The classical mechanical sample 
preparation consists of a series of steps designed to incrementally lower the cross-section 
thickness at one microscopic position of a macroscopic sample region by means of 
mechanical grinding, polishing and a final broad beam argon ion milling finishing. As 
such, it can influence the structure of the sample by a multitude of mechanisms. For one, 
cutting and grinding steps are accompanied by friction heating, as is evident in e.g. the 
necessity of water cooling in a diamond wire saw used during early preparation steps. 
Bonding of coated sample wafer pieces using two-component epoxy glue can require 
additional heating of the sample.  Furthermore, the mechanical shear stresses acting on a 
thin film coating during classical preparation can, on a microscopic scale, lead to extrinsic 
defect formation and on a macroscopic scale to delamination as shown in Figure B.1. 
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Fig. B.1: SEM secondary electron image of delamination of an amorphous GST coating 
from a silicon wafer substrate. Cracks in the surface, presumably partially due to thermal 
stresses in a relatively thick GST layer (200 nm), lead to easy detachment of thin film 
flakes from the substrate undergoing shear stress. The spherical particles embedded in the 
surface coating are micrometre scale droplets of target material that were in later 
optimized deposition processes vastly reduced. 
 
Lastly, the chemical agents required e.g. to dissolve wax used in some intermediate steps 
to temporarily fix the sample to a mounting can lead to unforeseen chemical surface 
damage to the sample, as shown in fig. B.2. The classical mechanical sample preparation 
has been successfully applied to stable trigonal phase and superstructured thin films 
elsewhere[232], and therefore need not be discarded entirely. Nevertheless, it is evident that 
the optimization of an alternative sample preparation process for metastable and 
amorphous PCMs is beneficial.  
While alternative classical preparation techniques exist that aim to minimize the 
mechanical work required, such as the small-angle cleavage technique[233], the samples in 
this study were prepared using subsequent steps of focused ion beam milling (FIB) with 
gallium ions at 30 keV and 5 keV (low-kV FIB) as well as focused argon ion thinning 
(Nanomill) at very low energies between 300 eV and 900 eV and low temperatures by 
liquid N2 cooling. A final reactive H2/O2 plasma cleaning step immediately precedes the 
transfer of the sample into the TEM instrument.  
FIB preparation of TEM specimens possesses many advantages that match the 
requirements introduced above. Using the focused gallium ion beam, specific regions of 
the specimen can be targeted for sample preparation with a resolution of less than a 
micrometre. A thin cross-section lamella from FIB can, under ideal conditions, be 
uniform in thickness over a width of up to 10 micrometre. 



A.5 

 
Fig. B.2: SEM secondary electron image of GST surface similar to Figure B.1, partially 
dissolved after being submerged in an acetone bath for about 1 min and subsequently 
dried in air. The original sample structure for TEM investigation is irredeemably 
destroyed. 
 
Protective surface layers consisting of nanocrystalline Pt or amorphous carbon can be 
deposited by the introduction of carrier gasses into the FIB beam path using a gas 
injection system (GIS). These structures are also ideal for Cs-correction in STEM and 
HRTEM, respectively. The sample preparation process using a Zeiss Auriga FIB-SEM to 
manufacture a cross-section lamella down to 100 nm foil thickness, and subsequently 
thinning the sample down to 30 nm or less using a Fishione Nanomill has been 
extensively documented and published[122]. It involves, as already indicated, the 
preparation of a FIB cross-section lamella with a FIB-deposited Pt surface protective 
layer. The lamella is then affixed to an Omniprobe   copper grid in the lift-out process and 
the thickness subsequently reduced down to the onset of electron transparency using 30 
keV gallium ions at 1.5° grazing incidence angle to the lamella. In the event that the 
substrate is electrically isolating, such as BaF2 and KCl, a conductive gold layer is 
electron-beam sputter-deposited onto the sample surface preceding the FIB process, thus 
minimizing charging effects during SEM imaging and FIB milling. The thickness of the 
lamella is further reduced in the low-keV thinning step down to about 100 nm (initial 
experimentally estimated thicknesses typically ranged between 100 nm and 150 nm) 
using a 5 keV gallium ion beam at 0.8 – 1.6° glancing angle tilt to beam, and then 
transferred to the Nanomill system. The Nanomill sample holder is cooled down to -185 
°C from a liquid nitrogen reservoir. In the Nanomill, the lamella is further thinned from 
both sides (front and back) with a scanned focused argon ion beam at 900 eV and 10° 
glancing angle tilt to the beam, typically for 15 minutes per side depending on the initial 
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estimated thickness, at about 60 pA beam current. The surface is further polished by 500 
eV or 300 eV argon ions for 20 minutes per side at the same tilt angle and similar beam 
currents. The resulting remaining sample thickness (see Figure B.3) is estimated by 
recording thickness maps from EFTEM, and the Nanomill process iteratively repeated if 
necessary. The choice of final ion energy depends largely on the expected structures to be 
investigated. While crystalline thin film samples can withstand 500 eV ions and display 
minimal surface amorphization of 1-2 nm at the sample edges, amorphous structures are 
treated with 300 eV ions in order to minimize implantation effects and crystal seed 
nucleation as far as possible. The thinning rates for GST strongly depend on the specific 
parameters used as well as the thin film composition, ranging from 0.8 nm/min for 
crystalline GST at 900 eV down to below 0.2 nm/min for amorphous GST at 500 eV or 
less. This introduces the central question that arises during energetic ion bombardment for 
TEM sample preparation: How the impact of ions modifies the sample structure and how 
the remaining influence of the preparation process can be estimated. 
 

 
Fig. B.3: Successive reduction of sample thickness by low-keV FIB thinning and argon 
ion milling. 
 
The effect of gallium ion irradiation on amorphous and crystalline GST thin films has 
been the investigative subject of previous literature. One such study observed the 
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crystallinity of GST by X-ray diffraction before and after ion implantation 
experiments[234]. Therefore, perpendicular incidence and comparatively high primary 
energies up to 120 keV were used. The authors concluded that a metastable cubic thin 
film of 16 nm thickness was entirely amorphized after a beam dose of 4 x 1013 gallium 
ions/cm² at 30 keV. They furthermore found that amorphous thin films increased in mass 
density from 5.5 g/cm³ in the as-deposited state by magnetron sputtering up to 5.83 g/cm³ 
after ion implantation and subsequent annealing without crystallization. And lastly, they 
described a significant increase in the crystallization temperature by 20 – 60 °C 
depending on implantation dose and species. This gives a first impression on the 
implantation and amorphization effect of energetic ions on GST. Some factors confound 
the comparison with the here presented preparation steps. For one, due to the scanning 
motion of the ion beam in FIB and Nanomill, the exact implantation dose is not known. In 
the Nanomill process in particular the beam spot is somewhat broad, and does not always 
hit the lamella exclusively. Secondly, the purpose of the ion thinning is to remove 
material from the sample surface by sputtering processes without strong implantation 
effects. Therefore the incident ion beam angles are shallow and the energies low. In order 
to assess the effects of the ion bombardment on the thin sample, three processes are thus 
of particular importance, the ejection of sputtered and reflected atoms and clusters, the 
implantation of ion species and disordering of the structure, and lastly the energy transfer 
to the sample and heat dissipation. 
In order to investigate these processes at least semi-quantitatively, SRIM (Stopping and 
Range of Ions in Matter)[124] calculations were performed for various ion species, primary 
energies and angles of incidence. The SRIM program uses a Monte Carlo approach to 
simulate a large number of collision cascades based on the binary collision 
approximation, and thus yields a statistical description of implantation and sputtering 
effects. As such, the required input parameters include displacement, lattice binding and 
surface binding energies. These are quantities that are not explicitly known for GST, in 
particular since each structural state should possess its distinct set of parameters. 
Furthermore, the SRIM calculations base their collision model on a continuous 
distribution in the target based on its mass density, disregarding crystalline lattice 
orientation effects such as forward channelling which can potentially result in deep 
implantation. Lastly, the calculations are always done under the initial conditions, while 
in practice a sputtering process from a compound target leads to a dynamical equilibrium 
state at the surface. While the incident ions lead to a disordering of the sample near the 
surface, the same region will be removed by the sputtering process. In ion implantation 
experiments, an analogous effect results in the steady state implantation profile. The 
experimentally observed amorphous surface layers therefore tend to be no thicker than the 
mean range of implanted ions. In the presence of preferential sputtering of one component 
over the other and a crystalline target, the sputtering processes predominantly occurs from 
an amorphized surface layer that is deficient in the preferentially sputtered species. 
Lastly, during the initial ion bombardment, existing surface oxidation can also lead to 
different sputtering behaviour than expected from the bulk material. The input parameters 
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for simulations were thus estimated from a uniform mixture of the pure components, and 
the results can only give an approximate impression of the relative sputtering yields, ion 
implantation range and energy transfer. 

 
Fig. B.4: Relative sputter yield from amorphous Ge2Sb2Te5 (top), total yield and 
implantation profile (bottom) for argon ions at 900 eV vs. glancing angle, fitted with a 
bicubic spline. 
 
In Figure B.4, the results for 900 eV argon ions at various glancing angles are illustrated. 
The top panel shows the dependence of sputter yield on incident angle. It can be seen that, 
for the chosen parameters, heavier species are more like to be sputtered from the surface, 
with Te being almost twice as likely as Ge even after correction for relative concentration 
in the sample. This leads to enrichment of Ge in the surface amorphization layer. The 
bottom panel of Figure B.4 shows a comparison of the total sputtering yield from 900 eV 
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argon ions with the mean implantation depth and extension (straggling) of the 
implantation profile. The implantation profile is shifted into the layer as the glancing 
angle increases, but generally only the top 2-3 nm are heavily impacted at the chosen 
energy. Nevertheless the subsequent 300-500 eV thinning step is beneficial to further 
reduce the resulting disordered surface volume. While this effect is small for low-energy 
ion milling since the majority of knock-on displacements and subsequent sputter ejections 
occur close to the surface, under heavy gallium bombardment at higher energies and bold 
angles to the surface, such as during the initial steps of the FIB process, both implantation 
and knock-on cascades reach significant depths in the sample. This leads to large 
disordered layers at the top of the thin film if left unprotected, which are rich in Ge and 
tend to oxidize under ambient conditions (see EDX Appendix C.3). A solution for this 
challenge was only found by depositing an additional amorphous LaAlO3 layer onto the 
GST thin film in vacuo during the PLD process. This capping layer both protects against 
further oxygen indiffusion and ion implantation, while having the additional advantage of 
being virtually transparent at wavelengths used for optical switching experiments and 
inhibiting evaporation.  
The dissipation of incident energy in the sample is certainly the most complex issue to 
consider. Not only is the dissipation dependent on sample geometry and transfer 
mechanism, but the total ion dose per unit time in a scanning focused ion probe with a 
realistic probe shape is difficult to extract. Since individual sample positions are only 
exposed in intervals, a dynamic equilibration of incident energy and heat dissipation over 
time will set in. In order to make any prediction about ion beam induced sample heating 
at all, in the following the edge case of static exposure to a high-energy ion current at 
bold incident angle is considered.  
Only a fraction of the incident ion kinetic energy is absorbed by the sputter ejection of 
material. The simulations predict that only about 5 % of the incident energy for light low-
energy ions and 15 % for heavy high-energy ions are transferred to sputtered species. The 
remaining energy loss is split between ionizations (ca. 20 – 25 %), generation of 
vacancies (ca. 7 %) and phonon excitations (ca. 70 – 75 %). Similarly, the thermal 
conductivity of amorphous and metastable GST is dominated by the phonon component 
kph, around 0.25 W/m*K to 0.45 W/m*K for amorphous and metastable GST, 
respectively, while the electronic contribution kel is an order of magnitude smaller. These 
are average literature values for the room temperature regime. The depth distribution of 
the phonon excitations by gallium ions at 90° is shown in Figure B.5.  
In the following, the exact distribution of excitations is disregarded, as is the decay of 
electronic excitations into thermal states. Rather, the simplifying argument is made that, 
in a thermally insulating UHV chamber, the vast majority of the phonon excitations 
originating from the collision cascades need to traverse a volume close to the thin film 
surface in order to dissipate towards the heat sink. The ion current density in the FIB 
beam as well as the dose rate is required in order to be able to estimate the flux of energy 
input. 
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Fig. B.5: Phonon excitations by gallium ion irradiation at 90° glancing angle. The vast 
majority of phonons are generated by recoil collisions, and thus the curve approximately 
follows the DPA profile. 
 
The probe size in the FIB is dependent on the desired current, with typical values around 

25 nm probe diameter at 50 pA current for imaging and 1.8 µm diameter at 12 nA for 
milling at 30 keV. In Figure B.6, the lateral beam size can be estimated to 344 nm at 600 
pA. If the probe shape at low currents is approximated to a cylindrical top-hat function 
with radius of the probe FWHM, the current equals to 6.46 x 10-15 A/nm². 
In a liquid gallium ionization source of the type used in the Zeiss Auriga FIB, the charge 
particle distribution at operating voltages is heavily skewed towards single charge ions, 
with [Ga2+]/[Ga+] ca. 10-4 [235]. The current densities given above can thus be converted 
to ion dose rates with single elemental charges, yielding 4.035  x 104 ions/nm²s. 
If one could simplify the problem to a plane geometry by averaging the individual phonon 
excitation cascades to a macroscopic uniform heat source (i.e. a 2D heat source on top of 
a thin film of known thickness and composition, on a bulk heat sink at room temperature 
and surrounded by a thermally insulating vacuum), a 1D steady state heat conduction 
equation would be used to predict the temperature increase ∆T: 

∆� = JÌ ½@2HC/©ÆÍX (B.3) 

Here, JÌ  denotes the energy influx to the surface layer per unit area, tfilm the film thickness 
and A in this case the unit area i.e. 1 nm². Inserting values from above for a 100 nm thick 
amorphous GST film and taking the entire energy transfer to phonons per incident ions 
into account, about 19.125 keV/ion or 3.06 * 10-15 J/ion at 30 keV primary ion energy, 
one obtains ∆T = 49 K, which is larger than the range of similar reported values[236] due 
to the low thermal conductivity of the layer material and the above discussed 
approximations. In this case the ion beam would not be scanned over the surface but 
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rather be static at one point, and the heat source describes an intifisimal layer depth below 
the excitation volume. Since in reality the heat flow from a spot source also occurs in 
radial direction, and the true dose rate during the scanning motion is lower, real values for 
the local temperature increase can be expected to be much lower. At 600 pA and 30 kV 
milling, typical values for the scanning motion are 100 µs pixel dwell time and 200 % 
pixel fill factor meaning ratio of spot area to pixel size i.e. every pixel gets effectively 
exposed roughly twice. The dose rate for the above values even in the extreme example of 
a repeated line scan such as in Figure B.6 would thus be considerably lower (by two 
orders of magnitude), and each position would have about 1.5 milliseconds between 
exposure intervals to freely radiate heat. 
 

 
Fig. B.6: Cross-sections of FIB trenches with 30 keV Ga+ beam. Asymmetric beam 
profiles at 12 nA beam current (left) and symmetric profiles at 600 pA beam current 
(right). The times indicated correspond to the total milling time of a single pixel wide and 
10 µm long line object. The dark streaks in the bulk of the cross-section may result from 
channeling in the (111) oriented silicon wafer. 
 
It is also important to note that this approach is only reasonable if ksubstrate >> kfilm, and on 
a thermal insulator such as BaF2 the thin film may experience additional heat buildup. 
Furthermore, in the case of a thin cross section such as during low-keV thinning, or for 
very thin films, the geometric thickness approaches the mean free scattering length of the 
phonons which results in an overall lower thermal conductivity than in the bulk material. 
A complete description of focused ion beam induced sample heating by ab-initio or finite 
elements approaches is unfortunately still lacking in part due to the large uncertainties 
regarding transfer mechanisms, and most published work is limited to experimental 
studies of its effects. Since the plane geometry models the 30 keV direct incidence case, it 
may still give an impression of the upper boundary for the expected temperature increase 
in the sample. Nevertheless, even small increases in temperature, if prolonged, can lead to 
the modification of metastable amorphous and crystalline GST. The final thinning steps 
were thus performed under liquid N2 cooling of the sample stage, and the expected 
sample preparation artefacts are therefore limited to ballistic knock-on effects near the 
surface. 
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Fig. B.7: Secondary electron images from cross-section lamella of GST on BaF2 with thin 
conductive Au coating and sacrificial Pt buffer, in the FIB-cut trench before liftout (left) 
and affixed to an Omniprobe Cu grid (right). The thick frame left after low-keV Ga+ 
thinning promotes mechanical stability of the sample. 
 
While under ideal conditions the FIB + low-keV process yields excellent results (see 
Figure B.7), it is necessary to mention two focused ion milling artefacts that can 
negatively impact the final sample. For one, re-deposition of sputtered material can lead 
to surface contamination by adsorption of sputtered species. The source of re-deposition 
can be twofold. In cases where the ion beam does not hit the lamella exclusively, but 
rather also skirts the copper grid or the back-wall of a trench during different preparation 
steps, some amount of foreign material may be sputtered towards the sample. This type of 
extrinsic contaminant is significantly reduced by subsequent low-keV thinning steps, but 
residual surface contaminants can appear as background signal in chemical mappings. 
The other source of redeposition is intrinsic to the sample geometry. A cross-section 
lamella of a thin film coating consist of a stack of different layers, e.g. Pt buffer layer, 
LaAlO3 capping layer, GST thin film coating and Si substrate. Each individual layer 
possesses a distinct sputtering coefficient for the chosen set of parameters. This can result 
in surface steps at interfaces between harder and softer materials. If the ion beam hits 
such a feature in the surface topography at a shallow incident angle, some material from 
the softer layer that is sputtered in forward trajectory may then become absorbed on the 
sloped face of the surface step, or some material that is removed from the slope in the 
harder layer may be ejected back in the direction of the softer layer. This process can be 
enhanced at low sample temperature due to the enhanced sticking coefficient of sputtered 
species with low energies onto the surface. 
The effect is most prominent at the interface between the single-crystalline substrate and 
a soft amorphous layer. Intrinsic redeposition in GST-Si coatings of GST onto the 
substrate can be pronounced, however since the substrate is usually not of particular 
interest for the investigation except for its general crystallographic orientation, does not 
necessarily have a major impact on the results. 
 



A.13 

 
Figure B.8: BF-TEM image of amorphous GST coating on Si substrate with native SiOx 
interface layer, after initial low-keV argon ion thinning. Black arrows indicate slight 
curtaining, while the fringes at the substrate interface indicated by the red arrow result 
from the local thickness gradient at the interface edge. Grainy features on the substrate 
surface of the lamella can be partially related to re-deposition effects. 
 
The curtaining effect refers to periodic variations in local thickness of a uniform layer 
which align with the microstructure in the layer above (see Figure B.8). Various 
mechanisms can be responsible for curtaining effects in FIB preparation. The beam tails 
overlap when the pixel fill factor is chosen such that the beam positions are closely 
spaced, potentially leading to enhanced sputtering in the overlap regions, while a too 
large spacing can lead to deficient sputtering in-between beam positions. In the presence 
of multiple crystalline grains of random orientation, selective ion channelling along 
crystallographic axes can lead to oriented removal of material in some grains. The most 
relevant process for the case of GST with a Pt buffer layer on top is the uneven removal 
of material in the presence of density variations in the nanocrystalline top layer. Denser 
regions are sputtered more slowly, and at shallow angles the ion beam will be shadowed 
by the resulting topography, thus projecting the uneven thinning of the buffer layer onto 
the nominally uniform thin film coating. Curtaining can be reduced by back-side ion 
milling[237], however the effect is only pronounced in amorphous GST (where the 
absolute sample thickness is not as important) while crystalline samples are typically 
largely uniform.  
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Appendix C: Supplementary figures 

 
Appendix C.1: Interface roughness evaluation, carried out on a DF-TEM image of a 
columnar textured GST thin film (a). A minimum level of image contrast is required. The 
image is then binarized around the brightness level at the interface (b), and subsequently 
gradient (Sobel) filtered (c). A profile perpendicular to the mean interface orientation then 
yields a distribution of interface positions across the profile integration width (graph 
bottom right). The intensity distribution of a similar profile across the unprocessed image 
is shown for comparison (bottom right), as well as FWHM fittings of a simple Gaussian 
roughness model.   
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Appendix C.3: EDX mappings of microvoid in annealed GST225 thin film (chapter 3.2). 
The Ge/O and Ge/Te maps indicate slightly more Ge (blue) at the LaAlOx interface and 
inside the void, which correlates with a rise in the Oxygen signal. Presumably, Ge 
segregates at the interface and open surface and oxidizes after the lamella is exposed to 
ambient air. The overall composition within the bulk of the thin film (Ge:20.3 Sb:23.6 
Te:55.9 [at.%]) still matches the as-deposited composition (chapter 3.1) reasonably well, 
with about 1-2 at.% of Ge and Sb (within the margin of error) less in the post-annealing 
GST compound.   
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Appendix C.4: Blurred convergent electron beam diffraction pattern recorded from the 
CCD while scanning the beam over a small focus area in a crystalline thin film at large 
defocus (left). Dashed green line marks the edge of the HAADF detector plate, 
corresponding to 40 mrad at the chosen camera length. Simulated LACBED pattern of 
[110] zone axis cubic GST (top right) and corresponding ZOLZ deficiency lines (bottom 
right), calculated with the JEMS software by P. Stadelmann. Solid black (left) and red 
(top right) lines mark similarities in Kikuchi features, useful for adjusting the zone axis 
orientation. 
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Appendix C.5: Comparison of HAADF (left, 80 - >200 mrad) and ADF (right, 19.1 – 80 
mrad) STEM images acquired in parallel from sample annealed at 250 °C. In the Z-
contrast image from high-angle scattering, only one lattice defect (stacking transition, 
marked by red arrow) is readily visible. The ADF image also includes coherent scattering 
contributions. As a consequence, lattice distortions can result in strong ADF contrast 
changes, while the same only result in a more diffuse HAADF contrast. ADF contrast is 
however also more sensitive to defocus changes and amorphous contributions, and the 
atomic structure in the stacking defect is not as clearly resolved as in the HAADF image. 
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Appendix C.6: SEM image (SE detector) of uncovered GST thin film on Si/SiOx after 
annealing at 300 °C. The material has delaminated and is crystallized into a dense needle-
like morphology. In addition, material is lost to evaporation in the vacuum oven, 
predominantly from the Germanium component. 
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Appendix C.7: HAADF (80 – 200 mrad) and ABF (0 – 10 mrad) images of GST sample 
annealed at 290 °C, acquired in parallel. The right half of the HAADF image shows the 
unprocessed HAADF signal, while the left half as well as the ADF image were FT-
filtered (Radial Difference Filter). Red arrows indicate the same layer position in both 
images, exhibiting unexpected weak intensity in the nominally empty vacancy gaps. In 
the ABF signal, the contrast is inverted and predominantly composed of coherent 
scattering contributions as well as the transmitted beam (i.e. maps the loss of primary 
beam intensity due to coherent scattering). The image is slightly distorted due to non-
linear drift. The additional intensity in the vacancy gaps may originate from diffusive 
material transport between building blocks, although this is not conclusive due to the 
large lamella thickness (55 nm) in conjunction with a minimal tilt out of the [01-10] zone 
axis and residual condenser astigmatism. A further alternative explanation would be that 
de-channelling and defocus effects are more readily visible at this large lamella thickness, 
however contrast delocalization due to de-channelling in image simulations is typically 
predominantly observed between neighbouring fully occupied layers within one building 
block, while additional HAADF intensity from the sample past the depth of focus (about 
4 nm) should only result in an increased diffuse background (as can be seen in the 
noisiness of the unprocessed image). 
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Appendix C.8: NBD-STEM overview image (HAADF) of GST thin film with LaAlOx 
cover layer, annealed at 320 °C (top), and two selected NBD patterns from positions 
marked in the image, corresponding to the two grains adjoined by the grain boundary 
shown in  Figure 3.38. The sample is oriented in Si(111) substrate zone axis parallel to 
the surface and both grains are thus tilted out of GST zone axis, by approximately similar 
angles (as can be seen by the Kikuchi bands schematically indicated by the dashed red 
lines). The closest low-index zone axis however appears to be dissimilar, as confirmed by 
the subsequent high-resolution investigation. 
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 Appendix C.9: EDX-linescan of rel. at.% composition measurement from oriented thin 
film on cleaned Si(111), deposited at 185 °C, and corresponding HAADF image below. 
Composition profiles are averaged over 7 adjacent measurement points in order to reduce 
noise spikes. While the composition within the thin film (right half of the plot) roughly 
matches the target composition, significant deviations in Te, Ge and Sb content are 
visible in the top 3-5 nm near the surface (left side of plot). In particular, a slight drop in 
the Ge content followed by a marked increase at the very surface indicates at Ge 
depletion zone and Ge-rich surface layer. The sharp increase in Oxygen content at the 
surface can be attributed to post-deposition oxidation of the Ge-rich surface layer in 
ambient air, since the sample was not subsequently covered by a LaAlOx protection layer. 
The EDX evaluation of light elements in compounds, and thus the O-K peak, by the Cliff-
Lorimer method[238] is however less precise due to the lower fluorescent yield compared 
to heavy elements. The particular behaviour of Ge depletion and surface layer formation 
is enhanced at deposition temperatures above 220 °C. 
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Appendix C.10: EDX linescan across interface between GST thin film and substrate, 
deposited at 185 °C. In order to minimize beam damage, a relatively short acquisition 
time was chosen (2 min, scanning across 200 points in a line with an 18 s dwelltime), 
which however lead to statistical noise in addition to the residual spatial drift. Profiles as 
shown were thus averaged over 5 adjacent measurement points, and indicate a small 
excess of Te in the surface passivation layer.  
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Appendix C.11: Simulated HAADF-STEM image (C2 = 25 mrad, Detector = 80 - 200 

mrad, defocus = -2 nm) of idealized defect structure model in V�������projection, based on 
the GST225 model by Urban et.al. The observed gradual change in scattering intensity 
approximately matches the experimental data, although real defects may extend the lattice 
distortion in the defect core over multiple adjacent positions. 
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Appendix C.12: Columnar grain deposited at 110 °C onto cleaned Si(111), as seen in 
Figure 3.44. 
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Appendix C.13: HRTEM view of interface between cleaned Si(111) and GST thin film 
deposited at 185 °C, as seen in Figure 3.51. 
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Appendix C.14: 0° rotation CSL between Si(111) (blue spheres) and GST(0001) (red 
spheres) Te-Te planes. 



A.27 

 

Appendix C.15: 3° rotation CSL between Si(111) (blue spheres) and GST(0001) (red 
spheres) Te-Te planes. 
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Appendix C.16: 8° rotation CSL between Si(111) (blue spheres) and GST(0001) (red 
spheres) Te-Te planes. 
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Appendix D: Grain boundary symmetry between trigonal 
lattices 

In the presented case (Figure 3.37), one grain is tilted in zone axis V������ projection, 
while it can be seen that the densely occupied planes in the second grain are inclined 
towards the first, within the image plane, by 54°. The second grain however is also 
rotated out of the zone axis of the image plane, and the grain boundary does not run 

exactly along the (���) ≙ (�����9) planes of the first but rather at an out-of-plane tilt 
angle resulting in the gradual change in background intensity at the edge of the grain, 
where the two overlap. Comparing the width of the edge region (variable, ca. 2.5 nm on 
average) with the depth of field at the chosen microscope settings (≈ 3 nm under ideal 
conditions at 25mrad C2 aperture and 300 kV acceleration voltage[152, 239]) lets one 
approximate the angle between the projection plane and the grain boundary to measure 

½�6#,Î��5 �( Ï w 4�°, however the contrast region at the grain interface is not well 

defined and the depth resolution of the microscope is based on a rough approximation, 
and such an  
estimate may prove unreliable. Nevertheless, from the contrast behaviour and the visible 
faceting the conclusion lies close that the grain boundary cuts across the image at an 
oblique angle along one specific set of planes of the left-hand grain (see Figure D.1), in a 
faceted arrangement so as to retain the overall grain boundary direction. For a more exact 
description of the grain boundary symmetry it would be necessary to tilt the sample until 
the incident beam direction runs along the grain boundary, and additionally to tilt both 
grains into low-index zone axis. This is unfortunately hindered by the distance of the 
objective pole pieces in the microscope and the specific sample holder in use, which limit 
the maximum tilt angle of the sample holder. It may be reasonable to assume that the 

diffuse lines seen in the right-hand side grain result from the (������) planes since their 
spacing (0.31 nm) approximately matches the predicted value (0.309 nm). Furthermore 

the rotation angle between the zone axis vector [110] ≙ V������ and a low-index viewing 

direction down a (����) ≙ (������) plane, e.g. [031] ≙ V������� is roughly 54°, and it is 
possible that the right-side grain in the image is close to the latter projection (in which a 

strong overlap between neighbouring atoms results in a diffuse line along the (������) 
plane. The residual miss-orientation between neighbouring grains results in local strain at 
the grain interfaces, which in turn facilitates the formation of the observer correlated 
stacking defects and twin structures possible due to the weak bonding interaction across 
the intrinsic vacancy gaps. 
The preferred grain boundary orientation is further illustrated in Figures D.2 – D.3, 
expanding on the above discussed sets of planes and zone axis projections. From the 

schematic view down a V��� � �� � projection (Figure D.2), it can be seen that the most 
probable candidate for a low-index, high-symmetry plane of the left-hand grain in the 
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grain boundary is the (023) ≙ (�����) plane which runs at a 34° angle to the [110] 
projection plane. The orientation of the right-hand grain cannot be refined further from 
the STEM image in Figure 3.38, however if it does match the [031] zone axis orientation, 

then the (�����) planes would be the closest low-index planes to the 34° angle of the left-
hand grain (Figure D.3). These planes however do not fit well into a low-Σ CSL due to 
their differing in-plane symmetries and the complex stacking of the trigonal lattice (see 
Figure D.4). Provided that the grain orientations and interface planes were identified 
successfully, which for the right-hand grain is not certain, this would indicate that the 
grain boundary itself is not stabilized significantly by octahedral bonding arrangements 
across the interface.  
 
 
 
 

 
Fig. D.1: Lattice model of 2x2x2 trigonal unit cells of GST225, in [110] ≙ V������ 
projection. The dashed red lines indicating (����) ≙ (�����) planes correspond to the 
dashed lines in the top-right panel and partially to those in the bottom-right panel of 
Figure 3.37. 
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Fig. D.2: Lattice model from Figure D.1, viewing direction rotated by 90° around the (��� � �������) vector into (��� � �� ) projection. The (023) planes indicated by dashed orange 
lines are a strong candidate for the grain boundary interface due to their low-index 
symmetry and appropriate angle towards the [110] projection plane. 
 
 
 

 
Figure D.3: Lattice model of 2x2x2 trigonal unit cells, analogous to Figure D.1. Zone axis 

projection [031] ≙ V������� (top) approximately matches the contrast features of the right-

hand grain in Figure 3.37, although (����) planes appear diffuse in the HAADF image 
due to overlapping columns. Rotating the model around the [210] vector by 36° results in 

the V����� zone axis projection (bottom), possibly corresponding to the view down the 
grain boundary in the right-hand grain and matching the above described 34° angle 
between image projection plane and grain boundary orientation well. 
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Appendix D.5: Overlay of one (�����) (green circles) and one (�����) (red circles) plane 
within the hypothetical grain boundary. Large circles correspond to Te atoms, 
intermediate ones to Sb-rich positions and small circles to Ge-rich positions. No low-Σ 
CSL arrangement is readily visible in which all positions conform to octahedral 
arrangements. While small rotation or shift rearrangements may improve the symmetry 

match, the underlying in-plane geometries (hexagonal for (�����) and tetragonal for 

the(�����) plane) as well as the intrinsic vacancy gaps crossing the (�����) plane make a 
high-symmetry arrangement very unlikely. Furthermore such small reorientations should 
not exceed 3° since otherwise the experimentally observed contrast features (Figure 3.37) 
would no longer match. 
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Appendix E: Script code for intensity ratio evaluation 

// This script is a quick fix to create intensity ratio maps from Digital Micrograph images 
// and was written and tested in the DGM 2.11.1404.0 script environment. 
// It is by no means optimized. The routine to read three image coordinates from the  
// mouse pointer position is adapted from D.G.Mitchells “measure angles” script (see 
// DGM script database online). 
 
// Call image, create display object and image document, create dialog, declare variables 
 
image frontimage := GetFrontImage() 
imageDisplay img_disp = frontimage.ImageGetImageDisplay(0) 
imageDocument  img_doc=getfrontimagedocument() 
documentwindow img_win=ImageDocumentGetWindow(img_doc) 
showimage(frontimage) 
updateimage(frontimage) 
number zoom=0 
zoom=getzoom(frontimage)  
string imagename=getname(frontimage) 

 
number xsize, ysize, mousex, mousey 
getwindowsize(frontimage, xsize, ysize) 
okdialog("Define three points of the lattice (origin first) by hovering the cursor and hitting space, 
move on to next step by hitting space again. Note the total spacing!") 
updateimage(frontimage) 
number annotationID 
number n, mouse_win_x, mouse_win_y 
number img_view_t, img_view_l, img_view_b, img_view_r 
number v2w_off_x, v2w_off_y, v2w_scale_x, v2w_scale_y 
number img_win_t, img_win_l, img_win_b, img_win_r 
number i2v_off_x, i2v_off_y, i2v_scale_x, i2v_scale_y 
number i2w_off_x, i2w_off_y, i2w_scale_x, i2w_scale_y 
number mouse_img_x, mouse_img_y 

 
// Loop to mark the three points of interest 
 
for(n=1; n<4; n++) 
 { 
  While(getkey()!=32) 
   { 
   windowgetmouseposition(img_win, mouse_win_x, mouse_win_y) 
   } 
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// The transformation is to map screen to image coordinates  
 
img_disp.ImageDisplayGetImageRectInView( img_view_t, img_view_l, img_view_b, 
img_view_r ) 
img_doc.ImageDocumentGetViewToWindowTransform( v2w_off_x, v2w_off_y, v2w_scale_x, 
v2w_scale_y ) 
ObjectTransformTransformRect( v2w_off_x, v2w_off_y, v2w_scale_x, v2w_scale_y\ , 
img_view_t, img_view_l, img_view_b, img_view_r\ , img_win_t, img_win_l, img_win_b, 
img_win_r ); 
img_disp.ComponentGetChildToViewTransform( i2v_off_x, i2v_off_y, i2v_scale_x, i2v_scale_y 
) 
ObjectTransformCompose( v2w_off_x, v2w_off_y, v2w_scale_x, v2w_scale_y\ , i2v_off_x, 
i2v_off_y, i2v_scale_x, i2v_scale_y\, i2w_off_x, i2w_off_y, i2w_scale_x, i2w_scale_y ) 
ObjectTransformUntransformPoint( i2w_off_x, i2w_off_y, i2w_scale_x, i2w_scale_y\ , 
mouse_win_x, mouse_win_y, mouse_img_x, mouse_img_y ); 
mousex=mouse_img_x 
mousey=mouse_img_y 
   
string annotationstring=""+n 
annotationID=createtextannotation(frontimage, mousey, mousex, annotationstring) 
setnumbernote(frontimage, "Angles:Annotation no "+n, annotationid) 
SetAnnotationBackground( frontimage, annotationID, 1 ) 
SetAnnotationFont( frontimage, annotationID, "helvetica") 
SetAnnotationJustification(frontimage, annotationID, -1) 
SetAnnotationSize( frontimage, annotationID, 12 ) 

 
// Information on the position of the pointer is stored as an image tag 
   
setnumbernote(frontimage, "Angles:"+annotationstring+" X position = ",mousex) 
setnumbernote(frontimage, "Angles:"+annotationstring+" Y position = ",mousey) 
updateimage(frontimage) 

 } 
 
// Loop ends 
// Data on the position of the marked points is retrieved from the image tags 
 
number x1, y1, x2, y2, x3, y3 
getnumbernote(frontimage, "Angles:1 X position = ",x1) 
getnumbernote(frontimage, "Angles:1 Y position = ",y1) 
getnumbernote(frontimage, "Angles:2 X position = ",x2) 
getnumbernote(frontimage, "Angles:2 Y position = ",y2) 
getnumbernote(frontimage, "Angles:3 X position = ",x3) 
getnumbernote(frontimage, "Angles:3 Y position = ",y3) 

 
// Data is output to the results window and onto the image 
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documentwindow reswin 
result("Image Name = "+imagename+"\n \n") 
updateimage(frontimage) 

 
// Pressing the space bar removes all the annotations on the image and deletes the tags 
 
While(getkey()!=32) 
 { 
 } 
for(n=1; n<4; n++) 
 { 
  getnumbernote(frontimage, "Angles:Annotation no "+n, annotationid) 
  deleteannotation(frontimage,annotationid) 
 } 
deletenote(frontimage,"Angles") 
openandsetprogresswindow("","","") 

 
// x1,x2,x3,y1,y2,y3 are read by the main script (i.e. most code above could be 
// encapsulated in an object ) 
// Create lattice vectors from positions 1,2,3 
// Create offset vectors by asking for the lattice periodicity along both vectors 
 
number multiple1, multiple2 
getnumber("Multiples of vector 1:", 1, multiple1) 
getnumber("Multiples of vector 2:", 1, multiple2) 
number vector1x, vector1y, vector2x, vector2y 
vector1x=x2-x1 
vector1y=y2-y1 
vector2x=x3-x1 
vector2y=y3-y1 
number shift1x, shift1y, shift2x, shift2y 
shift1x=(vector1x/multiple1) 
shift1y=(vector1y/multiple1) 
shift2x=(vector2x/multiple2) 
shift2y=(vector2y/multiple2) 

 
// Write vector parameters (in image scale units) to the results window for confirmation 
 
number scalex, scaley 
number length1v, length2v 
string unitstring 
getscale(frontimage, scalex, scaley) 
getunitstring(frontimage, unitstring) 
length1v=sqrt((shift1x*shift1x)+(shift1y*shift1y)) 
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length2v=sqrt((shift2x*shift2x)+(shift2y*shift2y)) 
 
result("Origin set at ("+x1*scalex+" , "+y1*scaley+") ["+unitstring+"] \n") 
result("Vector1 is ("+shift1x*scalex+" , "+shift1y*scaley+") ["+unitstring+"], length is 
"+length1v*scalex+" ["+unitstring+"] \n") 
result("Vector2 is ("+shift2x*scalex+" , "+shift2y*scaley+") ["+unitstring+"], length is 
"+length2v*scaley+" ["+unitstring+"] \n \n") 

 
// Confirm vectors or accept manual input (if e.g. a previous map should be recreated with 
// a different offset multiplier) 
 
number manual 
getnumber("Image shift parameters have been written to results window. Substitute manual 
values instead? (1=true / 0=false) ", 0, manual) 
if(manual==1) 
 { 
 result("Manually adjusting vectors. \n In case of sublattice off-centering, measure offset 
from line profiles along vector1/2 and adjust so that new length fits desired image displacement. 
\n Keep in mind that only some image shifts may be useful in case of asymmetry. \n \n") 
 getnumber("Vector1 x-component ["+unitstring+"]: ", shift1x*scalex, shift1x) 
 shift1x=shift1x/scalex 
 getnumber("Vector1 y-component ["+unitstring+"]: ", shift1y*scaley, shift1y) 
 shift1y=shift1y/scaley 
 getnumber("Vector2 x-component ["+unitstring+"]: ", shift2x*scalex, shift2x) 
 shift2x=shift2x/scalex 
 getnumber("Vector2 y-component ["+unitstring+"]: ", shift2y*scaley, shift2y) 
 shift2y=shift2y/scaley 
 } 

 
// Ask for highest intensity limit of the weak sublattice (+ noise level) 
// Doing this manually is not ideal, since it needs to be measured beforehand 
// Should be the easiest next fix, from local maxima in a bimodal histogram 
// Ask for manual background level or substitute the background level with the constant  
// global minimum. A more complex background model (e.g. a 2D spline fit between 
// minima of sectors) would be much preferable in the case of inhomogeneous images 
 
number limit, background 
getnumber("Upper intensity limit for weak sublattice (below will be truncated). \n HAS to lie 
above background.", 0, limit) 
getnumber("Constant (global) minimum background subtraction? (1=true / 0=manual background 
level) ", 0, background) 
image workingimage=frontimage 
if(background==0) 
 { 
 getnumber("Specify constant background level manually:", 0, limit) 
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 workingimage=workingimage-min(workingimage) 
 }  
if(background==1) 
 { 
 limit=limit-min(workingimage) 
 result("Global minimum background is "+min(workingimage)+" \n \n") 
 workingimage=workingimage-min(workingimage) 
 } 

 
// Create four intermediate output images, each from a shift along plus or minus one 
vector 
 
image out1=workingimage 
image out2=workingimage 
image out3=workingimage 
image out4=workingimage 
out1=offset(workingimage, shift1x, shift1y) 
out2=offset(workingimage, shift2x, shift2y) 
out3=offset(workingimage, (-1)*shift1x, (-1)*shift1y) 
out4=offset(workingimage, (-1)*shift2x, (-1)*shift2y) 

 
// Create binary mask of the strong sublattice, apply mask to intermediate images 
 
out1=out1*tert(out1<limit, 0, 1) 
out2=out2*tert(out2<limit, 0, 1) 
out3=out3*tert(out3<limit, 0, 1) 
out4=out4*tert(out4<limit, 0, 1) 

 
// Create four intermediate ratio maps by division with original 
 
out1=out1/workingimage 
out2=out2/workingimage 
out3=out3/workingimage 
out4=out4/workingimage 

 
setunitstring(out1, unitstring) 
setscale(out1, scalex, scaley) 
setname(out1, "Shift by +vector1") 
setunitstring(out2, unitstring) 
setscale(out2, scalex, scaley) 
setname(out2, "Shift by +vector2") 
setunitstring(out3, unitstring) 
setscale(out3, scalex, scaley) 
setname(out3, "Shift by -vector1") 
setunitstring(out4, unitstring) 
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setscale(out4, scalex, scaley) 
setname(out4, "Shift by -vector2") 

 
// Show intermediate images 
 
showimage(out1) 
showimage(out2) 
showimage(out3) 
showimage(out4) 
 

// Create final intensity ratio map, show image, exit 
 
workingimage=(out1+out2+out3+out4)/4 
setunitstring(workingimage, unitstring) 
setscale(workingimage, scalex, scaley) 
setname(workingimage, "4-image average result") 
showimage(workingimage) 
 
exit(0) 
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