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Abstract

In silico design of molecules usually implies an inverse strategy, starting from desired properties and inferring molecular systems that realize them. Inverse problems, however, are hard to solve in practice. One feasible approach is to do a forward sampling by starting from many well-chosen and chemically meaningful systems and calculating the property in question directly, and then selecting the system coming closest to the desired property value. Naive realizations of this forward strategy fail because chemical space is vast even for small compounds, which makes complete enumerations and deterministic global optimization impossible. Thus, additional ingredients are necessary such as (1) imposing abstractions in chemical representation in order to further shrink and simplify the search landscape and (2) leveraging unbiased metaheuristical optimization algorithms that avoid complete enumeration.

One specific composed property of chemical matter is the catalytic impact it could exert on chemical reactions. Finding such suitable systems for catalysis and understanding these poses one of the essential issues for chemists.

In this context, the long-term goal of this Thesis is to develop a general framework which tackles the design of molecular systems for an optimal catalytic effect onto arbitrary chemical reactions. For any given reaction, an arrangement of an additional molecular framework around this reaction center is sought such that the energetic reaction barrier is lowered as much as possible. Thus, for item (1), the so-called globally optimal catalyst (GOCAT) model is introduced, and for item (2), evolutionary algorithms (EAs) are harnessed as implemented in our global optimization suite for chemical problems, ogolem, which was highly extended to allow for these catalysis optimizations. Starting with a maximally reductionistic approach for studying the non-bonding interactions, electrostatic GOCATs are introduced that consist of arbitrary numbers, distributions and strengths of partial point charges around reacting molecules, mostly surrounding these on a common exposed surface. Selected proof-of-principle reactions with known catalytic trends are studied, by using different flavors of objective functions that must be defined for the catalytic enhancement. This ranges from a simple Menshutkin reaction with a clearly anticipated trend of the catalytic effect, to more subtle reactions, such as a Diels–Alder reaction. In the latter case, full re-optimizations of the reaction path within the catalytic surrounding are allowed, which can even result in mechanistic changes of the reaction. Moreover, some enzymatic reactions and steps in transition-metal catalytic cycles are also touched upon. The respective analysis and the understanding is facilitated by methods from inferential statistics and machine learning. In the current state, this framework allows to encode almost any energy and gradient property into the objective function and to optimize GOCATs for electrostatic interactions in order to alter the reaction profile on an effective potential energy surface. This is also in line with recent studies about pure electrostatic catalysis in both the computational and experimental realms. In fact, the general GOCAT model is intended to successively be improved with more complex interaction centers such as van-der-Waals centers, H-bond donors/acceptors, etc., also including bonding interactions, and, finally, to translate these abstract embeddings in a subsequent step to molecular realizations back again. These improvements, however, are the topic of further ongoing research.

Besides, many method development matters are addressed: They range from optimal shared-memory parallelization, exemplified for global parameter optimization of the reactive force field, ReaxFF, via diversity control parameters for the EAs, applied to a cluster structure optimization problem, to EA operator benchmarks and optimizations of abstract electrostatics.
Kurzzusammenfassung


# Contents

Abstract  v

Kurzzusammenfassung  vii

List of Figures  xiii

List of Tables  xvii

List of Algorithms  xix

List of Acronyms  xxii

1 Introduction  1
  1.1 Molecular Design in Theoretical Chemistry  2
  1.2 Catalysis and its Design  4
  1.3 Globally Optimal Catalysts  8

2 Theory  13
  2.1 Optimization  13
    2.1.1 Local Optimization  14
    2.1.1.1 Penalty Function Method  16
    2.1.1.2 Concrete Case of Electrostatic Potential Optimization  18
    2.1.2 Global Optimization  21
    2.1.2.1 Metaheuristic Optimization  24
    2.1.2.2 Genetic Algorithm and Terminology  27
  2.2 Potential Energy Surface  30
    2.2.1 Hartree-Fock Approximation  31
    2.2.2 Density Functional Theory  34
    2.2.3 Semi-Empirical Approximation  36
    2.2.4 Empirical Potential  39
      2.2.4.1 ReaxFF  39
      2.2.4.2 EVB-QMDFF  40
  2.3 Electrostatics  42
    2.3.1 Coulomb’s Law  42
    2.3.2 Molecule Exposed to a Non-Uniform Electric Field  43
## 2.4 Coupling Model

- **2.4.1 General Quantum Mechanics/Molecular Mechanics**
- **2.4.2 Coupling in Purely Electrostatic Globally Optimal Catalysts**
- **2.4.3 Quantum Mechanics/Molecular Mechanics with Semi-Empirical Coupling**

## 2.5 Minimum Energy Path

- **2.5.1 Nudged Elastic Band**
  - **2.5.1.1 Improved Tangent and Climbing Image**
  - **2.5.1.2 Nonlinear Interpolation**
  - **2.5.1.3 Adaptive Nudged Elastic Band**
  - **2.5.1.4 Possible Improvements**

## 2.6 Machine Learning

- **2.6.1 Multidimensional Scaling**
- **2.6.2 Hierarchical Clustering**
- **2.6.3 Distance Metric**

## 3 Methodology and Implementations

- **3.1 OGOLEM**
- **3.2 Overview**
- **3.3 OGOLEM’s Genetic Algorithm**
- **3.4 Further New Capabilities**
- **3.5 More Detailed Operator Descriptions**
  - **3.5.1 Recombination**
  - **3.5.2 Mutation Operator: canada**
  - **3.5.3 Niching**
- **3.6 Quality Assessment of Catalysis**
  - **3.6.1 Static Fitness Function**
  - **3.6.2 Faulty Fitness Function**
  - **3.6.3 Adaptive Fitness Function**

## 4 Publication: ReaxFF Parameter Optimization

- **4.1 Scope of the Project**
- **4.2 Publication Data and Reprint**
- **4.3 Complementary Information about Parallelization Improvements**

## 5 Publication: Lennard–Jones Cluster Optimization

- **5.1 Scope of the Project**
- **5.2 Publication Data and Reprint**

## 6 Publication: Optimization of Globally Optimal Catalysts

- **6.1 Scope of the Project**
- **6.2 Publication Data and Reprint**
B.3 ESI: Optimization of Globally Optimal Catalysts ................. 299

Acknowledgements .......... i
Declaration .......... iii
# List of Figures

1.1 Generic catalytic effect ............................................ 6
2.1 Illustration of the penalty terms .................................. 20
2.2 Illustration of characteristics of the objective function surface .... 22
2.3 Traditional genetic algorithm operators .......................... 27
2.4 Illustration of a typical inhomogeneous ESP within a GOCAT .... 46
2.5 PES and MEP illustration .......................................... 52
2.6 Illustration of the NEB force projections .......................... 55
2.7 Illustration of interpolation schemes ............................... 57
2.8 Adaptive NEB definitions .......................................... 59
2.9 Illustration of a discretized MEP generated by NEB ............ 60
2.10 Illustration of hierarchical clustering ............................. 65
3.1 Main GA optimization cycles in ogolem .......................... 73
3.2 Illustration of the portugal recombination operator ............... 77
3.3 Illustration of the sweden recombination operator ............... 79
3.4 Problem-specific unaray search (mutation) operator: canada ...... 81
3.5 Exemplified energies and gradient norms after canada mutation . 83
3.6 Heatmaps of ESP after canada mutation .......................... 84
3.7 Simple ESP-based niching .......................................... 84
3.8 Illustration of overfitting for GOCAT optimization ................ 90
4.1 ReaxFF optimization publication: graphic ....................... 96
4.2 Illustration of the explicit memory handling implementation for ReaxFF optimization ............................................. 112
5.1 LJ clusters publication: graphic .................................... 118
6.1 $N_{\text{Ch}} = 10$: Benchmark of GA operator settings for GOCAT design; part I . . . . 152
6.2 $N_{\text{Ch}} = 10$: Benchmark of GA operator settings for GOCAT design; part II . . . 153
6.3 $N_{\text{Ch}} = 3$ (non-neutral): fitness values after translation to DFT ........ 160
6.4 $N_{\text{Ch}} = 3$ (non-neutral): energies and gradient norms ............ 161
6.5 $N_{\text{Ch}} = 10$ (neutral): fitness values after translation to DFT .......... 162
6.6 $N_{\text{Ch}} = 10$ (neutral): energies and gradient norms ................ 163
A.7
A.8
A.9
A.10
A.11
A.12
A.13
A.14
A.15
A.16
A.17
A.18
A.19
A.20
A.21

Electrostatic potentials and ﬁelds for the Menshutkin reaction; part III . . .
N Ch = 81 (sphere, static): HC for the endo DA reaction . . . . . . . . . . . .
N Ch = 10 (vdW, static): HC for the endo DA reaction . . . . . . . . . . . .
N Ch = 81 (sphere, static): 2D MDS . . . . . . . . . . . . . . . . . . . . . . .
N Ch = 10 (vdW, static): 2D MDS . . . . . . . . . . . . . . . . . . . . . . . .
N Ch = 10 (vdW, static): all 10 · 853 charges superposed for c19 . . . . . . .
N Ch = 10 (vdW, static): reaction energy proﬁles of the best cluster (∆E R > 0
allowed) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
N Ch = 10 (vdW, static): all 10 · 736 charges superposed for c14 (∆E R > 0
allowed) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
N Ch = 81 (sphere, static): pairwise relationships for the highest correlated
cluster . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
N Ch = 81 (sphere, adaptive): pairwise relationships for adaptive GOCATs .
N Ch = 81 (sphere, adaptive): correlation plots for the DA reaction . . . . .
Electrostatic potentials and ﬁelds surrounding the TS frame within a uniform plate GOCAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Uniform plate GOCATs (static, endo): reaction energy proﬁles in uniform
electric ﬁelds in { x, y }-directions (endo DA) . . . . . . . . . . . . . . . . .
Uniform plate GOCATs (static, exo): reaction energy proﬁles in uniform
electric ﬁelds in { z, y }-directions (exo DA) . . . . . . . . . . . . . . . . . .
Plate GOCATs (adaptive): reaction energy proﬁles and correlation plots for
the DA reaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

272
273
274
275
276
276
277
277
279
280
281
282
283
284
285

List of Figures

xv


List of Tables

2.1 Overview of GA terminology and its alternatives ........................................... 28
3.1 Current extent of the code base of ogolem .................................................. 72
6.1 Selected GA benchmark settings and their descriptions ................................. 151
6.2 Descriptive statistics of fitness after translation to DFT ............................... 164
6.3 Descriptive statistics of energies and gradient norms after translation to DFT ........................................................................................................... 165
7.1 Properties of the discussed GOCAT models catalyzing the endo DA reaction ........................................................................................................... 203
List of Algorithms

2.1 Simplest gradient descent ................................................. 15
2.2 Simplest hill climbing .................................................. 26
2.3 General genetic algorithm ............................................... 29

3.1 Typical static GOCAT fitness function ......................... 87
3.2 Adaptive NEB fitness function for GOCAT design .......... 93
List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
<td>4</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial Neural Network</td>
<td>4</td>
</tr>
<tr>
<td>ANOVA</td>
<td>ANalysis Of Variance</td>
<td>156</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
<td>111</td>
</tr>
<tr>
<td>BFGS</td>
<td>Broyden-Fletcher-Goldfarb-Shanno</td>
<td>16</td>
</tr>
<tr>
<td>BO</td>
<td>Born–Oppenheimer</td>
<td>3</td>
</tr>
<tr>
<td>BOB</td>
<td>Bag Of Bonds</td>
<td>67</td>
</tr>
<tr>
<td>BSD</td>
<td>Berkeley Software Distribution</td>
<td>72</td>
</tr>
<tr>
<td>CI</td>
<td>Climbing Image</td>
<td>56</td>
</tr>
<tr>
<td>CM</td>
<td>Coulomb Matrix</td>
<td>67</td>
</tr>
<tr>
<td>CNDO</td>
<td>Complete Neglect of Differential Overlap</td>
<td>36</td>
</tr>
<tr>
<td>COSMO</td>
<td>CONductor-like Screening MOdel</td>
<td>86</td>
</tr>
<tr>
<td>CSO</td>
<td>Cluster Structure Optimization</td>
<td>26</td>
</tr>
<tr>
<td>DA</td>
<td>Diels–Alder</td>
<td>177</td>
</tr>
<tr>
<td>DFT</td>
<td>Density Functional Theory</td>
<td>3</td>
</tr>
<tr>
<td>DFTB</td>
<td>Density Functional Tight-Binding</td>
<td>38</td>
</tr>
<tr>
<td>D-LEF</td>
<td>Designed-Local Electric Field</td>
<td>179</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree Of Freedom</td>
<td>51</td>
</tr>
<tr>
<td>EA</td>
<td>Evolutionary Algorithm</td>
<td>9</td>
</tr>
<tr>
<td>EC</td>
<td>Evolutionary Computation</td>
<td>2</td>
</tr>
<tr>
<td>EF</td>
<td>Electric Field</td>
<td>42</td>
</tr>
<tr>
<td>ESI</td>
<td>Electronic Supplementary Information</td>
<td>96</td>
</tr>
<tr>
<td>ESP</td>
<td>Electrostatic Potential</td>
<td>18</td>
</tr>
<tr>
<td>EVB</td>
<td>Empirical Valence Bond</td>
<td>39</td>
</tr>
<tr>
<td>FES</td>
<td>Free Energy Surface</td>
<td>52</td>
</tr>
<tr>
<td>FF</td>
<td>Force Field</td>
<td>31</td>
</tr>
<tr>
<td>FIRE</td>
<td>Fast Inertial Relaxation Engine</td>
<td>56</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
<td>2</td>
</tr>
<tr>
<td>GdMC</td>
<td>Gradient-driven Molecule Construction</td>
<td>8</td>
</tr>
<tr>
<td>GFN-xtB</td>
<td>Geometry, Frequency, Noncovalent, eXtended Tight Binding</td>
<td>38</td>
</tr>
<tr>
<td>GGA</td>
<td>Generalized Gradient Approximation</td>
<td>36</td>
</tr>
<tr>
<td>GNU GPL</td>
<td>GNU General Public License</td>
<td>72</td>
</tr>
<tr>
<td>GOCAT</td>
<td>Globally Optimal CATalyst</td>
<td>9</td>
</tr>
<tr>
<td>GPR</td>
<td>Gaussian Process Regression</td>
<td>61</td>
</tr>
<tr>
<td>HC</td>
<td>Hierarchical Clustering</td>
<td>65</td>
</tr>
<tr>
<td>HDNNP</td>
<td>High-Dimensional Neural Network Potential</td>
<td>63</td>
</tr>
<tr>
<td>HF</td>
<td>Hartree–Fock</td>
<td>32</td>
</tr>
<tr>
<td>HPC</td>
<td>High Performance Computing</td>
<td>70</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>IDPP</td>
<td>Image Dependent Pair Potential</td>
<td></td>
</tr>
<tr>
<td>IEF</td>
<td>Interfacial Electric Field</td>
<td></td>
</tr>
<tr>
<td>INDO</td>
<td>Intermediate Neglect of Differential Overlap</td>
<td></td>
</tr>
<tr>
<td>IRC</td>
<td>Intrinsic Reaction Coordinate</td>
<td></td>
</tr>
<tr>
<td>JNI</td>
<td>Java Native Interface</td>
<td></td>
</tr>
<tr>
<td>JVM</td>
<td>Java Virtual Machine</td>
<td></td>
</tr>
<tr>
<td>KS</td>
<td>Kohn–Sham</td>
<td></td>
</tr>
<tr>
<td>LBGFS</td>
<td>Limited-memory Broyden-Fletcher-Goldfarb-Shanno</td>
<td></td>
</tr>
<tr>
<td>LCAO</td>
<td>Linear Combination of Atomic Orbitals</td>
<td></td>
</tr>
<tr>
<td>LCAP</td>
<td>Linear Combination of Atomic Potentials</td>
<td></td>
</tr>
<tr>
<td>LDA</td>
<td>Local Density Approximation</td>
<td></td>
</tr>
<tr>
<td>LEF</td>
<td>Local Electric Field</td>
<td></td>
</tr>
<tr>
<td>LJ</td>
<td>Lennard-Jones</td>
<td></td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
<td></td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
<td></td>
</tr>
<tr>
<td>MDS</td>
<td>MultiDimensional Scaling</td>
<td></td>
</tr>
<tr>
<td>MEP</td>
<td>Minimum Energy Path</td>
<td></td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
<td></td>
</tr>
<tr>
<td>MM</td>
<td>Molecular Mechanics</td>
<td></td>
</tr>
<tr>
<td>MNDO</td>
<td>Modified Neglect of Differential Overlap</td>
<td></td>
</tr>
<tr>
<td>MO</td>
<td>Molecular Orbital</td>
<td></td>
</tr>
<tr>
<td>MPP</td>
<td>Massively Parallel Processing</td>
<td></td>
</tr>
<tr>
<td>NDDO</td>
<td>Neglect of Differential Diatomic Overlap</td>
<td></td>
</tr>
<tr>
<td>NEB</td>
<td>Nudged Elastic Band</td>
<td></td>
</tr>
<tr>
<td>NFL</td>
<td>No Free Lunch</td>
<td></td>
</tr>
<tr>
<td>NN</td>
<td>Nearest Neighbor</td>
<td></td>
</tr>
<tr>
<td>OCF</td>
<td>Optimal Catalytic Field</td>
<td></td>
</tr>
<tr>
<td>OEEF</td>
<td>Oriented External Electric Field</td>
<td></td>
</tr>
<tr>
<td>OO</td>
<td>Object Orientation</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>Product</td>
<td></td>
</tr>
<tr>
<td>PBE</td>
<td>Perdew–Burke–Ernzerhof</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>Potential Derived</td>
<td></td>
</tr>
<tr>
<td>PES</td>
<td>Potential Energy Surface</td>
<td></td>
</tr>
<tr>
<td>PM7</td>
<td>Parametrized Model 7</td>
<td></td>
</tr>
<tr>
<td>QM</td>
<td>Quantum Mechanics</td>
<td></td>
</tr>
<tr>
<td>QMDFF</td>
<td>Quantum Mechanically Derived Force Field</td>
<td></td>
</tr>
<tr>
<td>QSAR</td>
<td>Quantitative Structure-Activity Relationship</td>
<td></td>
</tr>
<tr>
<td>QSPR</td>
<td>Quantitative Structure-Property Relationship</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>Reactant</td>
<td></td>
</tr>
<tr>
<td>RESP</td>
<td>REstrained Electrostatic Potential</td>
<td></td>
</tr>
<tr>
<td>RMI</td>
<td>Remote Method Invocation</td>
<td></td>
</tr>
<tr>
<td>RMSD</td>
<td>Root-Mean-Square Deviation of Atomic Positions</td>
<td></td>
</tr>
<tr>
<td>SAS</td>
<td>Solvent Accessible Surface</td>
<td></td>
</tr>
<tr>
<td>SCF</td>
<td>Self-Consistent Field</td>
<td></td>
</tr>
<tr>
<td>SD</td>
<td>Slater Determinant</td>
<td></td>
</tr>
<tr>
<td>SLOC</td>
<td>Source Lines Of Code</td>
<td></td>
</tr>
<tr>
<td>SMACOF</td>
<td>Scaling by MAjorizing a COmplicated Function</td>
<td></td>
</tr>
</tbody>
</table>

List of Acronyms
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMP</td>
<td>Symmetric MultiProcessing</td>
<td>73</td>
</tr>
<tr>
<td>SOAP</td>
<td>Smooth Overlap of Atomic Positions</td>
<td>67</td>
</tr>
<tr>
<td>SP</td>
<td>Single Point</td>
<td>33</td>
</tr>
<tr>
<td>SQC</td>
<td>Semi-empirical Quantum Chemistry</td>
<td>33</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning Tunneling Microscope</td>
<td>178</td>
</tr>
<tr>
<td>TISE</td>
<td>Time-Independent Schrödinger Equation</td>
<td>30</td>
</tr>
<tr>
<td>TS</td>
<td>Transition State</td>
<td>5</td>
</tr>
<tr>
<td>TSS</td>
<td>Transition State Stabilization</td>
<td>5</td>
</tr>
<tr>
<td>TST</td>
<td>Transition State Theory</td>
<td>5</td>
</tr>
<tr>
<td>UPGMA</td>
<td>Unweighted Pair Group Method with Arithmetic mean</td>
<td>65</td>
</tr>
<tr>
<td>vdW</td>
<td>van der Waals</td>
<td>7</td>
</tr>
<tr>
<td>ZDO</td>
<td>Zero Differential Overlap</td>
<td>36</td>
</tr>
<tr>
<td>ZPE</td>
<td>Zero Point Energy</td>
<td>39</td>
</tr>
</tbody>
</table>
CHAPTER

Introduction

Finding chemical systems with tailored properties is one of the essential external demands on chemistry, as well as one of the internal claims arising within it. This endeavor presupposes a fundamental understanding of relations between the chemical structure of the system and its emergent properties or “function” in certain contexts. Consequently, this understanding allows prudential chemists to “tweak” or modify such systems rationally in order to converge to the intended goal, which is why it is also called “designing”.[1] In general, this holds true for all disciplines in chemistry and, naturally, for all related fields using such deductive and reductionistic reasoning. Over the decades, important discoveries, however, often included venturous trial-and-error procedures as well as a great portion of mere luck. Common examples for such serendipities, also exceeding chemistry, are the discoveries of X-rays, cosmic microwave background radiation, penicillin, super glue and Teflon, to mention a few.

The manifest question behind such undertaking recast from the perspective of the 21st century is the role and its extent computational sciences can play here.[2] In fact, the laws governing a large part of physics and the whole chemistry are known for almost 100 years, as Dirac once famously pointed out.[3] This has led to the main program of how to apply these laws and to numerically solve the resulting equations. Given a chemical structure, indeed, this can be input to the Schrödinger equation describing the matter on that scale where (non-relativistic) quantum mechanics (QM) is necessary which then leads to exact predicted properties, at least in principle. This can be called the common direct or forward approach. Only the smallest systems can be solved analytically in practice, though. Consequently, meaningful numerical approximations for real-life problems are crucial, manifold and intensively researched, which leads to the question: How can theoretical and computational chemistry address this theme of designing chemical matter in silico driven by all the capabilities of contemporary hardware and algorithm progression?[2]

When the agenda is reformulated in a more precise form from the outset, what is really needed here is a transition from a target property to a chemical structure and composition, i.e., in a direction inverse to the usual domain of QM descriptions.[4–8] The inversion of the corresponding differential equations in a clear mathematical sense[9] has been shown to
be possible only for very simplified (one-dimensional) model systems, where simple generalizations are ill-posed, in principle. This historical line is very clearly drawn in Ref. [7]. However, more research is definitely needed, which is also pointed out in a more optimistic manner recently. Additionally, inverse transitions from experimental data to the underlying Hamiltonians encoding the matter can also have some beneficial properties, which is also true, e.g., when experimental parameters are optimized directly. Hence, what are the possibilities nowadays for tackling such inverse problems?

1.1 Molecular Design in Theoretical Chemistry

Generally, the number of just the small organic and chemically feasible compounds is estimated to be on the order of $10^{60}$. Obviously, this chemical space is vastly beyond any imagination, and it is also palpably impossible to synthesize all these molecules or to computationally predict each system’s properties exhaustively. For instance, one of the largest chemical collections in a virtual database made so far, the chemical space project, catalogs about 166.4 billion organic molecules up to 17 atoms each, and a subset of their properties have already been predicted. Hence, this extent of the total chemical space might seem intimidating, but it actually portrays an avenue for further search in view of what has not yet been explored so far. In accepting this challenge, current research has developed a spectrum of methods for an efficient and somehow guided search through this space without having to tackle each compound thoroughly or, again, simply randomly.

One of the traditional efforts can be traced back to high-throughput virtual screening, which started mainly in the context of pharmaceutical drug discovery (e.g., see Ref. [23]). As an explorative tool, based on pre-defined or generated databases, promising molecules with targeted properties are searched for that can be investigated further in subsequent experimental or more detailed studies. Arguably, this might seem as an ensemble version of the direct or forward approach, but the “philosophy” of this data-driven, automated and heuristical methodology is not very different from methods that will be mentioned next.

When an objective as, e.g., a difference between a sample’s property and the intended one is formulated, this design problem can be mapped to an optimization problem of the parameters that describe the chemical matter. Clearly, as the mathematical direct inversion is out of reach, guided search procedures leveraging all kinds of different search and optimization algorithms are vital to somehow efficiently sample the promising regions and not all the search space, that is, chemical space. These techniques reach from greedy versions such as gradient-based optimizations, to randomized (so-called metaheuristical) approaches, including general monte carlo (MC) methods, specialized versions thereof such as simulated annealing, and general evolutionary computation (EC) which subsumes the genetic algorithm (GA), evolution strategies, particle swarm optimization, besides many more. General designs for ample properties can be found in the pertinent reviews and perspectives (and references therein). In the following, some of the more common techniques that have been developed for inverse design will be described briefly, before the actual theme of this Thesis is introduced in the next Section.
Other research on molecular design: Being able to leverage gradients of differentiable smooth functions in this design problem-class is clearly advantageous for having an informed best guess about the local search direction. This also motivated the introduction of specific continuous representations of the design problem, e.g., in the form of the so-called linear combination of atomic potentials (LCAP)\(^{35}\) as well as alchemical potentials\(^{36,37}\) for transformations through chemical space. Besides the universal kinetic and electron repulsion parts, from the Born–Oppenheimer (BO) separated electronic Hamiltonian follows that the system-specificity is based on both the total electron number and the Coulomb attraction potential between electrons and nuclei only, which is also called external potential in the density functional theory (DFT) perspective.\(^{38}\) This external potential encodes the nuclei positions and their atom types that are present and can be subject to optimization in order to reach the intended properties. By changing the potential, the chemical system is transformed into another one, thus leading to moves through chemical space, though usually by fixing the spatial positions of the atoms.

Since not each such transformed potential maps back to a realizable molecule, WANG et al. proposed the idea to expand such an external potential in a linear combination of (pre-defined) atomic (or atomic group) potential functions, the LCAP.\(^{35}\) The linear expansion coefficients varying between zero (absence) and one (presence) can then be optimized instead, and by simply rounding the highest coefficients at the end, representability is enforced. However, local minima can trap such an optimization. Hence, other movesets were introduced in that same framework that can also jump between the representable points in search space directly.\(^{39–41}\) This scheme has already been used in rather sophisticated designs such as, e.g., optimizing the first hyperpolarizability of porphyrin materials,\(^{42}\) optimizing the acidity of 2-naphthols\(^{43}\) and in protein design.\(^{44,45}\) In a tight-binding extension,\(^{46}\) optimal photoabsorbers for dye-sensitized solar cells were optimized\(^{47}\) as well as Ni(II)-based catalysts for CO/CO\(_2\) conversion.\(^{48}\) In the latter case, the ligand composition was optimized to reduce the activation energy of the rate-limiting step in a catalytic cycle.

In much the same fashion, the concept of nuclear chemical potentials haven been developed by VON LILIENTHAL et al.\(^{36,37}\) This nuclear chemical potential is the derivative of the total electronic energy with respect to the nuclear charge distribution. By changing the nuclear charge distribution, the chemical system is transformed. Such alchemical transformations are based on the concept of state functions which lead to the fact that the actual path taken between two such states is not important. Experimentally (or chemically) unrealistic state changes made in silico are thus called alchemical. Similar schemes of a continuous transition between two states (or model Hamiltonians) are known from thermodynamic integration\(^{49}\) and variations thereof. Generally, this is also related to the LCAP approach above. Within a rigorously defined grand-canonical DFT framework,\(^{37}\) a coupling parameter between the states can be used to induce these alchemical transformations. Here, one molecule can be continuously changed to another usually iso-electronical molecule by interpolating between their external potentials. In first applications, interaction energies,\(^{50}\) or the doping of benzene rings with other elements were investigated.\(^{51}\) Ana-
lytical derivatives between any pair of isoelectronic systems were also developed.\textsuperscript{[52]} These derivatives can be used to guide the search through chemical space or to estimate a large number of energies (for alchemical neighbors) that are based on only a few calculations. This, too, was also extended to estimate energy barriers of simple reactions directly.\textsuperscript{[53]} In a similar vein, in a recent application the binding energies for adsorption of oxygen species on alchemically transformed slabs of different alloys (Pt, Pd, Ni) were tackled.\textsuperscript{[54]} Again, it was emphasized that after the accuracy of the alchemical derivatives of given systems has been assessed, the actual screening for better materials is straightforward with only a few DFT calculations. Note that there are many more studies using this general framework also in other work groups. To get an overview of these studies, the interested reader may be referred to a recent review.\textsuperscript{[54]}

Another promising approach to this problem of chemical design that recently enjoys great popularity is the utilization of machine learning (ML) techniques, which is itself a sub-field of artificial intelligence (AI) (and will be partially reviewed later in this Thesis in Section 2.6). As a data-centric approach, structure within and from data that is not needed to be evident is inferred which can lead to a plethora of varying techniques and possible applications. Only two examples are mentioned here with the focus to either introduce performative models for predicting molecular properties, in e.g., Refs. \textsuperscript{[55–58]} (bypassing the Schrödinger equation) or to build models to generate chemical systems.\textsuperscript{[24,33,59]} The latter includes a compression in feature space (or latent space) by respective deep artificial neural network (ANN) architectures to learn representations of chemical matter—that, again, enables to interpolate in chemical space—and prediction layers under reinforcement learning to reach the intended properties.

On the whole, when taking a step back and looking at the big picture—although we have barely scratched the surface yet—which contribution is \textit{this} Thesis going to make in all this?

### 1.2 Catalysis and its Design

Catalysis is literally indispensable to life, which is only possible by all the little kinetic helpers in all types of intricate chemical networks based on the most powerful naturally evolved catalysts, the enzymes, that keep the metabolic processes going. Yet, exceeding this metaphorical view, kinetic control of chemical reactions \textit{per se} is one of the tantalizing challenges in chemistry.\textsuperscript{[60]} A catalyst is formally defined to be a substance that is not consumed during a chemical reaction and can increase the reaction rate of specific reactions extremely.\textsuperscript{[61]} This can make the difference, for instance, for biochemical processes (or metabolism) occurring under ambient conditions at a sufficient pace at all. This fact can also be a source of inspiration for a variety of applications.\textsuperscript{[62]} Furthermore, also up to 80\% of manufacturing processes involve somehow catalytic steps for proficient productions.\textsuperscript{[63]} As one of the central topics in chemistry, catalysis has been extensively studied ever since.\textsuperscript{[64]}

Yet computer-aided designs are still very challenging.\textsuperscript{[60,65]}

Thus, the target property that is taken up in this Thesis is catalysis in general. This can be
thought of as a composed energetic property on the potential energy surface (PES) for the molecular system where the corresponding activation energy is supposed to be minimized. Fig. 1.1 on the following page illustrates this in terms of a generic energy surface. Generally, the reactant (R) and product (P) of certain reactions must be identified as (local) minima on the PES, and the corresponding mechanism can be assigned to a minimum energy path (MEP) that connects these minima.¹ When neither multiple steps with many other local intermediates as consecutive reactions nor many more parallel reactions along different paths occur, the only lowest-energy first-order saddle point, the transition state (TS), is pivotal for the (statistical) kinetic depiction. In this vein, the usual, well-known transition state theory (TST) [⁶⁶] often suffices for the description of these thermal reactions: [⁶⁷–⁶⁹]

\[ k(T) = \kappa \frac{k_B T}{h} \exp \left( -\frac{\Delta G^\ddagger}{RT} \right), \]

(1.1)
as exponential relation between the chemical rate \( k \) at a temperature \( T \) with the Gibbs free energy barrier \( \Delta G^\ddagger \) between TS and R. (Note that this Eq. (1.1) is the unimolecular variant; otherwise standard state references as well as a concentration factor for correct dimensions would be present.) \( k_B \) is the Boltzmann, \( h \) the Planck, \( R \) the universal gas constant and \( \kappa \) the transmission coefficient that essentially corrects for some of the underlying assumptions made in TST (e.g., dynamical recrossings, QM tunneling) [⁷⁰]. In Eq. (1.1), the Gibbs free energies may be approximated by the dominating electronic energies at zero Kelvin first of all, excluding entropy and temperature effects in this way. No absolute rates will be calculated anywhere in this work, instead Eq. (1.1) shall just recall the proportionality between such a rate and the energetic barrier, given as \( \Delta E^\ddagger \) in Fig. 1.1 on the next page, that is to be minimized for a catalytic effect.

Before the actual new approach of this work is clarified, some concepts for catalysis are recapitulated as well as similar approaches are contrasted, first of all. In the following, the focus will lie on rather well-understood systems for homogeneous catalysis. The advantage in treating homogeneous catalysis computationally is simply the facilitated comprehensibility compared to all the complexities that come with the modeling of heterogeneous catalysis on surfaces [⁷¹,⁷²].

**Other research on catalysis:** Reaching back to one of the first proposals of how enzymes work, PAULING [⁷³,⁷⁴] has stated that proficient catalysis is based on the complementary shape of such enzymes to the TS, which was formalized later by WOLFENDEN [⁷⁵]. In this regard, the focus was placed on transition state stabilization (TSS) relative to the substrate for the reaction rate increase (see also the historical line in Ref. [⁷⁶]). Further energetic decomposition schemes as well as optimal (electrostatic) surroundings were introduced by SOKALSKI [⁷⁷–⁷⁹] whose ideas are best explained in Ref. [⁸⁰]: The optimal surroundings that are called optimal catalytic fields (OCFs) are essentially computed by a molecular electrostatic potential calculation on a common surface of both the superposed substrate

¹ Note that the acronyms “R” and “P” are used consistently throughout this Thesis for denoting both the singular and the plural forms, reactants and products, if needed.
Fig. 1.1: Generic reaction energy barrier decrease by the presence of a catalyst. Note that one could argue whether the reaction coordinate is the same for both paths, whether no stabilization effects occur at \( R \) or \( P \), whether rather Gibbs free energies should be shown instead, or other intricacies that are not insinuated by this simplified illustration.

(or \( R \)) and \( TS \) structures of the reacting molecule(s). The difference between the two of them is then evaluated and the sign inverted for a complementary negative image in order to assess the energetic relational change of the \( TS \) energy vs. the \( R \) energy when one probe charge would be placed onto the surface. Furthermore, the corresponding gradient field of an \( OCF \) was developed as electrostatic field for minor energetic changes with respect to the charge embedding around the \( TS \). Since the relation of \( R \) and \( TS \) was addressed directly, it was called differential \( TSS \). Naturally, this simple \( OCF \) concept is only useful for cases where electrostatic stabilization effects are dominating, which is validated by their energy decomposition scheme.\[^{81}\] The energy contributions are usually estimated beforehand, when each residue role (under the premise of two-body additivity) is investigated. These ideas have been applied multiple times on different complexity levels since then, including simple reactions and also full enzymes.\[^{80,82–91}\] With an \( OCF \), simple electrostatic barrier lowering analyses and predictions can be made. This description, however, only covers the placing of one charge around two \textit{fixed} structures, the substrate and the \( TS \). Thus, neither synergistic polarization of the internal structures nor other information of the \( PES \) is incorporated. Hence, the \( OCF \) prediction can also become contradictory to the observed residuals within an enzyme.\[^{88}\]

To the current author’s knowledge, this work of Sokalski \textit{et al.} is one of the first appearances of \textit{abstract} electrostatic environments for catalysis so far. Similar electrostatic potential based concepts were also used by others, though.\[^{92–95}\]

Dwelling still upon the subject of catalysis design for enzymes for the moment, rather \textit{concrete} interactions by explicit interaction groups were developed by Houk \textit{et al.} in the theozyme concept.\[^{96–100}\] Here, model amino acid residues are (usually) locally optimized as a yet artificial surrounding to stabilize the \( TS \) structure of a reaction. These theozymes can subsequently be the central unit for a full-blown protein design. In a simplified picture, side-chains of the theozyme are linked to a protein backbone that is also supposed to fold in a way such that the pre-optimized theozyme actually is conserved, which was first addressed by Mayo\[^{101,102}\] and Baker.\[^{103}\] Evidently, such very specific protein designs are
not the topic of this Thesis and thus no further details are given here.\textsuperscript{104,105} In this regard, problem-specific knowledge in form of pre-generated libraries of, \textit{e.g.}, good backbone snippets is again an essential part and also in form of specific energy functions.\textsuperscript{106} Despite impressive results of such \textit{de novo} designed enzymes,\textsuperscript{107} it is also pointed out that weak binding to the substrate often occurs\textsuperscript{108} since the whole optimization is based on the TS-optimal complementary theozyme alone.\textsuperscript{109} This can even result in a too strong binding of the TS.\textsuperscript{110} As a corollary, some better balanced descriptions of the whole reaction path might be beneficial. Besides, some “translation error” is certainly expected to come to pass when simple (more artificial) models are translated or build-up to real functioning molecules, \textit{i.e.}, proteins in this case. Such final enzyme designs therefore include already an experimental post-optimization procedure to better “adapt” to reality.\textsuperscript{107,111}

This leads to another main issue that is still unresolved until this day, namely the way enzymes actually work mechanistically. One proposition is most vigorously represented by Warshel, who has already emphasized the electrostatic origin as the main stabilizing effect in enzymes many decades ago,\textsuperscript{112,113} and who advocates this regularly since then.\textsuperscript{114–117} Here, the enzyme pocket is supposed to create a specific environment complementary to the TS with dominating electrostatic interactions, which is also called preorganization of the enzyme. This is in contrast to other works that frequently propose some small- to large-scale motions of the enzymes to play a pivotal role, which can be subsumed under the dynamics proposal (\textit{e.g.}, Refs. \textsuperscript{69,118,119}). As long as this (outer) motion of the enzyme is just correlated with the inner reaction, this simply \textit{is} the reaction coordinate or belongs to it and such “dynamics” are to be excepted, Warshel argues,\textsuperscript{116,117} which also includes pre-stabilized structures of the inner molecules that would not be stable in the gas or solvent phase without an enzyme. Thermal TST would still suffice for the description (maybe with small adjustments of the pre-factors) since it is not observed that energy is directly shuffled into specific modes as non-equilibrium effect. Often, such assumed “dynamics” is a misunderstanding when simply correlated motion, etc., is actually meant.\textsuperscript{116} This is also in line with recent theoretical and experimental research (that will be reviewed later in this Thesis in Sections 6.3.3.1 and 7.1).\textsuperscript{120–128}

Although some arguments for this electrostatic proposal have been put forward now, no specific side is taken in the present work since enzymes and all the resulting open questions are completely outside the scope of this Thesis. Yet, these matters point to the fact that electrostatics is a meaningful first starting point for the model presented below, in any case.

To stress this fact, Coulomb interactions (including polarization) between all kinds of seemingly different interaction proposals were argued to be the only basis of real non-bonding interactions.\textsuperscript{129–132} Common explanations of \textit{van der Waals (vdW)} interactions, charge transfers, $\sigma$-hole interactions, $\pi$-stacking, and others, are either just an unreal manifestation of the mathematical (approximated) form or can be traced back solely to the electrostatic (Coulomb) interactions—which is not very surprising bearing in mind that the QM Hamiltonian, besides the kinetic part, only includes exactly the Coulomb terms. However, these authors of Refs. \textsuperscript{129–132} do not dare (yet) to also include bonding interactions into this simple classical picture,\textsuperscript{133} which might neglect the QM nature of
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the latter induced by the exchange and quantum correlation effects between the electrons. Thus, this is again generally a strong argument in favor of possible electrostatic impacts on molecules and thus also for catalysis.

Finally, one additional catalytic ansatz must be mentioned that bears the strongest resemblance to the current work. Weymouth and Reihner proposed the gradient-driven molecule construction (GnMC) approach in Refs. [7, 134]. The goal is to stabilize a molecular pre-defined fragment with desired properties by an arbitrary surrounding. Then, both the inner fragment, which is, for example, usually taken to be a proper but not-yet stationary TS structure as the activated fragment, as well as the new surrounding that is to be found, shall show a zero gradient with respect to the nuclear coordinates. This criterion was also generally developed in form of a so-called jacket potential equation (again as an external potential similar to the approaches above) that would lead to mutually perfectly compensated gradients. Since solving this problem would lead to the concurrent search for the optimal electron number, nuclei number, their positions and charges (i.e., atom types) while all component-wise gradients of the fragment and embedding should become zero, this was (usually) split into a two-step procedure. First, an optimal jacket potential was to be found and, second, a representation of that same jacket potential. The following examples were investigated: (1) the optimizations of potential values directly on the DFT exchange–correlation integration grid, (2) the optimization of partial point charges either anywhere in space or at discrete space points (i.e., at meaningful ligand positions for the transition-metal inner fragment) and (3) the optimization of shell-wise concrete (saturated) atomistic fragments as ligand spheres. This concrete optimization of real atomic ligands was also extended in Ref. [135].

To conclude, there are simplistic electrostatic models already available (cf. OCF), concrete saturated atomistic embeddings for enzymes (cf. the theozyme concept) or for other systems (transition-metal complexes). All of them explicitly or implicitly rest upon TSS with a focus on a proper pre-defined TS structure—while actually enforcing gradients to be zero can lead to any stationary point on the PES (cf. GnMC). Additionally, the aforementioned most efficient global optimization algorithms for proper short-cuts in the inverse design problem are not leveraged when having to treat again a simple model calculation (cf. OCF), using local optimizations (cf. theozymes), or greedy sequence-based optimizations (cf. GnMC). This can bring in some unforeseen bias in principle. The concentration on only pre-defined TS structures should be lifted to include more information about the reaction path (i.e., also the differential TSS) as well as further ingredients for the objective functions that are discussed later. This finally leads to the approach taken in this Thesis.

1.3 Globally Optimal Catalysts

The aim of this Thesis is the development of a framework for general optimal catalytic embeddings for arbitrary chemical reactions. In the following, they will be referred to as
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globally optimal catalysts (GOCATs). Similar to all the aforementioned approaches, the GOCAT design tackles first and foremost the optimal stabilization of the respective TS structures by using the most efficient unbiased metaheuristic optimization algorithms, especially variants of evolutionary algorithms (EAs). With these, the efficient guidance on the property surface, i.e., multiple separate objectives leading to catalysis, is incorporated for the inverse design. In order to be able to shrink the chemical compound space sufficiently, however, an additional abstraction layer must be involved. As discussed above, direct optimization within the whole chemical compound space is not feasible such that either (smaller) pre-defined libraries have been used (as in the screenings, LCAP, ML-techniques, theozymes, also GnMC in the concrete atomistic case) or such that an abstraction layer has been included for search space reduction essentially.

In the philosophical view of reductionism (or in a bottom-up approach), \(^3\) the GOCAT framework starts first with supposedly the simplest models possible for the catalysis and, subsequently, incorporates more concrete information and lifted model restrictions at later stages. Thus, the basis for catalytic effects can be understood and re-modeled first, while still including many (also very strict) model restrictions that might seem far away from the usually very complicated details of concrete real-life catalysts. After establishing such a basis, the model is successively improved to enclose more and more (real) chemistry. In these later stages, the GOCAT can embody essentially all the aforementioned approaches of Section 1.2 and is not supposed to be restricted to anything specific such as enzymes, transition-metal complexes, etc.

Hence, the question arises on how to start with such an agenda? As motivated above, the simplest and palpably most important embedding in abstract (non-atomistic) form is the electrostatic interaction that can be modeled as classical Coulomb interaction as a first approximation by, e.g., point charges (similar to the first GdMC models). More complex abstract interaction entities could then be imagined such as vdW interactions, H-bond acceptors or donors, bonding type interactions, maybe even (mechanical) forces (in the realm of mechanochemistry).\[^{[138]}\] Naturally, these interactions must be somehow represented around the chemical systems. For instance, vdW interactions could be modeled via simple Lennard-Jones (LJ) potentials or by rare-gas atoms and pseudo-potentials, H-bond centers by suitable combinations of partial charges and vdW centers or with explicit molecules (such as H\(_2\)O). Bonding interactions are naturally modeled then by (un-)saturated interaction partners of a (pre-defined) library, which would lead to a concurrent discrete as well as continuous optimization problem. However, as little disclaimer not to take this the wrong way, this is not meant as a secluded list but rather as a source that is to be amended for possible representations and future models. Moreover, many of the actually already anticipated improvements have not yet been implemented during this Thesis, and this is the subject of further current research. These possible extensions will become apparent in the course of the present work and will be discussed at many places. At the end, the bias

\[^{[3]}\] One could also start holistically as, e.g., in Ref. [136] and optimize macroscopic reaction conditions directly. This works also well for the heterogeneous regime by optimizing complete microkinetic models of reaction networks to reach intended macroscopic outputs without starting at a detailed atomistic understanding of each step.\[^{[137]}\]
by the model abstractions and further meta-parameters that is always still incorporated is
to be gradually lifted, at least for the concrete problems at hand. To claim, however, to be
able to solve all such catalyst design problems would be quite presumptuous; hence, this
framework is intended to be one contribution to the arsenal of chemists to understand their
catalytic systems and to predict better ones based on their current problems.

The real content of the GOCAT models that are used will make up a great portion of
this Thesis (cf. Chapters 2 and 3). Besides, some method-developments that seemingly have
nothing to do with GOCAT design are discussed along the way and the final proof-of-
concept designs which begin with selected known reactions and model settings start later
in Chapter 6 on p. 127 and on all the following pages. At these places, the concrete details
and restrictions of the models will always be critically discussed.

**Idea of a simple electrostatic GOCAT:** Hence, before coming to improved models, the
reader might think of an abstract GOCAT as used at many places to be constituted by the
following ingredients:

- First of all, a static/fixed pre-optimized reaction path is used via a discretized MEP into
  frames (cf. Section 2.5) for a chemical reaction at hand. Later mechanistic changes
  are included by automatic full relaxation protocols.
- All frames are maximally compact or aligned for the reaction path.
- One GOCAT surrounds all these frames at once.
- GOCATs are build of \(N_{\text{Ch}}\) partial point charges that carry \(q_i\) as charge value and that
  sit at \(r_i\) around the reaction path.
- The restricted Cartesian space is usually a specific curved 2D surface such as a
  common vdW surface exposed by all atoms of all frames.
- Usually, partial charges with \(q_i \in [-1.0, +1.0]\), a minimum distance as \(r_{ij} \geq r_{\text{min}} = 1.0\ \text{Å}\) between two charges, \(i\) and \(j\), and a constant total summed charge as, e.g.,
  \(\sum_{j}^{N_{\text{Ch}}} q_i = \text{const.} = 0\) (neutrality) are to be conserved.
- QM/molecular mechanics (MM) as a coupling method between the outer GOCAT
  and the inner reaction is used (cf. Section 2.4).

The objective function will mostly include differential TSS, simplification penalties and also
GdMC (in a loose form). All these model parameters are completely open for modifications
for the respective problems, but—as it will become apparent—these aforementioned ones are
the most meaningful ingredients to study first electrostatic unbiased catalysis optimizations.

With electrostatic GOCATs, already a great portion of the catalytic influences can be
studied and explained. In fact, there are many recent theoretical and experimental studies
that even treat sole electrostatic catalysis as an end in itself (cf. Sections 6.3.3 and 7.1). In
using this two-step procedure of first optimizing an abstract embedding, the hard subsequent
task then is to translate these back to real molecules again. Therefore, the approaches of
LCAP, of alchemical potentials and of generative models were addressed. These translation steps, however, are outside the scope of this Thesis, and they would need more extensions of the GOCAT design framework in the future as well as more notable research catalysis questions than the first proof-of-concept studies pursued in the present work.
CHAPTER

Theory

This Chapter gives an overview of the important concepts that are used in this Thesis. First, general optimization is introduced in Section 2.1, both for local and global search. Secondly, Section 2.2 briefly outlines the selection of energy descriptions of chemical matter used in this work. Thirdly, depictions of general electrostatics, its specific influence on molecules and the coupling model for its description is discussed in Sections 2.3 and 2.4. Afterwards, reaction path optimization as used for later Sections is introduced in Section 2.5, and, finally, Section 2.6 summarizes some background information on the analysis methods used in later Sections, which touches on the domain of machine learning.

2.1 Optimization

Without any loss of generality, the explanations can be limited to the minimization problem in the following since a maximization problem can be changed to the former by a simple sign inversion of the objective function, $f(x)$, that is to be minimized. A mathematically concise definition of optimization can then be given as:

$$\min_{x \in \Omega} f(x)$$

such that

$$g_i(x) \leq 0, \quad i \in I = \{1, 2, \ldots, m_1\},$$

$$h_j(x) = 0, \quad j \in E = \{1, 2, \ldots, m_2\}.$$  

Here, $x \in \Omega \subseteq \mathbb{R}^n$ is a vector of elements $x_1, x_2, \ldots, x_n$ such that the objective function, $f(\cdot)$, is as small as possible while the $m_1$ inequality, Eq. (2.2), and $m_2$ equality, Eq. (2.3), constraints given via the functions $g_i(\cdot)$ and $h_j(\cdot)$ are true, respectively. All functions here are real-valued ones $f(x): \Omega \mapsto \mathbb{R}$, $g_i(x): \Omega \mapsto \mathbb{R}$, $h_j(x): \Omega \mapsto \mathbb{R}$. This is called single-objective optimization. Instead, if $f(x): \Omega \mapsto \mathbb{R}^k$ with $f = \{ f_i: \Omega \mapsto \mathbb{R}: i \in 1 \ldots k \}$ were used, this would be called multi-objective optimization. Only single objectives will be targeted in this work. If Eqs. (2.2) and (2.3) hold, $X$ defines a set of feasible points for

\footnote{This is less restrictive than it may seem at first: In practice, multiple (in-)dependent objectives are used at the same time in this Thesis. However, a strict protocol for comparing and merging the objectives into a}
x and it is defined as the set
\[ X = \{ x \mid g_i(x) \leq 0, i \in I; h_j(x) = 0, j \in E \}. \]
It can be called search space and its elements candidate solutions. There are different subtypes of such optimization problems with linear or non-linear constraining functions as well as objective functions, but we will stick to the most general (and practical) case here, i.e., all functions are supposed to be non-linearly dependent on x (which is also called non-linear programming in mathematics). If further \( x^* \in X \) and if
\[ f(x) \geq f(x^*), \forall x \in X, \tag{2.4} \]
then \( x^* \) is the point of the global minimum of the problem of Eqs. (2.1) to (2.3) (also named the global minimizer \(^2\) in mathematics). There is no other point in the feasible set that maps to a lower (or equal) value of the objective function than \( x^* \), the optimal solution.

If \( x^* \in X \) and there is a neighborhood \( B(x^*, \delta) \) around \( x^* \), a local optimum can be defined by
\[ f(x) \geq f(x^*), \forall x \in X \cap B(x^*, \delta), \tag{2.5} \]
where \( \delta > 0 \) describes a finite region around \( x^* \) for the set \( B(x^*, \delta) = \{ x \mid \|x - x^*\|_2 \leq \delta \} \). This means, in the neighborhood of a distinct point \( x^* \), all function values are greater (or equal) compared to the value right at \( x^* \).\(^3\)

Thus, a local optimum is at least as good as nearby elements within the neighborhood, whereas the global optimum is as least as good as any candidate solution of the feasible set. If the problem is non-convex, there usually exist several local optima of different quality separated by a “barrier”, e.g., a concave region. In general, the objective function as well as the constraints can also be non-continuous or non-differentiable.\(^4\)

### 2.1.1 Local Optimization

In the following, the goal is a local non-linear optimization of a function without constraints. The simplest well-known, yet fundamental first-order algorithm, the gradient descent, is given in Algorithm 2.1 on the next page. The Algorithm illustrates a minimization problem. Supposing a continuously differentiable function \( f(x) \), the direction of steepest descent is precisely along the negative gradient, \(-\nabla f(x)\), of that function. There are different methods available to set the step length \( \alpha \). Also an exact line search can be done in order to find an \( \alpha \) step such that the minimum in the sub-problem along the 1D direction of the negative gradient is exactly found. In this case, this ensures convergence, generally, but usually a very slow one because subsequent iterations will partially destroy or undo the progress of

---

\(^2\) Note, though, that we will not follow this particular terminology in this Thesis as there might be confusion about whether the point or the algorithm/solver is named in this way.

\(^3\) For this local and global optimum definition, there are also strict versions with “>” instead of “≥”.

\(^4\) Using an objective function with many qualitatively different ingredients can also lead to all types of errors. In the domain of the Thesis, errors occur simply due to, e.g., convergence issues of the energy calculations.
Algorithm 2.1: Simplest gradient descent.

**Input:** some start candidate solution: $x$

**Result:** locally optimal minimum: $x^*$

```
begin
    while ¬ endingCrit() do // usually until $\|\nabla f\| \leq$ threshold of subsequent $f$-values do not change
        $x \leftarrow x - \alpha \nabla f(x)$ // step in negative gradient direction with length $\alpha$
    end while
    $x^* \leftarrow x$ // found minimum
end
```

previous steps, whose step directions before the current step are not taken into account; the negative gradient direction is pointing in the steepest downhill direction locally, but usually not “globally”, *i.e.*, not to the minimum of the convex region itself. Overall, the convergence rate is therefore quite slow (*i.e.*, linear)\(^{[139]}\) and the method usually descends very slowly when the stationary point is approached.

When Line 3 of Algorithm 2.1 is changed to $x \leftarrow x - \alpha [H_f(x)]^{-1} \nabla f(x)$, *Newton’s method* (for optimization) follows, with the Hessian matrix $H_f(x) = \nabla^2 f(x)$ of all partial second derivatives. As a second-order method—*that is derived from a Taylor series approximation to second order assuming a twice continuously differentiable function*—this usually converges faster, *i.e.* quadratically. If the real function were such a quadratic function, only one step would lead to the exact minimum. Tackling more complex non-quadratic functions, at least the implicit second-order approximation becomes better when approaching the minimum in each step. If the Hessian is, however, not positive definite anywhere, the overall step direction could lead to other points.\(^{[139,141,142]}\) A positive definite matrix would have only positive eigenvalues. The type of a stationary point can be defined from the eigenvalues of the Hessian, which are strictly positive for a minimum. Starting far off the minimum, the positive definiteness is not sure and the real function around the minimum might be very badly approximated (*e.g.*, at a non-convex or flat region). In such regions, also a sign inversion due to the inverse Hessian application could impose steps with an *increase* of the function value, which could result in the convergence to the nearest (non-minimal) stationary point, or even to no convergence at all. Moreover, when some eigenvalue approaches zero, the step-length can be out of bounds if no improved step-length schemes are used, which is indicated by the $\alpha$. There are different methods for setting this step length and other sub-variants of this Newton method, including exact or non-exact line searches, which also can control the convergence behavior.\(^{[139]}\)

What makes things worse is the inversion of the Hessian in each step. It requires the partial second derivatives to be computationally feasible, *i.e.*, they should not be numerically evaluated by finite differences in practice. Additionally, the inversion (or diagonalization) might become computationally expensive. Thus, for commonly convex functions with a proper minimum, the state of the art schemes for a local optimization are the *quasi-Newton* methods: An approximate Hessian (or directly its inverse) is introduced that is updated
by accumulating and merging gradient information from the steps beforehand. Hence, quasi-Newton methods usually start from a (scaled) gradient descent step and "learn" the curvature information encoded in the Hessian in the subsequent steps. Again, there are multiple variants of update schemes available. The most prominent one is Broyden-Fletcher-Goldfarb-Shanno (BFGS) or its extension limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) (cf. Ref. [139] for both algorithms) without using a full $\mathbb{R}^{n \times n}$ matrix for the Hessian approximation, but an implicit representation of it.

Still, there are two additional deficiencies: First, the gradients of the function $f$ might not be known at all. For smooth functions, one could of course numerically differentiate the function and use the aforementioned methods. However, specialized derivative-free optimization algorithms are usually more efficient. In this regard, BOBYQA [144] and NEWUOA [145] were used for the present work for bound and unbound problems, respectively. Instead of using a line search procedure, these methods follow a trust region approach. In this case, a quadratic model is imposed for a subset of the objective function around the current $x$ by interpolation between calculated values of $f(\cdot)$. From this, the direction in the higher dimensional space can be inferred and the minimum can be found in the subsequent quadratic sub-problems. A step can be taken and the trust region can be expanded if the model is fine with respect to the real objective function value and contracted if the model is poor, until convergence (for a less-simplified depiction, Refs. [143–145] can be consulted).

Secondly, and more important with respect to all the chemical problems of this Thesis, all these aforementioned algorithms only converge to one, usually the nearest, local minimum. Thus, global optimization approaches are needed. Moreover, methods for arbitrary non-differentiable functions are also required as the property landscape of the inverse design usually brings in this complexity. Such depictions are given in Section 2.1.2. Next, non-linear minimizations using equality and inequality constraints in the form needed for this work are briefly discussed.

### 2.1.1.1 Penalty Function Method

Constrained optimizations with many different equality and inequality constraints are hard to solve in practice. A well-known methodology is the definition of a higher-order function for the Lagrange multipliers method, which can be generalized to work for inequality constraints, by using, e.g., the Karush–Kuhn–Tucker approach [139]. Usually by imposing all the constraints, not even a minimum is the solution but a critical point in general that can also be a saddle point of arbitrary order, which would lead to the need of specialized solvers. Note that during the global optimization of GOCATs, the objective function can be rugged, multi-modal, deceptive, etc., without having analytical derivatives (which would also be impossible at the aforementioned non-differentiable points). These are intricacies of the objective function that are also discussed later in Section 2.1.2. Therefore, we use mainly the penalty function method for these cases during global and derivative-free local optimization.

Consider a penalty function that is a function of the objective function itself and the constraints, which are written here together as $c(x)$ (compare with the general definition...
of Eqs. (2.1) to (2.3) on p. 13

\[ P(x) = \bar{P}(f(x), c(x)) . \]  

(2.6)

To introduce a measure of how severely the constraints are violated, the constraint violation functions are defined (remember the sets of indices of equality constraints, \( E \), and inequality, \( I \))

\[ g_i(-)(x) = \max\{g_i(x), 0\} = \begin{cases} 0, & \text{if } g_i(x) \leq 0 \\ g_i(x), & \text{if } g_i(x) > 0 \end{cases} , i \in I , \]  

(2.7)

\[ h_j(-)(x) = h_j(x) , j \in E . \]  

(2.8)

and compose them to the vector-valued function

\[ c(-)(x) = \left( g_1(-)(x), \ldots, g_{m_1}(-)(x), h_1(-)(x), \ldots, h_{m_2}(-)(x) \right)^T . \]  

(2.9)

Now \( c(-)(x) = 0 \) iff \( x \in X \), i.e., the point is in the feasible set. Put differently, the constraint violation functions are nonzero if the corresponding constraint is not fulfilled and zero when the constraint is true. Now, the penalty function can be recast into

\[ P(x) = f(x) + k(c(-)(x)) , \]  

(2.10)

with a penalty term \( k(c(-)(x)) \) defined on \( \mathbb{R}^{m_1 + m_2} \) with \( m_1 \) inequality and \( m_2 \) equality constraints; the function \( k(\cdot) \) that wraps the separate constraints must satisfy

\[ k(0) = 0 \text{ and } \lim_{\|c\| \to +\infty} k(c) = +\infty . \]  

(2.11)

One of the oldest and simplest penalty terms was used for this \( k(\cdot) \), the quadratic penalty (also called Courant penalty, or \( L_2 \) penalty)

\[ P(x) = f(x) + \sigma \left\| c(-)(x) \right\|_2^2 , \]  

(2.12)

with a penalty coefficient \( \sigma \). The Euclidean norm or more generally the \( L_2 \) norm is denoted by \( \|\cdot\|_2 \) and this norm is always assumed in this Thesis if no explicit index is given. Remember that \( \|c(-)(x)\|^2_2 \) simply is the scalar product of the composed constrained violation function, alternatively written as

\[ P(x) = f(x) + \sigma \left( \sum_{i}^{m_1} \left( g_i(-)(x) \right)^2 + \sum_{j}^{m_2} \left( h_j(-)(x) \right)^2 \right) . \]  

(2.13)

This problem can be solved as a series of unconstrained minimization problems, where in each cycle the penalty parameter(s) are increased by, e.g., an order of magnitude.\(^5\) The solution of the first cycle is used as initial guess for the next round. Multiple such successive iterations will (probably) converge to the solution of the original constrained problem.

\(^5\) In practice, we start even at \( \sigma = 0 \) and stop at a large value using multiple rough optimization rounds in order to adhere to the constraints after the tight final optimization round.

---

2.1 Optimization
In the limit of $\sigma \to \infty$, all constraints hold since these, otherwise, would add an infinite penalty to the function. If all constraints hold, it follows $P(x) = f(x)$.

### 2.1.1.2 Concrete Case of Electrostatic Potential Optimization

In particular, one more specific problem to be briefly discussed is the direct optimization of an electrostatic potential (ESP). This is either done during the so-called Canada search steps, discussed later in Section 3.5, or it is used as a standalone single-objective function for the GOCAT optimization. In this case, the penalty function method described in the previous Section is used for treating all equality and inequality constraints. In the case of ESP optimization, we want to minimize

$$
\min_{x \in \mathbb{R}^{4n}} P(x) = \sum_{j=1}^{N} \sum_{i=1}^{n} \left( \frac{q_i}{\|r_i - R_j\|_2} - \varphi_j^{\text{ESP}} \right)^2 + \sigma \left( \sum_{k=1}^{m_1} \left( g_k^{(+) -} (x) \right)^2 + \sum_{l=1}^{m_2} \left( h_l^{(-)} (x) \right)^2 \right),
$$

(2.14)

where the first term is the objective function denoting the difference between a reference ESP, $\varphi_j^{\text{ESP}}$, at each core atom, $J$, and the calculated one by the current Cartesian positioning, $\{r_i\}$ with $r_i \in \mathbb{R}^3$, and charge value, $q_i$, of the embedding consisting of $n$ charges, leading to $4n$ dimensions in total. Consequently, the domain of the objective function is $x = \{ r_1, \ldots, r_n, q_1, \ldots, q_n \}$. $R_j$ describes the atom coordinates of the $J$-th atom. In these applications, mostly three frames were used (R, TS, P), which also allows the translation between levels of theory with a varying number of frames of the MEP discretization and their coordinates; discussions regarding the MEP and its discretization follow later in Section 2.5.1. Eq. (2.14) optimizes the Coulomb potential at selected Cartesian points, which is given here in atomic units and which will be discussed further in Section 2.3.

The equality constraints are usually set as

$$
h_1(x) = \sum_{i=1}^{n} (q_i) - q_{\text{tot}} = 0,
$$

(2.15)

$$
h_{2, \ldots, n+1}(x) = \|r_i - R_{J,\text{Voronoi}}\|_2 - d_J = 0 ,
$$

(2.16)

for each charge $i$. In Eq. (2.15) the total charge of the GOCAT should equal the target one, as, e.g., in the neutral case $q_{\text{tot}} = 0$. For Eq. (2.16), a surface must be defined; in most cases a vdw surface was used such that $\{d_J\}$ are the atom-dependent vdw surface radii. Strictly speaking, the algorithm is slightly more subtle: First, a best match of one charge and a corresponding core atom must be found. If the charge is outside of the vdw surface of each atom, $\|r_i - R_j\| \geq d_j \forall \{i, j\}$, one can then compute the minimum difference, $\min\{\|r_i - R_j\| - d_j\}$, to find a corresponding atom $J$. If a charge is inside of a vdw surface, it must be moved back onto this surface again. Even more subtleties are included in the computations for the cases in which two (or multiple) vdw surfaces overlap and/or a charge is in a subset of both. Eventually, each charge $i$ is assigned to one corresponding atom $J$, which is indexed by “Voronoi” above.
(to indicate some similarity to a Voronoi tessellation, i.e., a space division into sub-regions with the atoms \(j\) as centers).

This general procedure is not limited to \(\text{vdW}\) surfaces and can be extended to work with any other surface, such as a sphere (or an ellipsoid, etc.) by using appropriate distances \(\{d_j\}\) to the middle of the sphere (or to the closest points on the ellipsoid).\(^6\)

The inequality constraints usually are:

\[
\begin{align*}
g_{1, \ldots, n}(x) &= q_i - q_{\text{up}} \leq 0 \quad \text{for each charge } i, \\
g_{n+1, \ldots, 2n}(x) &= q_{\text{low}} - q_i \leq 0 \quad \text{for each charge } i, \\
g_{2n+1, \ldots}(x) &= r_{\text{min}} - \frac{\|r_i - r_j\|_2}{r_{ij}} \leq 0 \quad \text{for each pair of charges } \{i, j > i\}.
\end{align*}
\]

where \(q_{\text{up}}\) and \(q_{\text{low}}\) denote the upper and lower boundaries of charge values, respectively, and \(r_{\text{min}}\) a minimum distance that is to be conserved. Following the logic of inequality constraining, no penalty is added if \(q_i \in [q_{\text{low}}, q_{\text{up}}]\) and all distances \(r_{ij}\) are greater than \(r_{\text{min}}\). Typical values used are \(r_{\text{min}} = 1\,\text{Å}\) and \([q_{\text{low}}, q_{\text{up}}] = [-1, +1]\,\text{e}\

Additionally, especially for the \(\text{vdW}\) surface optimization, another penalty term, \(k(\cdot)\), is defined that creates a steeper gradient around the feasible set, shown here for a calculated distance as input (cf. Eq. (2.16) on the preceding page).

\[
\begin{align*}
\Delta d &= \|r_i - R_{j,\text{Voronoi}}\|_2 - d_j \quad \text{for any charge } i, \\
 k \left(h^{-\gamma}(\Delta d)\right) &= k_1(\Delta d)^2 + w_k_1 (1 - \exp \left(-k_3(\Delta d)^2\right)) .
\end{align*}
\]

This is a mixture of a quadratic term (first part) and a negative Gaussian (second part). In Fig. 2.1, it is illustrated with typical values at the end of the penalty function series. Analytical gradients of all those terms are readily available, allowing the efficient quasi-Newton solver LBFGS to be used.

This ESP optimization can be used to translate between levels of theory, which is necessary because the final embedding, i.e., the exposed surface, will usually be different between the levels (see the later application in Section 6.3.2). Moreover, this can generally also include translations on the same level of theory by changing some of the model assumptions, for instance, the number of charges, \(N_{\text{Ch}}\). This can be leveraged as a compression technique in order to condense complex GOCATs by finding simpler (smaller) ones that are defined by different model settings or boundary constraints.

Note that fitting charges based on ESP is a well studied topic in computational chemistry in the context of potential derived (PD) atomic charges (e.g., see Refs. [146–148]). However, in contrast to the GOCAT design, the problem tackled in the literature is “inverse”: For calculating PD charges at the core atoms, these are optimized to be the best representation with regard to some calculated molecular ESP on an outer surface just beyond the \(\text{vdW}\)
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\(\text{ESP}\) design, the problem tackled in the literature is “inverse”: For calculating PD charges at the core atoms, these are optimized to be the best representation with regard to some calculated molecular ESP on an outer surface just beyond the \(\text{vdW}\)
surface or on a solvent accessible surface (SAS) surface. Here, only \{ q_i \} are fitted with pre-determined coordinates, namely the atomic positions. Thus, such a problem is of a linear least-squares type. However, it commonly entails constraints and/or restraints conserving the total molecular charge, the charge within a molecular part, the overall symmetry or other properties, such as dipole moments. Nonetheless, it is usually an over-determined linear system of equations which, in fact, can be highly correlated\cite{149–151} and thus lead to statistically underdetermined charges and hence a rank deficiency of the respective least-squared matrices, especially for large systems.\cite{7} The underdetermined character of the charges due to the high correlation is intuitively understandable\cite{141,152} as the ESP outside of the molecule is primarily dependent on the charges near the boundary to the common exposed surface and not as much dependent on the interior (compare with the linear superposition principle in Section 2.3, which also implies in this case that charges can be shielded). In this regard, even more restraints are often added in order to simplify the, in fact, underdetermined or ill-posed problem. This is done by incorporating, e.g., (what would nowadays in the machine learning community be called) $L_2$ (or Ridge) regularization terms, besides others, which results in the restrained electrostatic potential (RESP) model\cite{153,154}.

In the context of partial charge optimization of a GOCAT, this topic will be discussed again in Section 6.3.2. Next, global optimization is briefly introduced.

\footnote{7 Besides, other problems can emerge, e.g., electron density errors (i.e., regarding the level of theory), basis set dependent partial charges, conformational dependence, sampling density dependence, etc.}
2.1.2 Global Optimization

For the purpose of developing some intuition about hard characteristics of functions that frequently appear in practice and demand a global optimization, a qualitative sketch of such complexities is given in Fig. 2.2 on the following page. These are different quality measure surfaces (or fitness/objective function surfaces), which are plotted each in just two dimensions. The target in every case is to find the global minimum robustly, i.e., the lowest value of \( f(x) \), irrespective of the starting point: In Fig. 2.2(a), the overall convex case is shown, where even a simple (negative) gradient following algorithm would already find the one and only local and global minimum, using the gradient descent in Algorithm 2.1, for example. In Figs. 2.2(b) and 2.2(c), the functions possess multiple minima—the fitness surface is not unimodal anymore—here with less and with more variation, respectively. Consequently, there might be an obviously worse minimum with a high \( f(x) \) (Fig. 2.2(b)) or multiple minima that are competitive (Fig. 2.2(c)), separated by large barriers in-between. Increasing the latter feature even more leads to the picture of Fig. 2.2(d), where a highly varying, multi-modal, rugged surface is shown. In this case, local information (such as gradients) will not really help and the optimization could directly get stuck in the nearest optimum. Such misleading local information could also be more emphasized in the clearly deceptive landscape of Fig. 2.2(e), where, over a longer width, such information is monotonously conducting the search but does not lead to the best minimum. In contrast, a region without any information at all is sketched in Fig. 2.2(f). Often, there are also cases with minor variations and local optima but with a very narrow “needle-like” minimum (Fig. 2.2(g)), or, in Fig. 2.2(h), there are numerous peak-like minima without any local information whatsoever in the proximity of the “needle” (or misleading information at the right-hand side).

Note that these are simplified sketches in only two dimensions of an \( N \)-dimensional search space. In principle, if each dimension had (just) 10 possible (discrete) values, in a space of \( N \) dimensions this would directly lead to the exponential scaling of \( O(10^N) \). Naturally, in such continuous search spaces, there are more than just 10 input values for each dimension. This is the intimidating “curse of dimensionality” (a term coined by Bellman)\(^{157}\) that re-appears in many types of problems.\(^{29,158,159}\) However, this does not necessarily lead to an exponential scaling of the local minima of the objective function. As a matter of principle, there might be significantly fewer promising regions in the search space than this combinatorial number.\(^9\) If there were just one overall global convex region, the problem would be almost trivially solvable. The same would be true if the problem in \( N \) dimensions could be separated into \( N \) 1D sub-problems—without any correlations or non-linearities between the dimensions. However, one generally cannot assume this to be true, and for the universal case, global optimization algorithms must deal with such hard optimization problems—or put differently, they, ipso facto, are only then needed.

---

\(^8\) When not explicitly cited otherwise, this Section is based on the general textbooks and references on this topic.\(^{29,30,155,156}\)

\(^9\) In the well-investigated regime of global structure optimization (of clusters), it was indeed found that not only the abstract combinatorial space scales exponentially but also the physically meaningful space, i.e., the number of local minima and thus the number of structurally stable solutions.\(^{166–165}\)
Fig. 2.2: Picturesque illustration of several characteristics of the objective functions, also called fitness surface/landscape (below). Some discrete phenotypes (these terms are explained later, cf. Section 2.1.2.2 on p. 27), \( x \), are shown and some possible movements by the arrows. See the main text for further explanations. The pictures are adapted from Refs. [29, 155].
One can divide (global) optimization algorithms into two classes: Exact methods that must (somehow) prove to have found the global minimum and heuristic methods that lack such a guarantee.[166] Often, problems that are faced in practice are either proven to be of the \( \text{NP-hard} \) type, \textit{i.e.}, then it is generally assumed that they cannot be solved in polynomial time, and this suggests the exponential scaling of the time needed with the problem dimension for an exact solution.[29] Similarly, problems are assumed to be of such a type when treating very high-dimensional ones with maybe no simple objective function or prior information that could be exploited. Indeed, in the category of \textit{deterministic exact} approaches, there is also a plethora of techniques available (such as, \textit{e.g.}, \textit{branch and bound} methods) for eliminating many solutions in each iteration and thus shrinking the search space effectively. At the end, each point in search space must be visited somehow or must be proven to be worse than the found minimum.[166] In other words, the main challenge of each global optimization technique finally is to provide a way of somehow not having to calculate each possible point in search space. However, the following discussions about global optimization will focus only on the latter category of optimization algorithms that comprises heuristics that can generally treat any problem without having prior knowledge of it. Accordingly, black-box optimizations are possible which can find a good but maybe not best solution quickly, robustly and often non-deterministically.\footnote{Again, one should emphasize that although the hardness of cluster optimization was shown\cite{161,162} such problems can be solved \textit{heuristically} and non-deterministically in polynomial time, yet generally without the guarantee of having found an exact solution\cite{163}.} In contrast, a deterministic algorithm will always return with the same output when the same input is given, whereas in the non-deterministic algorithms, often at least one internal state transition is made probabilistically and they, hence, can return with a different output despite the same starting conditions (input). For those deterministic global optimization methods, the reader is referred to Refs.\cite{168,169}.

Generally, the corner cases or baseline approaches each \textit{more sophisticated} optimization algorithm in the following must prevail are, on the one hand, a fully random (non-deterministic) heuristic search and, on the other hand, a brute-force (deterministic) exact search. The latter, as motivated above, is simply not affordable in practice as long as no shrinkage algorithms or heuristics are used as such an exhaustive enumeration would merely test each solution without exploiting any information gained from the objective function. This trivially leads to the exponential scaling because of the high-dimensional search space and the encountered \( \text{NP} \)-hard problems in usual real-case applications.[29] Of course, both approaches could simply be stopped at any time and the best solution returned that has been found so far. Clearly, more efficient and effective algorithms should be available.

So, any robust optimization scheme that tries to find the global minimum must introduce the following qualitative features with respect to the “landscapes” of the objective functions\cite{166}:

\begin{itemize}
  \item quickly find local optima,
  \item quickly leave local optima (again),
\end{itemize}
• not get lost in inessential regions (or get misled by deceptive directions),

• and not explore the full available search space, but use any type of (meta-)heuristic procedure to explore and refine promising regions exploiting information accumulated during the search.

In this regard, one must use some type of optimization algorithm which varies between the two sides of a dichotomy, i.e., between exploration and exploitation. The former describes the need to investigate new, diverse (promising) regions in search space, including not being stuck anywhere. Exploration usually induce long-distance leaps through the search space to get far away from the already acquired information to new pieces of information. In contrast, the latter denotes a principle to re-use the candidate solutions’ (intrinsic) information acquired so far, also including the local information mentioned above, to enforce the progression of the overall optimization. This exploitation can usually be mapped to small steps in the search space.\(^{11}\) The line between those two principles is not clear-cut, which will become apparent when further algorithmic details are considered below. In their implementation, usage and configuration, such algorithms, however, usually reside somewhere in-between these two poles.\(^{12}\) Again as a limiting case,\(^{156}\) a simple gradient descent or Newton’s method (cf. Section 2.1.1), which is utilizing even more local (curvature) information, could be dubbed fully locally exploitative. On simple surfaces including derivative information (as in Fig. 2.2(a) on p. 22), an algorithm of this kind is the best choice. A full random search, on the other hand, without any history would be (globally) explorative and resistant to ruggedness as in, e.g., Fig. 2.2(d) on p. 22. The real feat, therefore, is to find a balanced setting for the problem at hand.

2.1.2.1 Metaheuristic Optimization

This opens up the way towards a type of “twilight-zone”, the metaheuristic optimization. We follow the definition of this particular term which is originally coined by Glover\(^{170}\) and quoted here from Refs. [25, 26, emph. in original]:

A metaheuristic is a high-level problem-independent algorithmic framework that provides a set of guidelines or strategies to develop heuristic optimization algorithms. The term is also used to refer to a problem-specific implementation of a heuristic optimization algorithm according to the guidelines expressed in such a framework.

---

\(^{11}\) However, note that typical crossover steps that can completely exploit the information of two candidate solutions can lead to huge jumps in the search space ending at a combined point of the starting solutions. Therefore, the extent of information that is or is not re-used is more important than (translated) step lengths.

\(^{12}\) Intuitively, the following holds (the terminology will become clear below): On the one hand, more exploitative settings include more crossover, smaller population size, local optimizations in-between, less severe niching, more severe selection functions and less diversity checks. On the other hand, more explorative settings utilize bigger/more frequently mutations, bigger populations, severe niching and diversity checks as well as less severe selection. Though, as many operators themselves live in a “twilight zone”, e.g., many crossover operators can also induce giant jumps landing on new (unseen) regions, the mapping of operators to the two-poles is not clear-cut.
This means that, as already stressed in those same references, the term “metaheuristic” has two (different) meanings: Both for denoting a problem-independent algorithmic framework (as e.g., OGOLEM itself for solving specific chemical global optimization problems, detailed in Chapter 3) as well as for denoting specific algorithmic flavors such as, e.g., hill climbing, GA, particle swarm optimization, differential evolution, ant colony optimization, etc. These algorithms often share many commonalities. Most of these different approaches will, however, not be explicated here (see Refs. [26, 29]).

Metaheuristics are often able to work under weaker assumptions such as having no derivatives or even no known or clear form of an objective function at all, i.e., they work under any quality assessment procedure. In practice, it would suffice to use, for instance, a semi-automatic experimental feedback[172] or just any simulation cycle such as a robot movement protocol/simulation in order to reach a target. Furthermore, the candidate solution can be of an arbitrary type or representation, not just real-valued vectors in metric spaces, but integer/boolean vectors, encoding maybe just unordered/categorial sets of objects, graph-structures, a catalog of rules, etc.[156]14

For its educative value, we take a short look at hill climbing—which is in the present minimization context rather an “inverted” hill—as one of the simplest metaheuristics. It is given in Algorithm 2.2 on the next page. By simply drawing a (pseudo-)random number and doing a small, rather local random change to the candidate solution, \(x\), in Line 3 of Algorithm 2.2, this can, by chance, lead to an improvement, resulting in a better quality, which is evaluated next in Line 4. Certainly, how to make such a small modification to \(x\) (of arbitrary representation in different problems), is quite another issue. This illustrates the usual strategy of a resampling technique (or a “trial and error” approach) where new solutions are generated based on older results, in this case, even without knowing any gradient or direction. When one solution is found, irrespective of where it came from, its quality can be assessed. The usual assumption would be that local changes to \(x\) lead to similar (but better) results, \(x'\), which is also called causality. Consequently, using such strict local sampling, the overall optimization would still be subsumed as a local one. If this is not appropriate in cases when dealing with multimodal or even highly rugged surfaces, several types of improvements can be made to this simple setting, as for instance: multiple changes to \(x\) could be made in one chunk, emulating a gradient descent via random steps, and the best \(x'\) could be returned. Bigger changes (maybe even re-starts in between) could be incorporated, requirements on the quality of \(x'\) could be loosened to allow for (intermediate) worse solutions than \(x\) before (Line 4). Finally, maybe even a whole set of \(\{ x \}\) could be treated and processed at the same time—which will be called “population”, see Section 2.1.2.2—and one could strictly remember the best current solution that has been found without replacing this in any other intermediate step.[156]

Reaching some chemically motivated ingredients, one could not just include binary

---

13 The Greek prefix “meta” itself is just partially meaningful and in some cases it might also be thought of a higher-abstraction layer for heuristics, as a heuristic about heuristics; alternatives from Ref. [171] could be used instead such as a weak stochastic search or black-box optimization.

14 Consequently, metaheuristics can always be used as “last-ditch” methods if no other known technique works.[156]
Algorithm 2.2: Simplest hill climbing.

Input: some candidate solution: \( x \)
Result: better candidate solution: \( x' \)

begin
    while ¬ endingCrit(\( x \)) do
        /* maximal iteration counter or quality as threshold (if known) */
        \( x' \leftarrow \text{randomChange}(x) \) // some local change in any/some dimensions
        if qualityAssessment(\( x' \)) \leq \text{qualityAssessment}(x) then
            /* remember a better solution, otherwise just continue */
            \( x \leftarrow x' \)
        end if
    end while
    return \( x \)
end

if-checks in Line 4, but maybe a chemically motivated probability of acceptance. This could be the well-known Metropolis probability\([27]\) by using energies as quality, and by including another protocol of changing this MC step acceptance probability gradually throughout the optimization, one reaches the simulated annealing.\([28]\) Instead, by including hybridization protocols into the quality assessment, e.g., by local optimizations in problems where gradients are available such as in cluster structure optimization (CSO), this results in “MC steps with minimization”\([173]\) which is also called basin-hopping in this context.\([174,175]\)

With a few other improvements—but still sticking to the same simple framework picture—finally the GA as a metaheuristic is reached that will be discussed below. In the following, the only direct information available to the global optimization algorithm will be the evaluation of \( f(x) \) itself—often neither gradients nor any other auxiliary knowledge will be available. This allows for arbitrary rugged (discontinuous) objective functions to be minimized by applying probabilistic transition rules between the solutions. The indirect (secondary) information available can be traced back to the so-called population, i.e., the set of multiple concurrent candidate solutions that share their information, which conserves information gained and accumulates some “history”. In this regard, the following descriptions will mainly be limited to one global optimization algorithm family, which is the non-deterministic meta-heuristic pool-based global optimization.

Usually, the terminology in the broad context of EC—itself also a generic concept for multiple different stochastic/non-deterministic population-based metaheuristics—(mis-)use terms “inspired” by biology, genetics and evolution.\([25]\) Hence, EC algorithms are commonly motivated and introduced by its similarity to the process of biological evolution. Also the GA belongs to this class. Yet, any quality of a search algorithm in computer science should by no means be inferred or semantically transferred from any loose inspiration source. Therefore, as a little disclaimer, though, we will not follow any distorted view on GA comparing with statements of “how nature optimizes” and will not obfuscate things by motivating that the former “mimics” the latter. Instead, we will simply stick to the mathematical and meta-heuristical foundations.\([176]\) Notwithstanding, in the literature as well as in this Thesis
(and implementations), some of these terms often slip through. They are introduced in Table 2.1 on the following page and can simply be reduced to the more general neutral terminological counterparts.15

### 2.1.2.2 Genetic Algorithm and Terminology

A schematic GA pseudo-code implementation is given in Algorithm 2.3 on p. 29, for which the concepts introduced by Table 2.1 are essential. In the usual work case, a population, P, is randomly generated via a full random sampling, i.e., a nullary initialization (Line 2 of Algorithm 2.3). Then, mostly up to a preset maximum iteration number, the shown operators are executed during the main loop. First, some candidate solutions must be selected from the pool that are to be worked on in the iteration (Line 4). This happens in relation to the current fitness of the individuals. The most traditional variant is the *fitness proportionate selection* or *roulette wheel selection*: Each individual is drawn based on its current contribution to the totally summed fitness in the population, with a probability 

$$p(i) = f(i) / \sum_{i \in P} f(i).$$

16 These candidate solutions are changed then by the binary (crossover) and unary (mutation) operators (Lines 5–6), where the latter is not always applied, but to a smaller probability. Simplistic schemes of such operators are shown in Fig. 2.3. The quality of the generated candidate solutions is evaluated, i.e., the objective function (or fitness function) is applied (Line 7). Within the postSelection() procedure (Line 8), the created children, I′′i, I′′j, might get added to the pool if they fulfill certain requirements such as having a good fitness,

![Fig. 2.3](image-url) The most traditional GA operators are illustrated. The shown crossover operator divides the genotype into two parts and recombines them, whereas the mutation operator changes a specific information. These simple operators work on binarily encoded genotypes, which leads to the question of how to encode the problem at hand to result in this representation. For all GA applications in this Thesis, the operators will be much more complex and work in a less "distorted" representation. Some of these operators will be discussed in Chapter 3.

---

15 In many frameworks nowadays, boundaries between elderly distinct metaheuristics are blurred so that a general, neutral terminology would also help to compare the actual algorithmic ingredients and steps, as also discussed in Ref. [176].

16 For translating lower fitness values to be better in minimization problems, some re-weighting of a smaller fitness value to map to a bigger probability for the selection must take place, accordingly. Normalization usually is also very important for not introducing artificial bias into the selection algorithm.[29,156] Alternatively, non-parametric selection operators are used and discussed in Chapter 3.
**Table 2.1:** Overview of some terms used in this Thesis (based roughly on Refs. [29, 156, 176]). Note that there are even more terms and sometimes other definitions or confusion about the actual semantics, which will not be recapitulated here.

<table>
<thead>
<tr>
<th>Nature-inspired Term</th>
<th>Neutral Term</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>genotype</td>
<td>point in search space</td>
<td>denotes what the algorithm operates on (internal/encoded data structure)(^a)</td>
</tr>
<tr>
<td>phenotype</td>
<td>point in solution space, (candidate) solution</td>
<td>denotes a (decoded) solution in the feasible set and is the input of the objective function</td>
</tr>
<tr>
<td>individual</td>
<td>individual(^b)</td>
<td>combining genotype and phenotype (mostly used synonymously with phenotype or candidate solution)</td>
</tr>
<tr>
<td>selection (sometimes mating)</td>
<td>selection</td>
<td>picking individuals based on their quality</td>
</tr>
<tr>
<td>fitness</td>
<td>objective function value</td>
<td>quality after the assessment procedure of the individual/phenotype as input(^c)</td>
</tr>
<tr>
<td>generation</td>
<td>iteration</td>
<td>our GA itself is generation-free (cf. Chapter 3); usually, one has to define which chain of steps or chunks of operations one iteration comprises</td>
</tr>
<tr>
<td>creation of new genotypes</td>
<td>nullary search operation</td>
<td>taking no individual as input in order to generate a new one: e.g., random initialization</td>
</tr>
<tr>
<td>mutation</td>
<td>unary search operation</td>
<td>taking one individual as input and creating a new one based on this template: e.g., a monte carlo step of some genotype-coordinates in vicinity of the starting point</td>
</tr>
<tr>
<td>crossover, recombination</td>
<td>binary search operator</td>
<td>taking two individuals as input and creating (usually) two new ones based on both: e.g., re-using mixed/merged genotype-coordinates of both parents(^d)</td>
</tr>
<tr>
<td>child, parent</td>
<td>individual</td>
<td>particular terms for individuals; parents constitute the input for the resulting, operated-upon children</td>
</tr>
</tbody>
</table>

\(^a\) Genome, furthermore, often terms the whole search space. Note also that especially the traditional first GAs\(^{[30]}\) worked with binary strings of numbers (termed chromosome then), which was a vital GA characteristic back then. In turn, a function is usually needed that maps those genotypes to phenotypes.

In practice, though, especially in the chemical contexts relevant for this Thesis tackling continuous problems, this mapping is simply an identity relation, i.e., phenotype and genotype should mean the same thing. In fact, based on the chemical problem, binary representations can be very meaningful representing the quality “on” of “off” for, e.g., the presence or absence in discrete molecular design of functional groups\(^{[177,178]}\) or occupations of sites in alloys.\(^{[179]}\) Therefore, when more problem-aware operations are used, the term “phenotype” operator was reserved for this.

\(^b\) No real alternative is given; in the following, the terms “solution”, or for the explicit problem, GOCAT, cluster structure and parameter vector suffice.

\(^c\) Generally, there exists a difference between fitness and objective function. The former might be a result of an additional transformation, including relational information with regard to the whole population, other heuristics, mapping procedures, etc.\(^{[29]}\) In this Thesis, however, quality, fitness and objective function value simply mean the same thing.

\(^d\) Usually, this is supposed to be the most important operation in the GA, mixing meaningful “traits” to reach (hopefully) even better solutions; for the original theories on such as the schema-theorem, building-block hypothesis\(^{[183]}\) or extended forma analysis, see Ref. [29]. In any case, this assumes what we could call implicit separability within the genotype while certain sub-patterns are correlated jointly to the fitness (linkage) in order to reach a better corresponding phenotype. Put differently, if there were no separability of some sub-coordinates, which is a priori unknown but nevertheless present, no crossover would lead to systematic improvements of the fitness, only by chance.

---

**Chapter 2: Theory**
Algorithm 2.3: Simple GA.

Data: GA parameters: which (types/chunks of) operators, total iterations, population size, ...

Result: optimized population $P^*$ of individuals $\{ I^*_i \}$

begin
/* initialize the population, $P = \{ I_i \}$, often randomly and/or using older solutions (seed) */
\[ P \leftarrow \text{initialization}() \]
while \( \neg \text{endingCrit()} \) do // Main GA loop
   /* select 2 individuals, with some prevalence of choosing better ones */
   \[ (I_i, I_j) \leftarrow \text{selection}(P) \]
   /* exchange traits, resulting in 2 new individuals */
   \[ (I'_i, I'_j) \leftarrow \text{recombination}(I_i, I_j) \]
   /* by chance: random change of some information */
   \[ (I''_i, I''_j) \leftarrow \text{mutation}(I'_i), \text{mutation}(I'_j) \]
   /* quality assessment procedure */
   \[ (I''_i.f, I''_j.f) \leftarrow \text{fitnessFunction}(I''_i.x), \text{fitnessFunction}(I''_j.x) \]
   /* procedure of adding new individual(s) to population $P$ */
   \[ P \leftarrow \text{postSelection}(P, I''_i, I''_j) \]
end while
/* $P$ might contain the globally best individual now */
\[ P^* \leftarrow P \]
return optimized population $P^*$
end

i.e., a lower value for minimization, and usually some diversity demands. Note that this already illustrates a generation-free GA, as each main cycle creates two individuals and tries to add these to the population, $P$. Otherwise, the most common implementation is to sample multiple such individuals in order to fill up a new population which replaces the old one partially or completely. The explicit notation using $I.g, I.x$ and $I.f$ points to the genotype, phenotype and fitness value of the individual, respectively. Compare with Algorithm 2.2 on p. 26 again, where no selection is needed since no population exists and no recombination can take place, but apart from that, the randomChange() plays a very similar role as mutation() here.

Some notes on the traditionally most relevant implementations for each operator shown could be made—which would already discriminate between the four main sub-classes within EAs, besides others: GA, evolution strategies, evolutionary programming and genetic programming. For further subtle differences, however, the already cited Refs. [29, 30, 156] can be consulted and this historical line will not be followed here: Nowadays, the boundaries between these become increasingly blurred.\(^{17}\) In this Thesis, we often speak of GA, but as

\(^{17}\)For instance, a GA does not only work on bit-string chromosomes anymore. Often (also in this Thesis), more mutation/exploration is used—similar to the strong/only mutation setting of evolution strategies at the beginning. Indeed, we do not evolve program instructions (genetic programming), but we use internally some graph-based structures as well. Therefore, also these boundaries are not fixed.
multiple ingredients are present that go beyond the traditional framing, the term EA is also frequently used synonymously.

This concludes the discussion about optimization for now. Further detailed descriptions of the operators implemented in this Thesis will be re-addressed in Chapter 3, including also the main program package used and extended, namely ogolem.

### 2.2 Potential Energy Surface

Treating non-dynamical or time-independent systems in this Thesis, a system of electrons and nuclei is described in non-relativistic QM by the time-independent Schrödinger equation (TISE), which is given in Eq. (2.22). Applying a molecular Hamilton operator, $\hat{H}$, to a the system, represented by its wave function, $\Psi$, this leads to the eigenvalue equation for the coupled electronic and nuclear problem

$$\hat{H}\Psi = E\Psi .$$ (2.22)

Using atomic units throughout, the molecular Hamilton operator is given as

$$\hat{H} = -\frac{1}{2} \sum_i \nabla_i^2 + \sum_i \sum_{j \neq i} \frac{Z_i Z_j}{|R_i - R_j|}$$

$$- \frac{1}{2} \sum_i \nabla_i^2 - \sum_i \sum_{j \neq i} \frac{Z_i}{|r_i - R_i|} + \sum_i \sum_{j \neq i} \frac{1}{|r_i - r_j|}$$ (2.23)

$$= \hat{T}_n + \hat{V}^{nn} + \hat{T}_e + \hat{V}^{ne} + \hat{V}^{ee} .$$ (2.24)

Here, $\{ I, J \}$ denote nuclei, $\{ i, j \}$ the electrons, $\{ r_i, R_I \}$ the positions of the separate particles and $M_I$ as well as $Z_I$ the mass and charge of the nuclei, respectively. The operators in Eqs. (2.23) and (2.24) correspond to the kinetic part of the nuclei and electrons ($\hat{T}_n, \hat{T}_e$), the mutual Coulomb attraction between the electrons and nuclei ($\hat{V}^{ne}$) as well as nuclear–nuclear and electron–electron repulsions ($\hat{V}^{nn}, \hat{V}^{ee}$). After BO separation of this electronic and nuclear problem in Eq. (2.22), the molecular Hamiltonian for the electronic part only can be formulated as

$$\hat{H}^e \Psi^e = (\hat{T}_e + \hat{V}^{ne} + \hat{V}^{ee}) \Psi^e = E^e \Psi^e .$$ (2.25)

Now, the nuclei positions $\{ R_I \}$ are parameters assuming that the nuclei are quasi-static and hence have fixed values for each atomic structure. As a result, the $\hat{V}^{nn}$ contribution from above is usually added after solving the electronic TISE as a simple constant. Furthermore, the actual couplings between nuclei and electrons, now shifted to the nuclear problem (not shown here), can usually simply be neglected which leads to the BOI approximation.

---

18 In atomic units, the Bohr radius, $a_0$, elementary charge, $e$, Planck’s constant, $h$, and Coulomb’s constant, $(4\pi \epsilon_0)^{-1}$ (with vacuum permittivity $\epsilon_0$), are all set to 1.

19 This is usually a solid approximation for the electronic ground state and stable configurations (minima) that are very distant to regions where multiple electronic states become energetically similar and couple as in avoided crossings or conical intersections. The neglected non-adiabatic couplings between separate electronic states would be essential here. Similar thoughts also apply to the further electronic wave function.
This corresponds to the quasi-static picture in which electrons are assumed to instantaneously adapt to changes of the nuclei positions. By separating the nuclear and electronic problem, the concept of PES follows, where the electronic energy, \( E^e_a(R) \), which is given here for the \( a \)th electronic eigenstate, acts as a potential for the nuclei. In the next step, the nuclei can be considered to “move on” this PES, including the nuclear wave functions that describe, e.g., vibrations, rotations, etc. \( E^e_a(R) \) can still be considered as a function of the nuclear coordinates \( R \). Yet, it is being solved point-wise for each (parametric) nuclear configuration. As usual for electronic structure theory, the actual nuclear dynamics problem is not treated in this work, and we focus on the electronic ground state, \( a = 0 \), of the molecular system only. From this PES, information about the chemical processes such as reactions can often already be deduced and can be statistically described by, e.g., TST (cf. Chapter 1).

Next, different methods for calculating the electronic states are briefly discussed, including only those that were used in this work, with some indications to descriptions that can be promising in the future. The following discussions are by no means exhaustive but very selective on this topic, in addressing some important framing of the GOCAT design and further basis for the current work. These depictions will also include some empirical potentials as surrogate for the electronic energy surface \( E^e_0(R) \), namely force fields (FFs). For QM in theoretical chemistry, we refer to the general textbooks on this topic \cite{141, 152, 184–187} or the very extensive review \cite{189} which covers (almost) all methods mentioned here; additional more recent research on specific parts is cited separately.

### 2.2.1 Hartree-Fock Approximation

As the TISE can only be solved for the simplest (one-electron) systems, further approximations are needed. Having to treat fermionic systems, a many-particle wave function should be antisymmetric with respect to the permutation of the indistinguishable electrons. Thus, for an \textit{ansatz} for \( \Psi^e \), the most common antisymmetrized description obeying the Pauli exclusion principle is a determinant

\[
\Psi^{SD} \left( \{ x_i \}_{i=1}^{N_e} \right) = \frac{1}{\sqrt{N_e!}} \begin{vmatrix} \chi_1(x_1) & \chi_2(x_1) & \cdots & \chi_{N_e}(x_1) \\ \chi_1(x_2) & \chi_2(x_2) & \cdots & \chi_{N_e}(x_2) \\ \vdots & \vdots & \ddots & \vdots \\ \chi_1(x_{N_e}) & \chi_2(x_{N_e}) & \cdots & \chi_{N_e}(x_{N_e}) \end{vmatrix}, \tag{2.26}
\]

which is also known as \textit{Slater determinant} (SD). Here, \( N_e \) electrons occupy the \( N_e \) spin orbitals \( \{ \chi_i \}_{i=1}^{N_e} \). As single-particle functions or one-electron wave functions, these are defined as

\[
\chi(x) = \psi(r) \cdot \begin{pmatrix} \alpha(\omega) \\ \beta(\omega) \end{pmatrix}, \tag{2.27}
\]

with spatial orbital part \( \psi(r) \) and the spin functions \( \{ \alpha(\omega), \beta(\omega) \} \).

This SD can now be used as a trial wave function for solving the TISE (Eq. (2.22)), which approximations that are discussed below and that are biased towards single states as in the single-determinant \textit{ansatz} (vide infra).
leads to the Hartree–Fock (HF) equations by solving Eq. (2.22) variationally. This means the energy calculated by using the SD ansatz is an upper bound to the true energy. Generally, it will lack electron correlation, or equivalently, it is a mean-field approximation incorporating an average electron–electron repulsion only.

The expectation value of the Hamiltonian, \( E = \langle \Psi^{SD} | \hat{H} | \Psi^{SD} \rangle \), applied onto the trial SD, whose orbitals are then minimized with respect to the energy while conserving the equality constraint of having orthonormal orbitals using Lagrange multipliers, results finally in

\[
\hat{f} (1) |\psi_a\rangle = \epsilon_a |\psi_a\rangle .
\]

Here, the Fock operator, \( \hat{f} \), that consists of the nuclear attraction part, \( \hat{\rho} \), the Coulomb, \( \hat{j} \), as well as the exchange operator, \( \hat{k} \), are defined as

\[
\hat{f} (1) = \hat{\rho} (1) + \sum_b \left[ 2 \hat{j}_b (1) - \hat{k}_b (1) \right] = \hat{\rho} (1) + \hat{\epsilon}^{HF} (1)
\]

\[
\hat{\rho} (1) = -\frac{1}{2} \nabla_{1}^{2} - \sum_i \frac{Z_i}{||r_i - R_f||}
\]

\[
\hat{j}_b (1) |\psi_a(1)\rangle = \langle \psi_b(2)|r_{12}^{-1}|\psi_b(2)\rangle |\psi_a(1)\rangle
\]

\[
\hat{k}_b (1) |\psi_a(1)\rangle = \langle \psi_b(2)|r_{12}^{-1}|\psi_a(2)\rangle |\psi_b(1)\rangle .
\]

This is already the canonical form after a unitary transformation of the orbitals into the eigenbasis of the Fock operator leading to the molecular orbitals (MOs), \( \{ |\psi_a\rangle \} \), with orbital energies, \( \{ \epsilon_a \} \), for restricted closed-shell HF (where each spatial orbital is populated by one \( \alpha \) and one \( \beta \) spin electron, after integration over spin variables, which is not shown here). “(1)” denotes that all these are effective one-electron operators of one electron in the mean field of all the others, describing the electron–nuclear attraction via \( \hat{\rho} \), the local Coulomb repulsion via \( \hat{j} \) and the non-local exchange between two electrons stemming from the antisymmetry via \( \hat{k} \). Although this resembles an eigenvalue problem, \( \hat{f} \) depends via \( \hat{j} \) and \( \hat{k} \) on its own eigenstates, \( \{ |\psi_a\rangle \} \), and can be solved iteratively in, e.g., a self-consistent field (SCF) procedure.

The standard numerical treatment of solving Eq. (2.28) is carried out by introducing a known set of spatial basis functions (usually Gaussian functions or Slater-type orbitals that are still common in semi-empirical calculations) to convert it to standard algebraic equations that can be solved by linear algebra techniques. By expanding each MO, \( |\psi_a\rangle \), into a set of basis functions \( \{ \phi_v \}^\text{basis} \)

\[
|\psi_a\rangle = \sum_v C_{va} |\phi_v\rangle ,
\]

the HF equations in Eq. (2.28) become

\[
\hat{f}_a \sum_v C_{va} |\phi_v\rangle = \epsilon_a \sum_v C_{va} |\phi_v\rangle .
\]

\[\text{[190]}\] The Dirac-notation is used for abstract state kets and the scalar product between the linear functional in dual vector space \( \langle \psi_a | \) applied to the state \( |\psi_b\rangle \) as \( \langle \psi_a | \psi_b \rangle = \int \bar{\psi}_a^{*}(x_1) \psi_b(x_1) dx_1 \).
Application of a corresponding dual $\langle \phi_\mu |$ leads to
\[ \sum_\nu C_{\nu a} \langle \phi_\mu | \hat{f} | \phi_\nu \rangle = \epsilon_a \sum_\nu C_{\nu a} \langle \phi_\mu | \phi_\nu \rangle \] (2.35)
or, using matrix notation
\[ FC = SC\epsilon , \] (2.36)
with a diagonal matrix of MO energies, $\epsilon$, the Fock matrix, $F$, and the matrix of expansion coefficients, $C$, in atomic orbital basis functions, which are usually centered at the atomic nuclei and also hence named linear combination of atomic orbitals (LCAO). The used LCAO are not orthogonal, leading to the overlap
\[ S_{ij} = \langle \phi_\mu | \phi_\nu \rangle \neq \delta_{\mu\nu} . \] (2.37)
Equation (2.36) describes the Roothaan–Hall equations that resemble a generalized eigenvalue problem and can be solved iteratively until an SCF solution is reached.

Explicitly, the Fock matrix elements are given as
\[ F_{\mu\nu} = \langle \phi_\mu | \hat{f} | \phi_\nu \rangle = \langle \phi_\mu | \hat{h} | \phi_\nu \rangle + \sum_{\lambda\sigma} D_{\lambda\sigma} \left[ \langle \phi_\mu \phi_\nu | \phi_\lambda \phi_\sigma \rangle - \frac{1}{2} \langle \phi_\mu \phi_\sigma | \phi_\lambda \phi_\nu \rangle \right] , \] (2.38)
with the density matrix elements, $D_{\mu\nu}$, and two-electron repulsion integrals in Mulliken notation, $(\phi_\mu \phi_\nu | \phi_\lambda \phi_\sigma )$:
\[ D_{\mu\nu} = 2 \sum_{k=1}^{N_e/2} C_{\mu k} C_{\nu k} \] (2.39)
\[ (\phi_\mu \phi_\nu | \phi_\lambda \phi_\sigma ) = \int \phi_\mu^*(r_1) \phi_\nu(r_1) \phi_\lambda^*(r_2) \phi_\sigma(r_2) \ dr_1 dr_2 . \] (2.40)

These matrix elements are addressed below again when further approximations are introduced in semi-empirical quantum chemistry (SQC).

In the limit of an infinite basis set, an error still present in this mean field approach is the correlation energy that can formally be defined by the deficiency $E_{\text{corr}} = E_{\text{exact}} - E_{\text{HF}}$. This leads to all types of post-HF methods that incorporate both dynamical correlations as well as static correlations, although this distinction is not always clear. With regard to the HF error, the former describes the lack of instantaneous interactions between the electrons, whereas the latter tackles the fundamentally erroneous description of using one SD for systems or molecular geometries where multiple such states are needed, as used in multireference approaches. As it will become apparent in this work, the use of any post-HF method, e.g., Møller-Plesset perturbation theory or coupled cluster theory, are infeasible for GOCAT design, due to the high computational costs and the extremely high number of single point (SP) calculations of energies and gradients needed (as discussed later in Section 6.3.2). Thus, these approaches and other ones for electron correlations are not
explicated here (cf., e.g., Ref. [193]). The level of theory that is affordable lies at the SQC level or below (FF). Hence, we focus on these descriptions in Sections 2.2.3 and 2.2.4.

The mentioned qualitative deficiency of missing static correlations by using just one reference state, the SD, could also be important when full reaction paths on the PES are described: In the TS region, some multi-reference character is often present and, consequently, an appropriate description would improve the TS energies for the GOCAT design. Here, multiple electronic states or PESs can become (near-)degenerate when the electronic state quality suddenly changes, e.g., along bond dissociation curves. However, this topic lies still outside the scope of this Thesis, during these first steps inventing the general framework first of all. Indeed, there are also multiple versions of similar correlation treatments available on an SQC level, which were already heavily used for photodynamics simulations in our work group, for example.\[194–196\] In the future, an exchange of the level of theory to a more balanced description would be straightforward if affordable. Meanwhile for the present work, it is assumed that such energetic deficiencies around a TS region are secondary as nowhere absolute energetic barriers are of prime interest. Above all, trends of relative energetic influences on the PES are mainly investigated, and also the parametrization using high-end or experimental data as training set for the SQC method can impose some implicit correlation energy.

2.2.2 Density Functional Theory

An alternative to wave-function-based approaches such as the aforementioned HF is DFT, which has become predominant in a plethora of computational research over the last years.

Here, instead of the wave function of \( \{ x_i \} \) electron coordinates, the main entity of interest is the electron density which generally is an (observable) property and always depends on just three spatial coordinates, \( r \),

\[
\rho(r) = N_e \int \cdots \int |\Psi_0(r, r_2, \ldots, r_{N_e})|^2 \, dr_2 \cdots dr_{N_e}.
\] (2.41)

\( N_e \) is the electron number. We are interested in the ground state density here, and so the wave function can simply be integrated over all other \( N_e - 1 \) electronic coordinates but one (due to indistinguishability of the electrons, the numbering does not matter).

The underlying theoretical framework for the molecular properties was established by Hohenberg and Kohn.\[197\] The first Hohenberg–Kohn existence theorem states a relation between the ground state electron density and the so-called external potential \( \rho_0 \mapsto \nu_{\text{ext}} \). In the perspective of DFT, electrons interact with each other as well as with an external potential. The external potential for chemical systems is the attraction by the nuclei, which is defined by the nuclear charges and its positions, as usual. When the true (non-degenerate) ground state density is known, the external potential can be deduced and thus the Hamiltonian and the wave function.\[152\] The second variational theorem then states that this electron density also obeys the variational principle, similar to MO theory.
This means that any trial density, \( \hat{\rho}_0 \), will result in an energy which has the true ground state energy as lower bound. In turn, this can as well be used as minimization prescription to find the true density, similar to the HF descriptions above.

Despite the existence and variational nature of the energy as functional of the density, still no one has found a way to generate the true density that yields exact results. The most problematic parts are the precise description of the kinetic energy and the exchange–correlation parts as functionals. Therefore, usual DFT calculations are based on the formalism of Kohn and Sham (KS),\(^{198}\) who reintroduced orbitals (i.e., the wavefunction) into DFT leading to a better description of the kinetic part, but also to one that thus scales with the number of electrons again. At the end, KS DFT is closely related to HF calculations with identical formulae for the kinetic, electron–nuclear and Coulomb electron–electron interactions. Yet, the theory was developed from the point of view of being exact, though, the discrepancy to the truth is then shifted to the most important new part, the exchange–correlation functional, for the treatment of all many-body effects that are not present in an HF treatment. By introducing a fictitious non-interacting system of electrons in KS theory, the exact energy functional now reads

\[
E[\rho] = T_s[\rho] + V_{\text{ext}}[\rho] + J[\rho] + (V_{\text{xc}}[\rho] - J[\rho] + T[\rho] - T_s[\rho]) \equiv E_{\text{xc}}[\rho].
\] (2.42)

This distributes the total energy functional, \( E[\rho] \), into a kinetic part of non-interacting electrons (\( T_s[\rho] \)), the external potential due to the nuclei (\( V_{\text{ext}}[\rho] \)), the Coulomb electron–electron interaction part (\( J[\rho] \)) and the exchange–correlation part (\( E_{\text{xc}}[\rho] \)). As given in Eq. (2.42), this emphasizes the difference from the true correlated electron–electron interactions, \( V_{\text{xc}}[\rho] \), and the true kinetic functional, \( T[\rho] \), of interacting electrons, which \( E_{\text{xc}}[\rho] \) is supposed to correct.

Minimizing this functional of Eq. (2.42) with respect to the (orthonormal) orbitals yields a pseudo-eigenvalue problem for the KS MO orbitals \( |\psi_i\rangle \) (compare with Eq. (2.28))

\[
k^{\text{KS}}(1) |\psi_i\rangle = \epsilon_i |\psi_i\rangle ,
\] (2.43)

with the KS effective one-electron operator as

\[
k^{\text{KS}}(1) = -\frac{1}{2} \nabla^2 - \sum_l \frac{Z_l}{||\mathbf{r} - \mathbf{R}_l||} + \int \frac{\rho(\mathbf{r}')}{||\mathbf{r} - \mathbf{r}'||} d\mathbf{r}' + \frac{\partial E_{\text{xc}}[\rho]}{\partial \rho(\mathbf{r})} \equiv -\frac{1}{2} \nabla^2 + v_{\text{ext}}(\mathbf{r}) + v_{\text{coul}}(\mathbf{r}) + v_{\text{xc}}(\mathbf{r}).
\] (2.44)

This can also be expanded into a basis set, delivering a similar generalized matrix-eigenvalue problem as in the HF case above (Eq. (2.36)) that can again be solved in an SCF procedure because the electron density is needed for \( |\psi\rangle \) and vice versa.

Thus, the main endeavor in KS theory now is to find a proper functional for \( E_{\text{xc}}[\rho] \), since the true density functional, except for its existence, is unknown. As a result, a vast

\(^{21}\) As usual in this context, functions are applied to their input variables, whereas functionals are applied to functions. The latter are distinguished by using the parentheses “\( [\cdot] \)” for signifying the functional type.
number of functionals were developed over the years, some of which still stem from a solid physical ground, but others also reintroduce empirical parameters and can thus not be strictly called *ab initio* anymore. Some functionals can be ordered with regard to their accuracy, but this is not always the case and, in principle, it lacks such a systematic improvement as the *ab initio* post-HF method tree. For instance, there are functionals only based on the local density in the local density approximation (LDA) variants. Moreover, gradients \( \nabla \rho \) together with \( \rho \) are used in the generalized gradient approximation (GGA). There are hybrids with some HF exact exchange and more categories (meta-GGA, double-hybrids, etc.). The PBE0 functional also belongs to this latter category of hybrids and is used in later Sections (Chapter 6). The functional should always be chosen according to the specific problem and should be evaluated on a case by case basis. Then, DFT is usually the most computational efficient method available nowadays, explaining its widespread use. It is computationally of similar expense as HF but includes some degree of dynamic correlation, while still being a single-reference determinantal ansatz.

### 2.2.3 Semi-Empirical Approximation

Global optimization needs a very large number of objective function evaluations, each of which will come with many energy and/or gradient computations of the chemical systems. Thus, less computationally expensive but more approximative methods are necessary. The most computationally expensive part of HF theory is the calculation of all the two-electron repulsion integrals (Eq. (2.40)), as these are the most abundant and scale as \( O(M^4_{\text{basis}}) \).

SQC starts from such an *ab initio* HF SCF-MO framework, but introduces drastic further approximations to neglect a huge number of these integral terms; finally, the integral evaluations formally scale as \( O(M^2_{\text{basis}}) \). The conceptual ideas behind SQC that also outline the approximations made in the neglect of differential diatomic overlap (NDDO) family can be summarized in three points: (1) Only the valence electrons are treated explicitly, while the rest is implicitly taken care of by partially shielded nuclear charges and/or further functions to model the screened repulsions from the implicit core-electrons. (2) Only a minimal basis on each atom for the valence electrons is used, but these are described by Slater-type functions (s-function for H, s-, and p-functions for second and third row elements; though less common, there are also schemes with d-orbitals as in MNDO/d or PM6/PM7 for higher rows, see below). (3) The basic zero differential overlap (ZDO) approximation is applied which sets products between basis functions to zero that describe the same electron but are located on different atoms. By this, all one-electron three-center integrals and all two-electron three- and four-center integrals are neglected and the overlap, \( S = 1 \), is a unit matrix. However, the introduced error is supposed to be compensated for by incorporating further analytical functions and parameters that have to be optimized based on experimental and/or higher-level computational data. Note that there exist even more approximated SQC methods such as (the older) intermediate neglect of differential overlap (INDO) and complete neglect of differential overlap (CNDO) and others that neglect...
even more integrals, \cite{205} namely two-center two-electron ones. For a historical overview, Ref. \cite{202} can be consulted and these variants will not be further discussed here.

The SQC Hamiltonian most often utilized in the present work is the general-purpose PM7 \cite{206} method by Stewart. It is based on a modified NDDO approximation and a (separately developed) derivative of the original modified neglect of differential overlap (MNDO), \cite{207,208} to which family also further popular methods belong, besides others: AM1, \cite{209}, PM3, \cite{210,211}, MNDO/d, \cite{212,213} PM6 \cite{214} and RM1. \cite{215} All these methods differ mainly by additional core–core repulsion functions (including also a different number of parameters, either just mono-atomic or diatomic functions), neglected integrals and the optimization of the parameters using different training sets and methodologies. PM7 is the most recent new parametrization for almost the complete periodic table using extensive experimental and theoretical reference data and also includes dispersion, hydrogen bond corrections and changed electrostatic interactions for modeling solid-state systems, correcting some flaws of its predecessor PM6 (and the methods before that). \cite{206,23}

The exact forms of additional parametric functions are not recapitulated here, but are given in the original literature. \cite{206,211,214,24}

Besides the aforementioned line of development of the NDDO-family, Thiel and coworkers developed the OMx ($x = \{1,2,3\}$) Hamiltonians, \cite{217,218} (and OMDx, \cite{219} with additional dispersion corrections) as further extensions of the MNDO model. These ones were not yet used (for production) in this Thesis, but might be also very promising in the near future. Here, besides also other modifications, orthogonalization corrections by a varying degree were introduced into the one-electron terms of the Fock matrix; OM2 has the most of these corrections. Usually in the MNDO-family without such corrections, Pauli repulsions are emulated by further empirical correction terms in the repulsive core-interactions (since the core electrons are simply missing). In contrast, in the OMx methods, the valence-shell and valence-core orthogonality was introduced by effective-core potentials and by further treatment of the resonance integrals. These additional integrals added to the core Hamiltonian part without explicit orthogonalization of the basis were derived from a series expansion of a Löwdin orthogonalization. \cite{220} Usually in the MNDO-family, the Roothaan–Hall Eqs. 2.36 are simply solved as an eigenvalue problem, i.e., $S = 1$, assuming that the NDDO basis functions are already orthogonal. \cite{25} OMx then is supposed to overcome these defi-

\begin{enumerate}
\item The parametrization cannot be termed “global”: It was a greedy multi-sweep optimization of differently weighted parameters corresponding to a block of (more) important elements (H, C, N, O) using the parameters of PM6 as starting values. In turn, fixing these first optimized parameters, the next blocks of elements could be tackled subsequently until including almost the whole periodic table at the end. This was done in gradient-based optimizations with use of Hessian-information, with line searches on constructed surrogate restrained objective functions (called “perturbation”). For PM6 (having more parameters than PM7), a full-blown global optimization would have to treat about 2,000 parameters in a training set of over 10,000 reference data items, which would indeed be a very ambitious project as already claimed in that reference \cite{214}—and the present author would agree. In fact, global metaheuristic optimization of special-purpose SQC parameters on a smaller scale was done in our work group in Ref. \cite{196}.
\item As it was pointed out in Ref. \cite{216}, one would need to consult about ten publications for collecting all terms that are incorporated in PM7. Thus, Ref. \cite{216} itself can be inquired for the precise functional forms as well as for a critical view on NDDO in general.
\item This is done despite the fact that actually overlap integrals are re-introduced into the MNDO Fock matrix, but not used for the secular equation. \cite{226} this is in line with the neglect of two-electron integrals in NDDO,
\end{enumerate}
ciencies relevant for a better treatment of conformational properties, hydrogen bonds and TSs. However, parameters are only available for five elements (H, C, N, O, F).\textsuperscript{[221]}

For the OMx details, the reader is referred to a recent review\textsuperscript{[221]} about the theoretical framework with all the additional integrals for orthogonalization corrections appearing in the core Hamiltonian (besides the original literature).\textsuperscript{[217,218]} Additionally, a very thorough benchmark of the aforementioned SQC Hamiltonians was done in Refs. \textsuperscript{[222, 223]} for ground state and exited state properties. Extensive investigations concerning the question which orthogonalization corrections are needed (one electron vs. two-electron, etc.) was also re-evaluated in a big data analysis.\textsuperscript{[224]} For a critical assessment of the explicit or implicit approximations and assumptions about NDDO-based SQC, see Refs. \textsuperscript{[216, 225]} and Ref. \textsuperscript{[220]}\textsuperscript{26}

A completely separate development line with regard to all the aforementioned SQC methods is the Hamiltonian of Grimme’s GFN-xTB\textsuperscript{[228]}\textsuperscript{27} and its improved GFN2-xTB\textsuperscript{[229]} method that are based on density functional tight-binding (DFTB),\textsuperscript{[230]} more specifically the highest (i.e., third)\textsuperscript{[231]} order of density fluctuations included in the DFTB framework: In DFTB based on the DFT picture, a reference electron density as superposition of neutral atom densities is introduced and the deviation from this reference is expanded into a Taylor series including many integral approximations. Again, the details lie outside the scope of this Thesis.\textsuperscript{[220]} GFN2-xTB mostly uses global and element-specific parameters only and is parametrized for almost the whole periodic table, but is intentionally biased towards structures, frequencies and noncovalent interactions. As reaction energies are not the main target, these are probably worse represented. In fact, it was recently used in a metadynamics study for conformer, reaction path and compound space exploration\textsuperscript{[212]}—in the spirit of the highly recognized nanoreactor simulation\textsuperscript{[233]}—with emphasis on electronically complicated structures as, e.g., open shell species and transition-metal complexes. The structure optimization of large transition-metal complexes was demonstrated to yield accurate results with respect to high-level DFT.\textsuperscript{[234]} Although the PES descriptions are globally consistent in GFN2-xTB, they are maybe too inaccurate for thermochemical details, including barriers.\textsuperscript{[232]}

The current author has not yet personally used this level of SQC in the present work. However, as indicated in Section 8.1, there were already some first GOCAT optimizations done on this level, especially for transition-metal complexes. Due to the higher flexibility (of included polarization functions) and maybe a better electrostatic coupling (\textit{cf}. Section 2.4), GFN2-xTB might also be a promising description in the future.

Such SQC calculations are generally three orders of magnitude less computationally but bigger errors arise from the one-electron integrals. What is more, NDDO itself can be interpreted as an (implicit) emulation of a basis transformation of the two-electron integrals.\textsuperscript{[216]}

\textsuperscript{26}In Ref. \textsuperscript{[216]}, it is also pointed out that different kinds of errors, \textit{e.g.}, in simple scaling factors of an integral or in numerical procedures for the search of parameter values, slipped in and are still existent. These flaws were detected not only in the extensive literature on the subject but also in the SQC programs used today, including PM7 as implemented in \textsc{Mopac}.\textsuperscript{[226]} However, the parametrization itself was based upon these mistakes and thus the errors are partially compensated. That is, \textit{without} such errors, full new implementations of these MO SQC methods would probably need a new parametrization.

\textsuperscript{27}The full description of the acronym is “\textit{geometry, frequency, noncovalent extended tight binding (GFN-xTB)}”.\textsuperscript{27}
expensive than DFT or HF.\textsuperscript{[202]} They can still describe electron rearrangements, \textit{i.e.}, bond formation and breakage, and they implicitly include some zero point energy (ZPE), correlation and actually even thermal effects (simply due to the optimization based on experimental data). Therefore, this level of theory is the most important one for GOCAT design. However, due to the very empirical nature having many parameters and functional corrections, one must always benchmark or assess the method for the studied problem, and should bear in mind that even systematic errors of fundamentally unknown type during the \textit{global} optimization of chemical systems on this level can sneak in.

\subsection{2.2.4 Empirical Potential}

Lowering the computational expense even more, one reaches the domain of fully empirical potentials, commonly also called FF or MM methods in computational chemistry. As the general goal here is to treat reacting systems, classical non-reactive FFs are useless in this context. However, there are many reactive versions available,\textsuperscript{[235]} two of which will briefly be described in the following: ReaxFF\textsuperscript{[236,237]} and the quantum mechanically derived force field (QMDFF),\textsuperscript{[227]} where multiple separate FFs of the latter kind are coupled via empirical valence bond (EVB).\textsuperscript{[238,239]} Although ReaxFF has not yet been utilized for GOCAT design in this Thesis—however, it could be in the future—an implementation of global optimization using parts of the underlying methodology is explicated in this Thesis later in Chapter 3. Moreover, some parts of the implementations took place during the Master’s Thesis of the present author,\textsuperscript{[240]} but reached also the present work. This will be readdressed again in Chapter 4.

\subsubsection{2.2.4.1 ReaxFF}

ReaxFF\textsuperscript{[236,237]} was invented by van Duin \textit{et al.} as a reactive FF fully based on a bond-order formalism: Just by the current structure of a molecular system, the “bonding pattern” encoded in the bond-order terms is recognized. This includes all distances between atoms of a structure to map the local environment around each atom. In turn, this structure-dependent bond-order is crucial for the final energy terms since each energy contribution except for the non-bonding interactions are made dependent on this. Hence, there are no fixed atom types as in traditional force fields needed that have to define, for instance, specific hybridization states, etc., for the correct bond lengths/angles.\textsuperscript{[141]} Moreover, as second essential ingredient, a charge-equilibration scheme\textsuperscript{[241,242]} for a variable charge description is inherently incorporated. The non-bonding terms, including the Coulomb and \textit{vdW} interactions, are calculated between every single atom—though, they are shielded for small distances—and thus, together with the other bond-order dependent terms, a smooth transition for bond creation and cleavage in the description can be reached overall. First of all invented to describe hydrocarbon systems only,\textsuperscript{[236]} it was heavily extended over the years to also treat diverse systems (which is best illustrated in Ref. [243, Fig. 2, p. 15011]).

The downside is the higher complexity compared to traditional force fields as now many parameters are needed per atom. Furthermore, some of these lack clear physical meaning,
since they are utilized just as a mathematical ingredient in the functional meshwork and/or are introduced as \textit{ad-hoc} correction to treat specific situations. The parameters are usually highly coupled such that a division into sub-problems of independent chunk-wise optimization is difficult\textsuperscript{[244–251]} (or needs substantial chemical insight from specialists).\textsuperscript{[252]}

As a result, also a big training set covering many different chemical situations is usually needed where again a one-to-one correspondence between certain reference items and parameters can also be absent (based on the role of the parameters, of course).

To indicate the complexity, the summed energetic expression can be given as\textsuperscript{[253,254]}

\[ E_{\text{REAXFF}} = E_{\text{bond}} + E_{\text{angle}} + E_{\text{torsion}} + E_{\text{Coulomb}} + E_{\text{vdW}} + E_{\text{H-bond}} + E_{\text{lp}} + E_{\text{overcoord.}} \]
\[ + E_{\text{undercoord.}} + E_{3\text{-conjug.}} + E_{4\text{-conjug.}} + E_{\text{triple}} + E_{\text{C}_2} + E_{\text{penalty}}. \]

(2.46)

The first five terms in Eq. (2.46) are the usual ones that are also known from traditional FFs: Interactions describing the bonds, angles and dihedrals (torsions) and the two non-bonding interactions, namely the electrostatic Coulomb interaction and vdW interactions. However, the functional forms are \textit{not} the same as in the traditional FFs which typically use harmonic (non-dissociative) terms for bonds and angles, Fourier series for dihedrals, etc.\textsuperscript{[141]} Instead, \textit{e.g.}, bonding interactions and angles are described by exponentials or Gaussian functions repeatedly scaled by the bond-order factors. What is more, the bonding interaction terms, for instance, do not even have a repulsive part which is mainly delegated to the vdW terms in REAXFF. As emphasized above, the bond-order dependency in each of these terms is incorporated here that switches these terms essentially on or off depending on the current structure. This latter point stresses the intricacy of the energy contributions.

The next four terms in Eq. (2.46) represent H-bonds, lone pairs and penalties for over- or undercoordination. Finally, the last five contributions describe rather specific situations (what was meant above by \textit{ad-hoc} corrections), such as \( E_{\text{penalty}} \) to stabilize structures with two double bonds in a row (\textit{e.g.}, allene \( \text{H}_2\text{C}=\text{C}=\text{H}_2 \)), \( E_{\text{C}_2} \) to correct \( \text{C}_2 \)-molecule energies, \( E_{\text{triple}} \) for triple bonds (more specifically, \( \text{C}=\text{O} \)), and \( E_{3\text{-conjug.}} \) as well as \( E_{4\text{-conjug.}} \) for conjugation terms for \( \text{NO}_2 \) and aromatic species. Yet, the concrete functional expressions are not given here; they are best summarized in Refs. [138, 253].

Naturally, there exist many more reactive FFs, also similar bond-order dependent ones, which have been invented over the decades. However, these will again not be summarized here (see the reviews in Refs. [255, 256] and references therein or the general introduction for REAXFF in Ref. [138]). For further prospects on REAXFF and applications so far, the reader is referred to Ref. [243]. One further empirical potential which is \textit{coupled} to be fully reactive is given next.

\subsection{2.2.4.2 EVB-QMDF}

In the EVB formalism,\textsuperscript{[238,239]} two diabatic energy functions describing PESs, \{ \( E_1(\mathbf{R}) \), \( E_2(\mathbf{R}) \) \}, are coupled by a term \( C(\mathbf{R}) \) that usually is dependent on the structures in coordinate space, \( \mathbf{R} \); the coupling can also be just a function of energy differences or a constant. In order to create the corresponding adiabatic surfaces again while taking that coupling into account,
mathematically the EVB matrix in Eq. (2.47) can be diagonalized, i.e., the secular equation can be solved analytically
\[
\begin{pmatrix}
E_1(R) & C(R) \\
C(R) & E_2(R)
\end{pmatrix}.
\] (2.47)

The resulting eigenvalues represent the coupled adiabtic surfaces, of which the lower one represents the new coupled PES\(^{[257]}\)
\[
E(R) = \frac{1}{2}(E_1(R) + E_2(R)) \pm \left( \left[ \frac{1}{2}(E_1(R) - E_2(R)) \right]^2 + C^2(R) \right)^{\frac{1}{2}}.
\] (2.48)

Thus, in a region with \(C(R) = 0\), the PES is described by the pure (lower energy) surface of the two, \(\frac{1}{2}(E_1(R) + E_2(R)) - \frac{1}{2}|(E_1(R) - E_2(R)| = \min(E_1(R) - E_2(R))\), whereas in a region around the TS the finite coupling generates the smooth transition between the two PESs.

There are a multitude of different couplings available: form simple constants that are structure independent up to full Taylor series of \(C(R)\) at multiple points with more elaborated coupling functions and additional interpolations. Indeed, current research which exactly tackles this coupling description (besides others) for EVB-QMDFF takes place in our work group.\(^{28}\) Hence, the original literature in Refs. \([258, 259]\) gives an overview of other coupling methodologies in the literature as well as of the recently incorporated improvements for QMDFF couplings with regard to reaction rate calculations.

QMDFF\(^{[227, 260]}\) developed by Grimme can be understood as special-purpose FF. The idea behind QMDFF is to reproduce a reference input PES as closely as possible near a minimum/equilibrium. Hence, it is specifically fitted to such a reference minimum state, as in the present case of this Thesis separately to the R and P structures. It uses a fixed set of reference items at the minimum—the structure, frequencies, CM5 charges\(^{[261]}\) and Wiberg–Meyer bond orders\(^{[262, 263]}\)—instead of chemically diverse training sets that shall mirror most important chemical situations, as done in other more general-purpose FF (e.g., cf. ReaxFF). It includes also some torsional/conformational degrees of freedom and can reach quite an accurate potential for one chemical system and its potential well around a minimum. Most importantly, it is fully anharmonic and can also describe the dissociation of all bonds which were detected in the reference structure configuration (via the bond orders). However, it cannot (yet) describe the forming of new bonds in a reaction. The concrete functional terms and parameters are again not given here.\(^{[227]}\)

In order to describe also full chemical reaction(s) around specified TSSs, the aforementioned EVB-coupling is leveraged. The accuracy of the potential fits of the minima was presented already in Ref. \([227]\) and the idea of coupling separate QMDFFs with differing difficulty was proposed in Ref. \([264]\).

EVB-QMDFF was used in the present work as lowest-end benchmark FF for method developments, including fitness function definitions, operators and other meta-parameters

\(^{28}\) As caveat: EVB-QMDFF is implemented in ogolem (cf. Chapter 3). Yet, further improvements including all of these couplings are developed externally to ogolem. Thus, for more complicated reactions for which the simplest coupling is not sufficient anymore these improvements are yet to be implemented.
of the framework. These are partially discussed in Chapter 3, and some benchmarks are given in Section 6.3.1. In that benchmark context, one of the simplest coupling methods was still used

\[ C(R) = a \exp \left( -b \left[ E_1(R) - E_2(R) \right]^2 \right). \]  

(2.49)

were the two parameters, \{a, b\}, were fitted by a Levenberg–Marquardt least squares optimization as detailed in Refs. [258, 265].

2.3 Electrostatics

For later analyses of the optimized GOCATs, in which scalar fields, ESPs, and their vector fields, electric fields (EFs), will be looked at, some short descriptions are in order. Electric charges at rest are dealt with in the following. So, the general laws of electrodynamics (Maxwell) do not have to be introduced, but merely some common facts about such a static potential and gradient field that each (point) charge at rest produces are considered. Hence, the electric field is conservative meaning that the curl \( \nabla \times \mathbf{F} = 0 \) is zero as no time-varying magnetic/electric fields with mutual induction are present.

2.3.1 Coulomb’s Law

The ESP is the amount of work needed to move a positive unit probe charge, \( i.e. \), the work \( \text{per} \) unit charge, from a reference point into the electric field, \( \mathbf{F}_{\text{EF}} \), infinitesimally slowly (without acceleration) and thus can be described by the line integral over an arbitrary path from zero field to the current point\[266]\n
\[ \Delta \varphi_{\text{ESP}} = - \int_{r_A}^{r_B} \mathbf{F}_{\text{EF}} \, dr = \varphi_{\text{ESP}}(r_B) - \varphi_{\text{ESP}}(r_A). \]  

(2.50)

When starting at a field free reference (at infinity), \( \varphi_{\text{ESP}}(r_A) = 0 \), the ESP at point \( r_B \) can be defined as \( \varphi_{\text{ESP}}(r_B) \). Note that the potential is thus also just defined up to an arbitrary constant. Due to the conservative nature of the electric field and hence path independency, \( -\nabla \varphi_{\text{ESP}}(r) = \mathbf{F}_{\text{EF}}(r) \) as (negative) gradient of the potential holds. The electric potential energy follows as \( V = q \cdot \varphi_{\text{ESP}} \) of a charge \( q \).\[30\] The electric field arising from one or, as shown here, from a set of discrete partial charges, \{q_i\}, is known as the Coulomb potential

\[ \varphi_{\text{ESP}}(r) = \frac{1}{4\pi \epsilon_0} \sum_i \frac{q_i}{\| r - r_i \|}, \]  

(2.51)

with the Coulomb constant \( 1/4\pi \epsilon_0 \) (with vacuum permittivity \( \epsilon_0 \)), where due to the superposition principle each potential (and field) can simply be added. Henceforth, atomic units are used throughout again, and \( q_i \) is therefore given in units of elementary charges. The actual

\[29\]In the first investigations of Section 6.2, this lead to redundant solutions (\( i.e. \), working in a needlessly too large search space) off-shifted by a constant.

\[30\]Hence, the dimensions for the ESP are “energy per charge” (Volts), often described in kcal mol\(^{-1}\)e\(^{-1}\) in this Thesis.
Coulomb (squared distance) law is known in scalar form as $F_{\text{force}} = q_1 q_2 / r^2$ and describes the force between two point charges. Vectorially, again for a set of charges, it follows

$$F_{\text{EF}}(r) = \sum_i q_i (r - r_i) / ||r - r_i||^3 = \sum_i q_i \hat{r}_i / ||\hat{r}_i||^2,$$

(2.52)

using the normalized vector from the point charge position $\hat{r}_i = (r - r_i) / ||r - r_i||^{-1}$. In turn, the Coulomb force on a charge $q$ at $r$ is $F_{\text{force}}(r) = F_{\text{EF}}(r)q$.

### 2.3.2 Molecule Exposed to a Non-Uniform Electric Field

A molecule in any external ESP is considered, $\varphi_{\text{ESP}}(r)$, where the additional indexes “ESP” and “EF” for its field are dropped during this Section. With this potential, always a corresponding electric field is generated (see above), $F(r) = -\nabla \varphi(r)$, whose components will also be abbreviated as $\partial \varphi / \partial r_\alpha = q_\alpha$ using $\alpha, \beta, \ldots \in \{x, y, z\}$, and $\partial^2 \varphi / \partial r_\alpha \partial r_\beta = q_{\alpha \beta}$ as field gradient, etc. Then, the ESP can be expanded in a Taylor series (more concretely McLaurin series) after assuming a suitable origin, $r_0 = 0$.[186,267]

$$\varphi(r) = \varphi(0) + \sum_\alpha r_\alpha \frac{\partial \varphi(0)}{\partial r_\alpha} + \frac{1}{2} \sum_{\alpha \beta} r_\alpha r_\beta \frac{\partial^2 \varphi(0)}{\partial r_\alpha \partial r_\beta} + \frac{1}{3!} \sum_{\alpha \beta \gamma} r_\alpha r_\beta r_\gamma \frac{\partial^3 \varphi(0)}{\partial r_\alpha \partial r_\beta \partial r_\gamma} + \ldots$$

(2.53)

Next, a Coulomb interaction operator is defined

$$\hat{V} = \sum_k q_k \varphi(k),$$

(2.54)

where $k$ is used for each particle carrying a charge $q_k$ (nuclei, electrons), which is described by a Cartesian vector $k = (k_\alpha, k_\beta, k_\gamma)^T$. With this, the interaction of the molecule with the field can be denoted as

$$\hat{V} = \sum_k \varphi(k)q_k$$

(2.55)

$$= \varphi(0) \sum_k q_k + \sum_\alpha q_\alpha(0) \sum_k k_\alpha q_k + \frac{1}{2} \sum_{\alpha \beta} q_{\alpha \beta}(0) \sum_k k_\alpha k_\beta q_k$$

$$+ \frac{1}{3!} \sum_{\alpha \beta \gamma} q_{\alpha \beta \gamma}(0) \sum_k k_\alpha k_\beta k_\gamma q_k + \ldots$$

(2.56)

$$= \hat{M} \varphi + \sum_\alpha \hat{M}_\alpha \varphi_\alpha + \frac{1}{2} \sum_{\alpha \beta} \hat{M}_{\alpha \beta} \varphi_{\alpha \beta} + \frac{1}{3!} \sum_{\alpha \beta \gamma} \hat{M}_{\alpha \beta \gamma} \varphi_{\alpha \beta \gamma} + \ldots$$

(2.57)

where $\varphi(0) = \varphi$ was used at the end to simplify notation. Now, the first two expressions can readily be identified as $\hat{M} = \sum_k q_k = \hat{q}$, the zeroth moment, being the monopole (i.e.,

---

31 Due to consistency with later chapters, $F_{\text{EF}}$ was used for the electric field, not E. To distinguish the force an additional index is added.
total charge) and \( \hat{M}_\alpha = \sum_k q_k k_\alpha \) as the dipole moment (first moment) component of the \( \alpha \) coordinate, \( \hat{\mu}_\alpha \). The other moments are a bit more tricky to identify since the elements of the tensor of, e.g., \( \hat{M}_\alpha \beta \), should have 5 instead of the 9 independent components because of the symmetry of mixed second derivatives \( \hat{M}_\alpha \beta = \hat{M}_\beta \alpha \) and the further relation due to the Laplace equation (that can be obtained from the Maxwell equations), \( \nabla^2 \varphi = \Delta \varphi = 0 \) in charge-free regions. In this regard, usually the traceless Cartesian moments, \( \sum_\alpha \hat{M}_\alpha \alpha = 0 \), are introduced

\[
\hat{M}_\alpha \beta = \sum_k q_k (k_\alpha k_\beta - \frac{1}{3} k_\alpha^2 \delta_{\alpha \beta}) = \frac{2}{3} \hat{\Theta}_{\alpha \beta}.
\]

The other moments can similarly be transformed. With this, Eq. (2.58) can be recast as

\[
\hat{V} = \hat{q} \varphi + \sum_\alpha \hat{\mu}_\alpha \varphi_\alpha + \frac{1}{3} \sum_{\alpha \beta} \hat{\Theta}_{\alpha \beta} \varphi_{\alpha \beta} + \frac{1}{5 \cdot 3} \sum_{\alpha \beta \gamma} \hat{\Phi}_{\alpha \beta \gamma} \varphi_{\alpha \beta \gamma} + \ldots.
\]

The conceptual insight one can gain after these derivations is the statement that the monopole, if present, i.e., \( q \neq 0 \), will interact with the ESP, \( \varphi_{\text{ESP}} \), directly, and the dipole moment, \( \hat{\mu} \), with the electric field, \( \hat{F} = -\nabla \varphi = -(\varphi_\alpha, \varphi_\beta, \varphi_\gamma)^T \). Then the quadrupole moment is responsible for the interaction with a change of the electric field and so on. In general, the lowest non-zero moment will dominate the interaction and will be coordinate-system independent.

Using perturbation theory, one can use the defined interaction Hamiltonian to yield the first-order energy, acting on the ground state

\[
E_1 = \langle 0 | \hat{V} | 0 \rangle \quad (2.61)
\]

\[
= \langle 0 | \hat{q} \varphi + \sum_\alpha \hat{\mu}_\alpha \varphi_\alpha + \frac{1}{3} \sum_{\alpha \beta} \hat{\Theta}_{\alpha \beta} \varphi_{\alpha \beta} + \frac{1}{5 \cdot 3} \sum_{\alpha \beta \gamma} \hat{\Phi}_{\alpha \beta \gamma} \varphi_{\alpha \beta \gamma} + \ldots | 0 \rangle \quad (2.62)
\]

with \( \langle 0 | \hat{\mu}_\alpha | 0 \rangle = \mu_\alpha, \hat{\Theta}_{\alpha \beta} = \langle 0 | \hat{\Theta}_{\alpha \beta} | 0 \rangle \), etc. Thus, the energy change due to the inhomogeneous electric field can be seen. Looking at the second-order perturbation, the energy will result in (see Refs. [186, 267] for the derivations that are not given here)

\[
E_2 = -\sum_{n \neq 0} \frac{\langle 0 | \hat{V} | n \rangle \langle n | \hat{V} | 0 \rangle}{E_n - E_0} \quad (2.63)
\]

\[
= -\frac{1}{2} \sum_{\alpha \beta} \alpha_{\alpha \beta} \varphi_\alpha \varphi_\beta - \frac{1}{3} \sum_{\alpha \beta \gamma} A_{\alpha \beta \gamma} \varphi_\alpha \varphi_\beta \varphi_\gamma - \frac{1}{6} \sum_{\alpha \beta \gamma \delta} C_{\alpha \beta \gamma \delta} \varphi_\alpha \varphi_\beta \varphi_\gamma \varphi_\delta - \ldots. \quad (2.64)
\]

The first term brings in the polarizability tensor, \( \alpha_{\alpha \beta} \), which describes the change of the dipole moment due to the field component \( -\varphi_\beta \). The second term is a cross-term because of the inhomogeneity of the electric field. That is, \( A_{\alpha \beta \gamma} \) describes the coefficients stemming from integral products of \( \hat{\mu}_\alpha \) times \( \hat{\Theta}_{\beta \gamma} \) and can be pictured both as the additional dipole induced by the field gradient, i.e., the second ESP derivatives, and the additional quadrupole moment induced by the electric field. The last term shown here, \( C_{\alpha \beta \gamma \delta} \), describes the quadrupole induced by the field gradient. From the third perturbation order, terms result
such as

\[ E_3 = \frac{1}{6} \sum_{\alpha \beta \gamma} \beta_{\alpha \beta \gamma} \varphi_{\alpha} \varphi_{\beta} \varphi_{\gamma} + \ldots, \quad (2.65) \]

where the first (dipole) hyperpolarizability as non-linear moment is given as \( \beta_{\alpha \beta \gamma} \).

To sum up, finally it results,\(^{[186]}\) assuming \( q = 0 \) for the moment (neutrality of the molecule)

\[ E = E_0 + E_1 + E_2 + E_3 + \ldots, \quad (2.66) \]

sorting the contributions with respect to the moments gives

\begin{align*}
E &= E_0 + E_{\mu} + E_{\Theta} + E_{\mu-\Theta} \ldots \quad (2.67) \\
&= E_0 \quad \text{(unaffected energy)} \\
&\quad + \sum_{\alpha} \mu_{\alpha} \varphi_{\alpha} - \frac{1}{2} \sum_{\alpha \beta} \alpha_{\alpha \beta} \varphi_{\alpha} \varphi_{\beta} + \frac{1}{6} \sum_{\alpha \beta \gamma} \beta_{\alpha \beta \gamma} \varphi_{\alpha} \varphi_{\beta} \varphi_{\gamma} - \ldots \quad (E_{\mu}) \\
&\quad + \frac{1}{3} \sum_{\alpha \beta} \Theta_{\alpha \beta} \varphi_{\alpha} \varphi_{\beta} - \frac{1}{6} \sum_{\alpha \beta \gamma \delta} C_{\alpha \beta \gamma \delta} \varphi_{\alpha} \varphi_{\beta} \varphi_{\gamma} \varphi_{\delta} + \ldots \quad (E_{\Theta}) \\
&\quad - \frac{1}{3} \sum_{\alpha \beta \gamma} A_{\alpha \beta \gamma} \varphi_{\alpha} \varphi_{\beta} \varphi_{\gamma} + \ldots \quad (E_{\mu-\Theta})
\end{align*}

Additional moments, such as the octupole with corresponding polarizabilities and hyperpolarizabilities and their cross-terms, would follow next in the series. In a uniform electric field and with a neutral molecule, \( q = 0 \), the interaction would reduce to the dipole term only. Starting with the permanent dipole term and consequently all its higher-order polarized ones, the energy difference induced by the field would be \( \Delta E = E_{\mu} \).

Note that the actual coupling model used within this work is detailed in Section 2.4. There, the energy within the QM/MM model that is used and (all) the induction terms that are included by solving the QM part variationally will be investigated again. Because a GOCAT consists of partial point charges that are mostly sitting nearby the molecules and generating multiple sources and sinks of the ESP, they will create a highly inhomogeneous or non-uniform electric field as linear superposition of each charge’s EF. One arbitrary example is illustrated in Fig. 2.4 on the next page.

A homogeneous field would be the result of some type of (very far away) sitting charges (maybe of the same absolute values but with an inverted sign), as within an (infinite) capacitor from a voltage bias. Every other distribution of charges will always lead to higher order partial derivatives of the ESP. Consequently, also an impact proportional to all higher order moments (quadrupole, octupole, \ldots) is possible. Additionally, all the non-permanent induced moments related to their respective polarizabilities can play a role, and they are all incorporated by the used coupling model already (see below). Thus, for the remainder of this Thesis, Eq. (2.67) will not be used directly to calculate or estimate further energy differences based on full perturbation theory. But indeed, these conceptual insights are
Fig. 2.4: For illustration purposes, the TS frame of a Diels–Alder reaction of maleic anhydride and cyclopentadiene (see Chapter 7 on p. 177) within a GOCAT is shown in Fig. (a) (with a number of $N_{Ch} = 20$ charges). In the 2D plane of the newly created C-bonds (gray) the ESP and its negative gradient, the electric field, is plotted in Fig. (b) on this 2D plane. There, the "stars" are the partial point charges projected onto the plane that is defined by the 3 C atoms (C4, C2, C1)—these charges are only indicated with small symbols as the main issue is the EF they produce and not the exact positions of the charges. Atoms and charges are colored from red to blue for $q_i \in [-1.0, +1.0] \text{e}$ and $\phi_{\text{ESP}} \in [-47.8, +47.8] \text{kcal mol}^{-1}\text{e}^{-1}$ in both subfigures. The gradients are scaled for visualization purposes by shortening the vectors to a maximal length if they become too large at, e.g., the singularities of the sinks and sources. In contrast to this field here, both the field strength and direction would be the same at each point in a homogeneous or uniform electric field.
needed for both the feature correlations in the later Sections as well as for discussions and comparisons to experimental results. Then, a simple dipole approximation is used. As a recent review on EF in structure and reactivity control including catalytic effects, Ref. [268] can be consulted. There, also more involved qualitative changes (based on, e.g., valence orbital theory) are depicted for creating an intuition on how an oriented EF can influence bonds, structures and reactions. Some of these insights will then be discussed in the respective chapters (cf. Section 6.3.3 and Chapter 7).

2.4 Coupling Model

For treating the electrostatic influence of a GOCAT on the reaction, we harnessed the already well-known and often used separation into QM and MM regions (QM/MM). Usually, this method is utilized when large systems with many atoms, and more so for molecular dynamics (MD) simulations, are to be investigated: The important part of a system with, e.g., a chemical reaction that needs a detailed description, has to be treated quantum-mechanically, while the rest of the system is modeled on the lower level of theory, the MM methods, since it mainly plays the role of an environment. This can be an explicit solution [269] or even a full protein surrounding the catalytic pocket [270,271] As in extension of this idea, divisions of the overall system into multi-layer systems are imaginable. The original idea of QM/MM can be ascribed to Warshel and Levitt [273] who were awarded the Nobel prize in chemistry for their achievements in regard of such multiscale models.

However, for the current work, not the computationally efficient simulation of large systems, but merely the coupling model is of interest here. The reaction, represented by multiple frames along the MEP (see Section 2.5), also including the stationary states, R, TS and P, is treated on a QM level of theory, whereas the MM is solely made of partial charges, i.e., the abstract GOCAT entities themselves. This was treated in an additive scheme to embed the QM region electrostatically (see Refs. [274–276] for other variants and the terminology). In this way, the QM region in such a scheme can adapt to the changes in the charge distribution, i.e., the GOCAT, and is consequently polarized by it. The Coulomb interaction term and the corresponding energy change is fully treated on a QM level. In the following, a short description of this method as well as some remarks are given.

2.4.1 General Quantum Mechanics/Molecular Mechanics

The total Hamiltonian for the composed system is divided into the pure QM, the pure MM and an interaction part between those

\[ \hat{H}_{\text{total}} = \hat{H}_{\text{QM}} + \hat{H}_{\text{MM}} + \hat{H}_{\text{QM/MM}}. \] (2.68)

There are reactive FFs available (cf. Section 2.2.4), but we deliberately exclude a reactive MM/MM setting.
The coupling Hamiltonian part can usually be described as

\[
\hat{H}_{\text{QM/MM}} = -\sum_i \sum_m \frac{q_m}{R_{im}} + \sum_m \sum_j \frac{q_m Z_j}{R_{mj}} + \sum_m \sum_j \epsilon_{mj} \left( \frac{\sigma_{mj}}{R_{mj}} \right)^{12} - \left( \frac{\sigma_{mj}}{R_{mj}} \right)^6 ;
\]

(2.69)

For the QM part, \(i\) is used for the electrons and \(J\) for the nuclei with nuclear charge of \(Z_j\). For of the MM part, \(m\) counts the MM atoms which are, in the present case, the point charges themselves, with charge \(q_m\). \(R\) denotes the corresponding Euclidean distances. The last term shows a vDW interaction between the outer MM atoms and the QM nuclei, represented here by a simple LJ potential. This potential is defined by the parameters \(\epsilon_{mj}\) and \(\sigma_{mj}\). However, the partial point charges within a GOCAT do not carry any atomic quality (yet). Hence, no vDW interactions are used later on, but just the non-bonding electrostatics part is included in the Hamiltonian. Besides that, in the most generic settings, also bonding interactions are needed in Eq. (2.69) (not shown). These must be incorporated if the partition cuts through bonds such that there is not strictly a non-bonding outer shell and a QM inner shell. This would lead to a boundary region of bonded atoms that would need to be treated specially. Such boundary schemes (including linking/connection\textsuperscript{277} atoms, etc.) are not explained here (cf. Ref. \textsuperscript{274}), since the GOCATs so far also follow that simpler category of strict non-bonding interactions.

Then, the calculation of the expectation value of that QM/MM Hamiltonian acting on a SD, \(\Psi\), yields

\[
\langle \Psi | \hat{H}_{\text{tot}} | \Psi \rangle = \langle \Psi | \hat{H}_\text{QM} + \hat{H}_{\text{QM/MM}} | \Psi \rangle + \langle \Psi | \hat{H}_\text{MM} | \Psi \rangle
\]

\[
= \langle \Psi | \left( \hat{H}_e - \sum_i \sum_m \frac{q_m}{R_{im}} \right) | \Psi \rangle + \sum_i \sum_{j \neq i} \frac{Z_i Z_j}{R_{ij}} + \sum_m \sum_j \frac{q_m Z_j}{R_{mj}} + \sum_m \sum_j \epsilon_{mj} \left( \frac{\sigma_{mj}}{R_{mj}} \right)^{12} - \left( \frac{\sigma_{mj}}{R_{mj}} \right)^6 + E_\text{MM} .
\]

(2.70)

This shall illustrate that the electronic part of the Hamiltonian, \(\hat{H}_e\), is appended by the Coulomb attraction of the new MM centers, \(m\) (first term). Due to the BO approximation (see Section 2.2), the nuclear–nuclear repulsion term and the new nuclear-MM repulsion term is independent of the electronic degrees of freedom and thus evaluated already—besides the aforementioned vDW interactions that are also just dependent on the parametric nuclei coordinates. Note that the only new integrals appearing in the QM calculation are, hence, MM-atom one-electron attraction integrals, which behave the same as usual electron–nuclear attraction integrals except for the variable partial charge. The charge can also be negative and consequently repulsion integrals can result.
2.4.2 Coupling in Purely Electrostatic Globally Optimal Catalysts

For the GOCAT model, we neither have any vdW interactions to the nuclei nor the energy of the MM system is included, denoted as $E_{\text{MM}}$, i.e., the second line in Eq. (2.70) is absent.\footnote{Without all diverse interactions of a typical FF, adding Coulomb attractions or repulsions between the GOCAT charges themselves is not meaningful. The global optimization would then tweak the outer shell in order to create any energy that is possible within the feasible set and leads to a good fitness—without any physical content. If instead (all the) other interactions of an FF were included, we would not be "abstract" anymore but using a type of discrete and numerical optimization at the same time with at least "ghost" atom quality (atom types) behind each charge. This would lead to a future level of complexity of a GOCAT.} Neglecting these terms and just including the Coulomb electrostatics of the GOCAT leads to following Coulomb interaction energy, given to first order (vide infra)

\[
E_{\text{Coul}} = - \sum_m q_m \int \frac{\rho(r)}{||r - R_m||} \, dr + \sum_m \sum_j q_m Z_j \left( \frac{1}{||R_j - R_m||} \right),
\]

(2.71)

with the (3D) spatial electron density that was already defined in Eq. (2.41) on p. 34. The added essential Coulomb interaction between the GOCAT (MM) and QM system can therefore also be described as the energy of point charges, $q_m$, interacting with the (fuzzy) QM-based ESP. This can be pictured as interaction between the charge at position $r_m$ and the net (partially compensated) ESP of the electronic structure solution and the classical nuclei, for short:

\[
E_{\text{Coul}} = \sum_m q_m \langle \Phi^m \rangle_{\text{ESP}}.
\]

(2.72)

Such an ESP created by the molecule is a rigorously defined QM observable quantity\footnote{278} and describes here the first-order interaction between a positive charge at any point, $m$, surrounding the QM system (which is in line with the perturbation treatment in Section 2.3.2).\footnote{279} Calculating the ESP at different positions around the molecule would lead to the so-called molecular electrostatic potential. Higher-order effects are induction/polarization terms then, going up to infinite order, i.e., including re-polarization. Full polarization of the QM part is included via the modified $\hat{H}_{\text{QM/MM}}$ (see Eq. (2.70) or Eq. (2.74) below).

2.4.3 Quantum Mechanics/Molecular Mechanics with Semi-Empirical Coupling

Within the usual LCAO description, this ESP in a QM/MM treatment becomes

\[
\langle \Phi^m \rangle = - \sum_{\mu \nu} D_{\mu \nu} V_{\mu \nu}^m + \sum_j Z_j V^m_j,
\]

(2.73)

with the electronic density matrix elements, $D_{\mu \nu}$ (with $\mu$-th and $\nu$-th atomic orbital basis functions), $V_{\mu \nu}^m = \langle \mu || |r - R_m||^{-1} |\nu \rangle$ describes the GOCAT-charge attraction integrals and $V^m_j$ the Coulomb repulsion terms as the interaction of a probe unit test charge and an electron in the former and nucleus in the latter case.

As already described in Section 2.4.1, using Eq. (2.70) leads to the modification of the
core Hamiltonian
\[ \tilde{h}_{\mu\nu} = h_{\mu\nu} - \sum_m q_m V_{\mu\nu}^m. \]  

(2.74)

The solution yields new perturbed, i.e., polarized, density matrix elements, \( \tilde{D}_{\mu\nu} \), and a new QM energy, accordingly. Using \( \tilde{D}_{\mu\nu} \) in Eq. (2.73) leads to the interaction energy of MM and QM within the polarized (higher-order) picture: The relaxation of the density matrix due to the external point charge perturbation can be identified as polarization. More formally, the energy can be divided into the following contributions; for the induction/polarization energy part results
\[ E_{\text{ind}} = \tilde{E}_{\text{QM}} - E_{\text{QM}_0} - E_{\text{Coul}}, \]  

(2.75)
similar to Ref. [276]: \( \tilde{E}_{\text{QM}} \) is the energy after using Eq. (2.74) in an SCF, \( E_{\text{QM}_0} \) the energy without any coupling, i.e., with no MM part present, and \( E_{\text{Coul}} \) is the (first-order) interaction energy between the point charges and the QM charge density, see Eq. (2.72). \(^{34}\)

For a semi-empirical level of theory, in contrast to \textit{ab initio}, there are, however, some nuisances. As described by Bakowies and Thiel in Refs. [275, 276] and references therein,[281–283] the semi-empirical treatment of the integrals as done in the NDDO approximation (cf. Section 2.2.3), leads to the neglect of some two-center and all three- and four-center integrals. The remaining integrals and the core-core repulsion are re-parametrized with suitable parametric formulas against experimental (and/or theoretical high-level) results. Two-center one-electron integrals as well as core-core repulsion integrals depend on these empirical parameters for both atoms, in semi-empirical theory. However, this should not be the case for \( V_{\mu\nu}^m \) \( V_{\mu\nu}^m \) or \( V_{\mu\nu}^m \) with respect to the “measurement” position of the ESP of the probe charge position \( m \). Either the same integral approximations as used in the underlying semi-empirical level of theory can be made or an additional (complementary) re-parametrization to improve this deficiency, i.e., to reach another reference ESP on a \textit{ab initio} level.\(^ {275}\)

Even further approximations, reaching a more classical-like picture, are investigated. In the seminal work of Warshel and Levitt\(^ {273}\) and subsequent studies,\(^ {284}\) a coupling such as
\[ \tilde{h}_{\nu\nu} = h_{\nu\nu} - \sum_m \frac{q_m}{R_{mj}}. \]  

(2.76)

was used, where the \( \nu \)-th orbital is centered on atom \( J \). That is to say, no non-diagonal Hamilton matrix elements are changed and the overall effect on the electronic part (\( \sum_m q_m V_{\mu\nu}^m \) in Eq. (2.74)) is instead emulated by an additional ESP created at the atoms \( J \). Intuitively stated, this will lead to an increase (or decrease) at the \( J \)th position to attract more (or less) electron

\(^{34}\)Polarization of the MM part would be the next logical step in a more realistic description of intermolecular interactions between QM and MM molecules, as a more balanced description. But having \textit{per constructionem} just partial point charges in the GOCAT renders this impossible. For such a setting, (at least) dipoles and (their) polarizabilities would be needed on top of partial charges. This treatment could then be “equilibrated” with the QM part in an iterative fashion until convergence of mutual polarizations.\(^ {274,276,277,278}\)
density within the molecule (so to speak a change of the atoms’ electronegativities). This was implemented as part of a parodynamics-based free-energy calculation benchmark\cite{285} in \textsc{mopac}\cite{226} and used in big parts of this Thesis.

To put the last point into the perspective of this \textsc{gocat} endeavor, one can remark: The chosen level of theory for \textsc{qm} computations is always a compromise between still correctly treated physics and the computational efficiency needed for any \textit{global} optimization, at least, if any chance of global convergence is to be reached. In this context, the introduced integral approximations of \textsc{sqc} also just emanate again at the \textsc{qm/mm} coupling level.\footnote{Interestingly, in other work within our group\cite{195,196} a local version of \textsc{mopac} for surface hopping dynamics was used with a different coupling.\cite{238}}

\section{2.5 Minimum Energy Path}

In most cases, for classical statistical theories, it is sufficient to find and relate the involved chemical elementary reaction steps and the energetic barriers between them in order to describe the kinetics of the chemical reaction system (cf. Chapter 1). The elementary steps are local energetic minima points on the \textsc{pes} that thus correspond to stable configurations. For the transitions between these, the connecting valleys that lead to the smallest energetic barrier between the minima are commonly the most important ones, \textit{i.e.}, the rate-limiting paths. The highest energy point on such a connecting path is called the \textsc{ts}. It is a first-order saddle point on the \textsc{pes}. Therefore, the \textsc{pes} has a positive (convex) curvature in all directions except for one which has a negative (concave) curvature. In mathematical terms, the latter direction is that of the Hessian matrix eigenvector that corresponds to its single negative eigenvalue.\footnote{Without velocity quenching, one would have a so-called minimum dynamic path.\cite{292}} If one follows this direction (or mode) at the \textsc{ts} along a steepest descent path down to the next connected local minima, this steepest descent path created is usually called interchangeably the \textsc{mep}.\footnote{In practice, one widespread scheme for finding a \textsc{mep} is the \textit{intrinsic reaction coordinate (irc)} approach.\cite{287–291} In the simplest way, an \textsc{irc} can be generated by following each positive and negative direction along the imaginary frequency mode downhill with complete quenching of the velocity, \textit{i.e.}, with infinitesimal velocity, in an \textsc{md}, using mass-weighted coordinates.\cite{36}} The \textsc{mep} is associated with the most likely path a reaction takes and thus defines the most likely mechanism. Anywhere on this path, a tangent will be parallel to the nuclear gradient of the electronic energy. For illustration purposes, three minima with two saddle points (\textsc{ts}s) are shown in Fig. 2.5 on the next page. Therefore, the general goal is to locate exactly these connected stationary points on the \textsc{pes} such as the minima and the \textsc{ts}s.

Naturally, there can be multiple different paths connecting the same minima over different barriers or even further intermediate steps, \textit{i.e.}, other local minima. Consequently, especially in more complex systems with many \textit{degrees of freedom (DOFs)} and thus also many loose ones, this picture complicates seriously. In such cases, the \textsc{pes} can have several flat local minima with connecting low-energy barriers compared to the overall deep global minimum regime or funnel. In such cases, \textit{one} \textsc{mep} is not suitable to define the most likely mechanism,
simply because there might be even multiple equally important pathways connecting the stable minima. At finite temperatures and thus also incorporating entropic effects, a free energy surface (FES) together with reduced collective variable representations can average over such local features and thus include some thermal fluctuations. Often, a minimum-free-energy path can the be defined after sampling a mean-force representation.\textsuperscript{294} Even this description, however, might fail for more complex systems.\textsuperscript{295}

As in the case of the present Thesis, for setting the scene of the GOCAT ansatz, we deliberately limited our investigations to small, already mostly well-understood systems, where such complexities are not yet crucial. Hence, for further discussions about this broad topic, we point to Refs. [295–297], including, e.g., the branching of reaction channels and bifurcation points,\textsuperscript{295} comparisons between the MEP to a so-called minimum action path and their restrictions, as well as reviews about general methodologies on such complex PES, including, e.g., reaction tubes and principal curves.\textsuperscript{296}

### 2.5.1 Nudged Elastic Band

There is a plethora of different methods for locating the important stationary points available in the literature. General optimization techniques for stationary points on a
PES are summarized in Ref. [142] and different (black-box) search protocols of reaction mechanisms were recently reviewed in Ref. [298]. Generally, one can divide those methods into three categories: (1) TS finding and IRC following, (2) single-ended and (3) double-ended methods. In (1), the TS must somehow be directly optimized, in the simplest case by choosing a good starting point in the neighborhood of the true TS and a subsequent TS optimization, with minimization in all directions but the one imaginary mode direction. A usual IRC connects both minima then. In (2), starting at one minimum a (hypothetical) reaction coordinate must be defined, and the procedure is started to reach the TS and finally a description of the MEP. In (3), both minima serve as starting points for the algorithm to optimize a MEP between those two. Specific other algorithms are reviewed in Ref. [298]. The method which was used and extended in this Thesis is the nudged elastic band (NEB), which belongs to the double-ended chain of states, or chain of frames, algorithms and will be discussed below. Maybe the strongest competitor also belonging to the chain of states algorithms is the string method that redistributes the frames after each cycle via interpolation techniques, its growing variant as a gradual build-up of the chain, and further successors such as the single-ended growing string method (compare with the already cited Ref. [298]).

In the case of GOCAT optimization as in the present work, usually two end-points of a reaction are known, i.e., the R and P frames, as one wants to find embeddings to catalyze this specific mechanistic step. Then a MEP (more specifically, a steepest descent path) with a proper TS is reached with high reliability after full convergence of the NEB. Especially in the “vertical” static GOCAT setting without relaxing the MEP, the discretization comes in handy as not just the saddle point, but the whole reaction path results. In this way, multi-modality of the path and further artifacts can be penalized, if they occur (compare with Section 3.6 where it is illustrated that using just a TS stabilization leads to overfitting). In the following, the version implemented for this Thesis is described, which was inspired by the similar functionality available in the program package ASE.

2.5 Minimum Energy Path

2.5.1 Improved Tangent and Climbing Image

First, define a chain of states—or synonymously: frames, images, beads—, \( \{R_0, R_1, \ldots, R_N\} \), with \( N - 1 \) flexible frames, where \( R_i \) are the (usually Cartesian) coordinates of one frame. In most cases, the first and last frame should be proper local minima, i.e., the already locally optimized R and P frames. These are fixed and not changed during the subsequent optimization of the other frames. NEB introduces a simple projection scheme for two different mutually orthogonal kinds of “forces”, \( F_i \), during the optimization (cf. Fig. 2.6 on

---

37 Procedures for TS finding for reaction mechanisms are generally not easily automated. For different methodologies using varying amounts of heuristics (and user-intervention) and also reaching reaction networks including many different connecting paths between different intermediate, again Ref. [298] can serve as overview.

38 Though, use of, e.g., the window-based sub-NEBs, vide infra, actually lessens the need of having strictly local optima at the two end-frames, as long as no kinks appear during optimization due to too strong gradients and/or erratic large optimization steps.
the following page):

\[ F_i^\perp = -\nabla E(R_i) + \nabla E(R_i) \cdot \hat{\tau}_i \hat{\tau}_i, \quad (2.77) \]

\[ F_i^\parallel = (||R_{i+1} - R_i|| k_i - ||R_i - R_{i-1}|| k_{i-1}) \hat{\tau}_i. \quad (2.78) \]

So, orthogonal to the tangential direction to neighboring frames, \( \hat{\tau}_i \), each frame \( i \) (excluding the end-frames) is allowed to relax on the PES, via the force in Eq. (2.77). This force is the negative gradient of the PES where a PES contribution along the tangent direction is erased by the projection of the second term in Eq. (2.77). In parallel direction to the tangent in Eq. (2.78), an artificial force is introduced, which holds each neighboring frame apart to equidistant positions and prevents that frames slip down to the closest end-frame or closest local optima. If the Euclidean distances \( ||R_{i+1} - R_i|| \) and the counterpart \( ||R_i - R_{i-1}|| \) become unequal, neighboring frames begin to “nudge” each other in tangential direction, scaled via either frame-dependent or global spring force parameters \( k_i \). The final to be minimized force is simply the sum of these both

\[ F_i^{\text{NEB}} = F_i^\perp + F_i^\parallel. \quad (2.79) \]

In the “upwind” scheme, the tangent is defined to be the vector to the neighbor of frame \( i \) with higher energy, which is the improved tangent version of NEB\(^{[301]}\)

\[ \tau_i = \begin{cases} \tau_i^+ = R_{i+1} - R_i & \text{if } E_{i+1} > E_i > E_{i-1} \\ \tau_i^- = R_i - R_{i-1} & \text{if } E_{i+1} < E_i < E_{i-1} \end{cases} \quad (2.80) \]

and which is normalized then to \( \hat{\tau}_i = \tau_i/||\tau_i|| \).

At (intermediate or final) energetic local optima during the NEB, a weighted mixture of both these cases is used

\[ \tau_i = \begin{cases} \tau_i^+ \Delta E_i^{\text{max}} + \tau_i^- \Delta E_i^{\text{min}} & \text{if } E_{i+1} > E_{i-1} \\ \tau_i^+ \Delta E_i^{\text{min}} + \tau_i^- \Delta E_i^{\text{max}} & \text{if } E_{i+1} < E_{i-1} \end{cases} \quad (2.81) \]

with

\[ \Delta E_i^{\text{max}} := \text{max}(|E_{i+1} - E_i|,|E_{i-1} - E_i|), \quad (2.82) \]

\[ \Delta E_i^{\text{min}} := \text{min}(|E_{i+1} - E_i|,|E_{i-1} - E_i|), \quad (2.83) \]

as a switching function for a smoother tangent direction change during optimization.

This version of the tangent definition usually avoids kinks in flat area regions of the PES, \( \text{e.g., at the end-frames, and prevents corner-cutting. Otherwise, this would be problematic in curved MEP regions, where the higher energy/gradient regions are avoided and a frame is} \)

\(^{39}\)Note that this most robust description—to the knowledge of the present author—uses magnitudes of the neighboring distances, which does not strictly force all frames to have exactly the same neighbor distance globally. But older schemes,\(^{[300,301]}\) and also the “improvement” in regard to this point mentioned in Refs. \([319,320]\) could lead to kinks at non-linear arcs of the MEP.
**Fig. 2.6**: NEB illustration (compare with Fig. 2.5): In the main Figure, different iterations of the NEB algorithm are shown, from the linearly interpolated starting path in gray to the finally optimized one in black. In the inset, one of these intermediate paths is shown again with the force vectors of Eqs. (2.77) to (2.79), using $F_i = -\nabla E(R_i)$ (force by the PES) and its projections due to the NEB formalism. Note that a simplest NEB implementation was used for illustration; no CI NEB was used, and the TS was, hence, not exactly found (see Eq. (2.84) on the following page). At the global minimum a “corner-cutting” artifact due to the discretization and local optimization dependent on the starting path without adaptivity can be stated. Improvements are discussed in the main text.

placed a bit more downhill. The projection scheme of Eq. (2.79) is vital. Without it, as used in older elastic band versions, this would lead to a competition of forces of the PES vs. the band such that a chain of frames would be kicked off the MEP due to the band-based forces in the final iterations of the optimization. However, due to this projection scheme, the mixed second derivatives of the forces are not equal, i.e., one cannot define a scalar objective function to be optimized. In other words, the forces are not conservative. Hence, just the forces (or gradients) should be minimized to zero by usual optimizers without sticking to a scalar objective function directly for line searches, convergence tests, etc. For this Thesis, several local optimization algorithms were examined, including also the very efficient LBFGS algorithm with and without line searches, restarts and other robustness.

---

40 Exceptions are rarely occurring numerical problems due to very loose DOFs or too steep gradients without using a step control (trust radius), especially at the beginning of the optimization.

41 Quasi-Newton algorithms that try to learn curvature of the objective function surface, but without having a symmetric Hessian in the NEB case, need restarts multiple times when the current gradient direction is very different from the proposed one influenced by the recent history of steps taken.
improvements.\textsuperscript{[318]} At the end, the fast inertial relaxation engine (FIRE)\textsuperscript{[324]} algorithm was used that was found to be the most robust optimizer.

After a first round of NEB optimization, the highest-energy frame is supposed to be just near a real TS. Thus, in a second round of NEB, a climbing image (CI) NEB can be started. Here, on the frame \( l \) that is the one of the highest energy, \( E_l = E_{\text{max}} \), another force is exerted than on all other frames

\[
F^\text{CI}_l = F_l - 2F_l \cdot \hat{r}_l \hat{r}_l .
\]  

(2.84)

The currently best estimate of the saddle point is hence allowed to climb uphill in energy into the tangential 1D direction of its neighbors while relaxing in all orthogonal directions.

Besides that, all external DOFs, \textit{i.e.}, the 6(5) coordinates for translation and rotation, should be erased for calculating inter-frame, \textit{i.e.}, inter-molecule, distances as long as NEBs are performed for gas phase paths. Otherwise, a finite distance between neighboring frames, which is built up and conserved due to the nudging, could be just a result of identical frames that are only shifted or rotated in absolute space. Without any “anchor” point such as, \textit{e.g.}, the one within an external potential as that of an electrostatic GOCAT, the space homogeneity and isotropy\textsuperscript{[186,325]} should therefore be incorporated.\textsuperscript{42} This is done \textit{via} optimal alignment, \textit{i.e.}, center of mass transformations and optimal rotations based on quaternions using Kearsley’s algorithm.\textsuperscript{[327,328]} For NEB within a GOCAT, the fixation of the latter provides for such an anchor point.

\subsection*{2.5.1.2 Nonlinear Interpolation}

For the initial path generation between the start and end frame, a non-linear interpolation scheme based on Ref. \textsuperscript{[329]} is used. By this, collisions of atoms are avoided, which otherwise would lead to SCF convergence errors and thus to no gradients at those broken configurations at all. Additionally, the starting path is already closer to the final MEP, which saves some iterations for the NEB convergence. An artificial help potential, the image dependent pair potential (IDPP), is defined, which motivates all internal atom-pair distances, \( d_{\alpha jk}^i \), to be close to the target ones between atoms \( j \) and \( k \) for frame \( i \). The trick is to use a linear interpolation of atom-pair distances (instead of Cartesian coordinates directly),\textsuperscript{43} where \( \alpha \) as superscript denotes the start frame and \( \beta \) the end frame

\[
d_{\alpha jk}^i = d_{\alpha jk}^\alpha + i \left( d_{\beta jk}^\beta - d_{\alpha jk}^\alpha \right) / N .
\]  

(2.85)

In the typical starting path, \( i \) starts at \( 0 = \alpha \) and ends at \( N = \beta \) with having \( N + 1 \) total frames and \( N - 1 \) flexible frames. Note that \( N \) can also be a subset of these frames in the adaptive version of the NEB later on (\textit{cf.} Section 2.5.1.3). These distances are then used in a

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{42}The NEB formalism was invented in the regime of surface chemistry, but also using Cartesian coordinates. Thus, overall artifacts by erratic translations and rotations were less a problem. For gas-phase paths, this problem was re-addressed by Ref. \textsuperscript{[326]}.
\item \textsuperscript{43}Others\textsuperscript{[330,331]} also use different (redundant) internal coordinates for NEB optimization which helps with the initial path generation, but Cartesian coordinates are supposed to be more stable.
\end{itemize}
\end{footnotesize}
sum of squared error objective function, which is the IDPP,

\[
S_{i}^\text{IDPP}(\mathbf{R}_i) = \sum_{j}^{N_{\text{atoms}}} \sum_{k > j}^{N_{\text{atoms}}} w(d_{jk}^i) \left( d_{jk}^i - \| \mathbf{r}_j(\mathbf{R}_i) - \mathbf{r}_k(\mathbf{R}_i) \| \right)^2 .
\] (2.86)

\| \mathbf{r}_j(\mathbf{R}_i) - \mathbf{r}_k(\mathbf{R}_i) \| \) is the usual Euclidean norm between the atomic Cartesian coordinates, \{ \mathbf{r}_j, \mathbf{r}_k \}, which are written as a function of a frame structure \( \mathbf{R}_i \); the term in parentheses is a summed squared error term, weighted by the matrix elements, denoted as function \( w(d_{jk}^i) \).\(^{44}\) Now, a NEB is performed on that IDPP, using \( F_{j}^i = -\nabla S_{i}^\text{IDPP}(\mathbf{R}_i) \) for Eq. (2.77) instead of the gradient of the PES.\(^{45}\) For each interpolation that generates new frames, one round that consists of atom-distance interpolations and a subsequent NEB optimization on the IDPP is hence carried out. The resulting non-linear interpolated path is, in turn, the starting path for the NEB on the PES.

In Fig. 2.7, the different interpolation schemes are pictured. In Fig. 2.7(a) the molecular viewing program\(^{334}\) already detects “bonds” due to small radii, also between H-atoms, which is indicated here by the red color. Such structures will lead to high energies and gradients; if a collision appeared, which is not yet the case here, the NEB would be ill-defined.

\[\text{Fig. 2.7:}\] For a simple Cope rearrangement of a 1,5-hexadiene, a linear and a nonlinear interpolation are shown, which are the starting paths for subsequent NEBs then. The red “bonds” drawn in Fig. (a) indicate a structure of smaller distances at some places, e.g., an “H-H” bond detected by the molecular viewer. Even “fusion” could happen by accident for some systems when a linear interpolation is used (not shown). Compare with Fig. 2.9 on p. 60 where the starting and end frames are shown, i.e., \( \mathbf{R} \) and \( \mathbf{P} \). (Remark: This example is selected because it also serves as illustration for the adaptive NEB below, although there would have been systems with more apparent “fusions” of atoms at particular frames.)

2.5.1.3 Adaptive Nudged Elastic Band

KOLBÆRGE\(\text{R}^\text{ et al.}\) developed an adaptive NEB scheme,\(^{319,320}\) which is supposed to automate the MEP search. The optimized starting end-frames are still needed, but the total MEP

\(^{44}\)In practice \( w(d_{jk}^i) = (d_{jk}^i)^{-4} \) was used in order to place more emphasis on smaller atomic distances.\(^{329}\)

\(^{45}\)Without using a NEB, it could lead to discontinuous interpolated paths as known from the usual linear synchronous transit approach,\(^{332}\) which is otherwise very similar to IDPP.\(^{329,333}\)
optimization, which consists of multiple rounds of adaptive interpolations/NEBs and a final CI in this variant, is made more robust and carried out all in one algorithm. This extension to the NEB fulfills the following purposes here:

- Not having to optimize all \( N - 1 \) frames at once, but just a window of \( N_{\text{sub}} < N - 1 \) frames. This division into sub-NEBs\(^{46} \) will save multiple SP calculations.

- Adding frames gradually until \( N - 1 \) frames (excluding the fixed endings) are reached which incorporates a protocol based on an energy-to-geometry ratio, \( \zeta \) (\textit{vide infra}).

Firstly, a rough path is optimized, followed by a piece-wise optimization of paths centered around newly added frames, including some neighboring frames, where at each sub-NEB the addition of frames \textit{focuses} on the important regions. The latter point is of crucial importance because for highly varying energetic barriers or high geometric curvature of the final MEP, the interpolated initial-guess of the NEB might be far off the final MEP (for instance, compare Fig. 1 of Ref. \([319]\)). This can hardly be known \textit{a priori}, and hence \textit{gradually} adding frames where they are \textit{currently} needed remedies this deficiency.

The protocol for frame-addition is specified as

\[
f(\{ R_0, ..., R_N \}) > \zeta, \quad g(\{ E_0, ..., E_N \}) > \zeta, \tag{2.87}
\]

\[
f(\{ R_0, ..., R_N \}) = \max(\{ |R_1 - R_0|, ..., |R_N - R_{N-1}| \})/|R_N - R_0|, \tag{2.88}
\]

\[
g(\{ E_0, ..., E_N \}) = \max(\{ ... \Delta E_i, ... \})/E_{\text{norm}}. \tag{2.89}
\]

\( \zeta \) is a user-defined meta-parameter as ratio where to add a new frame adaptively. Eq. (2.88) is the currently maximal frame-neighbor distance of the NEB path, \( \{ R_i \} \), normalized by the total (starting) distance between the end-frames \( N \) and \( 0 \). Eq. (2.89) refers to the highest energy difference. Therefore, if the inequality of Eq. (2.87) is true, the geometrical gap is chosen and the energetic gap otherwise. Accordingly, for \( \zeta = 0 \), a new frame would always be added into the currently biggest geometrical gap; for \( \zeta \to \infty \), the biggest energetic gap, \textit{i.e.}, regions of rapid change of the PES, would get a new frame\(^{320}\).\(^{47} \) The further energy and geometry definitions of Eqs. (2.88) and (2.89) are

\[
\Delta E_i = \Delta E_i \cdot \frac{E_{\text{mean},i}}{E_{\text{norm}}}, \tag{2.90}
\]

with

\[
E_{\text{norm}} = E_{\text{max}} - E_{\text{min}}, \quad E_{\text{mean},i} = 0.5(E_{i+1} + E_i - 2E_{\text{min}}), \quad \Delta E_i = |E_{i+1} - E_i|. \tag{2.91}
\]

These are shown in Fig. 2.8 on the following page. For each frame addition, the neighbor NEB spring constants, \( k_i \), are changed accordingly in order not to introduce an initial spring force in the next sub-NEB iteration.

\(^{46}\) The idea of adaptive sub-NEBs were proposed already earlier in another protocol in Ref. \([335]\).

\(^{47}\) Mostly, the authors’ recommendation in Ref. \([319]\) of \( \zeta \approx 0.5 \) was employed.
A typical final result of an adaptive NEB for the Cope rearrangement (cf. Fig. 2.7 on p. 57) is illustrated in Fig. 2.9 on the following page. The final gradient norms at the stationary points are very small, as expected $\|\nabla E\|_{(R,TS,P)} < 0.25 \text{ kcal mol}^{-1}\text{Å}^{-1}$, see Fig. 2.9(a). Here, the high curvature with regard to the energy and also some curvature along the geometric coordinate would be quite challenging for a non-adaptive NEB since the TS is peaked around 6–8 Å on the reaction coordinate, while larger parts along the reaction coordinate are less energetically varying. The coordinate itself is defined here as discrete Euclidean distance between all the frames, starting at 0 for the first frame, $R$. In this region around the TS, new frames were added adaptively and increased the resolution there. For this reason, the CI was then enabled to find the correct TS along the 1D coordinate dictated by its neighbors. If the latter 1D coordinate had not included the exact real TS and had not so after many further relaxing NEB iterations, the correct TS could not have been found.

In Fig. 2.9(b), the corresponding final 19 frames of the MEP are given. These final converged frames, clearly, are already more similar to the non-linearly interpolated ones as starting path that was illustrated in Fig. 2.7(b) on p. 57 than the linearly interpolated ones of Fig. 2.7(a).

### 2.5.1.4 Possible Improvements

There are numerous further studies with respect to the NEB formalism and modifications thereof, including specific applications. In the future, some of these could also be fruitful for further improvements of both the robustness, i.e., a convergence without artifacts such as not finding a proper TS, as well as efficiency. These variations include, e.g., so-called double-nudging\cite{337} for increased performance at the beginning of the optimization or for long paths.\cite{321} Then, a switching function for smooth progression between single-, which is the usual nudging in NEB above, and double-nudging should be used.\cite{321} Related to this in other studies, also some perpendicular forces from the band itself have been mixed into the total force based on switching functions concerning the angles between each frame and its

---

\textsuperscript{48} This small Section considers only improvements on NEB-based approaches; for completely different MEP optimization algorithms, see Section 2.5.1 and Ref. [298].

\textsuperscript{49} Actually, this variant as well as some of Ref. [319] were implemented for this Thesis but must be benchmarked and should be extended to include proper switching functions for the former.


**Fig. 2.9**: Example of the final result of the adaptive NEB (on PM6\(^{\text{[214]}}\) level of theory). This reaction besides many others of a benchmark set in Ref. \(^{\text{[336]}}\) was used for testing all the implementations of this Section. Compare with the non-linearly interpolated starting path of Fig. 2.7(b) on p. 57.

(a) energies and gradient norms after adaptive NEB

(b) superposition of all 19 frames

neighbors.\(^{\text{[300,338]}}\) With a standard scalar product angle between three frames defined as

\[
\cos \theta_i = \frac{(\mathbf{R}_{i+1} - \mathbf{R}_i)(\mathbf{R}_i - \mathbf{R}_{i-1})}{\| \mathbf{R}_{i+1} - \mathbf{R}_i \| \| \mathbf{R}_i - \mathbf{R}_{i-1} \|},
\]

(2.92)

each angle should be zero in the limit of infinite frames, independent of the actual curvature of the path. Using a finite number in practice, this can be used as indicator for undesirable kinks or wrong convergence behavior.

Moreover, an advanced interpolation scheme reformulated as a search for the geodesic curve on a Riemannian manifold by using proper metrics directly in the Cartesian domain was presented.\(^{\text{[333]}}\) This could also be used as initial guess for a NEB optimization instead of the IDPP-based one. Furthermore, spectator modes and special definitions for the distance calculations between the frames suited for complex environments (enzymes) with soft DOFs were discussed.\(^{\text{[338]}}\) Even NEB on free energy surfaces by frame-wise umbrella integration\(^{\text{[339]}}\) was developed.\(^{\text{[340]}}\) Regarding the optimization algorithms, protocols for
super-linear progression based on Newton-Raphson variants\textsuperscript{322} were presented, LBFGS variations\textsuperscript{321,326} and quite recently, a quadratically converging Newton-Raphson scheme using the full (non-symmetric) Jacobian matrices for finding the roots of the gradient/forces instead of the extrema of a (non-existent) scalar-valued function.\textsuperscript{323}\textsuperscript{50} Besides, multiple CIs during NEB were proposed\textsuperscript{341} a symmetry-aware NEB\textsuperscript{342} and further acceleration techniques were put forward such as, e.g., ANN potentials\textsuperscript{343} fitted to training data consisting of the NEB SPs or by using gaussian process regression (GPR).\textsuperscript{344} The latter acceleration methods try to bypass costly QM calculations by generating a ML potential on the fly.

In fact, this leads us to the next topic of this Chapter which covers some background of ML-based analysis that was used in the present work. Since the final pool of solutions of the GOCAT designs are often of high variance, especially unsupervised learning approaches in ML are beneficial for further analyses and discussions.

2.6 Machine Learning

Undeniably, ML has become virulent in the recent years in the domains of science and engineering—just think about the digital transformation happening nowadays affecting also industries, organizations and society as well. Besides other developments, this also includes all types of structure inferences from (big) data and thus leads to machines that learn\textsuperscript{345} to, e.g., recognize objects, fingerprints, faces, to process speech and natural language, to control robots, to drive cars,\textsuperscript{346} and to machines that can play sophisticated games such as chess or Go.\textsuperscript{347} With the increase of computational resources as well as the inferential/statistical algorithms on the one hand and the data and their interconnections available on the other hand, this has even lead to the concept of “data-driven” science\textsuperscript{348} (for further thoughts on this topic, including some philosophical ones, the (German) perspective in Ref.\textsuperscript{349} can be consulted.) As a matter of course, such developments towards this data-centric, (statistically) inductive, empirical approach also permeates theoretical and computational chemistry nowadays, with a continuously growing application spectrum\textsuperscript{350,351}.

The umbrella term ML can be seen as sub-field in AI which encompasses all types of algorithms and statistical models that improve or learn “automatically” through experience or training (besides the general vagueness of these terms, this refers to the term creation by MITCHELL).\textsuperscript{352} The aim is to solve problems without explicit, specifically programmed instructions for the respective problem but by relying on general patterns and statistical

\textsuperscript{50}Though, at least in the current state, analytical Hessians of the PES of the systems studied were required which impedes the utilization of this algorithm in more practical applications. Notwithstanding, since the Hessian could be calculated as by-product of the MDs in umbrella sampling, it was also used in Ref.\textsuperscript{340}.
inferences from data instead.\textsuperscript{353–355}\textsuperscript{51} The machine then is able to execute tasks that were not explicitly defined in the code beforehand.

Recent progress of \textit{ML} in chemistry were reviewed multiple times: A more general view in chemistry can be found in Refs. \textsuperscript{351, 357}. For atomistic (QM) property learning approaches of bypassing the Schrödinger equation, numerous routes were put forward for atomistic simulations and electronic property predictions.\textsuperscript{56,58,358,359} More focused on finding new materials, reviews and perspectives how to leverage \textit{ML} in the domain of cheminformatics and materials science were also recently given,\textsuperscript{357,360–362} and with a focus on deep learning in Ref. \textsuperscript{363}. To mention just a few recent examples at the boundary between global optimization and \textit{ML}, there were \textit{GA}s applied to the optimization of the training set for \textit{ML}\textsuperscript{364} and \textit{ML} techniques for nieching\textsuperscript{365} as well as the \textit{ML}-estimation of optimal balance between exploration vs. exploitation.\textsuperscript{366}

For the present work, actually only a small subset of \textit{ML} algorithms finally accomplished to appear in this Thesis. Thus, there will be no extensive overview of the plethora of applications in chemistry and methods of \textit{ML} given here; instead the cited literature should be inquired. Only some background of the used algorithms in the further Sections (Chapters 4 to 7) will be briefly described in the following.

\textbf{Supervised learning}: \textit{ML} is usually categorized in \textit{supervised learning} and \textit{unsupervised learning}, as well as mixed versions thereof (semi-supervised). In the first case, the supervised learning, there are \(N\) pairs of sample/example data, also called \textit{instances}, of \( \{x_i, y_i\}_{i=1}^N \) and the task is to learn a function \(f : x \mapsto y\).\textsuperscript{52} After learning from such input pairs, which \textit{has to} include some generalization to yet unseen input,\textsuperscript{53} the task is to predict \(\tilde{y}\) based on a new \(\tilde{x}\). If there is a continuous output domain for \(y\), this is called \textit{regression}, and if it is categorial, \textit{i.e.}, a finite set of output possibilities, this is a \textit{classification} problem instead. The separate input values \(x\) of a sample are usually called \textit{features}. Note that this also subsumes all types of (non-)linear ordinary multiple regressions, but of course also many other methods with very specific forms of \(f\) that defines the specific \textit{ML} algorithm: Typical often used ones are \textit{GPR}, support vector machines, \textit{ANNs}, (kernelized) regressions, random forests, to mention just a few. The “learning” itself is often based on an optimization (of weights/parameters) with respect to the \textit{training set} (of the \(N\) samples) with regard to the (training) error of predicted and known \(\{y_i\}\) for fitting the specific \textit{ML} model function \(f\). For instance, this could be the mean-squared error (MSE), \(\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (y_i - f(x))^2\), or analogue measures; there are, however, also other methods without such fitting process as, \textit{e.g.}, just by instance-

\begin{itemize}
  \item In this context, also the other buzzwords such as \textit{AI}, \textit{ML}, big data, data mining, pattern recognition, etc., can be mentioned. These terms were created based on slightly different emphases, having evolved from different perspectives, such as focusing on the application of emulating something like an intelligent machine,\textsuperscript{356} or focusing on mere structure detection, while tackling problems for science or more so for engineering, etc., or other historical origins with somehow differing focuses. At the end, there is a huge \textit{intersection} of algorithmic grounding. In this Thesis, only the term \textit{ML} will be used.
  \item This is given here in the most typical case with one scalar output and multiple scalar input variables. Of course, the data representation is another very important topic and there are also methods for arbitrary input and output domains.
  \item Just memorizing the data would degrade the machine to a simple lookup table which is not what is meant by \textit{learning}.
\end{itemize}

\section*{Chapter 2: Theory}
based regression using only a similarity metric (in simplest form: \((k)\) nearest neighbor regression). The out-of-sample error or test error is the prediction error of not yet seen data which is not used for the training phase and leads to the topic of (under-) overfitting. If the training error is low, but the test error is not, apparently the model does not generalize well and thus this would be dubbed overfit. Generally speaking, using a more complex model such as a (complex) deep ANN instead of just a simple linear regression for example, this would impose a lower bias and a higher variance of the model and is more prone to being overfit. Then not only the actual true structure of the data is followed or learned, but also the actual, intrinsic (irreducible) errors or (erratic) noise. At the end, ML for regression is an arbitrary flexible (and diverse) “interpolation” approach between and based upon the known data, without the expected possibility of extrapolation in unknown regimes. Put differently, the generalization error must decrease with increase of training set size as long as this is machine learning. Usually, the representation (feature selection), the model complexity (including which family of algorithms to use and which meta-parameters of the models that also often control the bias-variance-tradeoff), the training set size, additional regularization terms to increase bias again, etc., must be considered to find an optimal ML model for the specific tackled problem. This last point can be considered as being most important for meaningful applications, especially as ML algorithms are routinely used also by non-experts due to freely available libraries and frameworks (e.g., Refs. [367–369]).

**Unsupervised learning:** In the second, the unsupervised approach, only the input \(\{x_i\}\) is given and the task is to find structure in the data. This usually subsumes clustering (or cluster analysis) methods and dimensionality reduction approaches. In clustering, the aim is to find a grouping, i.e., the cluster, of similar samples, which in turn are more dissimilar to the samples of other found groups, or equivalently, finding clusters as more dense regions that are separated from less dense regions in the feature space. In dimensionality reduction, the goal is to find a representation of the data in a lower-dimensional sub-space (or also possible in an arbitrarily non-linear manifold) in order to investigate and visualize the most important relations of the usual high- (or infinite-)dimensional data.

**Force fields in the ML context:** Note that the global optimization of ReaxFF (cf. Section 2.2.4.1), as later shown in Chapter 4, is, indeed, a regression problem. As already pointed out by Behler in the context of his highly recognized high-dimensional neural network potentials (HDNNPs) for atomistic simulations, ML-based potentials can be seen as “mathematical” ones: Here an arbitrary function, \(f\), without any physical basis by the ML model itself is introduced, as done in Behler’s ANN with specific feature representations and architectures, including specific descriptors, i.e., the so-called atomic symmetry functions. Conversely, there are the empirical potentials, the FF, for atomistic simulations that directly are oriented along physically meaningful ingredients, i.e., the decomposition of energy in low-dimensional (internal) coordinate-based terms, usually. Here,

---

54Note that the hyperparameters and other model decisions about the complexity of the actual method used are also very important in this regard. But this again lies outside the scope of this Thesis and is well described in the usual textbooks. [353–355]
potentials and thus parts of $f$ encode the electrostatics (Coulomb terms), $\text{vdW}$ interactions (e.g., LJ potential), and of course bonding terms in the most simplistic forms. However, with the raise of the complexity of the FF, including reactivity, multiple more terms, bond-order dependent terms, correction terms, etc. (cf. Section 2.2.4.1), there is a growing portion of “mathematical flavor” incorporated. In other words, the physically motivated terms, i.e., the bias, of an FF already determines that atoms and molecules can be simulated and that also the generalizability is usually better per construccionem. Yet, by the introduction of the multiple further non-empirical (correction) terms in ReaxFF, this FF approaches the regime of “non-physically motivated” potentials. This is exactly the reason why global optimization is actually needed in the first place, but also why problems such as overfitting are an important topic.

### 2.6.1 Multidimensional Scaling

Multidimensional scaling (MDS) is one class of algorithms for non-linear dimensionality reduction in unsupervised learning which was used in this Thesis and is briefly described here, besides many other techniques with different (dis-)advantages.\[353,354,378,379]\ It was used as more intuitive approach, mainly for data visualization in 2D or 3D, to illustrate the similarities between the data points. The goal is very straightforward: Find a (locally) optimal representation of the raw similarities or distances in the original (high-) dimensional space, using Euclidean distances in the new lower (usually 2D) abstract Cartesian space, which can be rotated freely because this does not change the distances. The objective can, for instance, be expressed as a least-squares problem in the metric MDS,\[55\] called the stress

$$s(\{z_n\}_n^N) = \sum_{i,j \neq i} (d_{ij} - \|z_i - z_j\|)^2.$$  \hspace{1cm} (2.93)

This can work on arbitrary distances $d_{ij} = d(x_i, x_j)$ between the $N$ instances, $x_i \in \mathbb{R}^p$, and map those to the new Cartesian space $z_i \in \mathbb{R}^k$ with $k \ll p$. Note that there are more efficient optimization strategies than, e.g., gradient descent, for such an MDS available, using an iterative approach starting at random $z_i$ and using the concept of majorization (here, finding the minimum by iterative minimization of surrogate functions and some other algebraic “tricks”).\[56\] This brings in a better convergence rate and monotonic behavior, but can lead to different (locally optimal) results.

---

\[55\] There are also other variants and objective functions definitions, e.g., only working on the data on an ordinal scale, and the classical MDS working directly on Euclidean distances between the original points; in this case, it can deliver equivalent results to principal component analysis (PCA) as another (well-known) linear dimensionality reduction technique. The latter was also rarely used for analysis of the variance of the data along the main components, as, e.g., in Section 6.2; cf. the textbooks\[353,354\] for more details.

\[56\] This leads to the so-called scaling by majorizing a complicated function (SMACOF) algorithm for MDS, proposed originally in Ref.\[380\], and well described again in Ref.\[381\]. This is also the algorithm used for the MDS in scikit-learn\[367\] and this Thesis.
2.6.2 Hierarchical Clustering

Hierarchical clustering (HC) is again one (of many) approaches for unsupervised learning utilized for the cluster analysis part: Here, also a distance matrix, D, must be encoded that measures the (dis-)similarity between the instances, similarly to MDS above. In the agglomerative or bottom-up approach of HC, each instance first of all defines its own cluster on the lowest level. Then, the distance between the instances as well as the computed lowest intergroup distances that are calculated from the former by different methods are used to merge clusters from the lower level to generate clusters on a higher level. This forms the hierarchy, as the name suggests. At the end, \( n - 1 \) levels are created with one cluster at the highest level containing all the data. This can also be illustrated as a rooted binary tree that is called the dendrogram. An illustration is given in Fig. 2.10. Note that the abscissa has no meaning in this dendrogram, whereas the ordinate shows the (computed merge) distance which is based on the original distances and the linkage function.

There are different linkage methods available to compute the intergroup distances between the sets \( G \) and \( H \), as for instance (as corner cases):

\[
\begin{align*}
    d_{\text{single}}(G, H) &= \min_{i \in G, j \in H} d_{ij}, \quad (2.94) \\
    d_{\text{complete}}(G, H) &= \max_{i \in G, j \in H} d_{ij}, \quad (2.95) \\
    d_{\text{average}}(G, H) &= \frac{1}{N_G N_H} \sum_{i \in G} \sum_{j \in H} d_{ij}, \quad (2.96)
\end{align*}
\]

where \( N_{\{G, H\}} \) denotes the number of instances of that group. The “average” linkage method in Eq. (2.96) is more precisely called unweighted pair group method with arithmetic mean (UPGMA) and was often used in this Thesis, as this best respects or preserves the original similarities, \( d_{ij} \), during the cluster merging by treating all these on an equal footing since also the size of each cluster is taken into account. This was also frequently checked with the so-called cophenetic correlation between the raw similarities and the linkage similarities.\[^{354}\]

![Fig. 2.10: An arbitrary data set, here already in two dimensions, is shown in Fig. (a). The data set is hierarchically clustered and the result is illustrated via a dendrogram in Fig. (b). The binary tree can then be intersected at an arbitrary value, \( d_{\text{cut}} \), to generate an intended number of clusters.](image)
Hence, as compromise between the other linkage methods, this tends to produce relatively compact clusters that are relatively far apart.\[^{154}\] Eq. (2.94), on the other hand, could lead to a chaining problem as only one (smaller) distance can lead to a merge of the clusters, irrespective of all other distances. In the end, HC is deterministic, but the final results can be very dependent on the data and possible outliers. This is also true for Eq. (2.95), but by enforcing maximal distances, this usually leads to spread, small clusters.

Without having to specify a priori how many clusters there should be, as it would be done, e.g., in k-means clustering, there are also different variants available for clustering: Simply cutting the dendrogram somewhere horizontally at a certain height can lead to an intended number of clusters. This is shown in Fig. 2.10 on the previous page by \( d_{cut} \), leading to two clusters in this constructed example. Besides, e.g., there are inconsistency checks available that relate a merge/fusion height of the cluster tree to the heights below that, divided by their standard deviation, which tries to find a “natural” division into clusters. A sudden difference in subsequent linking heights points to an unlike distance between the clusters vs. the distances of the instances they contain.

As shown in the later Chapters 6 and 7, there are very many (and similar) realizations of the (electrostatic) GOCATs, such that a cutting criterion was mainly chosen by visual inspection of the results, which was also supported by the maximal acceleration of the cluster distance growth (i.e., based on the discrete second derivatives, the so-called elbow-criterion). These clusters are then used as summarization of the results, i.e., for finding best representatives in the search space, and also for choosing variable different starting individuals for, e.g., the translations between the levels of theory (discussed later in Section 6.3.2). Note also that many of the implemented “dynamic” niching techniques are similar to a single linkage strategy in practice, as described in Chapter 3 and used for the CSO application in Chapter 5.

### 2.6.3 Distance Metric

Apparently, the most important (and sole) further input ingredient for the aforementioned techniques is the definition of a distance between data points. This leads also to the general problem of representation, i.e., how to define chemically meaningful features.

The most important general requirements the descriptors for such ML usually must fulfill are first of all the important physical invariances under translation, rotation and permutation of any (indistinguishable) atom. For instance, using simply plain Cartesian coordinates and a distance such as the root-mean-square deviation of atomic positions (RMSD) between two systems/molecules, \( i, j \):

\[
d_{\text{RMSD}}(x_i, x_j) = \sqrt{\frac{1}{N_{\text{atoms}}} \sum_n (x_{i,n} - x_{j,n})^2},
\]

encoding pairwise distances between the coordinates, this would also show translational and rotational symmetry, if aligned structures were used (see similar alignment for the NEB in Section 2.5.1.3). However, this would show no permutational symmetry: The exchange of
only two Cartesian vector elements of, e.g., \( x_i \), would (probably) lead to \( d_{\text{RMSD}} > 0 \) even if \( x_i = x_j \) holds before swapping these Cartesian elements, i.e., meaning the exchange of alike, actually indistinguishable atoms. Without being able to try every possible permutation of both included molecules to find the best (alike) order, other approaches must be considered. This translates also to representations and metrics for comparing clusters as in CSO.

Regarding general approaches, prominent examples for HDNNP are the already mentioned atom-centered symmetry functions (carrying this name because of these incorporated physical symmetries).\(^{[375,377]}\) Another quite often used representation is the smooth overlap of atomic positions (SOAP) method.\(^{[382]}\) As pointed out in recent studies,\(^{[378,383]}\) such local descriptors have in common to use atom-centered functions, e.g., Gaussians or, as a limiting case, delta-distributions, for describing the atom-density, which makes them permutationally invariant from the beginning. For translational and rotational symmetry, projections onto other functions can take place such as onto the symmetry functions. These depend on bonds and angles, etc., for incorporating two- and three-body interactions. Instead, an explicit symmetrization of a kernel function can be carried out as done, e.g., for SOAP\(^{[378,383]}\) (for further information of the implicit mapping using kernels in ML methods, see Ref. \([358]\)).

Moreover, there are more global descriptors, as the coulomb matrix (CM) descriptor\(^{[384]}\) and its modification to bag of bonds (BOB)\(^{[385]}\) or, including higher-order interaction terms (three-body, . . . ), into the “BA-representation” (for bonds, angles, torsions, similar to usual internal FF-based representations).\(^{[386]}\) The latter representation was also introduced for the uniqueness property.\(^{[387]}\) Using just pair-wise interactions or distances encoded into the descriptors can lead to no differentiation of homometric molecules. These are actually different molecules, but they do show the exact same distances between all involved atoms. This situation is actually also something that should be considered if using similar descriptors for clusters, especially when using just one atom-type or the indistinguishable entities of a GOCAT (point charges). Actually, the list and current research of possible descriptors and, as a result, also the definition of features for the ML in chemistry is growing quickly, since this is literally the basis of ML in chemistry and is needed especially for very accurate property predictions and ML potentials.

As in the current Thesis the descriptors were used for the unsupervised setting and the goal was thus to summarize results (find representatives) and build hypotheses, the requirements on descriptors are less severe and, furthermore, cannot be benchmarked by using an error of prediction. Thus, further discussions about such representation problems are outside the scope of this Thesis, and again we point to the relevant literature (and references therein).\(^{[358,378,382,383,387,388]}\) Note that there also is a plethora of representations/descriptors available that are problem-specific. In many applications, also in the regime of cheminformatics, often only very specific types of information or molecular characteristics have to be encoded for the target (e.g., quantitative structure-activity relationship (QSAR)/quantitative structure-property relationship (QSPR) or virtual screening approaches).\(^{[159]}\) Similarly,

\(^{[37]}\) For these \textit{ab initio} ML representations for property predictions, besides the mentioned demands, furthermore \textit{continuity}, ideally \textit{differentiability}, \textit{generality} (encoding arbitrary chemical systems, including periodical ones) and \textit{efficiency} with regard to computational cost and with regard to the prediction power are required.\(^{[388]}\)
there are (very many) specific representations and heuristics used for CSO, some of which are reviewed in the application in Chapter 5: For niching, distance measures based on the aforementioned CM variants and more problem-specific atomic neighborhood lists/binnings were used (compare also with the depictions in Section 3.5.3).

For GOCAT design and its analysis by HC and MDS, mainly symmetrized versions of ESP vectors are used (taking into account the overall symmetry of the reaction):

\[ \phi_{ESP}^J = \sum_{i} \frac{q_i}{\|r_i - R_j\|_2}, \]  

(2.98)

i.e., the ESP generated by the charges, \( \{ q_i \} \), at the \( J \)-th core atom of, usually, the stationary structures. These are the ESP vectors, \( \phi_{ESP} = (\phi_{ESP}^1, \phi_{ESP}^2, \ldots, \phi_{ESP}^{N_{\text{atoms}}})^T \in \mathbb{R}^{N_{\text{atoms}}} \), as discrete representatives of the ESP within a GOCAT. Then the \( p \in \{1,2\} \) norm is used to induce the metric and to calculate distances between two such reaction path ESP vectors

\[ d_{ij} = d(\phi_{ESP}^i, \phi_{ESP}^j) = \left( \sum_{n}^{N_{\text{atoms}}} (\phi_{ESP}^i_n - \phi_{ESP}^j_n)^p \right)^{1/p}. \]  

(2.99)

Besides that, a duplicate detection is implemented via the BOB descriptor for the outer surrounding, in combination with this ESP descriptor. This is needed to delete redundancies in the database after multiple (separate) GA runs. Both the CM and BOB descriptors are not explained here again, but they are introduced later in Chapter 5 and Section 6.2, including the duplicate detection. This detection simply erases candidate solution entries having distances below a certain threshold for both descriptors.
CHAPTER 3

Methodology and Implementations

This Section sheds light onto the actual methods used and implementations needed for the present work. First of all, the used and extended program package ooglem is introduced in Section 3.1 that also reviews all applications done so far with ooglem in our work group. Next, an overview on the general extent and the state of the code base is given in Section 3.2. In Section 3.3, ooglem’s main optimization intrinsics are exposed. Following in Section 3.4, a rough sketch of the new implemented features are given, some of which are illustrated in detail in Section 3.5. Finally, the most important ingredient, the chemically meaningful encoding of catalysis in the fitness function is discussed in Section 3.6.

3.1 OOGLEM

oglem is a global optimization framework leveraging (mainly) the GA-based metaheuristic for nondeterministic optimization in different chemical contexts (cf. Section 2.1.2.2). It was started by Dieterich as PhD project in our work group in 2010, based on older in-house developments we had until then, and is developed further ever since. Already right from the beginning, mainly three different types of optimizations were targeted: CSO, parameter optimization and discrete molecular design.

In the following, a concise overview of certain applications are illustrated as they were started with the seminal papers of Dieterich in our work group and extended afterwards by him and his colleagues at different places. Parallel to this, also additional research conducted with ooglem as well as further developments of the package carried out in our work group are exemplified, excluding applications by other work groups.

Applications: After the initial framework paper, the triad of contexts was introduced by optimizing strongly mixed LJ clusters—with multiple different species of rare gas atoms in one cluster—and this work also already included a global parameter optimization of the vDW empirical potential of LJ-type with respect to high-level ab initio data. Following
this track, a Gupta potential\textsuperscript{[392]} was optimized against high-level reference data for mixed alkaline earth metal clusters that were optimized subsequently. Bigger flexible molecules (Kanamycin A) around physiological cations were tackled, which also included the need to optimize internal degrees of freedom in a joint theoretical and experimental study.\textsuperscript{[393]} Photoisomerizable molecules with varying substituent patterns in form of capto-dative groups on an azobenzene scaffold for optimal photoswitching regarding the excitation wavelengths were optimized.\textsuperscript{[177]} This is the (only) discrete optimization so far with \textsc{ogolem}, meaning the sampling (besides local structural optimization) within a pre-elaborated database of functional groups on predetermined scaffold places.\textsuperscript{1} Multiple (well-known) benchmark functions\textsuperscript{2} in the regime of global optimization were optimized, in order to show that actually most of these are trivially solvable with \textsc{ogolem}.\textsuperscript{[394]} The latter task can also be assigned to the parameter optimization regime. However, not parameters of any other function are to be optimized with respect to a target, e.g., the minimal deviation from a reference, but the benchmark function is the objective function itself. Global optimization of small water clusters ($n = 3$) with sodium marked the first optimization on a higher level of theory (DFT) with experimental comparisons.\textsuperscript{[395]}\textsuperscript{3} \textsc{ogolem} was used for the fitting of Gaussian model potential’s parameters for allosteric anion binding in cage complexes,\textsuperscript{[398]} which was extended to more complex cages thereafter, also including comparisons with experiments.\textsuperscript{[399]} An explicit solvation shell of $\text{H}_2\text{O}$ mixed with additional implicit outer-shell water was globally optimized around separate frames of a Menshutkin reaction.\textsuperscript{[400]} Also larger water clusters ($n \approx 30$) with generated infrared spectra were investigated in line with corresponding experiments.\textsuperscript{[401]}

Moreover, regarding method development research, “graph-based directed mutations” were focused first of all.\textsuperscript{[402]} These are certain problem-specific operators that count promising stabilizing interactions/connections and introduce meaningful jumps through the search space for the \textsc{CSO} problem. Both in line with method development and with the aforementioned water cluster experiments, more complex objective functions than the usually used simple energy expression for \textsc{CSO} was illustrated in Ref. \textsuperscript{[403]}. Furthermore, a new (multiple) abstraction layer for arbitrarily mixed distributed and shared memory computations was published in Ref. \textsuperscript{[404]} using an asynchronous server–client distribution protocol of \textsc{GA} jobs with intrinsic error-safety against hardware failures and transmission problems.\textsuperscript{4} This remote method invocation (RMI)-based parallelization layer and its robustness was shown in Ref. \textsuperscript{[405]}. Here, the smaller and bigger scheduling gaps that occur on high-performance computing (HPC) clusters were automatically filled up with \textsc{ogolem} jobs that are also killed again if the resources are needed in other jobs without deteriorating

\begin{itemize}
\item \textsuperscript{1} Note that this was intentionally a proof-of-concept study. Hence, the database was merely a small list of meaningful functional groups in this case.
\item \textsuperscript{2} The benchmark functions such as Schwefel’s, Ackley’s, Schaffer’s functions, etc., are given in the same Ref. \textsuperscript{[394]} or also in Ref. \textsuperscript{[29]}.
\item \textsuperscript{3} Note that all optimizations in \textsc{ogolem}’s workflow are completely independent from the level of theory in general. Many empirical potentials are implemented in \textsc{ogolem}, but for all other needed levels of theory a respective external package is called. From this perspective, it might seem peculiar that other programs explicitly emphasize their used level of theory.\textsuperscript{[396,397]}
\item \textsuperscript{4} This additionally enabled new features at the same time such as a multiple “island” \textsc{GA} optimization—each worker with a different \textsc{GA} setting competing within the same overall population.
\end{itemize}
the ogolem optimization. Further hybridization with other ingredients were developed, \textit{i.e.}, mutation operators working on a specific spatially local Cartesian neighborhood in a picture of a “heat pulse” impacting a cluster, which can be seen as phenotype mutation perturbation and relaxation.\cite{optimization}

Global parameter optimization of local pseudopotentials as they are used in orbital-free DFT was approached which accordingly also led to more complex objective functions with multiple different properties of the solid and/or liquid phase during the fitting procedure.\cite{global_3}

Recently, structure optimization of rare-gas LJ clusters influenced by heterogeneous (fixed) surfaces also consisting of rare-gas atoms was illustrated.\cite{recently}

Similar surface-attached clusters, this time on gold, were investigated to explore the self-organization of molecular tether molecules.\cite{similar}

Somewhat currently (still) detached from the main ogolem line (see the next Section 3.2), the current author of this Thesis started with the development of interfacing ReaxFF as implemented in sPuReMD and ogolem in his Master’s Thesis, for full-fledged global parameter optimization of the former reactive force field, including also many different properties in the objective function.\cite{current}

As some nuisances of the linear parallel scalability of that implementation have been noticed then, this was solved by very low-level memory-scheduling and some designs and published afterwards already as part of this Thesis. This is discussed in Chapter 4.\cite{solution}

The same implementation was used for fitting ReaxFF potentials to high-level multi-reference data for studying disulfide mechanochemistry,\cite{mechanochemistry} \textit{i.e.}, the breakage of disulfide groups by an attached mechanical force.\footnote{As illustrated in Section 2.1.2.2, any unary operator working on a candidate solution and returning a new candidate solution can be termed mutation in the terminology of a GA: Be it a little MC step or a full-blown multi-step protocol.}

Focusing on different algorithms for secondary order parameters, \textit{i.e.}, niching (\textit{vide infra}), we have shown that the latter are indeed needed for the hard LJ cases for conserving structural diversity during the optimization. Without much fine-tuning, meaning if used at all, such hard cases are certainly solvable. Besides, the algorithm for niching, which was already used in Refs. \cite{solution, niching, niching} and afterwards in this Thesis, is described briefly below (see Section 3.5.3), whereas the actual niching details in the LJ CSO case are discussed in Chapter 5. Last but not least, the GOCAT concept was introduced by showing many qualitatively different settings of partial charges around a Menshutkin reaction for optimal reaction barrier lowering. This follows in Chapter 6. Furthermore, unpublished extensions of this framework to adaptive re-optimizations of the MEP during the GOCAT optimizations are given in Chapter 7.

### 3.2 Overview

As the current author already started in 2014 during the Master’s Thesis\cite{overview} to develop all kinds of new features for ogolem, the code base has increased considerably since then, see Table 3.1 on the following page (all of the \textit{source lines of code} (SLOC) were computed by cloc\cite{source} in this Table). At the time of writing, this still is a \textit{local} branch of the published code.
work of Dieterich in Ref. [413], but actually merged with the default branch until October 2016 and therefore including the updates of Ref. [404]. Also, notable work was put into generifying common classes for both CSO as well as GOCAT optimizations, which is mentioned here to point to the fact that some parts of the new SLOC found in Table 3.1 are not purely due to new features but to changed/adapted versions of the default ogolem. Further work on merging this current branch with the default one is scheduled into the near future. Also note that the pure number of SLOC is by no means descriptive of the actual content implemented and is neither comparable between different programming languages nor between various “dialects” within the same language. Therefore, this solely shall illustrate the extent of the changes or adaptations made so far. One implementation example in the realm of software engineering is discussed in Section 4.3.

Now, we will start a more detailed discussion of ogolem and the new features.

**Table 3.1**: Size of the code base developed for this Thesis.

<table>
<thead>
<tr>
<th>Branch</th>
<th>Language</th>
<th>Files</th>
<th>SLOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ogolem (default)</td>
<td>Java</td>
<td>497</td>
<td>70000</td>
</tr>
<tr>
<td>ogolem (Thesis)</td>
<td>C</td>
<td>31</td>
<td>12000</td>
</tr>
<tr>
<td></td>
<td>Python</td>
<td>84</td>
<td>16000</td>
</tr>
</tbody>
</table>

*a This is the code downloaded from Ref. [413] on 03/07/2019. Note that external libraries that are compiled to byte-code are not included here, which encloses also some content of Dieterich, e.g., EVB-QMDEFF, a scala implementation of TTMMR⁴¹₄ and some others, besides the usual logging, unit test, linear algebra packages, etc.⁴¹₃

*b This is the local branch with all extensions that started during the Master’s Thesis of the current author and that progresses to the work in this Thesis, including Chapters 4 to 7.

*c This is ReaxFF as implemented in sPurREM⁴¹₀,⁴¹₁ and adapted for Ref. [244], cf. Chapter 4. Note that this not strictly belongs to the same code base, but it is distributed separately due to the GNU GPL vs. the four-clause BSD license (without copyleft) of ogolem.

*d This is also external to ogolem and is the basis of all clustering/analysis for GOCAT optimization as done in this Thesis. Here, all types of programs with heavy use of all the powerful libraries for scientific computing available in Python were written, utilizing the common Python ecosystem: NumPy, SciPy, Matplotlib, Pandas, Seaborn, Statsmodels, SciKit-Learn, All (non-molecular) Figures in this Thesis were created with Matplotlib, except for Fig. 3.8, which was generated with Gnuplot⁴²₁.

### 3.3 OGOLEM’s Genetic Algorithm

The main GA cycle of ogolem is pictured in Fig. 3.1 on the next page (compare with Algorithm 2.3 on p. 29). In 2006, Bandow and Hartke already established the so-called “pool-GA” instead of the more commonly used paradigm of generation-based GA.⁴²² This constitutes also the core-part of ogolem as now almost all parts of the cycles are trivially independent of each other. By comparison, the usual bottleneck of a generation-independent part (e.g., parameter optimization) took place that are not orthogonal to the ones of Ref. [244]. So, without the possibility of novel features for this Thesis, the hence necessary work of manually merging and re-implementing some bits was postponed to a near future.

---

⁷ However, in, e.g., Ref. [407] substantial changes to the adaptive part (responsible for parameter optimization) took place that are not orthogonal to the ones of Ref. [244]. So, without the possibility of novel features for this Thesis, the hence necessary work of manually merging and re-implementing some bits was postponed to a near future.
A symmetric multiprocessing (SMP) and massively parallel processing (MPP) based algorithm is imposed by the discrete exchanges and waiting times for swapping (or merging) complete populations all at once. In contrast, in the pool version, the serial bottleneck reduces to drawing two individuals, i.e., the selection, and merging one new individual with the pool such that the updates happen in a piece-wise fashion. As this latter computation time is usually negligible compared to all the other steps (crossover, mutation, fitness assignment), we usually reach linear scalability for strong scaling of each optimization task. That is, a linear decrease of the wall clock time is observed which is proportional to the increase of the number of cores involved in the computations. This topic will be readdressed in Section 4.3.

In OGOLEM, we always use a fitness-sorted pool where each individual gets a rank based on its index within the pool. Then, in the most common setting used also in this Thesis for selection(), a non-parametric selection happens via this rank order. Here, a Gaussian-distributed random number around the best rank, r₀, with one side of the distribution to the worse rest of the population is drawn. This delivers one good candidate solution; the second is often just uniformly selected at random. These individuals are again tweaked

---

8 In the literature, this is simply called steady-state GA, and also the structure of using a “pool” without generations for the parallelization can be traced back to Ref. [423] as described in our Ref. [422]. Later, this idea of an generation-free GA, especially as an advantage for the parallelization, have spread to other packages, e.g., Refs. [424–428].
by binary and unary operators to produce two new children, via recombination() and mutation(). The single quality assessment with fitnessFunction() can alternatively also be extended to a full-blown local optimization via locOpt() instead. Then fully relaxed individuals within their basin of attraction are returned with respect to the fitness. In many settings, analytical gradients are not readily available since the final fitness value is a result of a more complex simulation, which is the case for ReaxFF parameter optimizations, or a composed measure of many ingredients and even heuristics, which is the case for GOCAT design; this topic is readdressed in Section 3.6. Then, for this purpose, explicit gradient-free optimization instead of labour-intensive numerical gradient approximations can be used, leveraged by algorithms such as BOBYQA\cite{144} (with restraints) or NEWUOA (without restraints).\cite{145} If gradients are available as in CSO, the quasi-Newton LBFGS is the best bet. Next, the better one of the two children is compared to the pool and the decision is made whether to replace one other individual. This is only done if the current fitness is better such that our algorithm is strictly elitary. This means that a deterioration of the solutions cannot occur in any single iteration, which is a more exploitative variant of a GA. This guarantees that the population will converge. If then the global minimum is not (yet) found (which is never guaranteed), this is dubbed premature convergence. Thus, further secondary quality measures of enforcing some diversity within the pool are of utmost importance. This happens in the final step summarized in diversityCheck() and niching().\cite{9} In general, we check multiple criteria such as having a different fitness from the rest of the pool and other intrinsics.\cite{10} In a chemical context, Harte introduced the concept of niching.\cite{167} In a neutral, less bio-inspired way this can simply be called order parameter which usually encodes further intrinsic information of a candidate solution for the problem, for instance, the configurational setting of a GOCAT. The static niching version divides the overall search space into confined areas where each candidate solution competes with just the subset within the same area. Alternatively, a relational version of niching was introduced by the current author\cite{240} which dynamically changes with respect to the overall current pool and catches minimal metric distances between clustered subsets of the pool. This whole topic is the main issue of the publication presented in Chapter 5. In the end, because of the diversity enforcement, the resulting pool will consist of qualitatively different candidate solutions, where each will represent usually a local optimum.

### 3.4 Further New Capabilities

In the following, a rough enumeration of the basic extended capabilities of the ogolem package developed during this Thesis will be given. These points only consider the most

---

\[9\] Similar schemes such as sharing or clearing in the context of diversity conservation can be found in Ref. [29].

\[10\] Naturally, the same fitness can also occur at different coordinates on the fitness surface when the minima are "degenerate". In CSO, with an increasing number of particles there is an increasing number of local optima having the same energy in different configurations, by chance. In other problems such as the GOCAT design the heuristics and accumulation of the fitness makes the final fitness value probably ill-posed or underdetermined; see the discussions around the RESP charges in Section 2.1.1.2 and in Section 6.3.2.
dominant features regarding GOCAT optimization; some other diverse improvements are not explicitly stated here.

- Packing operator on different spaces (sphere, ellipsoid, etc.), including a vDW surface: Usually a numerically tessellated exposed surface of all atoms of all frames is created such that the initial packing can take place on this surface directly. By this, the probability of selecting specific atoms is also weighted by the exposed surface area.

- Restraints handler in order to map to certain surfaces again after each operator application: After/before each application of any operator, all charge entities can be moved or changed in order to fulfill all defined model constraints again; this also includes charge value constraints. Either this can be used as a restraint during any other type of optimization as, e.g., the gradient-free bbovqqa local optimization of the full fitness function, or this is used as a stand-alone “FF” and part of a chain of operators to satisfy the constraints. In this way, an arbitrary operator can work on a GOCAT which is corrected afterwards to fulfill its model constraints again.

- About ten different niching algorithms, including a plethora of sub-algorithms—also heavily re-using some similar implementations present already in the CSO regime and parameter optimizations (such as overlap nicher, substructure nicher, abstract vector-based nicher, etc.). For GOCAT design, there are different protocols, for instance, Voronoi tessellations in the Cartesian domain, ESP-based similarity measures (discrete or continuous), CM-based measures and others. One ESP-based discrete relational niching will be discussed below in Section 3.5.3 and the CM-based niching is used and explained in Chapter 5.

- Six different mutation operators—again often based on generified versions of pre-existing CSO-operators—, e.g., standard MC-based ones in the Cartesian domain, an exchange mutation operator, MC steps for the charge values, etc.

- (Just) one “mighty” phenotype crossover operator, sweden (explained in Section 3.5.1), in addition to the already available other ones that did not have to be changed. Another operator, canada (explained in Section 3.5.1), is rather a mutation operator at the moment but could easily be generalized to wrap anything, also other arbitrary operators.

- Several utility routines were implemented as for instance: Translation between levels of theory using the “distances” or “vDW” protocol (described in Section 6.3.2); a separate NEB reaction path utility implementing linear/non-linear interpolations, improved/eb/dneb tangents, the adaptive NEB version, CI, etc. (all that was mentioned in Section 2.5.1).

11 Because of the resemblance to the CSO and its sense there, the operator was named the same.
12 General utilities define an own execution entry without starting the main GA.
• Electrostatics utility routines for scalar $\varphi_{\text{ESP}}$ potentials and OCFs.\textsuperscript{[79]}

• Utilities for re-evaluating the GOCATs, also on different levels of theory: Re-optimization of stationary points, using either ogolem’s internal algorithms or external ones, for the stationary points (R, TS, P) and frequency checks (for which external programs are used).

• Five backends for GOCAT specifically implemented: MNDQ,\textsuperscript{[429]} MOPAC,\textsuperscript{[226]} ORCA,\textsuperscript{[430]} XTB,\textsuperscript{[228,229]} EVB-QMDF.\textsuperscript{[264]}\textsuperscript{13}

• Different additional local optimization algorithms such as FIRE and LBFGS without line searches and both with different robustness techniques such as: Restarts at fluctuating gradient directions, rescaling of step-lengths (if they become too large), history of all former steps if the optimizations become unstable and restarting/returning proper ones. This is all needed for non-conservative NEB-forces, essentially, and for optimizing structures in (extreme) electric fields.

3.5 More Detailed Operator Descriptions

In this Section, some of the used and implemented GA operators are described in some more details. These descriptions are limited to exactly the operators that are used in later Sections of this Thesis. Hence, in Section 6.3.1 all these backgrounds are needed when these operators are benchmarked. In ogolem, there are some operators available that work on a somewhat more abstract genotype, although no real genotype-to-phenotype mapping, which is used in the traditional first GA implementations or other application contexts, formally takes place. These more abstract operators have the clear advantage to be applicable in all kinds of optimization problems so that the same generic algorithm can be used for, e.g. CSO, parameter optimization or GOCAT design. However, knowing the problem setting at hand, more concrete and problem-aware algorithms can be implemented tailored to specific applications that can bring in additional efficiency, while at the same time giving up the generality or even bringing in some bias.\textsuperscript{14}

3.5.1 Recombination

One recombination operator which rather belongs to the genotype operators is illustrated in Fig. 3.2 and is called portugal.\textsuperscript{15} As being of this generic type, it belongs already to the established assortment of operators and was not newly implemented in this Thesis. portugal works on any array or string of arbitrary type that can be cut at different points and spliced together. Thus, one optimization task must polymorphically decide what a

\textsuperscript{13}An internal ogolem backend for EVB-QMDF actually was implemented by Diererich in the current version. Older versions fell back to original FORTRAN code the current author adapted, which is not mentioned in Table 3.1.

\textsuperscript{14}In this context, the well-known no free lunch (NFL)\textsuperscript{[431]} theorem is to be re-stated, which will be delayed until Section 6.3.1 where these operators are benchmarked.

\textsuperscript{15}In ogolem, most operators traditionally carry country names.
Fig. 3.2: Typical genotype recombination operator, Portugal: $N_{\text{Ch}} = 10$ charges between both parents are redistributed by swapping subsets of the charge entities after cutting the whole list at some points (3 in this example). The resulting children’s charges are perfectly placed on the vDW surface, but the resulting child is not yet neutral; the vDW surface is sketched as white translucent common manifold of 18 frames of the MEP of a Diels–Alder reaction between maleic anhydride and cyclopentadiene. (This reaction will be the central topic of Chapter 7.)

meaningful entry of such an array is. Certainly, this is not just one of, e.g., the four floating numbers corresponding to the position vector and partial charge value but the combination of these, i.e., $\{r_i, q_i\}$. In other words, each meaningful subset of intrinsic coordinates of one charge entity is treated as a whole and exchanged in this way.\(^\text{16}\)

In Fig. 3.2 one arbitrary recombination step of this type is shown, where the partial charges are highlighted with halos in order to see where the charges ended in the children after redistribution. Such an operator that clearly swaps parts of the array of partial charges is known to be one which is quite exploitative, jumping from corner to corner of a hypercube in the search space, sampling the combination of what already is present in the parents without creating new numbers at all.\(^\text{17}\)

\(^{16}\) Hence, actually by already defining a representation what/where a meaningful cutting point in an array of coordinates is brings in some phenotype character, actually. This elderly dichotomy of genotype vs. phenotype is therefore somewhat fuzzy nowadays in these chemical optimization problems.

\(^{17}\) Assume that we have 3D vectors as points in search space. Then two vectors to be crossed would each form
On the other hand, an operator rather belonging to the phenotype ones is illustrated in Fig. 3.3 on the following page and is named sweden. This one is related to the first 3D cut-and-splice operators from Refs. [167, 180, 181] and yet it was adapted for GOCAT optimization during this Thesis. In this case, a 2D plane is generated with a random orientation and support vector. Then the parts, which do not necessarily have to be equal halves, are redistributed to generate the children. Thus, sweden lets full parts of the candidate solutions in the Cartesian domain intact. In CSO, this translates to exchanging possible stable cluster parts with most of their meaningful interactions to neighbors except for the distortions due to the cutting plane. In contrast, the portugal operator for CSO would just swap atoms or molecules themselves. In GOCAT optimization, there is no such thing as a “stable” charge half with meaningful interactions between the charges themselves. The purpose rather is to exchange parts of, e.g., a catalytic fit ESP at the bottom of one parent with the (hopefully acting synergistically) other top part of another parent. This operator then orients along the 3D space and does not only cut 1D vectors of charge entities as in portugal. Actually, there is a chance that both operators would result in the same child if they were applied to the same GOCAT in comparison. Therefore, we deliberately introduced even more search space coverage by this operator with using different orientations for the cut planes in both parents. In this way, a bottom part can be exchanged also with another bottom (or whatever) part of another GOCAT that will not perfectly fit onto the exposed vdW surface unless being completely spherical or by mere chance. Moreover, for finding each orientation some Cartesian translations due to center of mass transformations to the origin of the coordinate system of all charge clouds take place. For clusters in the CSO, in contrast, one could try to find a type of meaningful distance between both halves before combining them (when the overall shapes are not complementary). For the GOCATs, however, this is not meaningful in the crossover step yet and is delegated to the later restraint handler. Consequently, this leads to a subtle additional “noise” effect and results in some further explorative nature of the algorithm. In the CSO regime, one can even make a subsequent local optimization, just to find out at which distance and orientation the two parts should be placed together, i.e., one can find the optimal relative coordinates of the parts. For GOCATs, just the emergent ESP matters and the charges after splicing together the halves will probably already be slightly off the vdW surface. Hence, some additional noise by not defining “standard” relative placements can be accepted, too.

This is also shown in Fig. 3.3 on the next page. For better grasping the cut-plane methodology, bigger GOCATs with more charges ($N_{Ch} = 50$) are shown and the resulting children both have charges that are not yet perfectly placed onto the vdW surface. This remapping as well as (if needed) overall charge value constraints, $q_{\text{sum}} = \sum_i q_i$, are always executed after each step, usually; this can be done by the restraint handler mentioned above in Section 3.4.

a corner of a 3D box and each child would be located at another corner of that same box. Yet, no volume inside that box would be sampled (e.g., compare with Ref. [29, Fig. 29.6, p. 338]). In Ref. [240], the current author introduced the average crossover operator for real vector spaces for parameter optimizations, arctic, that also generates new averaged numbers for the vector elements and does not only re-combine the already available ones.
In conclusion, sweden firstly cuts directly in 3D spaces by using arbitrarily set and oriented planes, but secondly, by possibly splicing together arbitrary parts, the \( \text{vdW} \) surface can usually not be matched, which brings in the additional “fuzzyness” or explorative nature intended. Hence, even if two selected parents were the exact same—the parents are usually selected with replacement—we could generate different children.

### 3.5.2 Mutation Operator: canada

The operator named canada is meant to introduce some more problem-specific behavior into the GOCAT optimization. Therefore, one could term it “phenotype mutation” operator, similar to, e.g., the purpose of the cut-and-splice binary operator in 3D Cartesian space, sweden, described above, or similar to the phenotype “heat-pulse” operator mentioned in Section 3.1. In canada, one individual is mutated to result in another GOCAT of different
coordinates, \( \{ r_i, q_i \} \), and yet to show a similar overall \( \varphi_{\text{ESP}} \) at specific frames; these frames usually belong to a subset of the discretized reaction path, including the most important three stationary points (R, TS and P). This is illustrated in Fig. 3.4 on the following page (all data here is exemplified using the Menshutkin reaction on PM7, as studied in Chapter 6).

First, the starting individual shown in Fig. 3.4(a) is mutated by applying a chain of different other mutation operators subsequently. In Fig. 3.4(b), this was done 200 times and all the resulting GOCATs are superposed in that Figure. In detail, each charge position, \( r_i \), is moved in a random direction with a uniformly sampled displacement vector of \( r_i^{\text{shift}} \), in this example, of 1 Bohr (maximum) length. Simultaneously, the charge values (actually, here a subset of these), \( q_i \), are also shifted under a Gaussian distribution centered at the current value before, \( q_i^{\text{ref}} \), with standard deviation of \( \sigma = 0.1 \) e. Hence, each partial charge will be kicked off into the Cartesian vicinity and might carry a slightly different charge. Note that this intermediate state is illustrated in Fig. 3.4(b), termed “displaced” in the caption, as the \( \text{vdW} \) surface now is left transiently. Next, a gradient-based local optimization follows, by commonly using the LBFGS algorithm, with respect to the ESP-difference as objective function, \( i.e. \), Eq. (2.14) on p. 18. This is carried out under all the constraints described in Section 2.1.1.2 on p. 18 and in consideration of the proper symmetry, here of \( C_{3v} \). In other words, this kicks the coordinates of a GOCAT over some nearby barriers and relaxes them to the new nearest local optimum with regard to the summed error of ESP-differences before and after the mutation step.

The result of this optimization and hence of canada’s complete mutation step can be seen in Fig. 3.4(c); this is illustrated for the 200 separate operator applications, and all charges are now relaxed to the nearest local optimum of the ESP objective function. Furthermore, all charges reached charge neutrality of \( \sum q_i = 0 \), the \( \text{vdW} \) surface radii and minimal distances of 1 Å between mutual charges again. Usually, already such small displacements—in fact, the concrete domains of each charge have not changed very much from Figs. 3.4(a)–(c)—will not result in \( \| \Delta \varphi_{\text{ESP}} \|_2 = 0 \) (cf. Eq. (2.14)).

Figs. 3.4(d)–(e) show again 200 separate applications of canada, but this time with bigger mutations of the chain of Cartesian and charge displacements of \( \| r_i^{\text{shift}} \|_2 \leq 3 \) Bohr and \( \sigma = 0.2 \) e. In this example, quite different embeddings can be reached in Fig. 3.4(e), as can be seen by the almost continuous surrounding.

Canada was intended to be an “end-game” operator, using an iteration-based protocol by mixing in this operator after some initial GA progression. That is, after some iterations, already catalytically active GOCATs will be found and constitute the population. Then, one such GOCAT can be tweaked by canada to sample a similar one with respect to the ESP. However, as we have observed (see later Section 6.3.1), some canada in the mixture of different mutation operators is already beneficial right from the beginning of the GA.

Corresponding energies and gradient norms are given in Fig. 3.5 on p. 83. Energy profiles for the small canada mutations of Fig. 3.4(c) are pictured in Fig. 3.5(a) and paths without any ESP re-optimization in Fig. 3.5(b). Canada introduces the ESP-aware steps, whereas

---

18 Usually, exactly the two mentioned mutation operators in the chain (Cartesian or charge displacement) wrapped by canada are separately in the mixture, too, without any ESP optimization.
Fig. 3.4: Two cases for the Canada mutation are illustrated: In Fig. (a) the starting GOCAT is shown with $N_{\text{CH}} = 10$ where the charges that carry a charge value $q_i$ and the atoms are colored from red to blue in $q_i \in [-1, +1]$ e and $\varphi_{\text{ESP}} \in [-27.0, 27.0]$ kcal mol$^{-1}$ at the $27 = 3 \cdot 9$ atoms of $R$, $TS$, $P$, exemplified for the Menshutkin reaction (cf. Chapter 6): $\text{Cl}^{-}\text{CH}_3 + \text{NH}_3 \rightarrow \text{Cl}^{-} \cdots \text{H}_3\text{C} \cdots \text{NH}_3^+$. In Figs. (b)–(e), 200 different separate mutation applications are superposed, corresponding to 2000 separate point charges in total.
the latter energies of Fig. 3.5(b) are based on the exact same chain of Cartesian and charge mutations, but without optimizing and ESP afterwards; in this case, just the plain constraints, such as overall neutrality and the vDW surface attachment, are optimized as usual after every operator application. Apparently, canada leads to mutated GOCATs having energetic profiles that are very similar to the starting individual r0 as almost all lines lie on top of each other. Without the ESP optimization, but still using the same small chain of mutation steps, the profiles are very erratic, as shown in Fig. 3.5(b). In the former case with ESP optimization, Fig. 3.5(a), about 58/200 GOCATs have a fitness that is smaller than the starting one without any GOCAT. Since all energies are clearly very similar, the fitness directly scales with the gradient norms; the composition of the fitness function considering energies and their gradients is explained in Section 3.6. If the gradient norms become too large at the indicated three frames ($\gg 10$ kcal mol$^{-1}$Å$^{-1}$), the GOCATs will not successfully compete with the population. In the latter case of no ESP optimization, Fig. 3.5(b), there are some individuals without any barrier decrease at all or some with large gradient norms at the former stationary points. These worse individuals might connect any non-stationary point on the PES such that the energy barrier decrease is an illusion without having an approximate MEP. Here, 20/200 GOCATs are in a catalytic region regarding the fitness.19

The energies follow strictly the applied (and very similar) ESP influences at the atoms after canada, whereas the gradients are not that uniform, generally. Note that just three frames and only the core atomic positions are included in the scalar ESP optimization. There is no quasi-continuous grid of such ESP values included in a more extended Cartesian space around the reaction. Especially due to the classical QM/MM coupling applied here (cf. Section 2.4.3), the energies correlate exactly with the subset of ESP values at the core atoms, while the gradients are dependent on the precise Cartesian positions of the charges. In the very symmetrical r0, these gradient components stemming from different opposite charges compensate each other, but in many other canada mutated individuals, this is not the case.

However, this general performance is not too problematic at all because this sub-space ESP plays a role of another heuristic within an operator and apparently brings in some performance enhancement. This will be readdressed during some benchmarks in Section 6.3.1.

Finally, the separate ESP values are given as heatmaps in Fig. 3.6 on p. 84. In Fig. 3.6(a), the $\phi_{\text{ESP}}$ is almost the same at each of the atoms included as reference for the ESP optimization, as intended, but with the aforementioned very small differences of $\|\Delta \phi_{\text{ESP}}\|_2 \neq 0$. Without such re-optimization, the ESP values are arbitrary after the same small mutation chain and given in Fig. 3.6(b) (note the bigger scale for $\phi_{\text{ESP}}$).20 The best rank, r0, is also plotted in each case at the top of the ordinate axis and sorted with respect to the fitness downwards. Thus, the number of GOCATs that lie in the catalytic region for Fig. 3.6(b) are oriented

---

17 The attentive reader might have noticed the shift of the minimum of the gradient norms of some paths and of r0 in particular. This is the expected trend of already setting in non-vertical impacts on the path that is possible in that simple Menshutkin reaction. This trend is discussed thoroughly in Chapter 6.

20 The mean standard deviation of ESP of Fig. 3.6(a) is 0.24 kcal mol$^{-1}$e$^{-1}$ and the one for Fig. 3.6(b) is 35 kcal mol$^{-1}$e$^{-1}$ with some outlier values also lying in $[-150, +120]$ kcal mol$^{-1}$e$^{-1}$ that are clipped in the heatmap.
at the top of that Figure, while the worse individuals with apparently highly varying ESP follow downwards.

The trend now using even bigger mutations as in Figs. 3.4(d) and 3.4(e) is as expected (but no further Figures are shown here): Less individuals will be in a catalytic region since quite huge jumps are introduced. Again, the final ESP reached after canada is rather similar to the starting individual, as intended, but with bigger deviations than in the smaller mutation case discussed above. In practice, both canada versions (smaller and bigger steps) are used in the GA operator protocol.

### 3.5.3 Niching

The introduction of an additional order parameter into the GA, i.e., niching, was already mentioned in Section 3.1. For the GOCAT design, only one but the most often used protocol is illustrated in Fig. 3.7 on the next page. In this case, the ESP, $\varphi_{\text{ESP}}$, is calculated at the core atoms for all individuals in the population. In each call of niching($\cdot$) (see Fig. 3.1 on p. 73) the new child individual is then compared to each individual of the current pool. One such comparison is shown in Fig. 3.7. These are binary comparisons here that check whether two $\varphi_j^{\text{ESP}}$ values of two different individuals are formally equal or unequal at the
**Fig. 3.6:** Heatmaps of the ESP at the 27 usually included atoms of R, TS and P frames for the Menshutkin reaction: The case in Fig. (a) with ESP optimization corresponds to Figs. 3.4(c) and 3.5(a). The case in Fig. (b) without any ESP optimization (plain mutations) corresponds to Fig. 3.5(b). The 200 GOCATs are plotted (ordinate) against each $9 \cdot 3$ atoms for the three frames (abscissa); these are denoted here with, e.g., “R-Cl1” standing for “chloride atom 1” of the R frame, etc. (Note that for the current context neither the exact atom enumeration nor the ESP values are important; the overall similarity of each ESP that is reached is the focus here.)

**Fig. 3.7:** Simplified illustration of a discrete $\varphi_{\text{ESP}}$-based niching. Two ESP potentials at selected core atoms are compared atom-wise and counted as being “unequal” (✗) or “equal” (✓). The atoms are denoted with, e.g., ”R-Cl” for the chloride atom at the R frame (similar to Fig. 3.6). This is one protocol, besides many others, for the same ESP vectors.
atom $j$. The allowed difference, $\Delta \varphi_j^{\text{ESP}}$, is set beforehand as a simple threshold parameter. If the difference at one atom is greater than, $\varphi_j^{\text{ESP}} > \Delta \varphi_j^{\text{ESP}}$, this is considered as one inequality. By counting the number of equalities and inequalities, the individuals are then assessed to be similar when too many equalities occurred. In this case, the two individuals are considered to populate the same niche. Otherwise, they are treated as being dissimilar, i.e., they populate two different niches. The number of maximal (in-)equalities, $N_{\text{deviations}}$, is also pre-set. Note that besides these integer-based atom-wise binary comparisons, also other continuous metrics for similarity could be used. For instance, one could use the same descriptor as in this Figure, but take Eq. (2.99) on p. 68 as a metric. Still, a pre-defined threshold usually is needed to decide whether these individuals are binned to the same niche, i.e., if $d_{ij} \leq d_{\text{thresh}}$ between two individuals $i$ and $j$.

The usual greedy algorithm for the niche-binning in ogolem takes place as follows: Find the first niche to which the new child can be binned by comparing it with each individual of the current pool. Here, such a loop starts at the best currently available individual and ends at the worst. If a first $d_{ij} \leq d_{\text{thresh}}$ is found, the new child just competes with the subset of individuals in this niche and can be inserted to the pool if it shows a lower (better) fitness than one of the individuals in the same niche. If no niche could be found, the new child can still be inserted to the pool if it is better than some other individual (and diverse with respect to other qualities).

Consequently, this single sweep does not calculate and “equilibrate” all niches in each such comparison as it would be the case in HC, which was explained in Section 2.6.2 on p. 65. The strategy here is essentially a greedy single linkage cluster method scaling as $O(N_{\text{GOCAT}})$ without calculating the full distance matrix, $D$, and without undoing steps beforehand or re-clustering after successful additions. That is, if there were an even smaller distance between the new child later in the same loop, the child would nevertheless be assigned to the better (lower fitness) niche. The advantage of this procedure is that the sparse region in the high-dimensional search space, or in this case in the ESP-space, does not have to be pre-partitioned with a static grid, as used in many niching protocols for CSO in ogolem. The partitioning is rather only dependent on the appearing distances during the optimization.

This same niching, but with an eigenvalue-based CM descriptor for the comparisons, is investigated later in Chapter 5.

### 3.6 Quality Assessment of Catalysis

As we do a single-objective optimization,\textsuperscript{21} we have to define what we understand by a catalytic effect on a reaction by a surrounding GOCAT and subsume all those aspects into a single number, the fitness. This fitness should encode the utility as solution for the given optimization problem. Additionally, but dependent on the algorithmic framework used

\textsuperscript{21}Defining separate objectives and making a linear combination of those with defined weights is actually also already named multi-objective optimization in its simplest form. The weights and the fact of linear aggregation is already making the decision about how important each objective is, a decision not made otherwise when Pareto-frontiers are the last answer.\textsuperscript{29}
not always strictly necessary, some commensurability is advantageous, i.e., that the actual value difference between two candidate solutions also mean something. Otherwise the fitness would just define an ordinal ranking. The final concrete number itself is usually of no meaning. In this Section, further details about the more sophisticated versions of the fitness function are discussed as they have been developed over time.

3.6.1 Static Fitness Function

A typical fitness function used in many GOCAT optimizations is shown in Algorithm 3.1 on the next page. Note that this is already the result of first rounds of GOCAT designs that lead to artifacts of overfitting. These are illustrated later in Section 3.6.2. Thus, successively more and more ingredients were added to the fitness function for the reactions tackled so far in order to come up with an increasing number of chemically meaningful candidate solutions. This GOCAT optimization problem can also be recast into an implicit regression problem where a continuous scalar function, the effective PES, is to be fitted by varying the constitution of a surrounding GOCAT. Implicit here means that mostly no known training values are available, i.e., no explicit \( \{ R_i, E(R_i) \}_{i=1}^N \) pairs, but the final form such as monomodality, “vertical” stabilization with regard to the pristine gas phase reaction—i.e., changed energy at the same molecular structures without changing the reaction path—and a small (single) barrier corresponding to a catalytic effect are the intended outcomes.

Algorithm 3.1 accumulates all types of different ingredients into one single objective quality measure:

(1) Stationary points from the pristine reaction are (weakly) enforced by adding a penalty as fitness ingredient if \( ||\nabla E_{(R,TS,P)}|| > 10 \text{ kcal mol}^{-1} \text{ Å}^{-1} \) (usually), see Line 4 in Algorithm 3.1. After each calculation of a gradient norm for the two minima and the one maximum along the discretized MEP, the current fitness, \( f \), is always compared with the current worst fitness in the pool, Line 7, called immediateFallBack(·), which is possible due to the elitism of our algorithm: If the incoming GOCAT, \( g \), already had a worse fitness after this SP calculation(s), we can already return earlier, saving all further computations without any impact on the overall GA progression. This can be understood as a partial search space reduction technique, since in such cases the GOCAT fitness does not have to be evaluated completely.

(2) The main catalytic barrier, \( \Delta E^\ddagger = E_{TS} - E_R \), is heavily weighted in Lines 12–14.

(3) Then, different (and also often varying) kinds of terms follow: the TS is to be stabilized, \( E_{TS} \leq E_{TS}^{\text{ref}} \), where the latter is the known energy of the pristine TS without a GOCAT, checked in Line 18.

---

22 In the concrete problem, e.g., optimizing some molecular structure in CSO, the fitness is identical to the energy, i.e., it has a clear meaning. In this case, however, the lowest (negative) energy in the cluster is not known a priori, i.e., the fitness has no lower bound. In parameter optimization, using a squared difference to a reference as fitness, it has a definite lower bound. However, this does not mean that this bound, zero, can actually be realized at all. Neither does this mean that a zero fitness would be good at all (cf. overfitting).

23 A GOCAT optimization in a supervised regression format emulating COSMO[432] embeddings was also done and discussed in Ref. [433] of Chapter 6.
Algorithm 3.1: Typical static GOCAT fitness function.

Input: GOCAT: g
Data: weights/ingredients for penalties and which terms to include
Result: single fitness, $f$, representing multiple objectives

Function fitnessFunction($g$):
/* initialize the fitness: all fitness terms are positive */
$f \leftarrow 0$

foreach $i$ in {R, TS, P} do
    // check whether gradient norms are ‘‘ok’’
    $||\nabla E_i|| \leftarrow$ calcGradNorm($i$)
    if $||\nabla E_i|| \geq$ grad\_thresh then
        // gradient norm worse than threshold
        $f \leftarrow f +$ weight $\cdot$ calcPenalty($||\nabla E_i||$)
        if immediateFallBack($f$) then
            // fitness worse than worst $g$ in pool
            return $f_{\text{max}}$
        end if
    end if
end foreach

/* calc the main catalytic barrier */
$E_R \leftarrow$ calcEnergy($R$)

if $E_{TS} > E_{TS}^{\text{ref}}$ then
    // compare to energy w/o GOCAT
    $f \leftarrow f +$ weight $\cdot$ ($E_{TS} - E_{TS}^{\text{ref}}$)
    if immediateFallBack($f$) then
        // fitness worse than worst $g$ in pool
        return $f_{\text{max}}$
    end if
end if

/* optional: enforce further restraints, e.g.: R must be stabilized */
if $E_R > E_R^{\text{ref}}$ then
    // compare to energy w/o GOCAT
    $f \leftarrow f +$ weight $\cdot$ calcPenalty($E_R - E_R^{\text{ref}}$)
    if immediateFallBack($f$) then
        // fitness worse than worst $g$ in pool
        return $f_{\text{max}}$
    end if
end if

/* calc (other) barriers and add those also to fitness */
$f \leftarrow f +$ weight $\cdot$ checkMonomodality(calcEnergy($\{0, \ldots, N\}$))
/* check, whether the minima and maximum are at (or nearby) R, TS, P */
$f \leftarrow f +$ weight $\cdot$ checkMaxMin(calcEnergy($\{0, \ldots, N\}$))

return $f$ (the aggregated fitness)
In principle, the barrier decrease can happen in the following three variations, by
- pure increase in energy of $R$ (destabilization),
- pure decrease of energy of $TS$ (stabilization) or
- a mixture of both the aforementioned.

Hence, in Line 24, an additional penalty can be added if the $R$ frame is not stabilized.
In some GOCAT optimizations all the above mechanisms are contained within the final pool. In some reactions, one can discriminate those and reach qualitatively different solutions.

Now, really all frames of the discretized MEP are evaluated by \texttt{calcEnergy(\{0,...,N\})}
and input to checkMonomodality(\cdot) in Line 30. Here every single possible barrier is tracked, besides the main one, and appended also to the fitness by simply going through the list of energies.

Due to the gradient norm checks on \{R, TS, P\}, the examined frames should be (close to) stationary points on the PES, but in loose DOFs, though, some (slightly) smaller energies as intermediate minima can be found (tracked in Item (5)). Even more stressing a meaningful path, the set, \{R, TS, P\}, is checked to only contain proper minima and one maximum on the reaction profile (and not just on a flank to a lower minimum). This happens in Line 31. Thus, the frame position, i, of \{R, TS, P\} should not change (too much) and if it does, a discrete penalty is added that scales with the number of frames it is shifted.

The gradient norm penalty of Item (1) is crucial. Without a penalty of this kind, every point on an effective PES within the GOCAT could otherwise be sampled and considered as being sound, no matter how large the gradients were. Even equipotential reaction profiles could easily result without any chemical meaning at all. Concerning Item (5), every intermediate barrier is recognized and treated as another $\Delta E_{ij} = E_j - E_i$ term added to the fitness, where $E_j > E_i$ for an intermediate minimum $E_i$ and maximum $E_j$, assuming to have enough frames included in the path—which must be checked for the reaction at hand.

The penalties used are usually of quadratic type and the final weights are not given here. (Compare with the similar but less detailed explanations given in Chapter 6 for Ref. [433]; in the supporting information there, all weights are expatiated upon).

By just including, for instance, two frames, R and TS, or even just the TS alone as plain TSS, we could make the consternating observation of high intermediate energy barriers that are even higher than the single barrier in the perfectly relaxed pristine gas phase NEB path.

This is one realization of overfitting. As long as such configurations are not looked at in the fitness calculation and hence such artifacts are simply overlooked during the GA, they

---

24 Just think of the non-convex Coulomb-singularity of a partial charge. With too much meaningless freedom, every energy as result could emerge, while the gradients could be arbitrarily strong.

25 So, in principle, one path with one barrier could compete with a path, e.g., showing two barriers with half the height (if the weights are the same). Up to now, we have not observed such oscillating energy profiles in the converged pool which would not be chemically meaningful, as long as no further intermediate gradients are checked, too.
are detectable only by evaluating further frames on the reaction path (or other properties). Therefore, unless having a very simple short linear path and exposed vDW surface without much possible influence by the GOCAT, looking at more than just two frames is really needed, especially in a global optimization, where each lapse in setting up the fitness is ruthlessly exploited if this brings in a fitness benefit. Indeed, intermediately during the genetic algorithm (see below) we have seen multiple oscillations and intermediate barriers, also for, e.g., the DA reaction, which are penalized in this way.

The weights between all these terms as well as the mere presence of the latter are open for manipulation and define additional meta-parameters with all kinds of different GOCAT solutions at the end. Often, the impact of those can rarely be anticipated intuitively. Consequently, many trials with different settings are necessary. Also the internals of Line 30 and Line 31 could be changed (and maybe should be adapted) if in another (yet untreated) reaction further less meaningful GOCATs survive.

Thus, on the one hand, if there is not too much impact by a GOCAT possible as, for instance, by restricting them to small charge values/numbers and higher distances from the reaction frames that might follow a clear-cut electronic reorganization during the reaction and that might have no net charge, etc., one could try again to leave out the routines that have to calculate the full path (checkMonomodality(), checkMaxMin()) for saving some computational resources. On the other hand, if especially very loose DOFs and longer reaction paths are tackled, over-stabilizations before reaching the actual TS might be exploited by the GA and thus exposed at the final candidate solutions; then, the routines are necessary or must be adapted to be even more restrictive.

In the current setting, this Algorithm 3.1 is exposed to a java code class that is dynamically re-compiled during the ogolem start-up such that this can be thought of as an “interpreted” programmable part.\(^\text{26}\) Note also that due to maximal encapsulation, the SP calculation is delegated to the backend composed at runtime, e.g., to MOPAC, in order to calculate an energy and/or a gradient.\(^\text{27}\) Using memoization, i.e., a simple cache, every subsequent call is of course not calculated twice, e.g., from Line 4 of R and Line 12, for example. After having calculated all energies of the whole MEP, cf. Line 30, no immediateFallBack() is needed anymore because the SP calculations are the most computationally expensive part.

### 3.6.2 Faulty Fitness Function

For further motivating the fitness function detailed in the last Section 3.6.1, we show results that could not be considered as being catalytic and that stem back to the very first steps within the GOCAT theme.

Using a very ancient fitness function, some impressions starting with not all, but just the most important frames are shown in Fig. 3.8 on the following page. At that time, it was still questionable whether only the TS alone should be included to start a plain TSS

---

\(^{26}\) Usually, almost some type of a domain-specific language is assumed to be programmed to handle all kinds of very different properties in a fitness function under the free configuration by the user. For RExaxFF fitting, the current author followed exactly that strategy. For GOCAT optimization, this could be amended in the future.

\(^{27}\) Roughly, the (analytic) gradient calculation is maybe a factor of two more expensive than just an energy calculation. When not necessary, no gradients are therefore computed.
Fig. 3.8: Overfitting illustration using an ancient fitness function. The numbers given are the effective barriers, not those between the pristine gas phase stationary points that are indexed with R, TS, P and a dashed line. These profiles belong to a model of non-neutral GOCATs with $N_{\text{Ch}} = 10$ charges on a vdW surface of a DA reaction on EVB-QMDDF level of theory.[264] The separate EVB-QMDDF potentials for this DA reaction are very similar to the original ones in Ref. [264, Fig. 2, p. 16717], i.e., a slightly better fit than the ones of the Reference; these are also used in Section 6.3.1 on pp. 147ff. for the operator benchmark. See the main text for further discussions.

In this Figure, some hand-picked paths of actually different fitness functions that all just incorporate two or three frames of \{ R, TS, P \} are illustrated. No gradient norms were checked at all and just the indexed frames (vertical grid lines) were used during the GA optimization. Afterwards, we can of course always look at the missing frames, and this result is plotted here. All settings have in common that the barrier is lowered, $\Delta E^\ddagger = E_{\text{TS}} - E_R$, that R might be destabilized and that also usually a relation of $\Delta E_{\text{TS}} < \Delta E_R < \Delta E_P$ holds with $\Delta E_i = E_i^{\text{GOCAT}} - E_i^{\text{ref}}$, i.e., negative stabilization energies.\footnote{This was thought of a way of anticipating a product release: P is less stabilized than R and the TS must be stabilized most in order to have a catalytic barrier decrease. Of course, such and more restraints can always be implemented again if they are chemically meaningful for the problem at hand.} The single point we want to stress here is that just looking at the indicated single frames, we would misleadingly “see” a barrier of zero, cf. the cases (1)–(2) in Fig. 3.8, or even a negative barrier, cf. (3)–(6). Looking at the frames between the R and TS then reveals the non-chemical nature of the GOCATs. These show in-between overstabilizations with resulting effective barriers that are higher than the reference gas phase path. Yet, looking at (1) and (2) again, the barriers are quite small. Similar paths with some small overstabilizations that do not sum up to an effective barrier larger than the reference one, as in (3)–(6), would also be assessed as being fit in the (better) fitness function of Section 3.6.1. In contrast to the better fitness function, the essential difference is that gradients are not checked and also those are considerably too large at the so pretended stationary frames. Besides, intermediate overstabilizations...
that possibly result in the large effective barriers are simply not noticed since no MEP with multiple frames is used for the fitness evaluation.

To conclude, gradient norms in this “vertical” setting have to be included, in principle. Dependent on the tackled reaction, one usually has to incorporate many frames, i.e., mostly the whole reaction path in a sufficiently dense discretized form, in order to penalize such overstabilizations in-between. Often, being more conservative (restrictive) in this regard leads to better results, but for the question at hand, adaption is wise.

### 3.6.3 Adaptive Fitness Function

Finally, the generalization of the static or vertical mode of Algorithm 3.1 in Section 3.6.1 to a fitness function that fully relaxes the MEP surrounded by a GOCAT is discussed. This extended fitness function that uses the adaptive NEB implementation (cf. Section 2.5.1.3) is given in Algorithm 3.2 on p. 93. This delivers non-vertical or adaptive GOCATs. Here, first the usual fitness function, Algorithm 3.1, is used in Line 2 of Algorithm 3.2. If the fitness is in a catalytic region, i.e., the final accumulated number is less than the one of the pristine gas phase path, the re-optimization of a MEP influenced by the GOCAT starts (Line 3). First, both end-frames are re-optimized to the nearest local minima (Line 4). Then, the sanity is checked (Line 5) and the chain of different sub-NEBs is applied (Lines 8–9f.) until the resolution of the new MEP is fine. When this holds, the CI NEB for optimizing the TS on the path is started in Line 16 and, finally, the “cosmetics” NEB is carried out in Line 20. This latter step does not only treat windows of the MEP, as done in the sub-NEBs, but it treats the whole MEP again with tight optimization thresholds. Each of these steps is separated by different sanity checks, cf. Lines 5, 13, 17 and 21. If all checks are fine, the final fitness of the re-optimized reaction path within the GOCAT follows in Line 24, and this new individual is returned in order to compete with the current population.

If anything goes wrong, the pristine path with the calculated fitness is returned; this path can either be exactly the same as in the static version or it can be an already new MEP of a successfully optimized GOCAT of an antecedent fitness function call. These checks mainly include examinations of the gradient norms and of the angles between the frames. The angles are defined by Eq. (2.92) on p. 60. In fact, convergence issues such as not reaching an acceptable threshold of the gradient norms at the new stationary points or angles that severely differ from being close to 0, pointing to loops or kinks, can appear and are sorted out in this way. These problems could, for instance, originate from non-appropriate meta-parameter settings including the energy–geometry resolution ratio $\zeta$ (cf. Eq. (2.87) on p. 58), maximal inter-frame path length allowed, the step-size control or from heavily non-linear paths such that the CI fails, besides others. For performance enhancement, these settings are adjusted to work well for the gas phase path without anticipating each imponderability within a GOCAT. In line with the mentioned imponderable affects, this could, instead, originate simply due to GOCATs that are not physical or meaningful embeddings. Especially, by using a vdw surface for the point charge entities, Coulomb implosion is an issue due to the non-convexity around the singularity of the charge center without any other repulsions.
such as dispersion interactions of real atoms.\textsuperscript{29} If all checks are fine, a new MEP with a distance below a pre-set threshold between each frame and enough energetic resolution is returned with its new fitness. Note that by using the gas phase path as reference and requiring the end-frames to be in a proper basin of attraction having not too large gradient norms before relaxation, in each such adaptive fitness function call, rather small changes are introduced and propagated to the population. In the next possible fitness function call, this path can again change such that after many cycles a completely new path can emerge.

Manifest follow-up questions regarding this scheme might be why not to introduce completely erratic big changes of the MEP in each call and how to guarantee the intended mechanism. Due to the relaxations, a former one-step process might evolve to a two-step process, for instance, of maybe even one step in a parallel reaction that had a higher barrier becomes the new minimum barrier and thus the catalytic bottleneck.\textsuperscript{30}

This Algorithm 3.2 at work and further discussions thereof are the main topic of Chapter 7.

\textsuperscript{29} That is, following the gradient direction can lead to an increase of the gradient and a decrease of the energy. Using \textit{vdW} surfaces, separate atoms can be addressed explicitly and imposed to strong fields by the charges because of the small overall distances. Without compensating fields from other charges (symmetry) or by the other atoms (bonds), even stationary points of higher order are possible, \textit{e.g.}, flanks/bifurcation points on the seam to the charge centers.

\textsuperscript{30} This goes in the direction of full reaction mechanism networks with, \textit{e.g.}, needed graph theory to discriminate different reaction types by introducing such a discrete measure into the genotype of the GOCAT and ensuring the same \( R \) and \( P \) frames before and after the optimization. This is not implemented at the moment. Here, each GOCAT embeds \textit{any} MEP with a fully converged path without any chemical configuration checks and competes with all the others of maybe different type during the GA.
Algorithm 3.2: Adaptive NEB fitness function for GOCAT design.

**Input:** GOCAT: \( g \)

**Data:** parameters for adaptive NEB & FIRE; weights/ingredients of for fitnessFunction(·) (cf. Algorithm 3.1)

**Result:** GOCAT surrounding new MEP and its fitness

**Function** adaptiveFitnessFunction(\( g \)):

```plaintext
/* relax GOCAT and calculate fitness */
f ← fitnessFunction(\( g \))

if \( f \leq \text{threshold} \) // fitness in catalytic region
  if sanityCheck(\( g' \)) not sane then // \( ||\nabla E|| \) small enough
    return \( g \) (unchanged) with \( f \) as fitness
  end if

\( g' \) ← subNEB(\( g' \)) // non-linearly interpolated NEB between end-frames

while resolutionCheck(\( g' \)) not fine do // check the geometric/energetic resolution, with an upper bound on the inter-frame distance at the end
  \( g' \) ← addFrame(\( g' \)) // add one further frame via \( \zeta \) (cf. Eq. (2.87))
  \( g' \) ← subNEB(\( g' \)) // window-based NEB of the new and some neighbor frames
end while

if sanityCheck(\( g' \)) not sane then // no kinks & \( ||\nabla E|| \) small enough
  return \( g \) (unchanged) with \( f \) as fitness
end if

\( g' \) ← CINEB(\( g' \)) // CI NEB for TS optimization

if sanityCheck(\( g' \)) not sane then // see comment in Line 13 above
  return \( g \) (unchanged) with \( f \) as fitness
end if

\( g' \) ← TSFixedNEB(\( g' \)) // tight NEB optimization with fixed TS

if sanityCheck(\( g' \)) not sane then // see comment in Line 13 above
  return \( g \) (unchanged) with \( f \) as fitness
end if

/* now \( g' \) is fine: final fitness evaluation */
f' ← fitnessFunction(\( g' \))

return \( g' \) (surrounding new MEP) with \( f' \) as fitness
end if

return \( g \) (unchanged) with \( f \) as fitness
end
```

3.6 Quality Assessment of Catalysis
Publication: \textbf{REaxFF} Parameter Optimization

4.1 Scope of the Project

The aim of this project was the combination of \textsc{REaxFF}[236,237] in form of its highly efficient implementation by the program \textsc{sPuReMD}[410,411] with our \textsc{EA}-based global optimization suite \textsc{ogoLEM}[390] in order to perform unbiased global \textsc{REaxFF} parameter optimizations, with all the established algorithmic benefits of \textsc{ogoLEM}. The meaning behind it was to provide an additional tool for all scientists when general or problem-specific (re-)parametrizations of the reactive force field, \textsc{REaxFF}, were needed for their own research without having to depend on other common less flexible approaches that often require expert insight. In this publication, regardless of the hard characteristics of this optimization problem, which is also strikingly shown, we demonstrate the performance reached both for the algorithmic progression with regard to the objective function minimization and for the general computational framework, including the parallel scaling. As one tool in the toolbox of researchers, this is supposed to provide one step towards the black-box optimization of \textsc{REaxFF}. However, actual chemical simulations with newly optimized FFs lie intentionally outside the scope of this publication. Hence, further tasks such as test validation to prevent overfitting and other practical issues such as training set creation and parameter selection are not addressed, which determines the whole optimization framing and its intricacy. These are tackled in other studies.[138,247]

With respect to the context of this Thesis, we already use similar relational niching variants in the abstract parameter space in this publication as well. However, this is just one of many further improvements concerning this optimization class. Note that only the main implementations for the parallelization took place during the work for this Thesis, whereas the rest was described in much detail elsewhere.[240] Thus, this opportunity is taken to address the topic of software engineering by illustrating one further design that had to be made and that is given as Complementary Information for this Chapter in Section 4.3.
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**Fig. 4.1:** Original “Table of Contents” graphic. Note that the 3D fitness surface shown here really belongs to this optimization problem—but was reused for illustration purposes also in other contexts.
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Reactive force fields make low-cost simulations of chemical reactions possible. However, optimizing them for a given chemical system is difficult and time-consuming. We present a high-performance implementation of global force-field parameter optimization, which delivers parameter sets of the same quality with much less effort and in far less time than before, and also offers excellent parallel scaling. We demonstrate these features with example applications targeting the ReaxFF force field. © 2015 Wiley Periodicals, Inc.
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Introduction

Chemical reactions can be simulated with convenient degrees of accuracy and generality by classical-mechanical molecular dynamics for the nuclei, with on-the-fly calculation of the internuclear forces via quantum-chemical methods.[1,2] However, even with present-day high-performance computing resources, only system sizes of 100–1000 atoms are accessible, and one week of computing yields only 2–200 ps of simulated time. This is to be contrasted with classical-mechanical molecular dynamics using typical biochemistry force fields. Then, using the same hardware and similar computing times, much longer time scales are accessible (high-end simulations of explicit protein folding have propagated 17,500 atoms for 8 ms[3]), as well as much larger systems (up to 134 billion atoms[4]).

Due to the use of fixed atom types and nondissociative harmonic oscillators, however, force fields of this kind cannot be used to simulate chemical reactions where covalent bonds are broken or formed. This gap can be bridged by separating a big system into a small quantum-mechanical (QM) and a larger molecular-mechanical (MM) part, which also requires the introduction of suitable models for the boundary between the two parts. Such QM/MM approaches[5–7] are widely used despite some of their shortcomings: Besides requiring a careful treatment of the QM/MM-boundary, its very predefinition prescribes where reactions can or cannot occur—but this knowledge may simply not be available a priori. Last but not least, the QM and MM parts have to evolve in synchrony, therefore, the performance of the QM part often limits the overall performance.

These problems can be circumvented with reactive force fields, either by using them on their own or in combination with a QM/MM approach. Currently, reactive force fields are developing from isolated niches toward broader ranges of application, and several different approaches have been proposed.[8,9] Besides reactive force fields specialized to particular groups of elements,[9–11] and recipes for combining particular reactants and products,[12–15] there are also reactive force fields that aim at general applicability. Two of these, COMB and ReaxFF (see Ref. [16] for a combined review), have gained considerable popularity in computational materials science and computational chemistry, respectively.

For high accuracy, force fields need to be fitted to a reference data set through a parameter optimization procedure. Well-founded methodologies for assembling reference data sets are largely lacking for this frequently needed procedure.[17] Due to the large number of parameters to be optimized and the nonconvex nature of the search space, multistart techniques based on local optimization algorithms are problematic.[18] Therefore, nondeterministic global optimization strategies, for example Genetic Algorithms (GA)[19] have been used by several authors.[20–30]

The parameter optimization problem for reactive force fields is harder than that of traditional force fields, because there are far more parameters per atom, these parameters are more strongly coupled, a significantly larger reference data set is needed, and we have limited knowledge about the relationship between reference data items and force field parameters. GA methods have successfully been applied to this challenging task,[31–33] including a GA optimization study of ReaxFF parameters for SiOH[34] and azobenzene[35] by one of the present authors.

The techniques used in Ref. [31–33] are single-objective GA optimization techniques. Recently, a number of studies using multi-objective GA techniques to optimize ReaxFF parameters were published.[36–38] (see Section Related Work). In a single-objective scheme, it is necessary to predetermine the weights for individual entities in the fitness function. There are no such
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requirements in multi-objective methods as they optimize multiple objective functions simultaneously. However, this attractive property of multi-objective methods comes at the computational expense of increased population and search space sizes during the search. Also the user is left with the task of post-selection of suitable candidates from a (possibly very large) number of Pareto optimal solutions (cf. Section Related Work). Hence, in this work we continue using the single-objective paradigm.

Force-field fitting in practice is an iterative process, repeating the following steps until convergence: “A: definition of the optimization problem” (choice of training set entries, selection of force-field parameters to optimize, etc.), “B: optimization of force-field parameters,” and “C: tests of the newly optimized force fields, within the training set and outside of it”. All of these steps are challenging and in strong need of further method development. In this work, we have focused on improving step B, leaving steps A and C for future work. Of course, improvements in B will directly benefit also steps A and C.

In this article, we present further progress in algorithms and implementation to our earlier work on a single-objective GA optimization framework for ReaxFF. We combine sPrUiMD,[39] an advanced implementation of ReaxFF, with OGOLEM,[40,41] an advanced general evolutionary algorithm (EA) optimization suite. We show that the resulting framework produces results of at least the same quality as with our previous setup,[34,35] but in significantly shorter real times, offers better scalability and provides better user support and accessibility. In Section Methods and Techniques, we briefly summarize key features of both OGOLEM and sPrUiMD and discuss their combination. Section Results and Discussion presents comparisons between our earlier program suite[34,35] and the present one. Related work on GA-based optimization of ReaxFF parameters and the distinguishing aspects of this study are discussed in Section Related Work.

Methods and Techniques

Background information: OGOLEM

OGOLEM is an object-oriented, easily extensible, platform-independent global optimization framework based on EAs, especially in the realization of GAs.[40,41] It combines thread-level and MPI-level parallelism to achieve high scalability on shared memory as well as distributed memory architectures. The OGOLEM framework embodies our accumulated knowledge on nondeterministic global optimization in general and on EAs in particular,[42,43] for various applications: cluster structures,[44–54] protein folding,[55] potential fitting,[54,55] molecular design,[56] and abstract benchmarks.[57]

EAs[19] borrow nomenclature from natural selection and evolution processes. To treat manifold optimization problems in a problem-independent manner, the problem specific system information, that is, everything that is defined as (indirect) input to the optimization function, is encoded as a genotype, a possible solution candidate is called an individual and the set of all individuals (and therefore their genotypes) present at a certain point in time is dubbed the genetic pool. The genetic pool is refined iteratively through genetic operations: Crossover causes exchange of genetic material between two individuals and mutation changes the genotype of a single individual. For these operations, individuals are typically selected by a combination of random choice and preference for the currently best (fittest) individuals. By repeating this selection and modification process, better individuals found at each round replace older ones. Assuming enough resources, this process would eventually yield the globally best individual. Obviously, the evolution of individuals in a genetic pool can be performed simultaneously, making it straightforward to parallelize an EA.

The global optimization power of EAs goes beyond the possibilities in a natural evolution setting. In natural evolution, there is no need to find a global optimum; for any species or individual, it suffices to be better than their geographic neighbors and logistic competitors. Instead, EAs are good for global optimization because via crossover (a) they can exploit (partial) separability of the optimization problem even in the absence of any explicit knowledge about its presence and (b) they are able to make long-range “jumps” in search space. Due to the continuous presence of multiple individuals that have survived several selection rounds, (c) it is ensured that these “jumps,” based on information interchange between individuals, have a high probability of landing at new, promising locations. Last but not least, by admitting operators other than the classic crossover and mutation steps, (d) it is possible to extend EAs within this abstract meta-heuristic framework[19] with nice features of other global optimization strategies, too.

EAs are especially valuable when dealing with challenging and time-critical optimization problems. The straightforward parallelism and intrinsic high scalability property of EAs provide an advantage over other strategies which are either serial by nature or where parallelization facilitates decoupled or only loosely coupled task-level parallelism. EAs constantly share a common knowledge among workers while still exhibiting excellent scalability[40] through extensions developed in our group.[51]

OGOLEM can interface with different backend software for the computation of properties such as energies, gradients, or frequencies, and focuses on providing the best high-level optimization algorithms and task management strategies. The external codes in turn are expected to provide the best possible implementation of their task. However, due to the algorithm detailed above, EAs are not limited by the scalability of the underlying property evaluation, allowing for the best possible implementation with only limited scalability concerns for the external code (cf. Section Scaling). The general GA-iteration cycle of OGOLEM together with some algorithmic options and backends is illustrated in Figure 1.

Extensions to OGOLEM

In this section, we present extensions to the OGOLEM framework consisting of newly added utilities to provide support for a
wide variety of training data, and implementations of new genetic algorithm ingredients for high quality parameter optimizations.

Training set. In fitting of force field parameters to reference data, practical requirements are very different depending on whether the model is a simple function like the Lennard-Jones potential or a more elaborate one like ReaxFF. In the latter case, several kinds of training data (e.g., molecular properties) need to be included in the reference data set. The training data are also linked to geometric data (e.g., molecular structures). Thus, we extended the OGOLEM framework to enable support for different kinds of data. As a result, different molecular properties, such as absolute energies or difference energies with arbitrary prefactors (i.e., reaction equations), gradient information, partial charges, heat of formation, dipole moments, as well as geometric information (e.g., bonds, valence angles and dihedral angles) and cell parameters (for arbitrary periodic crystal structures) can now be used as reference data in OGOLEM. Even a seemingly exotic property for a force field, an ("electronic") excitation energy, was implemented with a consistent treatment of multiple force fields at the same time; extensions to its first use will be the topic of future publications.

An entry in the reference data set can be evaluated either through a "single point" computation (i.e., directly using the molecular structure provided as input), or after performing a local geometry optimization first. Clearly, the latter is necessary for all geometric data (bond distances, angles, and dihedral angles). For other items in the reference data set, the user can choose to carry out a single-point computation directly or performing a local geometry optimization first. For local geometry optimizations, one of the several routines already available in OGOLEM can be adopted using the current parameter values of the GA individual to be evaluated. It is also possible to include diverse restraints into these local geometry optimizations.
Additional classes and utilities were added to OGOLEM to establish a general input structure that can handle the necessary information: (1) a "template" force field file, providing fixed values for parameters not included in the optimization (allowing each individual to represent a full set of force field parameters), (2) a parameter definition file, specifying the parameters to be optimized and their value ranges, (3) a training set file, containing reference data from higher-level computations and/or experiments, which also specifies the relative weights of the data items in the objective function, and (4) a geometric information file, containing the different molecular structures (atoms/molecules/crystals) which the entries of the training set are linked to. These extensions to OGOLEM were designed to retain compatibility with the corresponding input files of the original ReaxFF implementation by Adrij van Duin et al.\cite{34,63,65} where a nonglobal strategy of successive one-parameter parabolic extrapolation\cite{64,65} was used for parameter fitting. This enables us to reuse older input settings for our previous GA-implementation\cite{34,63,65} without changes, and to easily compare this older implementation with the present one, which is one aim of the present article.

As in earlier work\cite{34,63,65} the objective function of the optimization procedure is defined as the aggregated sum of quadratic differences ("error sum") for each molecular property given in the training set file (further information—also with respect to the RSSR case below in Section "Objective function surface") may render local optimization or as post-processing to reach the best local optimum of selected individuals. For more general usage, local optimizations are too expensive, since no analytic gradient is available. Also, the ruggedness of the search space (as shown in Section "Objective function surface") may render local optimization inefficient in initial stages of the GA.

As in previous work,\cite{45} any desired (weighted) combination of these (and more) operators and protocols can be chosen by the user. Also available are hybrid local optimization routines, allowing for further relaxation of the individuals to the nearest local minima, via local hillclimbing or local gradient-free optimization. This can be applied during the global optimization, after preliminary iterations, or as a-posteriori refinement (restart with a seed of old pool). Former and current experience shows that these additional local optimizations can be beneficial at the very final stages of the optimization or as post-processing to reach the best local optimum of selected individuals. For more general usage, local optimizations are too expensive, since no analytic gradient is available. Also, the ruggedness of the search space (as shown in Section "Objective function surface") may render local optimization inefficient in initial stages of the GA.

As in previous work\cite{45}, we employ niching\cite{19} to maintain diversity within the population and to decelerate premature convergence. We have implemented different variants of niching, based for example on grid-mapping. In one version, the floating-point values of every parameter in a genotype are mapped onto a population vector of integers, leading to a coarsened representation of all individuals. The integer number of identical or different genes then serves as a common identity measure. Alternatively, vector norms between the genotypes are used to enforce a minimal distance between genotypes of different genotypes. In these two cases and in some of the others, the niches are based on a relational measure of a snapshot of the current population, that is, they are largely transient instead of predefined.

Moreover, all new implementations and the code-basis of OGOLEM pay attention to user-friendly, keyword-based control of input and output with a policy to check for input inconsistencies. For example, upon a missing geometry entry or a simple typo, the user is informed and the calculation does not start. Thus, only a small and clearly arranged input is necessary, and just a small amount of I/O takes place (using mainly binary
serializations of objects), reducing redundant overhead to a minimum. Instead, after the calculation, the desired information is read from the binary pool and written to disk.

Background information: sPuReMD

As described above, OGOLEM is ideally suited for the challenging task of globally optimizing parameters in reactive force fields. A crucial component in our framework is an efficient implementation of the target force field, in this case ReaxFF. For this purpose, we use the sPuReMD open-source software.

sPuReMD (serial Purdue Reactive Molecular Dynamics program)\(^{[65]}\) is an optimized implementation of the Reax force field (ReaxFF).\(^{[66]}\) sPuReMD uses novel algorithms and data structures to achieve high performance in force computations while retaining a small memory footprint. An optimized binning-based neighbor generation method, elimination of the bond order derivatives list in bonded interactions, lookup tables to accelerate non-bonded interaction computations and a preconditioned GMRES solver for the charge equilibration (QEq) problem\(^{[66]}\) are the major algorithmic innovations in sPuReMD.\(^{[39]}\) The dynamic nature of the bond, 3-body and 4-body interactions in a reactive molecular system presents challenges in terms of memory management and data structures for efficiently computing bonded interactions. sPuReMD introduces novel data structures to store 3-body and 4-body interactions in a compact form. Its dynamic memory management system automatically adapts to the needs of input system over the course of a simulation. The dynamic memory management capability significantly reduces the overall memory footprint and minimizes the effort to setup a simulation. sPuReMD has been shown to outperform the LAMMPS/Reax package by a factor of 6–7 on various systems while using only a fraction of the memory space.\(^{[70]}\)

PuReMD, a distributed memory code with MPI-based parallelism, has been developed based on sPuReMD to enable the study of large molecular systems.\(^{[57]}\) PuReMD has been ported into LAMMPS software suite as the User-ReaxC package. PuReMD and User-ReaxC have been used by researchers around the world to study phenomena ranging from water-silica surface interactions\(^{[66]}\) to oxidative stress in lipid molecules.\(^{[66]}\) Recently, Kylasa et al. have developed the GPU accelerated version of the PuReMD codebase (Kylasa et al., in preparation).\(^{[70]}\) The entire PuReMD codebase is freely available with GNU Public Licence on the web.\(^{[71]}\)

The ogolem-sPuReMD combination

We combined ogolem with sPuReMD rather than with PuReMD: As mentioned, the latter includes MPI-parallelization and is aimed at MD for large systems. In our target setup, however, we mainly need ReaxFF single-point evaluations or local geometry optimizations of small systems, as ogolem backend. For these tasks, parallelization of ReaxFF incurs more overheads than benefits, and it would make the whole setup more difficult to handle. As discussed in Ref. [34], parallelization at two other levels are possible: across reference items and across GA individuals. Previously, we had chosen the former option.\(^{[34,35]}\)

Here, we choose the latter, since ogolem is already equipped with excellent parallelization at the GA level. One could argue that it is better to parallelize at this level since there the needed communication is minimal by construction, leading to better scalability. However, in both implementations there still is the possibility to also parallelize at the respective other level. We leave this option for future work.

Most of the core code of ogolem is already formulated not only object-oriented but also generically, that is, for most operations it does not matter if they are applied to cluster structures or to parameters in a fitting problem or to other items to be optimized. In this form, ogolem was already used and validated for many of the optimization problems mentioned in Section Background information: ogolem. This greatly facilitated the task of merging ogolem with the ReaxFF-backend sPuReMD to allow for the global optimization of ReaxFF parameters. Nevertheless, several decisive extensions had to be made, which are described below.

Backend for ReaxFF calculations. sPuReMD (implemented in C) was slightly changed and is now embedded as native code into ogolem (implemented in Java) as a dynamic library. To this end, communications between C- and Java-code via Java Native Interface (JNI)\(^{[72]}\) and modifications to sPuReMD were implemented. Hence, no further I/O operations are necessary, as ogolem manages the complete optimization flow (globally and locally) and the training set. Whenever a ReaxFF-evaluation for items like energies, gradients or charges is needed, the corresponding items (geometries, and current force field parameter values) are passed to sPuReMD. The main features of the latter are identical to the ones described in Section Background information: sPuReMD. However, to make these calls via JNI efficient and scalable, an extended new memory management scheme was implemented on top of the existing one in sPuReMD: A new thread-safe address space handling was implemented into ogolem, which passes also a starting address to sPuReMD within every call. On this starting address, a complete “scratch” space is built for all sPuReMD-specific simulation variables (structs) in sPuReMD that is still dynamically handled and is changed to the current needs (small footprint). Additionally, after some initial calls, that is, during first training set calculations of the first GA-iteration, an upper bound of memory per address space is determined to treat all items, including the biggest one incurred by the combined geometry and parameter set input. This allocation survives ensuing returns from the C-code (sPuReMD) to the Java code (ogolem), because its leading address is given back to ogolem where it is further managed and reused in subsequent calls without any further concurrency locks or similar problems. This saves almost all of the later memory allocations and deallocations and provides us with further absolute timing and concurrency scaling benefits.

Results and Discussion

SiOH benchmark

As a benchmark of the new ogolem/sPuReMD-combo, we revisit the optimization task of a previous publication.\(^{[34]}\) A search...
space consisting of 67 parameters is defined, and the training set is based on 304 chemical geometries containing Si, O, and H atoms. Many local geometry optimizations with multiple restraints are needed for calculating certain training set items. Periodic crystal structures are involved, some of which also require optimization of the crystal cell. Finally, also some single-point calculations for different energy entries and a few charge properties occur, involving the main charge parameters that are used for charge equilibration (further details including the complete training set can be found in the Supporting Information of Ref. [34]). This training set had been established and used by the van Duin group before,[68,73] employing their own nonglobal, iterative parameter optimization method.[64,65]

In our previous publication,[68] we had shown that our old GA/ADF setup could already improve upon the van Duin results, despite the complete absence of domain-specific knowledge and experience on our part. However, this still needed several series of many program runs and elaborate sequences of parameter range tunings. Here, we demonstrate that our new OGOLEM/PuRMD-combo simplifies and accelerates this task considerably through its advanced features.

**Objective function surface.** First of all, to stress why elaborate nondeterministic algorithms are indeed necessary, we present typical views of the search landscape in Figures 2 and 3. They show the objective function values, that is, a “fitness landscape,” in two-dimensional subspaces of the hyperdimensional search space. As the objective function is mainly a quadratic difference function between reference values and calculated ReaxFF values, a smaller value can directly and metaphorically be seen as a better fitness of that individual. Therefore, Figures 2 and 3 can also be interpreted as a systematic scan across 22.5°×10° possible individuals each. This illustrates that the total 67-dimensional search space can of course not be scanned entirely (in fact, it grows exponentially with dimensionality), which is one reason for our use of nondeterministic algorithms. A second reason is that besides its astronomical size also the structure of the search space is challengingly complex. At least in the initial stages of the search, situations as the one illustrated by Figure 2 are to be expected: Many landscape features are clearly visible that are signatures for difficult optimization problems, for example, epistasis (not symmetrical due to parameter correlations), ruggedness, deceptiveness (misleading gradient information), and of course multimodality, as many different minima-regimes can be seen.[19] Therefore, with local gradient-following algorithms, several restarts are needed to overcome this complexity. Such a strategy can only succeed for small dimensional problems in practice due to the exponential increase in the number of restarts necessary.

Figure 3 depicts the landscape for the same two parameters within the same boundaries as in Figure 2, except that an individual from a late stage of optimization was taken as basis for the remaining 65 parameters. Clearly, the landscape looks very different now. This situation demonstrates that there are significant correlations between parameters to be optimized, yet another feature that makes optimization difficult.

Given these difficulties, one may wonder how it was possible to arrive at useful ReaxFF parameters with locally optimizing methods.[16,63–65] We suspect that this is largely due to two factors: (1) experience (domain-specific knowledge), which can enter in various ways, for example via selection of suitable starting points for multistart local optimization or (perhaps even more importantly) via restrictions on search space size (parameter variation limits) and dimensionality (selection of parameters to optimize); and (2) simplification of the search landscape in the vicinity of good solutions. The latter feature is strikingly illustrated by again comparing Figure 3 to Figure 2.

These difficulties and computational complexities of the parameter optimization task can be addressed better using
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Figure 2. 2D objective function surface for two parameters (out of 67) of the SiOH training set. An intermediate solution with an error sum of about 100,000 is shown, occurring during a GA-run. Some interpolation due to smooth color progressions is implied. Transparent regions are erratic or mountain-like “pillars” with objective function values larger by several orders of magnitude; they are made transparent for clarity. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 3. 2D objective function surface of the same two parameters as in Figure 2, but for a good solution near the end of a GA-run, with an error sum of 6150 (close to the global minimum). Again, some interpolation due to smooth color progressions is implied. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
nondeterministic metaheuristic GAs with more than exponential optimization progression from Figure 2, mostly randomized GA-starting individuals, to Figure 3, as we will show below. This way we partially substitute human expertise with computer power.

Comparison of former and recent optimizations. The typical optimization progress in a high-dimensional search space for ReaxFF parameter optimization is shown in Figure 4. After random initialization of the population (for instance, 200 parameter vectors are created to start each calculation), the objective value of the best individual in the current population decreases in faster than an exponential progress initially (in this case, up to about $2\times10^3$ iterations). This rapid initial fall-off has two causes: The ease with which the initial random seeds can be improved upon, and the information exchange at the beginning of the GA, leading directly to even more promising regions of the search space and establishing different promising 67-dimensional parameter vectors. Then, a slower progress takes over (looking almost like a “plateau” when compared to the initial phase), mainly because it becomes harder to further improve upon the already good solutions present. Finally, progress becomes slower than practically useful, which is dubbed “premature convergence.” The aim is to find the global minimum before this happens.

This general GA behavior is clearly visible in all curves displayed in Figure 4. However, there is a clear difference between the behavior of the old and the new implementations: The level of the plateau reached in the later stages of the GA is significantly lower in the new implementation. As a result of the improvements described in Section Methods and Techniques, we are now able to reach a mean fitness of about 4900 after $20\times10^3$ iterations (Fig. 4). Representative and comparable runs of the same length with our older codebase only lead to a fitness value of about 14,300. Thus, the solutions at this stage are improved by a factor of almost 3.

This quantitative improvement is likely to lead to qualitative changes. Figure 4 also shows a comparison with the error sum depend on some technical details such as convergence thresholds of local geometry optimizations, distance cutoffs, etc. The value of 6646 quoted here is obtained under present settings that are slightly different than those in Ref. [34], where the reported value was 6455). Runs with our new OGOLEM/PUReMD-combo drop below this mark already within the first few thousand steps. In contrast, using the older codebase and within single runs of the given total length, we cannot reach the value of 6646 achieved by a non-global, iterative procedure.

In earlier work, this prompted us to do further series of runs, starting from the best individuals reached so far and also shrinking the parameter search space based on the parameter variations observed in the previous round. Additionally, we topped off this procedure by local, derivative-free parameter optimizations to get more quickly to the true bottoms of the wells found by the GA. This way, we previously managed to improve upon the 6646 mark, still without employing any domain-specific knowledge. However, the overall procedure required considerable user effort and far more computer time than the runs shown in Figure 4. The present OGOLEM/PUReMD results obtained could also be improved further by performing additional runs seeded with promising individuals from former runs and by shrinking the search space. Leveraging the computational efficiency of our new codebase, the GA itself could be further improved by extending the pool size and the niching tightness, or by increasing the number of iterations. Or, putting it differently, with the new OGOLEM/PUReMD-combo we can now reach far better individuals than before within just a single run for this SiOH benchmark, thus further reducing the need for additional work and cleverness on behalf of the user.

This last statement is illustrated in Table 1, where we provide the mean fitness values together with absolute mean wall-clock timings for different variants of our codebase. As shown in this table, leveraging the linear scaling property (Section Scaling), we are now able to use large numbers of cores efficiently (compare columns OGOLEM2 with OGOLEM2-p). Thus, we significantly shorten the wall-clock time needed to reach good solutions. Better force fields with objective function values lower than the literature value of 6646 are identified within a few hours (4.2 h in the last column of the table), while no single runs of the older code could come close during the entire execution time of 142.2 h. Lower objective scores could already be obtained using the initial version of our OGOLEM2 code (cf. column OGOLEM1). Our performance optimization work described in Section The OGOLEM-PUReMD combination yields significant speedups in OGOLEM2 when compared to OGOLEM1 (134.0 h vs. 58.4 h in this example).

This optimization included the utilization of the memory scratch-space, a simplified grid-space mapping of atoms for
small systems in sPurMD, and further sPurMD-initializations for frequent calls without the MD-simulation part to iron out the interaction between sPurMD and OGOLEM. We note that the performance comparison between old and new code in general is highly dependent on the optimization problem, and especially on the training set. This is illustrated next in Section Disulfide application example, where we observe that this SiOH test case is not typical but, according to our experience so far, apparently provides a lower bound to the attainable speedsups with OGOLEM but an upper bound with respect to algorithmic improvements of the fitness progression.

In summary, Table 1 documents that the substantially improved efficiency of our new OGOLEM/sPurMD codebase is the combined result of (1) the algorithmic power of OGOLEM including its new extensions presented in this paper (2) the better wall-clock timings of the high-performance ReaxFF implementation sPurMD, and (3) the linear scaling achieved by our enhanced memory management scheme (Section Scaling).

Disulfide application example

To compare the performance of the older ADF-based GA implementation with the most recent version of adaptive OGOLEM interfaced with sPurMD in a real-life setting, a representative optimization problem was chosen from the applications currently done in the Hartke group. The molecular system contains a disulfide moiety connecting two aromatic systems, dubbed “RSSR” below. The feature of interest in a future ReaxFF study is the homolytic dissociation of the disulfide bond, upon mecanochemical activation. The benchmark problem used features 531 molecular structures and 1765 items in the training set. These items comprise 189 atomic charges, 1089 internal coordinates, and 487 energies. The total number of parameters to be optimized is \( n_{\text{params}} = 131 \).

The reference data was calculated on the RIMP2/cc-pVDZ level of theory with the ORCA program package \([74-76]\). The geometries were optimized with tight convergence criteria, and the charges were calculated with the CHELPG \([80]\) module that employs an ESP fitting routine. Molecular structures for the energy information were taken from thermal trajectories on the semiempirical PM6 level of theory \([76,79]\) at different temperatures between 100 and 500 K. The PM6 trajectories were calculated using the GAUSSIAN09 suite \([60]\). From these trajectories, a random set of 500 structures was taken as input for single-point calculations with the RIMP2/cc-pVDZ method. A few structures that showed convergence problems with the MP2 method were excluded from the set, therefore the total number of single point evaluations was 487.

All optimizations were run in parallel on ten cores with 40 gigabytes random access memory available. Different batches of calculations were performed with varying input parameters. Every batch contains ten identical calculations to obtain reliable averages for the optimization results. The results of these runs are compiled in Table 2. Except for run4 and run5 the iteration numbers were set to 20 × 10^3. The run4 and run5 calculations were propagated for 300 × 10^3 iterations to get wall clock times comparable to those for the ADF runs. In all calculations, there were additional 300 evaluations to initialize the steady-state pool with random vectors. The initial force field chosen for the runs was a converged state of the benchmark at para...
as the starting point for the optimizations was the glycine parameterization by Rahaman et al.\cite{Rahaman2003} Two sets of parameter ranges were used for the calculations. The first set features ranges of ±10% around the current parameter values. The second set has parameter ranges as previously used by van Duin.\cite{Duin1997} Both sets were correct for inconsistencies in the parameter values. Due to the random initialization of the GA, parameter values may arise that result in single bonds being shorter than multiple bonds, which would be unphysical. Such inconsistencies were ruled out before starting the calculations.

The input settings for the ADF based calculations were those considered ideal by Larsson et al.\cite{Larsson2004} For run1, the input was prepared to resemble the ADF settings as closely as possible. This comprises a single point crossover with a uniformly distributed cutting point, and a random-value multiple-parameter mutation operator. run2 represents a minimal-input optimization with OGOLEM. The default settings chosen by the program are a single-point crossover with a Gaussian-shaped distribution of the cutting point, and a random-value multiple-parameter mutation operator. For run3, run4, and run5, the settings were tuned to get the best possible optimization results for the problem at hand. A mixture of 80% multipoint exchange crossover and 20% mixing recombination was used as crossover operator. The number of cuts was set to 30 (≈ 25% of n_params), the number of mixes was 25 (≈ 20% of n_params), respectively. The mutation operator was an even mixture of random-value multiple-parameter mutation and a Gaussian-weighted random-value generation around the current values of several parameters. Additionally, niching\cite{Niching} was employed. For the niching, the parameter space was divided into 20 slices per dimension. The genotypes of two individuals are defined to be in a different niche when they differ by 15 or more slices. In run3, 15 individuals and in run4 10 individuals per niche were allowed at most, respectively. This setup was found to return the best results in preliminary calculations. For run5 the ImmediateFallBack option was employed to get even better runtimes while retaining the good results of run4. The result overview in Table 2 shows the overall much shorter runtimes of the new implementation for the RSSR problem. Depending on the setup of the GA, speedups between 15.0 and 16.4 by especially taking advantage of the OGOLEM training set handling were observed (cf. lower bound in Section SiOH benchmark, therefore OGOLEM/PuReMD can cover significantly more steps than GA/ADF within the same wall time. When the ImmediateFallBack option is applied, speedups up to 22.5 were observed. Since the ImmediateFallBack is invoked more often the further the calculation is propagated, even higher speedups may be obtained. However, as this acceleration is accomplished by effectively skipping unnecessary steps of the computation of the error sum, any direct graphical comparison to ADF-based runs would be meaningless and is therefore avoided altogether. Another appealing feature of ImmediateFallBack is the direct elimination of items that show convergence problems in the QEq-routine or in the geometry optimizations from the pool. Therefore, parameter sets with badly misaligned parameters do not remain in the population. This leads to overall more stable results of higher quality.

The convergence behavior of the objective function value plotted over the wall time is shown in Figure 5. The superior computing time per individual results in a substantially faster convergence toward the final fitness value when using the new code. Even though the search space used in run4 is far bigger, the fitness is almost converged after 20 h (≈ 100×10³ iterations). At the same time, the ADF-based GA shows no signs of convergence at all. Furthermore, no ADF-based calculation could be completed within the large search space. GA/ADF runs into trouble for the error-sum evaluation for most individuals with this setting, which ultimately leads to premature termination of the run. If the final fitness value is taken into consideration, another superiority of the new code becomes apparent. The crossover and mutation operators implemented in OGOLEM give even better optimization results than the already well-performing GA/ADF code.\cite{Guenther2002} The final fitness values of each optimization are shown in Table 2. The final results of run1 and run2 are worse than in the GA/ADF reference runs. In case of run1 the difference may be explained by differences between the OGOLEM code and GA/ADF. The user-defined input is only part of the GA-parameters that determine the general performance of the algorithm, and the results react quite sensitively to the setup of the GA. Therefore, the settings for the optimization are not completely interchangeable between the various implementations. The default setting used in run2 employs single-point crossover with a Gaussian-shaped distribution of the cutting point, which is not very well suited for the present optimization problem.\cite{Duin1997} It was thus expected that the final force fields would be inferior to the GA/ADF results. Nevertheless, the results are reasonably close to the best ones obtained and therefore would be a fine starting point for users lacking experience with GA. Since the results of the optimization rely heavily on the input, as argued above, the settings for run3 and run4 were chosen more carefully. Using the new mixing recombination operator and niching it was possible to obtain even better performance per.
iteration than with our old ADF-based code. Figure 6 shows the comparison of the objective function value plotted vs. the iteration number for both codes with ideal settings. Thus, the favorable features of the new code compared with the old one can be traced back to (1) the substantial leap in computing performance, that is, for this training set even up to a factor of 16 (or 22.5 with ImmediateFallBack and still below the regime of additional scaling benefits that are reached for more than 10 threads), (2) the new algorithmic details explained above (the operator settings do have an impact but default GA-settings that are qualitatively different to the older code already bring in much of the overall improvement), and (3) the better usability and stability. Therefore, OGOLEM/SPuReMD solves a lot of problems associated with limitations of computing resources and shifts the focus of the user more towards the quality of the reference data and the choice of the ReaxFF parameter set. In fact, for these RSSR systems, ongoing work in our labs is devoted to improving strategies for training set creation and validation, as well as to molecular dynamics simulations of these mechanoswitchable systems. Results for that will be reported in future publications.

Scaling
As an illustration of linear scaling we achieve with our OGOLEM/SPuReMD-combo, Figure 7 shows strong scaling results of the SiOH and RSSR problems discussed above. To avoid distracting scatter and artifacts from our intrinsically nondeterministic algorithms, these scaling tests were artificially restricted to no parameter variations at all. Thus, in these tests, no minimization of the objective function happens, but nevertheless all calculational steps are performed exactly as in a production mode. Additionally, besides the artificial “deterministic” zero-dimensional search space, all other settings (population size, GA iteration number, GA operators, etc.) also correspond to choices that would be made for production. Therefore, Figure 7 displays the true scaling underlying actual real-life GA calculations. The figure shows acceleration factors as a function of used threads (equal to the number of used CPU cores) for up to 48 threads, and normalized to the timings of the single-thread runs. Only the true global optimization part is taken into account; the initial start-up and pool-filling stages are not included.

Figure 7 clearly illustrates that the parallelization at the GA level in OGOLEM leads to linear scaling in practice (red curves), with SPuReMD as ReaxFF backend. These scaling characteristics have already been observed in previous OGOLEM applications to different optimization tasks, for example with cluster structure optimization,[40,59] parameter fitting to traditional force fields[59] and abstract benchmarks.[62] Therefore, it can be taken as an intrinsic feature of the OGOLEM architecture.

Nevertheless, care has to be taken to not destroy this feature with new backends: The linear scaling shown in Figure 7 pertains only when the newly implemented memory management with scratch spaces for the SPuReMD backend (discussed
above in Section The ogolem-sPuReMD combination is actually used. Without this improvement, severe memory allocation bottlenecks thwart the potentially linear scaling already at moderate numbers of threads (10–30, green and blue curves). Moreover, this is problem dependent, as illustrated by the training sets for RSSR-old1 and RSSR-old2 that are different, that is, RSSR-old1 is the same as RSSR, but the calculation of the former did not use that memory management. The same holds for SIOH and SIOH-old. RSSR-old2, however, is mainly a smaller training set with less items and just many single points leading to many back-end-calls in a smaller amount of time and without the new memory management, too. Nevertheless, also this RSSR-old2 setting can be calculated within linear scaling with the new memory management of sPuReMD (not shown). Thus, all investigated optimizations via ogolem/sPuReMD (many more than shown here) have this scaling behavior without problem dependence now.

Using shared memory, this linear acceleration for our training set calculations was not possible with the old GA/ADF code that employed MPI parallelization at the reference-item. The old setup was hampered by several problems, including (1) hardly avoidable overload of the master process handing out calculation tasks to the slaves, due to huge time differences of these tasks, and (2) additional locks and serial bottlenecks since different reference item calculations depended on each other. Thus, as remarked in Ref. [34], the scaling of our old GA/ADF setup was good for small numbers of cores but became inefficient rather quickly (between 16 and 32 cores). In contrast, our new ogolem/sPuReMD-combo can still be used efficiently with significantly higher numbers of cores. Therefore, parallelism can be conveniently used to combat both lack of domain-specific a priori knowledge and search space difficulty (cf. Section Objective function surface).

Related Work

There has been some previous work in the literature on GA-use for ReaxFF parameter optimization. In this section, we briefly discuss the relations between the prior work and our present contribution.

Parameters in a specialized charge-transfer force field were optimized with a GA [31,32] Pahari and Chaturvedi [33] optimized ReaxFF parameters with a GA, but the focus of their paper was on determining a minimal set of parameters to vary in the GA based on prior sensitivity tests and cross-correlations. Jaramillo-Botero et al. have also used a GA to optimize ReaxFF parameters [36], however, they did not use crossover steps, only mutation, had limited possibilities for parallelization, and only aimed at adding 37 parameters for a chlorine atom to an already established ReaxFF for Si-, C-, and H-atoms. In contrast, in Ref. [34], between 67 and 191 parameters for three atoms (Si, O, H) were varied simultaneously, using a full-blown GA with parallelization across reference data items. Additionally, we have applied the same program suite to the photochemical isomerization of azobenzene, generating a purely force-field-based model for nonadiabatic transitions between two electronic states and simultaneously exploring the real-life case of ReaxFF parameter optimization with little prior knowledge about needed reference data items and suitable parameter ranges.

Shortly before the present article was submitted, a pair of papers by Weingarten et al. [37,38] was published. These authors reoptimized 46 parameters of a previously published ReaxFF parameterization for two explosives, using mutation-only evolutionary strategies in a multi-objective setting. The latter is advertised as getting rid of the necessity to attach a pre-defined weight to each training set item. However, for the about 3600 items in their training set, they actually retained most of the predefined weights; only five values (relative weights between different, large item-groups) were left open. We suspect that this is necessary to keep population size and search space dimensionality practically manageable, despite the use of supercomputers. Nevertheless, post-selection of suitable candidates from the five-dimensional Pareto front apparently became an issue. For these reasons, we believe that single-objective EA approaches (as used here) will remain competitive.

Conclusions

By joining ogolem and sPuReMD, two advanced implementations of GA and of the reactive force field ReaxFF, respectively, we have significantly improved upon the efficiency and usability of reactive force field generation. Particular care was taken to retain the theoretically excellent scalability of GAs, to enable future massively parallel usage of this code combination. For both benchmark and real-life examples, we have demonstrated clear superiority of our present implementation over our earlier one [34] despite the successes of the latter. [34,35] This progress directly translates into advantages for the end user, as it brings needed real times for typical ReaxFF global parameter optimization tasks from weeks down to hours, and from multiple cascading runs with in-between adjustments by the user down to single runs of black-box character.

We are confident that these improvements in global force-field parameter optimization will also make future research on how to choose training sets and how to validate force-field performance easier.
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4.3 Complementary Information about Parallelization Improvements

In computer simulations in the context of natural sciences, clearly the studied physics (or chemistry) is the essential part. Notwithstanding, especially when working with bigger program packages, more elaborated programming skills and techniques are usually required (or should be accomplished), which directly places the actual daily work into the regime of computer science and software engineering. As this Thesis shall not be a general introduction into any such matters, only one typical example of a design decision/change is given in the following.

Indeed, a big part of all the work within this Thesis is programming: Starting already with a framework as ogolem, which has been highly extended since its foundation by DIETERICH (cf. Chapter 3) and which provides already very many features somewhere in the program, the main challenge is to combine all those features in a way that leads to the successful global optimization of the new chemical tasks, besides implementing new ones. The highest priority then is to follow the frameworks’ given structure or “logic” without “reinventing the wheel”, but incorporating some generifications and generalizations that are meaningful. Also the—in the author’s opinion—high standard of code quality, following a well-thought object orientation (OO) design and other programming techniques/principles (cf. the depictions of DIETERICH), should be approached in any further extension. In this regard, the present complementary information shall shed light on one (small) implementation that was needed to improve the parallelization of the ReaxFF parameter optimization task.

The main implementations of ReaxFF optimization took place during the Master’s Thesis of the present author. However, back then, the SMP parallelism known to be (almost) linearly scaling in usual GA applications or production modes was unexpectedly worse. The needed improvements followed then at the beginning of the work for this Thesis.

The central parallelism in ogolem which is based on the Java threads concurrency system is working on the level of GA cycles as already described in Section 3.3. By this structure based on the pool-GA, the “trivial parallelism” of GA optimization follows. Having a look at Amdahl’s Law as a pessimistic assessment of maximal (theoretical) speedup, this simple limiting case scenario leads to

\[
\text{speedup}(r_p, N) = \frac{1}{1 - r_p + \frac{r_p}{N}},
\]

with \(N\) as the number of parallel executions and \(r_p\) as the ratio of parallel portion of the program; \(r_s = 1 - r_p\) is the sequential (serial) part then. Besides the pessimistic view of not

---

1 Because of the platform-independency and portability of Java, such multithread-parallelism is integrated directly into the language and in abstract form determined in the official language specifications. How this maps to the thread-system of the operating system (in usual Unix-derivatives and the other systems) is then defined by the used Java implementation and carried out by the Java virtual machine.

2 Note the well-known restrictions of this view, as by GUSTAFSON, usually the problem size changes with
included effects, this sets the scene for two further corollaries: If the parallel fraction, \( r_p \), is small, an increase of \( N \) will make no sense. The problem execution time is completely dominated by the serial part then. If \( N \) approaches infinity, the maximal speedup is bound by \( \frac{1}{1-r_p} \), from Eq. (4.1), or looking at the execution time themselves: If the overall execution time were, e.g., \( T = 20 \text{ h} \) with \( N = 1 \) in \( T = Tr_s + T_N^p \), with \( r_s = 5\% \) serial ratio, it would become and stay 1 h at \( \lim_{N \to \infty} \), but no less. Thus, the scalability of the program is driven by the ratio of the program parts that must be executed serially.\(^{[440]}\) Assuming an unreal \( r_p = 1 \) for the sake of the argument, Eq. (4.1) yields this linear scaling as the speedup \( (N) = N \).

As long as the serial portion in ogolem which extends (almost exclusively) to the part of pool-additions is minuscule compared to the rest, this behavior of linear scaling is to be expected. The serial part of ogolem during the main GA optimization is the task to decide whether to add a created new candidate solution to the pool—the shared data—and therefore must be locked against (or synchronized with) further concurrent additions/changes by other threads at the same time. On the one hand, these serial checks usually only include some fast fitness and niching comparisons, i.e., mainly the result handling after a GA cycle, besides some internal pool’s state updates.\(^{3}\) The disparate parallel part, on the other hand, includes all other operations, and most importantly, the fitness evaluation; all these separate operations can come with, e.g., many steps, such as MD snippets, local optimizations of chemical structures or of the fitness function itself, etc. Thus, all the computations in the parallel part are completely dominating in any real application settings, usually.\(^4\)

Since the relation between serial and parallel executions in ogolem were not changed by implementing the sPuReMD interface and fitness calculations, the observed break down of the linear scaling could instead be traced back to the memory management.\(^5\) Here, each call of sPuReMD leads to small dynamic allocations of memory in the C part for all internal data structures needed for ReaxFF computations. Although these can be quite small (about tens to hundreds of KBs, very dependent on the chemical systems), this was already quite too much when multiple separate threads try to dynamically (de-)allocate such memory for each single call of sPuReMD, for a call that needs time (for small systems) also just on the order of microseconds.\(^6\) This underpins the fact that a very loose combination without further

\begin{footnotes}
3\hspace{1em}Certainly, also the shared resources by the concurrent queuing of the separate tasks introduces shared data and some serial part.

4\hspace{1em}Just as limiting case gedankenexperiment: Of course, if one used a ridiculously giant pool and/or used/implemented very expensive niche comparisons by using the non-fixed “dynamic” niching (cf. Chapter 5 and Fig. 3.7) and at the same time very cheap GA operators with a very tiny (one SP) training set for ReaxFF, this relation would not hold anymore and the parallelization would break down. As a side note, this is also the reason for not having bothered yet to use something as HC itself for niching, as it was proposed in Ref. [365], because the clustering itself would take place in the serial part.

5\hspace{1em}For the memory management, the operating system usually supplies an allocator for the C library functions \( \text{malloc}() \)/\( \text{calloc}() \), which were also changed to known other ones, as for instance, \( jemalloc \).\(^{[41]}\) since these were invented for the reason of better scalability in multithreading (and less memory fragmentation).\(^{[20]}\) Those changes, however, did also not solve the additional allocation bottleneck that was apparently introduced by too frequent and (accumulated) huge (de-)allocations.

6\hspace{1em}Though, with all the other computations in the parallel part, including extended training sets, the parallel GA
\end{footnotes}
changes of sPuReMD and ogolem by a small Java native interface (JNI)\[^{442}\] layer—the communication interface between Java and C—for energy/gradient calls on ReaxFF level of theory can thwart the linear scaling, and therefore, a more extensive implementation was meaningful. At the end, this both needed very low-end changes to sPuReMD and high-end ones to ogolem.\[^{7}\]

**General caveat for interfacing:** This relation between serial vs. parallel can always become maladjusted when using external (usually stand-alone) programs with very short overall executions times. Also in other contexts, as for instance, SQC calculations for one SP of a small chemical system as in GOCAT design, just the plain start-up time of the external program, including any (de-)allocations of memory and often some I/O, can also worsen the parallel performance. However, in such cases, one simply does not always want to—or is able to, without source code—migrate to an application programming interface (API) or even create one that allows a start-up of the program once, for each thread, and that allows subsequent SP computations without further unnecessary overhead. If possible, the work in the external program should be enlarged, e.g., not by just calculating one fast SP, but maybe by using one external local optimization or calculating multiple separate chemical systems at once. When using internal energy/gradient backends in ogolem, which provides some empirical potentials (see Ref.\[^{413}\]), caching/scratch-space without further redundant overhead is always used, of course.

**Final strategy of implementation:** In the case of interfacing sPuReMD, the final strategy of parallel execution improvements exactly evolved to implementing something as: (1) a start-up of the external ReaxFF interface sPuReMD, (2) then an idle mode waiting for computations without any further overhead with completely allocated work or scratch space. Because of the division in native memory in java and the one the Java virtual machine (JVM) supervises, some more care must be taken here; usually all C memory must be handled in the native part as the JVM does not manage that. This was used as intended “memory leak” from the perspective of the Java part, i.e., explicitly unfreed memory, but that was remembered by explicit manual pointer (arithmetic) based address communication between C and Java.

In the following, more details and thoughts are presented on how this was achieved. The comparison of the broken scalability before and the improvements after are shown in the publication on p. 106. The following section premises terminology and knowledge of OO programming in general and Java in particular.\[^{443,444}\] The descriptions are oriented along design patterns\[^{445–447}\] as general reusable solutions to commonly occurring problems in software design. However, design patterns are used here as common vocabulary for communication; the actual design did not just try to enforce patters as an end in itself. Without knowing such vocabulary, the meaning of the steps can certainty also be grasped from the context.

---

\[^{7}\] "High-end" and "low-end" shall simply denote the abstraction level of implementation.
Fig. 4.2: Simplified overview of the important classes and their interactions implemented to obtain an explicit memory handling between ogolem and sPuReMD. See the main text for explanations.
The most important points are the following, which are illustrated in Fig. 4.2 on the previous page:

- **Definition of a utility class, ReaxFFFactory, which exposes a Factory Method for the construction of objects of the class for calling REAXFF (see (B), CallingSerialReaxMem), and furthermore, the management of the needed memory addresses (D).** This class itself wraps synchronized lists of already constructed CallingSerialReaxMem as a Singleton.

- **This relation is similar to that of an Observer pattern, as all instances of this CallingSerialReaxMem class that are instantiated are cached in the lists; this uses WeakReferences in the background in order to allow the garbage collector of Java to do its work if such a caller is not used anymore in the subsequent workflow, not to introduce a subtle memory leak here in the Java part. This means that, as long as any fitness function needs to call REAXFF, the backend is needed and its instance existence is remembered. However, an usual Observer pattern would also allow for state-based updates (notifications) from the subject, ReaxFFFactory, to its observers, which is not needed here. Instead, utility functions are exposed to manage and distribute available pointer addresses in Java to the separate threads: During the parallel execution of the initialization and/or GA tasks, which is semaphore-based and uses redundantly available scratch space object trees, such addresses are delegated to the threads again to serve as one address space that is used in each sPuReMD call per thread (D).^{8}

- **The utility class implements a State/Strategy that follows the general ogolem workflow:** There is always an initialization phase of generating the starting pool. Either candidate solutions are randomly generated or older solutions, as seeds, are read in. Based on the needs of the workflow, this switched state effectively controls whether the observer is monitoring each ever instantiated CallingSerialReaxMem (which needs that additional small serial bottleneck due to synchronization of the lists), or whether it is not needed anymore, which is true after the initialization for the main GA loop (C).

- **As important background information:** ogolem uses deep hierarchical object structures/trees consisting of, e.g., optimizers, their backends to encode the data (coordinates/parameters/charges, etc.), fitness functions, low-end backends for energy/gradient calculations, besides other trees for GA operators, etc. These are configured at start-up time during ogolem via common Abstract Factories that compose the complete tree for further polymorphic execution. This is named ogolemStartUp() in Fig. 4.2, (A). The tree is usually copied using a construction similar to a Prototype

---

^{8} Some further complications are introduced, as additionally so-called ReaxFFC objects are instantiated (not shown) that use CallingSerialReaxMem for energy/gradient calculations. The former wrap a huge context-specific state for managing all types of different fitness ingredients (geometry/energy/gradient/RMSG/cell parameters, etc.). Thus, a management from many (ReaxFF) instances to one (CallingSerialReaxMem) is needed; none of the address spaces must get lost as otherwise a memory leak of never re-used and never deallocated C memory would be present.
pattern for each thread that should run in parallel. In this way, also each such a trunk will use thread-local scratch space (and all object’s state) and this will never lead to any concurrency issues of threads wanting to use the same address space or any other visibility issues of polling from main memory etc. In other words: Each parallel execution of one GA cycle (and also one initialization cycle) uses a complete, usually deep copy of all objects it needs.

- This redundant object tree, which was already used before these improvements as cache of one thread, now can be capitalized as point of entry to also distributing explicitly all the CallingSerialReaxMem to each execution thread. Thus, every parallel thread will only be assembled to know one CallingSerialReaxMem and use that for each REAXFF call (D); the reason for this will become apparent in a moment.

- In the C code of sPuReMD, each allocation and deallocation on the heap ever occurring in the program was also capsuled into one file, i.e., mem_watcher.c. All important size information of all C structs that are allocated is separately remembered, e.g., the size information named O_sizes and N_sizes in Fig. 4.2, standing for “old” and optionally “new”. All allocated pointer addresses are saved in a list, i.e., O_add/N_add in Fig. 4.2, by explicit casts to intptr_t, which is used to store the pointer value platform-independently in a non-pointer type, i.e., an integer that is at least as big as the largest pointer. The first entry of that list is the size information of everything that is needed (O.sized) and is/was allocated in C. Thus, if the first call of sPuReMD in one CallingSerialReaxMem happens (E), no memory ever was allocated before and sPuReMD simply allocates enough for all data structures, such as the parameters themselves, the coordinates, etc. Every pointer of each (partially multi-dimensional) structure is saved in the C-address list (O_add). When returning to oogle, again, it also delivers back the leading pointer address as a Java long type pointing to this address list structure (F). oogle then saves the address as internal state of the wrapping CallingSerialReaxMem.

- In each subsequent call in that same one CallingSerialReaxMem, sPuReMD gets handed over the leading address to the address list from Java (E) and decides whether the allocated structures are still big enough because the size of the chemical systems per call can vary. If the size is sufficient, it will simply re-use the same memory already allocated in any antecedent call. Otherwise, memory is re-allocated by resizing the structures, and the complemented addressed are saved in that same list; this leads to the doubling in O_add vs. N_add. After some calls, each memory address list will be grown to the needed maximum size, will hence be able to treat all the systems in the training set and will thus be “configured” or fully initialized, i.e., it will not change anymore. This will be true in the first part of the initialization of oogle, already.

9 That is, each optimizable target such as a cluster or a parameter vector, etc., is used strictly as Prototype for cloning it and changing it slightly in subsequent GA cycles. The complete (deep) copy of object trunks cannot strictly be subsumed under the Prototype pattern if just used to merely double the object tree.
• In all subsequent calls ever occurring in ogolem, no C memory must be adapted anymore and the scratch space can simply be re-used: Instead of explicit malloc/calloc commands in C, simply reading out old addresses as cast from pointers (from intptr_t) to the struct actually used. This is the “idle” mode mentioned above.

• The exact recursive loops of allocations and deallocations in the C part must be perfectly matched between each call to re-use each older explicit pointer in the exact same order of those loops, without implementing further more complex execution order managements. This would obviously be very cumbersome in more complex workflows in C, but is possible here, as the sPuReMD fulfills just one clear purpose, i.e., being an energy/gradient provider, whereas additional features such as MD simulations, etc., are switched off. Therefore, this strategy was tackled because of the well-arranged memory handling in sPuReMD, besides its other general performance improvements[410,411] bringing in almost no further redundancies of not needed overhead.

Thus, the advantages of a good OO design can be summarized as follows: Using a Factory Method, no sidestepping the object tree by using any other way to call ReaxFF can (usually) happen.10 Each class instantiation that is able to make a ReaxFF call is known at all times if they are still needed and not garbage collected; these are the observers of the Observer pattern. By using the static synchronized leading address lists in Java, the lists define a Singleton at all time, which does not allow to create multiple such lists at the same time in ogolem, which would naturally be wrong. The subject of the observers knows and re-distributes all leading pointer addresses as known object pool to the observers and threads. These threads use all their own thread-local space in Java as well as in C now, by being equipped with one leading address. This leading address gets extracted to the size information and all other pointers in C and can simply be re-used. With the State pattern in ReaxFFactory, the synchronization or monitoring level can be changed based on ogolem’s general workflow, such that the additional serial (very small) overhead is fully absent in the main GA cycles. In the cycles, it is known then that the list of needed leading addresses will not change anymore, i.e., no additional lock is necessary any longer. Because of the loosely coupled overall design of such OO classes in ogolem and the clear structure on the overall (highest abstraction) execution flow, such a simple hook with encapsulated state and the address-space management system in terms of the object pool distribution could simply be added. At will (although there would be no need to), this could (in principle) simply be switched off without breaking the code and this would enable simple non-cached sPuReMD calls again.11

Lastly, as future to-do, a similar scheme could also be implemented in the (generic)

---

10 At will one could, but should not, of course.
11 That is, there is no input option or something similar available; but this is supposed to simply point to the fact that such important memory handling improvements by low-end explicit pointer manipulations can be added without the possibility at all to introduce subtle bugs because of the clear responsibilities of program parts, encapsulations, etc.
program workflow for MPP using the RMI-based parallelism.\textsuperscript{[404,405]} Here, between each process on possibly heterogeneous hardware, a thread-pool with shared memory can be triggered. Up to date, a related distribution of local addresses was not implemented, since the absolute run-times of REAxFX parameter optimizations seemed still to be manageable by SMP alone. Yet, as such an OO framework is set, this should result in an easy implementation.
5.1 Scope of the Project

Lennard-Jones clusters\textsuperscript{[167,174,180]} constitute one of the standard benchmark systems for hard structural optimization problems in the realm of cluster structure optimization.\textsuperscript{[164,165,397,448]} Some sizes of these atomic clusters are known to be especially hard since the actual energetic global minimum lies far apart from most of the other minima on a rugged and deceptive landscape where the global minimum can be of a very different structural pattern (symmetry) than most of the other minima. Consequently, without any further algorithmic intrinsics to dodge such misdirection, many non-deterministic metaheuristics are prone to be trapped in these fallacious minima without finding the global one. Even more so, also recent developments in the literature with seemingly appealing new metaheuristics even have to confess to be unable to solve such well-known hard benchmark cases. In this context, we investigate some of these hard cases again by using our EA-based optimization in /o.sc/g.sc/o.sc/l.sc/e.sc/m.sc with focus on the additional order parameters, \textit{i.e.}, niching,\textsuperscript{[167]} incorporating structural information of the clusters. In this way, diversity within the population is conserved (for a longer time) during the optimization to avoid being trapped. Two different types of protocols are used: On the one hand, a specific binning technique is introduced for recognizing sub-motifs in the clusters, which is intentionally a very problem-specific descriptor. On the other hand, we leverage global and abstract representations as used in recent machine learning research (\textit{cf.} Section 2.6). In both cases, we achieved the needed guidance of the search for the diversion into the most promising region, the global minimum funnel. In fact, no over-specific fine-tuning for the problem is needed as long as some order parameter is used to hinder the premature convergence.

At the same time by capitalizing these benchmark problems, this publication served as a “touchstone” for the relational or dynamic niching and the coulomb matrix concepts that can equally be used in the GOCAT design (\textit{cf.} Section 3.5.3).
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A B S T R A C T
Lennard-Jones clusters are the best-known benchmark for global cluster structure optimization. For a few cluster sizes, the landscape is deceptive, featuring several funnels, with the global minimum not being in the widest one. More than a decade ago, several non-deterministic global search algorithms were presented that could solve these cases, mostly using additional tools to ensure structural diversity. Recently, however, many publications have advertised new search algorithms, claiming efficiency but being unable to solve these harder benchmark cases. Here, we demonstrate that evolutionary algorithms can solve these hard cases efficiently, if enhanced with one of several very different diversity measures (niche) which were set up in an ad-hoc way, without extensive deliberation, testing or tuning. Hence, these hard benchmark cases should definitely be considered solvable. Additionally, these niche concepts offer insights into the different Lennard-Jones structural types, and into the way niche works in evolutionary algorithms.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction
Clusters of \( n \) atoms bound exclusively by pairwise Lennard-Jones (LJ) model potentials of the form \( E = 4 \varepsilon \sum_{i<j} \left( r_{ij}^{-12} - \frac{r_{ij}^{-6}}{\alpha} \right) \) (with the energy \( E \) and the pair distance \( r \) in reduced units of the pair well depth and distance) have been a standard benchmark for global cluster structure optimization algorithms for a long time [1–17]. As frequently noted in these and other studies, the global minima for most of the cluster sizes \( n \) are Mackay isosahedra and easy to find, despite the exponential increase of search space with \( n \). However, for a few isolated cluster sizes, the structure of the true global minima is different: decahedral for \( n = 75, 76, 77, 102, 103, 104, \) face-centered cubic \((\text{fcc})\) for \( n = 38 \), and tetrahedral for \( n = 98 \). Astonishingly, the latter case was discovered only in 1999 by Leary and Doye [18], i.e., it was missed by several of the first studies cited above, which documents that it is hard to find.

These isolated occurrences of different global minimum structures are linked to partially filled structural shells and the different ways structural strain (deviations from ideal pair distances) can be accommodated in different structural types, as clearly illustrated by Doye et al. [19]. These authors also demonstrated that locating the true global minima in these cases is hard because most of search space is still dominated by the standard isosahedral pattern and its associated funnel-like landscape, while the different structural patterns (also containing the global minimum) reside only in a small region of search space, isolated from the remainder by high energy barriers.

This also explains why the case \( n = 38 \) was considered very hard in the early days of LJ cluster studies, despite its small size, and why it is apparently acceptable to admit problems with the larger hard cases in publications up to the present day, despite explorations towards sizes up to \( n = 1000 \) and beyond quite some time ago [20]. For example, Lv et al. [10] reported good results for \( n = 75 \) but failed to find the \( T_a \) minimum for \( n = 98 \) in 7 out of 10 cases. Laykov et al. [11] called \( n = 75 \) “exceptionally complex”. Rogan et al. [12], Zhang et al. [16] and Avendaño-Franco et al. [17] even failed to find the decahedral global minimum for \( n = 75 \), the latter two in publications of the present year 2016. This is astonishing, given that 10–15 years earlier, several publications, e.g., Refs. [3,21,22], had already presented recipes that successfully reduced the search effort for several or all of these hard cases. Therefore, the present contribution serves to reconfirm those earlier works: Present-day publications aspiring to conform to the state of the art should be able to deal with these hard cases, because this does not require specialized, fine-tuned recipes but merely a somewhat more judicious and robust design of the search algorithm.

In fact, what is needed has been known since the early days of non-deterministic global search and has been re-analyzed many times, also in recent years [23]: The practical strength of these algorithms lies in their deliberate refusal to cover all search space; instead the search is narrowed down on “promising regions”. This...
can lead to very large performance enhancements, compared to deterministic search, which always has to cover all search space, at least indirectly. In many cases in practice, this makes the difference between being able to solve a global optimization problem and having to give up. The price to pay for this advantage is that so-called “deceptive” search landscapes can trap non-deterministic search in regions that do not contain the global minimum. Hence, mechanisms are needed to avoid such a trapping.

Obviously, for LJ clusters, the trick is to avoid that all search power is spent within the broad icosahedral basin, which acts as a strong attractor for non-deterministic search. This has been done already, for example with niching in Evolutionary Algorithms [EAs] [3]. As a side note, we are very much in favor of EA nomenclature to become “less inspired” [24,25]; in this sense “niching” should be called “introduction of an order parameter” instead. Nevertheless, to make contact to previous EA literature, we continue to use the biologically inspired term “niching” here. In Ref. [3], structures similar to the icosahedral and decahedral type were differentiated by rotating each cluster into an orientation in which a two-dimensional plane projection of its atom positions was least dense, and then calculating this density as the fraction of occupied squares in a discretization of this plane. Icosahedral structures have a significantly higher projected density than decahedral ones. The actual niching then allows only a small number of individuals (much smaller than the whole population) to have similar projected densities. This projection niching in Ref. [3] was very much ad-hoc, tainted with a priori knowledge, and computationally expensive, since the desired differentiation can only be made very close to the ideal cluster orientation, requiring a long sequence of small incremental test rotations, at each of which the 2D projection has to be evaluated.

Within their adaptive immune optimization algorithm (AIOA), Cheng et al. [21] have based their niching-like diversity concept on differences in nearest-neighbor connectivity table entries, between two structures. This depends on the proper choice of a cutoff criterion, to discern small differences in nearest-neighbor distances. Otherwise, with a looser cutoff criterion, all inner atoms always have 12 nearest neighbors, as shown below and as to be expected for closest packings between particles with non-directional interactions. However, with proper choice of this cutoff, these authors achieved impressive efficiency for the LJ hard cases, including \( n = 98 \).

Rossi and Ferrando [22] implemented a similar niching-like concept in Monte Carlo with Minimization (MCM) [26], also known as basin-hopping (BH) [27,28]. In their implementation, several simultaneous MCM walkers repel each other in an order-parameter space. With suitable choice of these order parameters, extrema can be divided into different funnels. For LJ clusters, they found significant search efficiency enhancement for \( n = 38 \) and 75. To differentiate between icosahedral, decahedral and FCC structures, they chose the common neighbor analysis (CNA) [29–32].

CNA is one of several ways [33] to categorize nearest neighbor arrangements of atoms. It is used frequently to detect structural faults, domain boundaries and phase transitions in bulk MD simulations [34,35], but also for structural characterization of clusters [36,37]. In CNA, to each atom pair, an integer triple \((m,n,k)\) is assigned, with \( m \) nearest neighbors common to both atoms in the pair, between which there are \( n \) bonds, and \( k \) bonds of these form the longest connected chain. As pointed out by Ferrando et al. [22,38,39], it is sufficient to monitor the CNA signatures \( (5,5,5) \), \( (4,2,2) \) and \( (4,2,1) \) to distinguish icosahedral-, decahedral- and FCC-structured clusters.

While Rossi and Ferrando have shown [22] that CNA-based differentiation does help for the LJ hard cases \( n = 38 \) and 75, it is unclear if it also works for \( n = 98 \) with the different \( T_0 \) structure. Further possible downsides of CNA are that it is pair-based instead of atom-centered, and that intuitive correspondences between the \((m,n,k)\) designation and actual local neighborhood structures are unclear (except for \((5,5,5)\) which is normally linked to local 5-fold symmetry axes).

To emphasize with the present contribution that special characteristics of niching or diversity concepts are not important and that LJ hard cases can be solved by essentially any reasonable concept of this kind, we present two nichings that do have some aspects of similarity with the earlier ones but also several differences, and, most importantly, strongly differ from each other. Nevertheless, they achieve similar degrees of efficiency, when compared with each other and with earlier results, as mentioned above.

The first niching concept is based on a different local neighborhood categorization, which is atom-centered, can also differentiate \( T_0 \) from icosahedral, decahedral and FCC, and is intuitively understandable. Hence, it also contributes insights into how these four basic LJ structural types differ, at the level of local nearest-neighbor arrangements. When this categorization is used to define niches in an evolutionary algorithm, this enables the EA to solve all these hard LJ cases with one and the same setting.

The other niching concept is based on the so-called Coulomb matrix (CM) in the following, \( M \), which is used, e.g., also in Machine Learning studies as common measure of similarity throughout the chemical compound space (see Refs. [40,41] and references therein for a small overview as well as restrictions of the measure used here and Ref. [42] as a general investigation on similarity measures). Any cluster thus is represented by

\[
M_{ij} = \begin{cases} 
0.52\zeta_i^2 & \text{for } i = j, \\
\frac{2\zeta_i}{\pi} & \text{for } i \neq j,
\end{cases}
\]

with the atomic nuclear charges \( Z \) and distances \( R \) between the atoms \( i \) and \( J \). The CM represents the Coulomb repulsion on the non-diagonal elements and a polynomial fit of the nuclear charges to the total energies of free atoms on the diagonal ones [43,44]. Note that in the case of non-mixed (atomic) LJ-clusters of this paper, all nuclear charges are the same, such that this reduces effectively to a matrix storing all \( N^2 \) (redundant) distances between the atoms. To construct a (dis-)similarity measure between two clusters, we use the Euclidean norm of the diagonalized CMs:

\[d(M,M') = \sqrt{\sum_i (\epsilon_i - \epsilon_i')^2}
\]

with \( \epsilon_i \) as ordered eigenvalues of \( M \). This now represents a translation-, rotation- and (atomic) permutation-invariant measure. Note, though, that this descriptor is not unique but coarsened, as in the eigenvalue vectors of the clusters effectively only \( N \) items of information are included (the additional information carried by the eigenvectors is completely discarded). However, as we want to form coarsened similarity niches over the energy landscape, this is in our case no disadvantage. Additionally, with a very small threshold on \( d \), this can even be used in most cases as identity check for LJ clusters of the sizes studied here, despite the non-uniqueness.

2. Generic niching implementations

Global cluster structure optimization has been done here with the universal, object-oriented \texttt{OGOLEM} package [45,46], which has already been applied to a wide variety [9,47–53] of global optimization tasks. To avoid serious serial bottlenecks, \texttt{OGOLEM} implements the generation-free pool concept [54]. A generic niching implementation has been integrated with the pool concept allowing for arbitrary niching criteria to be employed.
2.1. Deterministic mapping

As first generic niching framework, a “static” binning (i.e., a classification) algorithm is used by deterministically assigning a niche ID to a given individual. The responsibility to provide an adequate resolution of these niches, i.e., how broadly a single niche is defined, lies with the niching criterion implementation. The niche ID itself is encoded as a string of characters of arbitrary length. The generic niching backend keeps track of how many individuals share the same niche ID. If the population of any niching ID exceeds a user-defined threshold, the backend rejects solution candidates added to the pool if their fitness is less favorable than the worst individual in their niche even if it is better than the worst individual in the overall pool. If the candidate’s fitness is better than the one of the worst individual in the same niche, the new candidate is added to the pool and the worst individual in the same niche is removed from the pool.

Assuming a niching criterion implementation that successfully differentiates between relevant candidate properties, this procedure significantly reduces the possibility that premature convergence of the genetic pool with only a reduced, wrong set of genomic properties occurs. At any give time, at least

$$N_{\text{niches}} = \max \left( \frac{\text{pool size}}{\text{niche population}} \right)$$

will be present in the genetic pool, each representing a unique property as defined by the niching criterion. We can therefore summarize the demands for the given niching criterion as follows:

- provide deterministic mapping of individual’s genome to a niche ID,
- identify relevant genome properties and represent them in the ID,
- provide sufficiently unique and sufficiently broad definition of niche IDs.

The first niching type shown in this article, Section 3, which is based on local neighborhoods, implements this ID mapping scheme.

### 2.2. Coarsened similarity measure

A second generic niching framework can use any arbitrary similarity descriptor between two individuals. I.e., in the deterministic mapping above, a unary operator assigns (classifies) one cluster statically to one niche. In contrast, in this scheme we instead use a binary operator to the rest of the population. When the computed similarity measure — in the following this will be the CM-measure \(d(e, e')\) (cf. Section 4) — between two individuals is less than a user-supplied threshold value, the individuals are assigned to the same niche. Thus, this can also be interpreted more like an agglomerative clustering algorithm, where similar individuals dynamically define their own similarity “clouds”, i.e. the niches, during optimization.

Still, the general framework of adding and/or removing niches during the global optimization stays the same as mentioned above. Again, the important requirement is to choose a meaningful similarity measure which is able to encode the characteristic details of the genotypes of individuals and decide on being similar or different during comparison without pre-assigned (classified) niches. Note that we follow not a complete current population clustering scheme in every iteration of the global optimization. Because of our always fitness-sorted population and elitism, we include a “bias” of preferentially comparing new incoming individuals starting at the better ones in the population. This way, the currently best individuals (maybe forming one basin of attraction) are prioritized to form a cloud (which may not be over-populated because of the niching), while the worst individuals are compared less often, only if no similar individual was found among the better ones.

### 3. Niching based on local neighborhoods

The generic niching implementation discussed above (cf. Section 2.1) entails that classifying new clusters into niches is done after every crossover/mutation step. Therefore, using the projection niching cited above [3] is too costly; in that previous publication it was affordable because it was done only on the best individuals already selected for survival into the next generation.

However, during our testing of possible alternative niche definitions, it turned out that all low-energy LJ clusters contain only four nearest-neighbor clusters around non-surface atoms, as depicted in Fig. 1. The slightly non-standard names assigned to these four configurations emphasize that there are actually only two different ones (icosahedral and fcc), with two subtypes each (staggered or eclipsed arrangement of the top and bottom parts relative to each other). All of these feature 12 nearest neighbors, as in typical densest sphere packings, and are familiar building blocks of crystal structures, so they could have been guessed in advance. These four nearest-neighbor configurations can be discerned easily by different means; in this work, the numbers of (approximate) right angles and of longest distances (within a margin of 5%) among the 12 atoms surrounding the central one were counted, yielding a characteristic result for each type.

Note that these four types do not agree with the CNA triples mentioned above, and cannot be cleanly differentiated by them. The CNA-triple \((3,5,5)\) is the only one present in ico-staggered, but it occurs as well in ico-eclipsed (for 16.7% of the pairs). The majority of pairs in ico-eclipsed is \((4,2,2)\), which also characterizes half of the pairs in cp-ABA. The other half of cp-ABA is \((4,2,1)\), which occurs exclusively in cp-ABC. In this sense, these four nearest-neighbor configurations correspond better and more intuitively to actual atom-centered surroundings.

Furthermore, these four nearest-neighbor configurations (NC) occur with characteristically differing percentages in low-energy, real-life LJ structures, cf. Table 1. The percentages (and their ranges) given in this table were established by comparing the output percentages from our classification algorithm to overall cluster structure types that were obtained by visual inspection, for a test set of three dozens of clusters, containing putative global minima, and several low-energy minima. It was verified that these percentages and percentage ranges are sufficiently accurate by again comparing automatic and visual inspection, for several new global optimization runs for differing cluster sizes.

This allows to set up a selective NC-niching in two different ways: in mode 1, the nearest-neighbor percentage distributions of Table 1 are known a priori, and are used (with suitable deviation margins) to define niches for the overall structural types ico, dec, \(T_2\) and fcc; with ico as default niche for all non-classifiable structures (which coincides with the observation that most structures in LJ search space are ico anyway). Clearly, this constitutes a considerable amount of a priori knowledge. In contrast, in mode 2, the only a priori knowledge used are the four nearest-neighbor configurations shown in Fig. 1, and niches are defined by four numbers, each of them a binned percentage of these four nearest-neighbor configurations occurring in the cluster in question, with a bin width of 20 percentage points. Obviously, this allows for many more niches than in mode 1. To accommodate that, pool sizes for mode 2 should be significantly larger.

5.2. Publication Data and Reprint
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Both niching modes markedly enhance the ability of EA search to find LJ global minima, in particular for the infamous difficult cases. Of course, mode 1 with its greater amount of a priori information provides a larger boost, but mode 2 is not only possible, too, but also constitutes a big gain in performance. To put this gain in perspective, let us emphasize that repeating the runs below without niching (but with all other settings unchanged) is highly unsuccessful: With very few lucky exceptions, none of the known global minima are found within 20 million global steps, despite using non-standard moves like our graphical directed mutation [55].

The second column in Table 2 and the corresponding curves in Figs. 2 and 3 illustrate EA efficiency with mode 1 niching. (For comparison with literature results, note that global iteration step numbers roughly correspond to numbers of local optimizations; since our graph-based directed mutation [55] also includes some limited local optimization cycles, this correspondence is not perfect. Also note that this Table and these Figures collect all results, including those in the remainder of this Article, for easy comparison. Separate Tables for each case, including numbers for standard deviations and earliest/latest encounters, can be found in the Supporting Information.) With a poolsize of 100 individuals, at most 20 individuals were allowed for the five niches ico, deca, T_d, fcc and mixed, so that an even distribution over all niches was possible. However, of course, no direct or indirect forcing towards these structural types was used. Instead, starting from random structures, standard EA crossover and mutation operators were employed, together with the graph-based directed mutation [55] introduced earlier. As comparison to a non-hard case of a similar size, the last row of Table 2 also shows results for \( n = 100 \), generated with the exact same settings. There, the accepted global minimum is of the ico type, but due to the half-filled outer shell, the search landscape can be expected to be more challenging than for the very strongly ico-dominated, closed-shell cases \( n = 55 \) and \( n = 147 \).

Clearly, mode 1 niching makes it possible to find the accepted global minima for all of these hard cases in well under 3 million global optimization steps, or well under 500 thousand steps on average. This is to be contrasted with attempting the same runs with the same settings but with niching switched off: Then, only in rare lucky cases, earliest encounters of global minima for these hard cases occur before 20 million steps, indicating that average first encounters occur well beyond 20 million steps. With mode 1 niching, average step numbers until the first encounter still are greater than for simpler cases like \( n = 100 \), but only by a factor between 1 and 10 — with the exception of \( n = 98 \), which obviously is harder still, due to two elusive structural types (deca and \( T_d \)) being competitive in energy with the dominant ico type. However, earliest encounters are very similar for all cases, indicating that niching does what it is supposed to do, namely protecting not-yet-perfect deca and \( T_d \) structures from being outperformed by ico structures. In contrast, latest encounters are much later for the hard cases than for \( n = 100 \), reflecting the same differences as for the average first encounters.

The third column in Table 2 compares this to EA efficiency with mode 2 niching (also see Figs. 2 and 3). As indicated, this mode makes many more niches possible, hence a larger pool of 2000 individuals was used. Again, a maximum of 20 individuals per niche was allowed.

Comparing niching mode 1 and 2 for average first encounters, no clear trend emerges; sometimes mode 1 is better (for \( n = 98 \) and 104), sometimes mode 2 is better (for \( n = 76 \), 77 and 103), and the numbers are similar for the remaining cases. What differs more consistently are the earliest encounters: With mode 2, they always take about one order of magnitude longer. This can be rationalized by the presence of more niches, which also protect intermediate structural types that differ from the optimal ones. This also explains why mode 2 niching makes the search for not-so-difficult cases like \( n = 100 \) less efficient. Nevertheless, it is surprising that the strongly reduced amount of a priori knowledge is not more damaging: For the hard cases, mode 2 niching is very beneficial, and overall just as good as mode 1.

### 4. Niching based on the Coulomb matrix

According to the general details about the Coulomb matrix of Section 1, we now follow the second niching implementation based on an arbitrary similarity measure (cf. Section 2.2), i.e., \( d(e, e') \) as measure between two individuals.

The fourth column in Table 2 presents EA efficiency with CM-niching in CM setting 1 (also see Figs. 2 and 3). Similar to NC-
In preliminary studies, we examined various threshold values, $\text{thresh} \left(\frac{M}{M_0}\right)$, to be able to differentiate most meaningful local and global minima in test runs. A threshold of 10 was used in the results shown here, if not stated otherwise (however, below we will discuss how the character of CM-niching can be changed by choosing other values). All other GA-settings like GA-operators were the same as in the optimizations above (mode 1 & 2 in Section 3).

The most striking observation at this stage is that the $n=98$ case now is exceptionally easy with up to one order of magnitude less iterations than with NC-niching. However, this benefit is at the expense of performance penalties at $n=75, 76, 77$ clusters, which will be discussed below.

Compared to NC-niching, CM-niching definitely is a more abstract version of a cluster similarity measure, without clear heuristics. Therefore, we tried several different CM and EA settings to probe its possible overall performance. As one example (setting 2), in the fifth column of Table 2 the results of a CM-niching is shown that is a compromise between the performance at $n=75, 76, 77$ vs. $n=98$, with similar performance at the other cluster sizes shown. Compared to the NC-niching shown above, in this case we have used less fitness pressure by the selection operator: One random individual per niche is selected while the other one belongs to the better individuals in that niche. Also, the additional energy diversity check per niche was increased from 0.01 (used in all other cases shown) to 0.05 as a percentage of energy deviation between structures to be treated as being different.

With this setting, it is possible to reach all the global minima in about (or less than) 300 k iterations on average.

### Table 2

<table>
<thead>
<tr>
<th>Cluster size</th>
<th>NC niching</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>CM niching</th>
<th>Setting 1</th>
<th>Setting 2</th>
<th>Global best</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>63</td>
<td>41</td>
<td>180</td>
<td>120</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>220</td>
<td>80</td>
<td></td>
<td>320</td>
<td>80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>320</td>
<td>94</td>
<td></td>
<td>310</td>
<td>94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>98</td>
<td>450</td>
<td>630</td>
<td></td>
<td>220</td>
<td>36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>102</td>
<td>32</td>
<td>34</td>
<td></td>
<td>51</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>103</td>
<td>48</td>
<td>24</td>
<td></td>
<td>60</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>104</td>
<td>48</td>
<td>240</td>
<td></td>
<td>140</td>
<td>41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>24</td>
<td>130</td>
<td></td>
<td>40</td>
<td>57</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* NC mode 4: equal to mode 2 (see text), but using a smaller bin width of 10 percentage points.
* NC mode 2: explained in main text.
* CM setting 3: using smaller $d(M \ M_0) = 5$.
* NC mode 1: explained in main text.
* NC mode 3: equal to mode 1 (see text), but using a smaller bin width of 10 percentage points.

For CM construction, Eq. (1), we used atomic units throughout.
Note that the threshold of CM-similarity strongly influences overall performance: For example, by shrinking the threshold to $d_{\text{thresh}}(\varepsilon, \varepsilon') = 5$, the character of CM-niching could be changed to conserve even more diversity, such that we can observe an overall performance of 36 k iterations for reaching the global $T_\alpha$ minimum in the $n = 98$ case. In another case, we could improve the best performance of our CM-niching for $n = 75, 76, 77$ by using a bigger threshold of $d_{\text{thresh}}(\varepsilon, \varepsilon') = 15$. This results in broader niches with more differing structures in it (approaching some of the character of NC-niching). With this setting, the global minimum of $n = 77$ is reached in 140 k iterations ($n = 75, 76$ in about 100 k iterations), but we suffer a penalty for $n = 98$, which then needs more than 1 million iterations.

In fact, of course it is possible to fine-tune these niching recipes, for specific cluster sizes. Results from a few steps in this direction are given in the last column of Table 2 and in Fig. 3, which also contains results mentioned in the previous paragraph. However, for new real-life applications, compromise settings that robustly provide fairly good performance across many cases are more important. Those are the settings we have presented and discussed above.

Obviously, CM-niching and NC-niching have rather different impacts on the EA search: With NC-niching, $n = 98$ clearly is the most difficult case, while $n = 75, 76, 77$ are less difficult, and $n = 102, 103, 104$ only are a modest challenge. In contrast, CM-niching is most successful for $n = 98$, with the other cases frequently being harder (depending on the other EA settings).

In addition, one may ask why CM-niching works as well as it does, namely essentially on par with NC-niching, if used with one compromise setting across all the hard cases. As explained in the previous section, NC-niching is based on structural insights specific for LJ clusters — even in mode 2, where these insights are not used to pre-set known niches but only to define the features used for structural differentiation. In contrast, CM-niching knows nothing about LJ clusters. In fact, it does not even know anything about clusters: It takes all atoms into account, whereas in NC-niching the outer shell is stripped off as a first step, since it can be expected to be distorted away from optimality due to surface reconstructions.

It turns out that all these observations presumably are linked to each other, according to our working hypotheses on how NC- and CM-niching work. In CM-niching, indeed every atom counts, therefore structures that differ only in positions of a few atoms are likely to end up in different niches. In contrast, structures in the same NC-niche may and do differ in the positions of comparatively many atoms but still share the same type of buildup in their cores. Hence, CM-niching supports a higher degree of exploration or leads to a lower selection pressure. Apparently, this is beneficial for $n = 98$, where not just two but three major structural forms (ico, deca, $T_d$) are in close competition for the global minimum. With niches even more spread out in search space, chances to discover the $T_d$ global minimum are much increased.

This advantage of CM-niching for $n = 98$ may in turn be its disadvantage for $n = 75, 76, 77$: There, the decahedral global minima have a markedly oblate outer shape, while the best icosahedral structures are closer to being spherical or prolate. This outer shape difference is much less pronounced for $n = 102, 103, 104$. Hence, and since our moveclass does not contain moves specifically designed to change outer shape while preserving inner structure, $n = 102, 103, 104$ is simpler than $n = 75, 76, 77$ for both kinds of niching. Nevertheless, NC-niching can deal better with this problem due to its wider niches: Our crossover and mutation operators have a reasonable chance to transform two already decahedral structures into two better decahedral structures, even within one and the same niche. With CM-niching, however, the path to the oblate decahedral global minimum is more similar to a discovery from scratch.

5. Conclusions

We have shown here that proper diversity ingredients are essential to enable non-deterministic global search to cope with deceptive search landscapes, exemplified here by the famous LJ hard cases $n = 75, 76, 77, 98, 102, 103, 104$. This necessity was well known in the early days of non-deterministic search (applied to cluster structures [3] but also in general). However, awareness of this issue appears to have decreased in recent years, as witnessed by recent papers that advertise their variants of search algorithms as powerful and efficient but openly admit strong difficulties or even outright failures for these LJ hard cases.

Hence, we have demonstrated that fine details of diversity tools, here in the form of niching in an EA, are not very important: With two very different niching concepts we could achieve essentially similar overall performance (with differences in performance for different cluster sizes that are to be expected, given that search space structures do depend on cluster size, and which can be explained). Also, the level of efficiency is essentially the same as that obtained previously, with diversity tools that again differ in their implementation details: For example, Chen et al. [21] reported mean first encounters of the accepted global minima for $n = 75, 98, 102$ in the range of 30,000–40,000 local minimization steps, which matches the best results we obtain.

In addition, our NC-niching offers additional understanding of the inner structure of these clusters. In contrast, our CM-niching is more abstract but uses a tool that has found widespread use recently in the machine-learning community.

Since soft sphere packing effects are present even in molecular clusters with directional bonding [36] and since we have shown that niching/diversity details are less important than expected, we are confident that essential parts of the recipes presented here can be generalized from the LJ cluster benchmark to real-life systems. And we hope that the present work convinces other users of the LJ cluster benchmark that failures in dealing with the known hard cases are not acceptable anymore and can be remedied easily.
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Publication: Optimization of Globally Optimal Catalysts

6.1 Scope of the Project

The following publication introduces most parts of the GOCAT design framework as main theme of this Thesis. As a proof-of-principle study it tackles a certain Menshutkin reaction and investigates many different settings for full-blown electrostatic global optimizations of catalytic effects. This ranges from very simple GOCATs, e.g., just consisting of one partial charge, to successively more flexible GOCATs and consequently already portrays very well what, indeed, is possible by pure electrostatic catalysis. Admittedly, the chosen Menshutkin reaction shows a very clear tendentious effect of the catalysis with regard to the electric field strength and direction that can also be reproduced on a DFT level of theory and which is exactly the reason for addressing this reaction. Moreover, these GOCAT models are also contrasted with a common implicit solvent model (COSMO) in order to discuss the model restrictions. In this regard, critical evaluations of the models and the further future improvements are clearly addressed. The most self-evident one is the full relaxation of the MEP for the reaction during the global optimization to allow for MEP changes, from small ones to complete mechanistic alterations, by the catalytic surrounding. Hence in the following study, the so-called static or vertical GOCAT model is used, whereas the improvements are discussed in the next Chapter 7 in another context.\(^1\)

As Complementary Information for this publication in order to get the most out of this Menshutkin reaction, EA operator benchmarks that have been accomplished for this work are addressed afterwards (Section 6.3.1), some of the already used (and more) translation protocols between the levels of theory (Section 6.3.2) and finally a very clear-cut illustration of the aforementioned tendentious electrostatic catalysis effects (Section 6.3.3).

\(^1\) Having already published this paper, the current author noticed (only due to an advice from a native English speaker) that “educt” is completely uncommon in English chemistry texts, contrary to the German usage. Hence, each “E” for “educt(s)” shall be changed to “R” for “reactant(s)” by the attentive reader in the following.
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ABSTRACT: The search for, and understanding of, good catalysts for chemical reactions is a central issue for chemists. Here, we present first steps toward developing a general computational framework to better support this task. This framework combines efficient, unbiased global optimization techniques with an abstract representation of the catalytic environment, to shrink the search space. To analyze the resulting catalytic embeddings, we employ dimensionality reduction and clustering techniques. This not only provides an inverse design approach to new catalytic embeddings but also illuminates the actual interactions behind catalytic effects. All this is illustrated here with a strictly electrostatic model for the environment and with two versions of a selected example reaction. We close with detailed discussions of future improvements of our framework.

1. INTRODUCTION

1.1. Inverse Molecular Design. Computational molecular design usually implies an inverse approach, i.e., starting from the desired properties one wants to reach and inferring possible molecular systems that could realize them. However, in chemistry and elsewhere, inverse problems are hard or impossible to solve in practice. A more feasible strategy is forward sampling: Starting from many “sensibly” chosen and chemically meaningful systems, the property in question is calculated directly—which now is a task in the usual quantum-chemistry domain of solving the Schrödinger equation—and then the system coming closest to the desired property value in question is selected, of course, via an appropriate algorithm and under sufficient automation (see refs 1 and 2 and references therein). Naive realizations of this forward strategy, for instance deterministic exhaustive enumeration or randomization without any chemical (meta-)heuristics, may hope for serendipity but will be highly inefficient: Chemical compound space is astronomically huge even for small compounds. Hence, a central task of molecular design is to strongly cut down on this vast search space without sacrificing all chances for finding good solutions. In the literature, many different approaches to this problem have been tried, of which we mention some typical examples: Obviously, expert chemical insight is useful, possibly in combination with simple molecular-orbital models or targeted quantum-chemical calculations. Another possibility is iterative buildup of complex target structures, with selection steps at each stage. Both deterministic and nondeterministic searches have been used to navigate the chemical space of real molecules. Additionally, virtual connections between real molecules have been exploited as shortcuts, in the form of alchemical derivatives and similar methods. Also, data-driven machine-learning (ML)—reviewed also in refs 15 and 16—has been used to discover connections between structures and desired properties. Finally, recent applications of (inverse) optimization or ML-based inference tackling more complex properties of molecules also optimized heterogeneous catalysis models and subsequently their macroscopic properties, general (experimental) chemical reaction conditions, and other properties (e.g., for drug discovery or solar cells).

The above can be used to design molecular systems with essentially any desired property. One particularly interesting property, which we also address in the present work, is being an (optimal) catalyst for a given reaction. This has been characterized as one of the "holy grails of chemistry." The most prominent examples of catalysts are of course not only enzymes but also transition-metal complexes as well as heterogeneous catalysts.

1.2. Related Work. Hence, our design target in the present work is catalysis. Of course, it is impossible to provide a comprehensive literature overview on catalysis here, even if narrowed down on analyzing and understanding catalysis mechanisms. Therefore, we only discuss a few exemplary studies here which focused on an inverse approach to actual catalyst design and with sufficient similarity to our own work. Houk et al introduced "theozymes", as idealized enzyme active sites represented by a few concrete amino acid side chains, structurally optimized on the computer to achieve optimal transition-state stabilization for the desired target reaction (in a one-point/frame energy scheme, i.e., ignoring gradient
information and all other points on the reaction path). Subsequently, this was extended to the design of complete proteins (enzymes) by Mayo and Baker and is also often followed by experimental optimizations afterward. Initially focusing on abstract electrostatic surroundings, Sokalski introduced Optimal Catalytic Fields (OCF) and his general Differential Transition State Stabilization (DTSS) concept, both operating in a “differential” scheme (i.e., using a two-point/frame difference method). If electrostatic dominance is found, which is true in many cases, an optimal electrostatic scalar and vector difference field can be constructed: compare ref 34 for a concise description of the concept and references therein for similar electrostatics-based approaches, 35−37 or for a newer application of the differential energetics idea see ref 38. In later work, Sokalski’s abstract OCF and DTSS procedures were linked with concrete active sites of enzymes.39,40

Quite recently, Head-Gordon et al. also stressed the importance of the electrostatics for enzyme catalysis and explicitly developed and used MD-sampled averaged (projected) electrostatic fields for the essential breakage and formation of bonds during the reaction.41 Moreover, these electrostatic fields were then also used as guidance for (in silico) mutations of de novo designed enzymes mainly for electrostatic transition-state stabilization.42

Another line of related work is “Gradient-driven Molecule Construction”,43,44,45 aiming at stabilization of otherwise nonstationary points on the potential energy surface (PES). Starting with a general description of an additional energy and interaction term in the Hamiltonian between a fragment and its embedding (“jacket” potential), this work investigated maximal (gradient-based) stabilizations, using different representations: 1.) one explicit partial point charge with continuously varying position, 2.) multiple point charges on preferred positions (motivated by the transition-metal complex they were studying), or 3.) an even more fine-grained representation using the additional potential terms on the exchange-correlation functional integration grid.44 This approach was recently extended to a greedy shell-wise construction framework.46 Note that in the present work we employ similar gradient criteria, as one of several fitness ingredients.

1.3. Catalytic Field Model. In our approach to catalyst design presented here, we reuse some conceptual ideas from the literature (mentioned in the previous subsection), but in reshaped form, as parts of a novel algorithmic strategy. Briefly described, for a single-step reaction to be catalyzed, we construct an abstract surrounding that maximizes an expected catalytic speed-up. This optimization is done with highly efficient nondeterministic global search tools. The final step of translating this abstract but optimized catalytic surrounding into a concrete molecular realization will be addressed in future work; here we focus exclusively on the initial optimization step.

There are no restrictions on the given reaction to be catalyzed. In the remainder of this Article, we will present results for a particular example reaction, but our overall concept is general and should work similarly for any other reaction. On a boundary layer around this reaction center, enclosing the whole reaction coordinate (from reactants via the transition state (TS) to products), we then introduce what we dub “Globally Optimal Catalysts” (GOCAT in the following). Similar to Sokalski’s catalytic field, this is an abstract representation of a catalyst, but in contrast to Sokalski’s original idea, we understand this GOCAT as a more general, more complex entity that is to be optimized. In an advanced form, it may include the following ingredients, in varying numbers, spatial positions, and strengths:

- partial (e.g., point, or multipoles) charges,
- van der Waals interaction centers,
- H-bonding centers (up to also other centers for, e.g., halogen bonding),
- others ...

For the present, first proof-of-principle application, we limit ourselves to partial charges. Note that the GOCAT concept is sufficiently extensible to also allow for a transition from the abstract to the concrete: To investigate specific effects in the context of enzymes, more concrete ingredients, for instance capped amino acids, could also be included. This would move the GOCAT concept more toward Houk’s theorems.

This GOCAT abstraction layer simplifies and shrinks the search space so much that finding an optimal GOCAT can be addressed by a nondeterministic global search. For this purpose, we employ Evolutionary Algorithms (EA),48−57 because these can be easily mixed with other search paradigms without breaking the overall EA framework, e.g., with local search,58 with secondary order parameters (i.e., niching)60,61 or with locally focused exploration.52,53 This allows for high gains in search efficiency, by tuning the EA to the problem type at hand, as we have demonstrated by applying EAs to problems ranging from abstract benchmarks37 via cluster structures55,56 and molecular design12 to parameter optimization in reactive force fields.58−60

Additionally, in the EA search for optimal GOCATS, we employ rather elaborate objective functions: They do not only focus on lowering the TS energy and on ensuring practically sufficient reactant affinity and product release but also include gradient data (not just energies), discretized (in so-called frames) along the whole reaction path. In part, this is necessary to avoid artifacts (lowering the energy at frame \(N\) could induce an energy rise at frame \(N + M\) that annihilates any catalytic effect), and in part this allows design toward practically useful catalysts (reactant affinity, product release).

Of course, the GOCAT optimization by EA has to use some concrete energy/gradient calculational backend. At this point, our concept is again very general: On a force-field level, a realization would definitely be possible, e.g. employing partial point charges or multipoles as electrostatic GOCAT centers or tunable X-H dummy molecules as H-bond acceptors/donors. However, also a quantum-chemical realization is viable, on any theoretical level (semiempirical, DFT, ab initio): The electrostatic GOCAT centers can be conveniently modeled via the QM/MM approach,59,60 van der Waals centers by tunable rare-gas atoms, etc. [Of course, everything boils down to pure Coulomb interaction at the end,61−63 but in the usual interpretation of chemists, one could argue even about separate vdW interactions, H-/halogen-bond interactions, etc., which at least in principle could be represented by (fractional) GOCAT entities.] See Section 4 for further discussions about the actual model approximations resulting from that. For the present proof-of-principle demonstration, we have opted for a semi-empirical level of theory, since this gives us raw speed (which is needed for global search in general and for exploring various conceptual alternatives) while retaining true quantum-chemistry ingredients, indicating that a transfer to higher-level methods is indeed possible.

As we will show below, GOCATs are complex and can exist in many near-equivalent forms. Therefore, we had to employ "big
data" techniques to reduce this complexity toward results that can be interpreted and understood. We will briefly introduce only those techniques we actually need, skipping over the theoretical background and the related literature.

1.4. Disclaimers. Before going into the technical details, a few caveats are in order:

As indicated, we are limiting ourselves here to abstract GOCAT optimization, leaving the necessary translation of such a GOCAT to a real-world catalytic molecular frame for future work. Nevertheless, after complexity-reduction, already such an abstract GOCAT does provide insights into how and why catalytic effects arise.

We are also limiting ourselves to electrostatics (point-charge GOCAT centers) here. For several years, there has been a fierce debate in the literature if this electrostatic effect indeed is the only catalytic effect, as forcefully argued by a recent Nobel laureate, Arieh Warshel, in a series of papers, while several other authors equally forcefully insist on the existence of further catalytic effects, e.g., based on enzyme dynamics or a broad range of not purely electrostatic enzyme–substrate interactions. We do not take sides in this debate: The possibility to argue for "electrostatics only" supports our choice to initially focus only on this ingredient, but the GOCAT concept is broad enough to include other effects.

Homogeneous catalysis frequently involves transition-metal (TM) atoms as crucial ingredients. In later stages of GOCAT development, TM centers may also enter our catalyst design strategy, but we deemed this too complex as a first step.

Last but not least, many real-world catalytic processes involve many elementary reaction steps, frequently arranged in a cyclic fashion and with protons and/or electrons being shifted from one molecular entity to another. Addressing or setting up such multistep catalytic cycles is not yet our aim here; instead we merely try to arrive at significantly reduced energy barriers for one reaction step only (even explicitly disfavoring the appearance of intermediate minima). Obviously, one-step catalyst design can be combined with emerging methods for reaction network exploration to arrive at strategies generating and optimizing multistep catalytic cycles. Some of these points will also be discussed in Section 4 again.

The remainder of this article is organized as follows: The EA details including the actual objective function, niching, and post-

Figure 1. Overview of the procedure, including I) reference reaction path creation and initialization, II) GA optimization, and III) postanalysis via unsupervised learning/statistics and optional translation to the other level of theory, in which case I) restarts again. All essential algorithm blocks are described in the main text.
2. IMPLEMENTATION AND METHODS

In this first GOCAT illustration we used a predefined reaction path. Its structural coordinates remain the same throughout the GOCAT optimization. This path is discretized into a finite number of "frames". The central GOCAT optimization aim is to change the energies at all of these frames in order to accelerate the reaction, within further restrictions explained below. The GOCAT consists of partial charges placed on a van der Waals surface. This surface encloses all frames along the whole reaction path, and the partial charge values and positions are not allowed to vary from frame to frame.

Thus, we have a mixed optimization problem containing two different groups of parameters: Cartesian coordinates on a curved 2D surface and partial charge values. As anticipated (and shown later on), this optimization problem needs an efficient global optimization algorithm having to treat multiple different local minima in an unbiased way. For this purpose, we employed and extended our global optimization framework OGOLEM.49 [At the time of writing, the current work as well as the extensions that are described in ref 57 is an own local fork of the OGOLEM project. The latter can be found at ref 78; for the former contact the authors.] The core of this framework is a generation-free Genetic Algorithm (GA), including options for problem-specific "phenotype" operators,50 niching,51 and further ingredients that increase optimization efficiency. Additionally, OGOLEM features advanced parallelization techniques that allow for failsafe computing distributed across strongly heterogeneous hardware52 and for highly adaptive parallel runs that exploit traditionally inaccessible scheduling gaps.53 Partially, existing OGOLEM algorithm concepts have been reused or adapted to the current problem. These newly implemented GA details will be briefly described in the following. For general descriptions of our GA framework and its more standard ingredients, we point to OGOLEM.50

In Figure 1, the general procedure is sketched. In the following, all the different steps are described, in the order of their importance.

2.1. General Optimization Steps and Quantum-Chemical Theory Levels.

For the present GOCAT optimizations, the following key steps were executed; further explanations are given below (in the following, educt is abbreviated as E, transition state is abbreviated as TS, and product is abbreviated as P):

- Part I): NEB(·): Without any GOCAT, the reaction path itself is optimized, at the level of theory used later on. About 20 frames between E and P are defined and constrained during the GA, as well as a common van der Waals (vdW) surface enclosing all these 20 frames. Initialize(·): Usually a population (of about \( N = 600 \) GOCATs) was generated, where the random distribution of charges was weighted by the exposed vdW surface. Each GOCAT consists of a fixed number \( N_{\text{Ch}} \) of partial charges constrained to be positioned on the vdW surface and constrained to charge values between preset minima/maxima throughout.

- Part II): Global GA optimization of the GOCAT population: The genotype dimension is about \( 4 \cdot N_{\text{Ch}} \) (one charge value and three Cartesian coordinates for each charge). About 10 separate GA runs each for a separate population were executed. LocOpt(·): The final solutions of all runs were locally optimized (i.e., in the last GA-iteration for each GOCAT in part II) with respect to the same objective function as in Evaluation(·) (vide infra), using the gradient-free BOBYQA54 optimization algorithm in our framework, and then accumulated into a common database.

- Part III): This database (of a given \( N_{\text{Ch}} \)) of all solutions was analyzed, using mainly cluster analysis methods for identifying meaningful patterns/domains of dominant charge embeddings.

The main observations and discussions presented below will focus on the results up to and including this last point.

Our GOCAT framework presented here is intrinsically independent of the level of theory at which the actual calculations are performed. For efficient exploration of the GOCAT search space and to allow a sufficiently wide testing of various changes in algorithm ingredients, we decided to employ a low level of theory in this first GOCAT study. Hence, for all the above steps, we used {	t ORCA}55 with the PM756 Hamiltonian and parameters and with the (classical) QM/MM coupling scheme available there.57 For the exploratory calculations at higher levels of theory mentioned in the next paragraph, we used the {	t ORCA}86 program suite and mainly DFT calculations with the PBE087 functional and def2-TZVP88 basis set.

To explore possible contacts to higher levels of theory, we also added the following steps corresponding to part III) and specifically Translation(·), leading to a restart beginning at I) and including the older results as starting GOCATs:

- For several of the most important GOCAT clusters from the cluster analysis, both the best ranks and the nearest neighbors to the (artificial) cluster centers were collected for creating a most diverse input guess for the next steps (seeds).

- To allow for structural changes between the different levels of theory, the vdW surface was redefined for the higher level of theory, and the GOCATs were mapped to this new vdW surface.

- Another GA-based global optimization on this higher level was executed.

- LocOpt(·) based on energy, not on the objective function: Additionally, within their given charge embeddings, the reaction frames of the final GOCATs were then locally optimized once more, not with respect to the GOCAT-search fitness function, but structurally relaxed to locally minimal energies or to reach the next first-order saddle point. This caused them not only to leave the vdW surface and the prefixed reaction path slightly but also to reach converged new stationary points on the new level of theory (with final additional frequency checks to verify the stationary points E, TS, and P).

See sections Section 4.1 for further discussions of these higher-level calculations.

2.2. Objective Function (Evaluation(·)). All properties to be optimized were accumulated in one aggregate sum as an objective function that is to be minimized via GA and will also be called fitness function synonymously. After extensive testing, this included finally the following:

- For several of the most important GOCAT clusters from the cluster analysis, both the best ranks and the nearest neighbors to the (artificial) cluster centers were collected for creating a most diverse input guess for the next steps (seeds).

- To allow for structural changes between the different levels of theory, the vdW surface was redefined for the higher level of theory, and the GOCATs were mapped to this new vdW surface.

- Another GA-based global optimization on this higher level was executed.

- LocOpt(·) based on energy, not on the objective function: Additionally, within their given charge embeddings, the reaction frames of the final GOCATs were then locally optimized once more, not with respect to the GOCAT-search fitness function, but structurally relaxed to locally minimal energies or to reach the next first-order saddle point. This caused them not only to leave the vdW surface and the prefixed reaction path slightly but also to reach converged new stationary points on the new level of theory (with final additional frequency checks to verify the stationary points E, TS, and P).

See sections Section 4.1 for further discussions of these higher-level calculations.

2.2. Objective Function (Evaluation(·)). All properties to be optimized were accumulated in one aggregate sum as an objective function that is to be minimized via GA and will also be called fitness function synonymously. After extensive testing, this included finally the following:
1. $\Delta E^f = E_{TS} - E_p$ the (pure electronic) energy barrier between the TS and E should be minimal.

2. The TS should at least be stabilized with respect to the reference path without any GOCAT.

3. No new intermediate minima on the reaction paths are allowed, i.e., the reaction profile should remain unimodal.

4. The minima/maximum energy frames (E, TS, P) should not change their positions in coordinate space too much: A fitness penalty was added if an extremum of the GOCAT energy profile moves more than 2 frames off the reference case. However, this penalty does not come into play very often.

5. The gradient norms of the E, TS, and P frames should at least be lower than a threshold, i.e., they should approximately retain their character as stationary points.

Note that the gradient restraints in item 5 are more important than they may seem at first. Without such gradient restraints, E, TS, and P could be arbitrary points, not necessarily stationary ones. Hence, as a limiting case, the reaction profile could be transformed into any arbitrary path on the GOCAT-modified PES, even into an equipotential contour line, with no barrier at all but also without the defining minimum-energy pathway characteristic (the PES-gradient component perpendicular to the reaction coordinate is not (close to) zero anymore). This could be dubbed overfitting, since the other requirements item 1.–item 4. are fulfilled perfectly, but such a solution would not be a reaction path anymore.

Similarly, item 3. is vital to avoid artifacts. During the GOCAT optimization, each reaction path of a GOCAT solution was analyzed by reading out all maxima and minima and calculating artificial barriers between those, which then enter into the overall fitness. This is necessary as otherwise a new minimum could occur, for instance between E and TS. As a result of that, the effective barrier of a new maximum energy frame minus a minimum energy frame could be higher than the reference barrier. Hence, item 3. effectively enforces a unimodal reaction profile, increasing from E to TS and then decreasing again, such that the final and only barrier included in the globally optimized GOCATs is the one between TS and E. [Otherwise arbitrary intermediate minima and maxima in the reaction profile could result, turning the single-step reaction into a multistep one, not on purpose but merely as an overfitting artifact. In other systems studied so far, with a nonlinear and longer reaction coordinate (hence also containing more frames), this item becomes even more important. So, charting and relating multiple such frames (not just 2 frames) is necessary and is done via this item.] Note also, that no stabilization or destabilization (as another possible root of barrier decrease) of the educt frame is enforced in the present objective function definition.

Different weights on the above ingredients were tested, as well as different restraint functions for separate terms. For the results of this paper, the final settings were the following: The barrier, item 1., is highly weighted, since this can be expected to be the main property for creating a catalytic effect. If the TS is not stabilized corresponding to $\Delta E_{TS,stab} > 0$, item 2., a penalty of $f(\Delta E_{TS,stab}) = p \Delta E_{TS,stab}$ was added, with $\Delta E_{TS,stab} = E_{TS,GOCAT} - E_{TS,ref}$ and a given weight p. Such a quadratic penalty was also used for all three gradients, item 3., for all $\|\nabla E_{(TS,P)}\| > 10$ kcal mol$^{-1}$ Å$^{-1}$ (explicit weights of the objective function terms are given in the SI).

The only two nonzero terms within the objective function for the globally and locally optimized solutions shown in this work usually refer to the barrier, item 1., between E and TS and to the gradient norms, item 3., of the stationary points. All other (penalty) terms, including also the shifted frames, item 4., are already zero after complete optimization. In other words, those latter ingredients help to guide the initial walk through the search space, immediately penalizing nonchemical GOCATs, while a "trade-off" between the former ingredients dominates the endgame and the final fitness ranking.

As in another GOGLES application, this insight was exploited to reduce computational expense: In the fitness calculation, the barrier item 1. and gradient item 5. items were calculated before the reaction profile analysis item 3. If the fitness accumulated from the barrier item 1. and gradient item 5. items was already worse (higher) than the worst current GOCAT of the GA-population, remaining objective function terms (reaction profile analysis item 3. and the others) were completely neglected and the fitness calculation was stopped, without any influence on our GA progression. Thus, this "Immediate Fallback" was used as a search space reduction technique, saving many QM/MM single-point calculations especially at the end of the GA when the population is already almost converged.

2.3. GA Setting. For the GA, we used a mix of different operators: Recombination(·): 1.) A genotype crossover, exchanging both 3D Cartesian information and the charge values between the parents, cutting the geneotypes as string of 4D charge entities at several places, and 2.) a phenotype operator (similar to the typical phenotype cut-and-splice operator$^{39}$), cutting at 3D planes through the GOCAT and splicing together different parts. Note that all essential geometric movements by the operators are mapped onto the common vDW surface after each operation again. Mutation(·) and random initialization(): As mutation, we used also a mix of different operators: 1.) with small probability, a nullary random reinitialization: A packing operator directly on the vDW surface of the reaction, which simply is the random initialization operator for generating the GOCATs in the starting pool. 2.) Usual unary mutation operators for random Cartesian displacements and charge values of a subset of the charges around the current values (within a Gaussian distribution) of the parents. This choice of operators is the result of an initial benchmarking to increase the general GA efficiency for this kind of optimization, i.e., a greedy brute-force meta-optimization of those GA settings was done beforehand but will not be detailed here.

Niching(): Moreover, we utilized our niching framework$^{40}$ in order to conserve diversity within the population during the GA and to decelerate premature convergence. To this end, a niching version was implemented that is similar to the “dynamic” niching based on the Coulomb matrix which was explained in detail elsewhere.$^{51}$ In the present case, the electrostatic potential (ESP), $\varphi_{ESP}$, introduced by the charges of each GOCAT serves as molecular descriptor: The net effect (superposition) of any structural composition of partial charges around the reaction path was calculated at the atoms of selected frames of the path (E, TS, P) as

$$\varphi_{ESP,f} = \sum_j q_i r_{ij}$$

(1)

(in atomic units) where $i$ counts the partial charges with values $q_i$ and $J$ counts all separate atoms of the core-frames used with distances $r_{ij} = |R_i - R_j|$ between their position vectors $R_{ij}$. (Incidentally, this is also the combined quantity of the MM
atoms (charges) added to the Hamiltonian of the QM part in the QM/MM coupling scheme used in the semiempirical level of theory. To define the niches, different procedures like a minimal threshold on a norm of the difference vector between two such ESP-vectors of two individuals were used as well as a vector-element-wise comparison of two individuals with a minimum number of almost identical ESP values. If such defined similarities are less than a threshold, the individuals were binned to the same niche. As only a maximum number of three individuals per niche were allowed during the GA, new individuals that are supposed to be similar to the ones already in the population just compete with the individuals of that niche as subpopulation instead of competing with the complete population. (Thus, at least \( \geq 200 \) niches within the populations of \( n = 600 \) were always conserved in this concrete case.) Note that this scheme is similar, but not identical, to a real full-blown cluster analysis based on agglomerative hierarchical clustering described below and used as a postanalysis method. One could think of this scheme as a greedy, linear-scaling version of single-linkage hierarchical clustering. So, small predefined niche sizes are meaningful because of the chaining phenomenon otherwise: Just two close individuals would lead to a merge of two niches, without enforcing “compactness” within the whole niche as no other maybe more distant individuals of that niche are considered for the assignment. We favored this on-the-fly clustering scheme in order not to introduce new serial bottlenecks into our highly efficient generation-free pool GA. Yet, in a quite similar context, full-blowm cluster analysis at a certain frequency was recently also employed by others.

Selection(): A rank-based parent selector was applied with a Gaussian distribution centered at the lowest ranks (i.e., the best current individuals), for choosing one parent with a higher probability at the better end of the pool. The other parent was chosen with a uniform distribution. This is standard practice to support both exploration and exploitation.

2.4. Reaction Path. NEB(\( \cdot \)): For the reaction path optimizations we used mainly a nudged elastic band (NEB) optimization (with a climbing image), newly implemented in oqoGEM (and inspired also by the implementation in ASE) together with the FIRE local optimization algorithm. To our experience, this local optimization algorithm leads to a more fail-proof NEB optimization than other local optimization algorithms, because of the nonconservative NEB forces.

Note that of course any scheme for the computation of a minimum energy path (MEP) could have been used as a prestep to the GOCAT global optimization. But for later (future) flexible reaction paths that are locally relaxed during the GA (cf. the outlook in Section 4.2), NEB will come in handy again (i.e., NEB(\( \cdot \)) would be part of Evaluation(\( \cdot \)) itself). Also, we completely aligned each frame of the NEB to each neighbor frame(s) before NEB-distance calculations, essentially removing external degrees of freedom (overall translation and rotation) which was now also published by others elsewhere.

2.5. Cluster Analysis. In the domain of Machine Learning (ML) and cheminformatics in general, a great deal has already been said about molecular descriptors and similarity metrics between chemical entities (see e.g. refs 98–101). In this specific case, the 2-norm of the difference vector of the ESP vectors of eq 1, \( \phi \), was used as a similarity measure, \( d(\phi_{m}, \phi_{n}) \), between two individuals, \( n \) and \( m \)

\[
||d(\phi_{m}, \phi_{n})||_{2} = \left( \sum_{j} (\phi_{m} - \phi_{n})^{2} \right)^{1/2}
\]

In the case of PM7 level of theory calculations, the reaction path was of \( C_{4v} \) symmetry, which was also taken into account during similarity calculations.

Moreover, for cases of almost identical electrostatic embeddings, measured via differences of \( \phi \) (eq 2), but different structural patterns, the so-called Bag of Bonds (BoB) descriptor was applied (in a slightly adapted version). In short: Based on the Coulomb matrix descriptor, a vector of concatenated bags, each representing a certain type of “bond”, is formed

\[
d_{ij} = \frac{1}{|R_{i} - R_{j}|}
\]

i.e., essentially their attractive or repulsive Coulomb interaction potential energy, but this time including also the partial charge entities (GOCAT). These bags of such terms of eq 3 for qualitatively different bonds or interactions types \((\{C-C, C=C, C\equiv C, C=\cdots\})\), with \( C \) as “charge”, are each sorted separately in order to get a permutationally invariant representation (besides the overall translational and rotational invariance as redundant internal coordinate representation) and concatenated together to one (super)vector for each GOCAT. Note that in the original formulation, the positive nuclear charges are used, whereas in this electrostatic GOCAT embedding, the core-frames used (E, TS, P) are constrained. So, their atom-pairwise distances as well as their “identities” never change, because in the present case no similarity comparisons of entities throughout the chemical compound space take place like in other ML-approaches for learning properties of qualitatively different molecules or molecule classes. Thus, just the partial charges of the charge entities themselves are used in the numerator, while the core atom charges are neglected. Then, in most cases also the Euclidean norm of the difference of two BoB representations for two individuals was computed.

Both descriptors were used for identity checks (filter procedure): If ESP difference vectors (eq 2) between two individuals in the accumulated database are similar (lower than a threshold of usually 1.0 kcal mol\(^{-1}\)) the worse individual of such a comparison is erased from the database, if they are also similar with respect to their BoB representation, to test for overall structural (dis)similarity (compare with ref 91, where a similar identity check approach was described).

Clustering(): For the post-GA analysis part (part III), we applied the agglomerative hierarchical cluster analysis as an unsupervised Machine Learning method implemented in scikit-learn. The general procedure thereby was as follows:

- Each accumulated database for a given GOCAT size (about 6000 individuals) is filtered with respect to fitness and \( \Delta E \).
- Filter out further GOCAT's by erasing (almost) identical ones (identity check): After local optimization and accumulation, identical solutions might be present as the niching erased identical ones only within the separate runs. Thus, a filtered database of about \( \sim 5000 \) resulted.
- Full hierarchical clustering using the ESP difference via eq 2 as a similarity measure was used. Usually, for our purpose, the average linkage strategy (unweighted pair
group method with averaging (UPGMA) was the best to identify main domains of electrostatic embedding without deforming the clustering space and with the best correlation between composed cluster similarities and the original similarities between the individuals themselves.

- As our main two targets here with this analysis are to gain some insight into the underlying structure (hypothesis building) and especially to compress the data for summarization or organization of the results, we used different cutting schemes of the dendrogram (i.e., final number of clusters), at the end validated mainly through visual inspection of the results.

**DimReduction()**: Additionally, we used standard lower-dimensional projection techniques like Multidimensional Scaling (MDS) and Principal Component Analysis (PCA) to get further insights into the structure of the database.

### 3. RESULTS AND DISCUSSION

As an example reaction, we investigate the prototype Menshutkin reaction \( \text{H}_2\text{CCl}_2 + \text{H}_2\text{N} \rightarrow \text{Cl}^- + \text{H}_3\text{NCH}_3 \) as an \( S_2 \) reaction with uncharged educt molecules and products with a net charge separation. This reaction usually is endothermic with a high barrier in the gas phase. With increasing polarity of a surrounding environment (solvent), the reaction is more favorable both thermodynamically as well as kinetically due to the stabilization of the charged products and the partial charge separation at the transition state (for some other surroundings, we point to refs 108–110 and references therein).

Before we are composing partial charges around the complete reaction coordinate, first of all the (precalculated) reference frames are given in Figure 2. Additional geometric measures are specified in Table 1. For the remainder, the 3 explicitly given frames of the stationary points (given in the insets) are superposed in all of the GOCAT pictures that follow. Here, we will delay the discussion of the details of the reaction path to a later Section, where the geometric differences (and with this the possible Cartesian placements of the embedding and corresponding electrostatic influence) are scrutinized.

#### 3.1. Simplest Case: \( N_{\text{Ch}} = 1 \)

In the following, we use the nomenclature \( \text{cN-cM-cT-LX} \) as the full cluster name for the cluster analysis part: \( \text{cN} \) defines the best rank or position of each separate cluster in the complete database, with lower numbers for \( n \) (starting at zero) corresponding to lower (= better) fitness/objective function values. \( \text{cM} \) is a numbered nickname for the cluster itself, and \( \text{cT} \) denotes the cluster size, i.e., the number of individuals in that cluster.

#### Table 1. PM7: Geometric Measures (Bond Distances and Bond Angles) of Given Frames in the Insets of Figure 2

<table>
<thead>
<tr>
<th>level of theory</th>
<th>frame</th>
<th>( r_{\text{CCl}}/\text{Å} )</th>
<th>( r_{\text{ClC}}/\text{Å} )</th>
<th>( \angle(\text{HCN})/\text{deg} )</th>
<th>( \angle(\text{HCCl})/\text{deg} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM7 gas phase^a</td>
<td>E</td>
<td>3.031</td>
<td>1.775</td>
<td>71.5</td>
<td>108.5</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>1.688</td>
<td>2.341</td>
<td>101.5</td>
<td>78.5</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1.543</td>
<td>2.589</td>
<td>109.5</td>
<td>70.5</td>
</tr>
<tr>
<td>PM7 COSMO: ( \text{H}_2\text{O}^+ )</td>
<td>E'</td>
<td>3.123</td>
<td>1.783</td>
<td>72.0</td>
<td>108.0</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>2.146</td>
<td>2.035</td>
<td>84.3</td>
<td>95.7</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>1.500</td>
<td>3.189</td>
<td>110.6</td>
<td>69.3</td>
</tr>
</tbody>
</table>

^aMore precisely: E will be the reaction complex (RC), and P will be the product complex (PC) below within the surrounding GOCAT, see Section 4.3. ^bLength of total reaction coordinate: 1.963 Å, TS at 1.737 Å. ^cLength of total reaction coordinate: 3.307 Å, TS at 2.021 Å. ^d\( \text{NH}_3 \) is rotated off the central attack line. ^eAtom numbering suppressed here (\( \text{C}1, \text{C}2, \text{N}6 \)), while \( \text{H}3–5 \) sits at C, \( \text{H7–9} \) at N (one H atom is used in the table because of symmetry).

For getting an impression of how the reaction can already be manipulated by adding just one single charge (\( N_{\text{Ch}} = 1 \)) on the common vdw-surface, Figure 3 shows a dendrogram for hierarchical clustering of the corresponding database. There in the insets, all electrostatic GOCATs consisting of one partial...
charge chunked together to clusters are overlain with also
overlap selected frames of the reaction for E, TS, and P. Each
partial charge and also the core Menshutkin reaction frames are
colored between red and blue for negative and positive partial
charges ([−0.17, +0.17] e) and ESP values ([−36.77, +36.77]
Kcal mol$^{-1}$ e$^{-3}$) on those reaction frame atoms, respectively.
Because of the 6-fold symmetry at PM7 (C$\text{\textsubscript{6}}$), each mean ESP
tensor (for the core atoms) was calculated by starting at the best
(lowest) rank of the cluster as a reference and mapping each
residual GOCAT of the same cluster to that same symmetry
representation before averaging each ESP value at the core
atoms. Complementary to this, by showing a 2D MDS, Figure 4
illustrates the separability of our ESP space in 27 dimensions (3
atom with $N_{\text{atom}}$ atoms per frame and 3 frames used: E, TS, P).
Individuals with bigger distances (for instance, the biggest
distance between the lower left corner vs the upper right corner)
will be mapped to qualitatively different electrostatic embed-
dings: So, one can divide the database roughly in either
positively charged GOCATs or negatively charges ones. The
former happen to lie at the lower left corner (big clusters: c2,
c3), and the latter lie at the upper right corner (big clusters: c9,
c12, c13) in this 2D projection. This also maps to the highest
node (entry-point) of about 140 kcal mol$^{-1}$ e$^{-3}$ distance in the
dendrogram (Figure 3). In this case, we deliberately stopped at
14 clusters during hierarchical clustering for illustration
purposes: Some outliers (small clusters) define their own
clusters, while the main regions (funnels) of the final fitness
surface are described by a few clusters in this case.
Looking at the overlain GOCAT pictures in the dendrogram,
this 2-fold division of the population leads to the following two
funnels: On the one hand, the best catalytic effect (with mean
barriers of the cluster of about $\Delta E^\ddagger = 25.4$ Kcal mol$^{-1}$
responding to the lowest fitness function values, i.e., rank 0
($\leq 0$), is found in the main basin of attraction on the fitness
surface around cluster $c9$ (see the GOCAT inset pictures in
Figure 3 or in Figure 5). As could be expected beforehand, a
negative charge (about $-0.11$ e) sitting between the methyl C
atom and (attacking) N atom of ammonia is beneficial for the
catalytic effect. This stabilizes especially the building of the
positive charge (on C and N), resulting finally in the $\text{HNCH}_3^+$
product ion. Multiple similar and overlain GOCATs of this kind
form a “ring-like structure” in the Cartesian domain. This
Corresponds to a robust solution with many qualitatively similar
charges in that region.
On the other hand, one positive charge (about $+0.09e$) in
cluster $c3$ can be placed around the Cl atom, again especially
with influence on the product side, when the Cl$^-$ anion forms,
resulting in mean barriers about $\Delta E^\ddagger = 26.8$ Kcal mol$^{-1}$.
A “fitness surface” showing these main basins of attraction (see
Figures S1 and S2) and the corresponding statistics (Table S1)
for this database as well as explicit single GOCATs are given in
the SI.

The resulting reaction barriers within the electrostatics of the
GOCAT are shown in Figure 5 together with the reference
barrier in the gas phase. The best rank of the clusters as well as a
representative for the cluster center is given explicitly, while the
rest of the cluster is plotted with thin lines to show the spread
and density of the clusters. Note: Each GOCAT in those plots
leads to a final barrier that is less than the PM7-reference of $\Delta E^\ddagger$
$= 30.45$ Kcal mol$^{-1}$ corresponding to a catalytic effect, has
gradient norms about 10 Kcal mol$^{-1}$ Å$^{-1}$ and shows a smooth
reaction path as defined in the objective function and enforced
by the filtering processes of the database while having
qualitatively different influences on the reaction (positively vs
negatively charged at different places). In almost all cases, the
stabilization energy (negative energies) relation $\Delta E_{f\text{stab}} <$
$\Delta E_{f\text{TS}\text{stab}} < \Delta E_{f\text{stab}}$ holds; the late TS is stabilized also severely
but slightly less than P, whereas the neutral E is less influenced
leading to an effective (electronic energy) barrier decrease. The
remainder of these GOCAT-size reaction profiles of all the other
12 clusters is given in the SI for comparison.

3.2. More Charges: $N_{\text{Ch}} = 10$ (Non-Neutral Summed Charges).
Going to multiple partial charges as abstract GOCATs increases the complexity of the optimization
but also allows for creating electrostatic embeddings that address
the core-atoms separately, providing some or all of them with

![Figure 4. $N_{\text{Ch}} = 1$ GOCATs (PM7): MDS as 2D projection of the
higher dimensional ESP-distance data is shown for illustrating the core
cluster regions. Colored stars are the calculated mean 2D-coordinates
(centroid) of a cluster. The (unnormalized) stacked histograms
illustrate the number of individuals in those clusters.](image)

![Figure 5. $N_{\text{Ch}} = 1$ GOCATs (PM7): (Preoptimized) reaction path for the
PM7 reference calculation is shown as well as the path within the
electrostatic GOCATs of the 2 main clusters (c3, c9). The lowest rank
of each cluster (circles) and the nearest neighbor (NN) to the mean
ESP vector of that cluster (stars) is plotted separately. All other
individuals of the cluster are also plotted with thin lines to illustrate the
spread. Two images in different perspectives of the overlain individuals
are given in the insets.](image)
individually optimized surroundings and that may also produce correlated or synergistic effects. We have tried several different \( N_{\text{Ch}} \) values but present here only the \( N_{\text{Ch}} = 10 \) size. This is already a converged end point of a general trend, starting at \( N_{\text{Ch}} = 1 \), reaching \( N_{\text{Ch}} = 3 \) (SI), and not changing qualitatively at \( N_{\text{Ch}} = 20 \) (not shown). First, without any additional constraints we optimized GOCATs that showed up a very positive or negative overall summed charge. The observations we made can be summed up as follows:

- More nonredundant GOCATs are possible (bigger search space due to higher complexity/more freedom and accordingly the already bigger database shown will not present an exhaustive representation of the bigger search space in this case).
- GOCATs happen to lie on a straight line within dimensionality reduction, i.e., the database might even be reduced to one (essential) dimension (due to gauge freedom). This provides a hint that one specific qualitative solution (ESP relation on the atoms) is most important for the catalytic effect and that now embeddings with enough freedom or flexibility (of 10 charges) can discover this.
- Very broad ESP range, although the biggest clusters build up at mainly overall neutral GOCATs and correspond to broad basins of attraction (funnels) on the fitness surface.
- There is of course no bijectivity of Cartesian placement of partial charges and the resulting ESP at the core atoms anymore (which is also the reason for the additional BoB descriptor mentioned above in the filtering process). This results in different possible Cartesian domains on the vdW surface for similar GOCATs with regard to electrostatics.

A detailed discussion and illustration is given in the SI. To erase this artificial freedom, in the remainder of this article an additional constraint on overall charge neutrality during GOCAT optimization is added in.

3.3. \( N_{\text{Ch}} = 10 \) with Overall Charge Neutrality. To eliminate the redundant total GOCAT charge, we repeated the GOCAT optimization for \( N_{\text{Ch}} = 10 \) of the previous Section 3.2 but now with the additional constraint of overall charge neutrality. This indeed has the desired effect: The dominance of one single dimension in the MDS analysis disappears (SI; cf. Figure S22), revealing nontrivial structuring in the other GOCAT characteristics, see Figure 6, that will be discussed below. Similar plots for hierarchical clustering—from which one cluster is presented in the following—for this case are moved to the SI.

A stacked histogram of the ESP values of the by far biggest cluster \( r_0 = c11\text{--}n3131 \) of the neutral case, which also includes the best rank found, is illustrated in Figure 7. There, the biggest cluster with about 3000 GOCATs can be distributed into 3 main domains (Gaussian-like distributions in the histogram). The ESP values at the Cl atom (green ones) almost stay the same upon moving from educt (E→C1I) to product (P→Cl1)—with which has anionic character—with a positive \( \varphi_{\text{ESP},\text{Cl1}} \text{= 14 kcal mol}^{-1} \text{e}^{-1} \) also the ESP values at the N atom (red) can be found at about \( \varphi_{\text{ESP},\text{N}} \text{= -4 to -7 kcal mol}^{-1} \text{e}^{-1} \) from educt to product. The C atom is even more negatively embedded (blue) and shows a shift from \( \varphi_{\text{ESP},\text{C}} \text{= -5 to about -15 kcal mol}^{-1} \text{e}^{-1} \) on average. This comparatively very large shift at the C atom, the small shift at the N atom, the absence of a significant shift at the Cl atom, and all average values match nicely with organic chemistry expectations of partial charge changes at these atoms, during this reaction. Hence, these results nicely explain the consistent presence of a catalytic effect here, within the given model approximations. Note that the best rank indicated by the arrows in the upper histogram shows an amplified case with respect to the average values, as its ESP values can be found at the edges of the main distributions of this cluster.

This corresponds to the tendency to find “outlier” solutions (needle-like lowest minima) within the clusters, observed also in...
the non-neutral case of the last Section (SI). Thus, Cl is embedded in the best GOCAT more positively up to \( \varphi_{ESP,C} = 25 \) kcal mol\(^{-1}\) e\(^{-1}\). N is embedded a little bit less negatively at about \( \varphi_{ESP,N} = -3 \) kcal mol\(^{-1}\) e\(^{-1}\), and the shift at the C atom from educt to product is even increased from \( \varphi_{ESP,C} = -3 \) to \(-18 \) kcal mol\(^{-1}\) e\(^{-1}\). Also all the H atoms (not shown in this Figure 7) are embedded highly symmetrically (which is not constrained in general during the GA optimization).

The broad distributions of ESP values in Figure 7 can be interpreted as a robust solution domain: As long as the ESP is within those ranges, a significant catalytic effect is to be expected, with a final barrier of about \( \Delta E^\ddagger = 17.0 \) kcal mol\(^{-1}\), compared with the corresponding final reaction profiles given in Figure 8.

Figure 8. \( N_{ch} = 10 \) GOCATs (PM7, neutral): In a, reaction paths of the biggest cluster (c11) are shown. For illustration details, see Figure 5. Note that the overlain GOCATs in the insets of the plots are misleading, as almost a continuous embedding is shown as superposition of, e.g., each 3131 -10 charge in the c11 case. In b, c, two different views of \( r_0 \) (of c11) with values given for the partial charges. Both partial charges and the atoms of the selected core frames (E, TS, P) are colored red/blue in the ranges \([-0.537, +0.537] \) e for charges \([-23.578, +23.578] \) kcal mol\(^{-1}\) e\(^{-1}\) for ESP values. More views are given in the SI (Figure S33).

and others in the SI in Figure S31 for all the GOCATs. Of course, these reaction paths are similar to Figure S23 for the biggest non-neutral cluster; but because of the charge neutrality constraint here, we obtain a higher resolution of this search space region. But as already mentioned above, with the increased complexity of \( N_{ch} = 10 \) GOCATs, several also less symmetric or less extreme solutions are possible that are also (near) local minima within this cluster. A very specific ("outlier") example is the best solution found, \( r_0 \), that is also illustrated in Figure 8. This is one of many possible Cartesian placements of partial charges that achieve those ESP values at the main reaction atoms (Cl, N, C) but even more as displayed as discussed above. Notice the high symmetry of the Cartesian placements themselves (which is not strictly necessary in very many other solutions).

As with many other, higher-rank GOCATs, also this lowest-rank one can be interpreted quite easily: The dipole moment (contact ion pair) is nicely reproduced by the GOCAT embedding of the 3 positive (near Cl atom) and the 3 negative partial charges (near C atom in the middle), respectively. Moreover, the positive charges between the attacking NH group and attacked C atom facilitate the nucleophilic attack of the N atom on the slightly negative C atom, which is then fully stabilized (negatively embedded) at the P-side when the cation has formed (thus the shift of \( \varphi_{ESP} \) of C from E to P in Figure 7).

The remaining single charge of low value sitting at the Cl atom seems to be "mere noise", i.e., in this \( N_{ch} = 10 \) case it has to be placed somewhere, but in principle it could also vanish, i.e. set to 0.0 e during optimization automatically. Thus, this shown GOCAT is very symmetric but still not "perfect", as at least this (tiny) 10th charge and also partially the positions and values of the other charges slightly break the symmetry.

Following this interpretation (and intuition created), one could think of even more symmetric final solutions, maybe the "real" global minimum of this search space, which would render the best rank shown above a prematurely converged one.

The "outlier" quality of the best rank (\( r_0 \)) discussed above partially arises because for optimal fitness a nontrivial compromise between the most important fitness ingredients has to be found: between the lowest barriers possible and the smallest gradient norm penalties. There is a clear overall trend on this fitness surface, see Figure 6 and/or Figure S30 (SI), but of the main cluster shown (c11) just a tiny fraction is found in the best ("upper left") lowest fitness region. Looking especially at the best GOCATs there, all these show again a certain symmetry, where the mirror plane is the most important element. With that symmetry, it is also possible to reach absolute higher electrostatic potential values at the core atoms, i.e., the range between negative Cl atom embedding and positive N and especially C atom embeddings increases. With partial asymmetry, gradients (of e.g. differently embedded H atoms) increase and thus penalize most of the asymmetric GOCATs with large charge/ESP values. Since our GA has no built-in preference for symmetry, asymmetric GOCATs are much more likely than symmetric ones. Therefore, most individuals in the c11 cluster do not make it into the upper left, lowest-fitness corner. However, as discussed above, also with less (or no apparent) symmetries of the GOCAT, the main catalytic effect is already established, though to a smaller extent. One such example—the nearest neighbor to the computed cluster mean (and thus very near the centers of the distributions in Figure 7)—is given in the SI (see Figure S34).

3.4. \( N_{ch} = 10 \) Stabilizing COSMO Path. The strongest restriction of the current electrostatic GOCAT model is the static preoptimized reaction path. This forces all stationary points to retain their character, despite the changing electrostatic embedding. We further discuss the influence of this assumption and how to go beyond it in the discussion and outlook section below; but even with retaining this restriction here, we still have the freedom to select any other predefined reaction path as input. We illustrate the possible benefits of other path choices for the same reaction here, by selecting a NEB path with H\(_2\)O as solvent, treated by the implicit solvent model COSMO.\(^{111}\) As it is well-known for this reaction in a protic solvent, on such a path the TS is shifted toward the E frame, the barrier is lowered, and the reaction is overall exothermic—in concordance with Hammond’s postulate,\(^{112}\) i.e., a late TS in the gas phase is shifted to the educt with increased stabilization due to the surrounding. With a slightly changed objective function, the target now is to stabilize this COSMO path—not with the COSMO implicit solvent but by our electrostatic GOCAT. This allows us to compare not only GOCAT-embedded reaction profiles to the gas-phase profile for the same path (as done above) but also the GOCAT embedding to the COSMO embedding. Moreover, this will also lead to the discussion of several other model assumptions.
So, the objective function now did not include the maximal barrier decrease, item 1., and not the TS stabilization, item 2., of Section 2 but instead tried to reach the COSMO energies for the (see the Section 3.3 Table 1 most striking di as follows:

1. The overall ESP range across all GOCAT clusters is increased strongly, from $[-24,24]$ to $[-84,84]$ kcal mol$^{-1}$ e$^{-1}$.
2. N is now more negatively embedded than C (in the previous Section, C had the most negative embedding).
3. C still shows the biggest ESP shift but now between the TS and P frames. Before, the ESP shift happened between E and TS.

Figure 9. $N_{G} = 10$ GOCATs (PM7, neutral, COSMO): Reaction paths of the biggest GOCAT cluster (c16) starting with the COSMO structures but stabilized solely by partial charges (gas phase). For illustration details, see Figure 5. The “unoptimized path” is the energies of the COSMO NEB structures calculated in the gas phase without any GOCAT.

So still, the Cl atom at all frames (E, TS, P) is very positively embedded with small changes between the frames but now at about $\phi_{ESP,Cl} = 40$ kcal mol$^{-1}$ e$^{-1}$. The shift of the ESP at the C atom starts now at a positive potential at E and shifts to a negative one at P between $\phi_{ESP,Cl} = 19$ and $-13$ kcal mol$^{-1}$ e$^{-1}$, while the TS frame is also positively embedded at about $\phi_{ESP,Cl} = 11$ kcal mol$^{-1}$ e$^{-1}$. The ESP at N still is negative, but this time also amplified to a region at about $\phi_{ESP,N} = -50$ kcal mol$^{-1}$ e$^{-1}$.

The amplification part (stronger Coulomb potentials), item 1, can be traced back to the strong stabilizations of the ionic products that are necessary to reach the exothermicity of this reaction path observed in such very polar embeddings. This can also be seen in Figure 9 (compare the GOCAT profiles to the unoptimized reference energy in that plot): The possible impact of the electrostatic surrounding will always be bigger at the P frame than at the E frame because of the needed charge separation in the contact ion pair. In a crude classical picture: Along with a strong electrostatic stabilization come bigger (additional) gradients that have to be “compensated” by the internal molecular gradients, in order to become the stationary point on the effective PES. In the gas phase, this shift of stationary points had to be suppressed right away (because of the precalculated reaction path). Now the shifts of stationary points of the COSMO path are strictly necessary to be stabilized, and the surrounding can or must turn on its influence.

Furthermore, in order to discuss further subtle details, we need to consider the geometric differences between the gas phase and COSMO NEB paths (compare Figure 2 and Table 1): In the COSMO case, before NH$_3$ begins its attack onto the middle C atom, it must rotate “inwards”, since within a polar embedding the free electron pair at N is stabilized when pointing outward. Additionally, and more importantly, the stationary points on the PES are “shifted” with regard to the gas phase: The TS is “earlier” on the reaction coordinate. At the TS, the bond angles are much closer to 90°, i.e., the Walden inversion is not almost finished, as it is in the gas phase TS. Finally, in the COSMO case, the ionic products CI$^-$ and H$_3$NCH$_3^+$ are more widely separated, by about 0.6 Å, corresponding to a longer summed up reaction coordinate and distance between the TS and P frames. Note that at first sight these structural differences

![Figure 10](image-url)
may appear to be small, but they are accompanied by significant gradient changes: By construction, the TS of the COSMO path has a gradient value of zero in the COSMO reference calculation, and it has a small gradient in reasonable GOCATs. However, in the gas phase it has a gradient of 78.5 kcal mol\(^{-1}\) \AA\(^{-1}\), well beyond the allowed tolerance. Hence, the (necessary) gradient norm penalties prevented the GOCAT optimizations in Section 3.3 to achieve reaction profiles of the COSMO-like kind shown in the present subsection.

In Section 3.3, within the GOCAT case starting with the gas phase NEB path, we saw a boundary of positive and negative charges between Cl and C (see Figure 8 and the text above). The second boundary to the positive partial charges between C and N leads to the result that the biggest (negative) ESP value was found at C (at the TS and P frames). Now within COSMO of this Section, there is just a single boundary of partial charges: Positive charges are sitting either at Cl or besides C (at the E frame and also at the TS frame because of the TS shift), and negative ones are sitting at the N side, see Figure 11, where the very symmetric best rank of the single cluster discussed in this Section is illustrated. Thus, this observation geometrically reflects item 2. and item 3.: The ESP values are positive at the Cl site and monotonically become negative at the N site. The shift of ESP at the C atom arises between TS and P and not between E and TS, since the TS frame has moved toward the E frame.

A further illustration of our electrostatic GOCAT embeddings can be obtained by comparison to the COSMO embedding itself. For this purpose, this COSMO embedding is translated into a partial charge surrounding, as illustrated in Figure 12. Per construction in COSMO as apparent surface charge model, partial charges are shown as representatives of the quadrature over the discrete surface tesserae of constant charge density on the cavity’s surface. [Due to some numerical problems and/or a principally different surface construction mechanism in MOPAC compared to our framework, this surface was constructed on a solvent accessible surface (SAS) with a slightly decreased vdW radius of the probe molecule: This is just for convenience of illustration. The final ESP values as well as COSMO properties were not influenced by this modification.] So, in a perfect conductor the apparent electrostatic potentials at the cavity’s surface are exactly compensated by a potential due to the cavity’s surface that shield (screen) the solute (and afterward rescaled with a simple screening factor to reach the finite dielectric constant of water).\(^{111,113}\)

This pure COSMO embedding can now serve as a reference for the interpretation of our GOCATs. We could think of the cluster of GOCATs treated in this Section and also of the single GOCAT shown in Figure 11 as globally best and coarsened approximation to COSMO. (Of course, this is for illustrative purposes only, and this comparison ignores several technical details, e.g., using a vdW surface instead of a solvent accessible surface or using a minimal distance threshold between the charges instead of near uniformly distributed charges on segments or tesserae.)

Comparing the GOCAT solutions (Figure 11 and ESP values in Figure 10) with the pure COSMO case in Figure 12, we see again ESP values with the following trend: \(\phi_{\text{ESP,Cl}} > \phi_{\text{ESP,C}} > \phi_{\text{ESP,N}}\) with positive embeddings for Cl and negative ones for every other atom, including C and N (but also including each separate H atom, compare with Table S4 in the SI), which was item 2. above. As easily anticipated, during the reaction starting with neutral educts and ending with charged products, the absolute ESP values just increase (the total range of ESP values enlarges), to better screen (and solvate) the products.

The neutral educt frame in COSMO has very small ESP values (and correspondingly small charges), while also some positive (blue) charges can be found close to the free electron pair of NH\(_3\). Besides the fact of this stabilization (which is also the reason for lifting the C\(_v\) symmetry for the educts), this obviously explicitly addresses individual atoms better and is of course due to the SAS construction principle (i.e., almost uniform segment-based embedding which also leads to many but very small partial charges). Still, the accumulated electrostatic potential at N is negative throughout. On the product side, the charges turn up their impact and their electrostatic potential, to fully stabilize the charged products. In contrast, in the GOCAT model we have

---

**Figure 11.** Single \(N = 10\) GOCAT individual (PM7, neutral, COSMO): \(\tau_0\) (of \(c_{16}\)) case with values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges \([-0.751, +0.751]\) e for charges and \([-84.142, +84.142]\) kcal mol\(^{-1}\) e\(^{-1}\) for ESP values. More views are given in the SI (Figure S44).

**Figure 12.** Side views of E, TS, and P stationary point structures on PM7 with COSMO (H\(_2\)O). The quadrature used within COSMO is illustrated by explicit partial charges. The latter are colored red/blue in the range \([-0.03, +0.03]\) e, and the \(\phi_{\text{ESP}}\) values are also calculated and colored in the range \([-92.92, +92.92]\) kcal mol\(^{-1}\) e\(^{-1}\). Explicit ESP values in kcal mol\(^{-1}\) e\(^{-1}\) for E, TS, and P frames: Cl: \(-2.83, -4.17, -33.45\); N: \(-7.38, -37.21, -82.85\). These are compiled in Table S4 (SI).
just a few charges (with higher absolute values) that try to find a compromise: As the COSMO NEB is fixed and not relaxed for each separate GOCAT in our GA, the common cavity (vdW surface) is the same for each frame and not different for each frame like in the COSMO case. Moreover, a partial charge that tries to stabilize the product frame a great deal (which is the most important handle, of course) will influence the educts, too.

In other words, there is just one GOCAT surrounding the complete reaction and not a separate one for each NEB frame. So, this does not allow a "dynamic" change or reaction of the surrounding with regard to the changed electrostatic situation of the reaction frames. In contrast, in COSMO it is assumed that the surrounding is instantaneously following the reaction in a frame-wise manner (however small the steps from one frame to the other may be) and that the bidirectional influence between the surroundings and the geometric location of the path has been iterated to self-consistency. The positive charges in the NH$_3$ educt frame missing in the GOCAT case as well as significantly higher ESP values at the educt is thus one reason for some subtle intermediate minima between E and TS (in some GOCATs, the energy is not strictly monotonically increasing from E to TS, see Figure 9). Additionally, the overall "compromise" leads to too much stabilization at the TS frame and to less stabilization at the P frame due to additional "external" point charges (i.e., analogous to new fractional "nuclear core" positions with nuclear attraction/repulsion but no additional bases). Thus, in these DFT calculations, each separate charge position is important, not just the final summed Coulomb potential at the core atoms.

Because of the increase of computational time by about 2 orders of magnitude, we resorted to several time-savers: (1) We used the PM7 GOCATs as initial seeds, instead of random seeds; (2) we only did two separate GA runs, with an order of magnitude less GA iterations; and (3) we locally optimized only part of the GOCATs in the resulting, joined database (not all of them). From these clustered results, we briefly examine only the biggest cluster here.

In Figure 13 both reaction profiles are shown as well as the best DFT individual optimized so far. Again, also on this higher level of theory, we are able to get significant catalytic effects of almost $\Delta E^\ddagger = 10$ kcal mol$^{-1}$ with respect to the (DFT) gas-phase profile. Because of the time-savers listed above, some more spread is still visible; but the final best GOCAT found so far is qualitatively similar to the PM7 result (compare the GOCAT charges and $\varphi_{\text{ESP}}$ values in Figure 13 with Figure 8, compiled also in Table S4). Still, the charge values are a bit smaller corresponding also to a smaller ESP at the core atoms. Besides that, already geometric translations of PM7 GOCATs to BPE0 without any optimization at all led to a high percentage of GOCATs that also show at least a minor catalytic effect as well as a significantly better starting fitness of the complete database compared to randomly initiated GOCATs.

To explore possible difficulties and to generate a preliminary glimpse at possible results of such a larger-scale study, we have already done a stripped-down version of it, using PBE0/def2-TZVP in the ORCA program suite.

Note that there are subtle differences in details: For PM7 as implemented in MOPAC, just the $\varphi_{\text{ESP}}$ at the atomic positions is needed, usually, one would need also a semiempirical parametrization for the electrostatic potential on the same footing. In contrast, for DFT in ORCA, the full scalar-field Coulomb potential is used during the SCF, as induced by additional "external" point charges (i.e., analogous to new fractional "nuclear core" positions with nuclear attraction/repulsion but no additional bases). Thus, in these DFT calculations, each separate charge position is important, not just the final summed Coulomb potential at the core atoms.

4. FURTHER DISCUSSION OF THE MODEL

The present contribution is a proof-of-concept study, containing several fundamental model approximations, and even after future elimination of these approximations several further steps need to be taken to arrive at a truly comprehensive inverse design of catalysts. To avoid miscalculations of our work, these issues are addressed in Section 4.2 below. Before that, in Section 4.1 we briefly digress toward possible connections between different levels of theory.

4.1. Level of Theory. In Section 3, we have deliberately limited ourselves to the PM7 level of theory. This choice was motivated by the possibility to do many exploratory calculations quickly, while still retaining a quantum-chemical foundation. Of course, however, our GOCAT concept is completely independent of any particular level of theory. For example, we could repeat the present work, using e.g. MP2 or DFT with a suitable functional. This would increase computation times roughly by a factor of 100. However, after having established with the present work how to set up the necessary algorithmic ingredients (e.g., how to choose the fitness function) and by exploiting the built-in trivial parallelism, such a project is now realistic.

To explore possible difficulties and to generate a preliminary glimpse at possible results of such a larger-scale study, we have already done a stripped-down version of it, using PBE0/def2-TZVP in the ORCA program suite.

Note that there are subtle differences in details: For PM7 as implemented in MOPAC, just the $\varphi_{\text{ESP}}$ at the atomic positions is needed, usually, one would need also a semiempirical parametrization for the electrostatic potential on the same footing. In contrast, for DFT in ORCA, the full scalar-field Coulomb potential is used during the SCF, as induced by additional "external" point charges (i.e., analogous to new fractional "nuclear core" positions with nuclear attraction/repulsion but no additional bases). Thus, in these DFT calculations, each separate charge position is important, not just the final summed Coulomb potential at the core atoms.

Because of the increase of computational time by about 2 orders of magnitude, we resorted to several time-savers: (1) We used the PM7 GOCATs as initial seeds, instead of random seeds; (2) we only did two separate GA runs, with an order of magnitude less GA iterations; and (3) we locally optimized only part of the GOCATs in the resulting, joined database (not all of them). From these clustered results, we briefly examine only the biggest cluster here.

In Figure 13 both reaction profiles are shown as well as the best DFT individual optimized so far. Again, also on this higher level of theory, we are able to get significant catalytic effects of almost $\Delta E^\ddagger = 10$ kcal mol$^{-1}$ with respect to the (DFT) gas-phase profile. Because of the time-savers listed above, some more spread is still visible; but the final best GOCAT found so far is qualitatively similar to the PM7 result (compare the GOCAT charges and $\varphi_{\text{ESP}}$ values in Figure 13 with Figure 8, compiled also in Table S4). Still, the charge values are a bit smaller corresponding also to a smaller ESP at the core atoms. Besides that, already geometric translations of PM7 GOCATs to BPE0 without any optimization at all led to a high percentage of GOCATs that also show at least a minor catalytic effect as well as a significantly better starting fitness of the complete database compared to randomly initiated GOCATs.
However, most final separate best GOCATs we found were not as easily interpretable as the ones on PM7, i.e., the strict separation of positive and negative charges in the Cartesian domain and the high symmetry was not (yet) found. We ascribe this to the (prematurely converged) smaller DFT database. Some more impressions on this level of theory are given in the SI, including also an example of relaxed stationary points within a GOCAT (a posteriori lifting the assumption of a fixed reaction path).

4.2. Model Approximations. In Table 2 both some principal model assumptions and important steps are illustrated.

Table 2. Overview of Important Ingredients To Reach a Better Representation of a Catalyst (Not Exhaustive)

<table>
<thead>
<tr>
<th>real catalytic embedding</th>
<th>electrostatic GOCAT model</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;relaxed&quot; reaction path</td>
<td>⇔ fixed/preoptimized reaction path</td>
</tr>
<tr>
<td>multistep reaction path</td>
<td>⇔ single step (one TS)</td>
</tr>
<tr>
<td>catalyst may enable new mechanism</td>
<td>⇔ given, fixed mechanism</td>
</tr>
<tr>
<td>effects of catalyst--substrate dis-/ association</td>
<td>⇔ catalyst--substrate complex only</td>
</tr>
<tr>
<td>arbitrary substrate--catalyst interactions</td>
<td>⇔ QM/MM electrostatic embedding</td>
</tr>
<tr>
<td>concrete real catalyst</td>
<td>⇔ abstract embedding</td>
</tr>
<tr>
<td>ZPE, thermal energy, free enthalpy (including entropy)</td>
<td>⇔ potential energy</td>
</tr>
<tr>
<td>possible catalyst reorganization</td>
<td>⇔ one GOCAT for the whole reaction path</td>
</tr>
</tbody>
</table>

As to how the proposed simple electrostatic GOCAT model could be extended to approach a more comprehensive catalysis design process.

As illustrated in Section 3 by the marked difference between gas-phase-based and COSMO-based GOCATs, a significant limitation of our GOCAT model in its present, early development stage is keeping the reaction path fixed throughout, both as a path in coordinate space and as a reaction profile in energy (with (approximately) retained localizations of stationary points. In the real world, it is likely that the catalytic embedding changes the reaction path in both of these respects (i.e., imagine changed mechanisms at a heterogenous scaffold, within an enzyme or at a transition-metal complex; in the context of the present reaction, also an Si:C2 to Si:C1 shift seems likely). Thus, a full reaction-path relaxation within the GOCAT embedding during GOCAT optimization would be advantageous. This would eliminate the need for additional gradient thresholds and would allow for bigger GOCAT impacts. In the examples above, we would have reached COSMO-like GOCAT’s despite starting out from the gas-phase reaction path. However, a price to pay for this advantage is a substantial increase in computational effort. Work along these lines is in progress.

As already hinted at in the Introduction, many people understand "catalysis" (at transition-metal centers, in enzymes, etc.) as complicated, multistep reaction sequences, which can be formulated as multistep reaction cycles in which the catalyst is finally regenerated in its original form. Here we have focused on lowering the activation energy of a single-step reaction. This can either be understood as another (also frequently used) interpretation of "catalysis", or we can of course argue that concatenation of several (catalyzed) single steps eventually leads to multistep sequences. Usually, even in longer multistep sequences a first approach is to narrow down which TS is the actual bottleneck. Then the inverse design problem can be reduced to this step, which again is a single one. For more automation and less user intervention, frameworks for dynamic reaction networks and automatic optimization of reaction paths exist (for some examples, see refs 72–77 and references therein), which could be combined with our GOCAT approach.

However, the influence of a catalyst on a reaction may be even more extreme: It could make new reaction mechanisms possible that are inconceivable in the absence of this particular catalyst and hence cannot be part of any preconceived single- or multistep reaction pathway. Clearly, our present GOCAT setup is very far away from such phenomena. In principle, however, a suitable combination of multistep GOCAT design and automatic reaction network exploration is conceivable for such advanced purposes.

Yet another limitation of our present setup is its exclusive focus on the situation in which catalyst and substrate are in their tightest association. Arguably, this is the most important, central situation of catalysis, but equally clearly it is not the whole story. How the reactants and the catalyst get into this catalytic pose, from an initial infinite separation, and how they dissociate again is also important and has influence on the whole catalytic process, as witnessed e.g. by studies on how proteins "channel" their substrates to, between, and away from their active sites. As also hinted at in the Introduction, there is an ongoing controversy on whether catalysis involves various substrate-catalyst interactions (including H-bonds, vDW interactions, etc.) or only electrostatic ones. Our GOCAT model currently represents only the latter but can be extended to also include the former. Indeed, besides partial charges, we aim at introducing other (abstract) interaction groups for also treating vDW interactions, H-bond donors/acceptors, etc.

Of course, a defining feature of our GOCATs is their strong abstraction. As already seen in these very first examples, these abstract catalytic fields can help to analyze and understand known catalytic effects. Similarly, it could help chemists to manually design new, as yet unknown catalysts for a given reaction. However, actually translating a GOCAT into a real catalyst clearly requires substantial further effort. In general, the translation back to a real molecular embedding will likely always introduce some "translation error", depending on how well chemically realizable the embedding is. An alternative route toward a real chemical catalyst would be a global optimization with real (capped) interaction entities directly from the beginning, i.e., global optimization of a “theozyme” with a more complex objective function than just the TS energy.

Furthermore, real catalysts operate at finite temperature on free enthalpies, and clearly the association between substrate and catalyst has an effect on entropy. In contrast, our GOCATs currently operate only on bare potential energy values. While adding in some statistical thermodynamics corrections within the usual harmonic approximations is easily possible, taking into account all necessary entropy and anharmonicity effects is challenging.

As noted in Section 3.4, a substantial difference between the COSMO embedding and our GOCAT was that the latter provides one compromise embedding across all points on the reaction path, while the former by hypothesis instantly adapts to all changes in the reaction center along the reaction path. It would be possible to extend the GOCAT concept toward multiple GOCATs along the reaction path, with restraints to limit changes between successive ones to what is physically possible. This would then model a GOCAT with conformational
freedom and changing polarization states (charges), contributing to the reaction coordinate.

5. CONCLUSIONS

Finding an efficient catalyst for a given chemical reaction can be understood as a molecular design task. As a first step on a longer journey toward this goal, we have presented our “Globally Optimal Catalyst” (GOCAT) framework. It introduces an abstract representation of the catalytic surrounding that is described by a strictly electrostatic model in the present contribution, to reduce and simplify the search space. Within this abstract space, we then search for optimal point charge arrangements, using a nondeterministic global search (Genetic Algorithms) and a multicomponent objective function in which “barrier decrease” is only one of several ingredients.

As an illustrative example, we have applied this first-stage framework to the prototype Menshutkin S{sub 2} reaction, using the semiempirical PM7 level of theory to enable extensive algorithm testing and varying numbers of point charges (from 1 to 10). Both for the gas-phase and for the solution-phase reaction path, we could find point-charge surroundings with significant catalytic effects. Additionally, our GOCATs for the solution-phase path (but without a solvent model present) clearly mimic the surrounding that the continuum solvent model provides.

To make the voluminous databases of GOCAT candidates that our GA runs produce accessible to comparative inspection and interpretation, we employed dimension reduction techniques as well as unsupervised Machine Learning (Clustering). We have concluded this Article with a discussion of further questions as well as unsupervised Machine Learning (Clustering).
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6.3 Complementary Information

With all the new implementations needed for GOCAT optimization, many of the GA operators were newly designed and needed benchmarking in order to create some intuition for this optimization target. This is discussed first in Section 6.3.1. These studies took place before and during the proof-of-concept publication above. In Section 6.3.2, the topic of transferability onto a higher level of theory is addressed, which was also mentioned briefly in the publication but was developed further afterwards. Finally, in Section 6.3.3, typical correlation studies in electrostatic catalysis (reviewed in Section 7.1) are discussed for the Menshutkin reaction. These studies were made during the DA reaction computations in Chapter 7 in order to have a comparison with a simple corner case. Needless to say, especially for Sections 6.3.2 and 6.3.3 that concern the Menshutkin reaction again the depictions in the publication are presupposed.

6.3.1 Greedy Benchmark of Meta-Parameters

As GOCAT optimization in its current state is a new, unprecedented optimization target, we cannot (easily) refer to other benchmarks or investigations made so far. Indeed, some structural or stackable information is present, i.e., the Cartesian coordinates, in the GOCATs. However, using restricted embeddings on which the entities are to be placed as well as not optimizing energies directly, but an agglomerative fitness function with subtle relations, it is not evident *a priori* which GA setting should be used in order to deliver enough efficiency and effectiveness. In this context, the “infamous” no free lunch (NFL)\[^{431}\] theorem(s) should be stated again, following the descriptions in Refs. \[29, 155, 156, 450, 451\] and interpreted in the context of optimization; there are actually multiple such impossibility theorems also for other contexts: If there exists a set of problems \(P\) for which algorithm \(A\) prevails over algorithm \(B\) by a certain amount, there also exists an equal-sized set of problems \(P'\) for which the opposite is true: The NFL theorem states that within certain constraints over the range of all possible problems (also theoretically including very extreme ones) every optimization algorithm \(A\) will perform as well as every other on average, including as the baseline even pure random searches. In other words, there is no general-purpose, universal algorithm \(U\) that will solve every possible problem \(P\) (in finite domains) delivering (near) optimal solutions better than every other algorithm. Rephrasing that more euphemistically, one can, for instance, always incorporate more problem-specific ingredients in order to solve a certain sub-class of problems more efficiently (or effectively) than before, in this trade-off between generality and specificity.\[^{2}\] As a corollary of this NFL, it is always hard (or even impossible in principle) to find fair comparisons between different algorithms, including not just some (rather subtle) GA settings, which is the task of this Section, but more drastic changes as comparing a GA with other metaheuristics, such as, e.g., basin-hopping. Thus, one “bare-bone” GA implementation (also available in many libraries of

---

\[^{2}\] Note that this also means that plain random search or exhaustive enumeration can be better than a GA for certain problems. On the other extreme, one could even think of an algorithm constituted by a simple lookup of a result already known beforehand, which could even run in constant time, though, this would arguably be the most specific “algorithm” possible for delivering back one answer for one specific input.
many programming languages or separate programs) compared to a highly specific and improved version of another algorithm is deemed to be a flawed comparison and should not be generalized.

With these prolegomena, the sole purpose of this Section is to find a rough guideline for a setting that could be advantageous over others. This was quickly determined in a greedy approach. That is, no full meta-parameter optimization of the GA took place, e.g., neither log-grid-based simple enumeration for optimizing meta-parameters as done in ML nor more sophisticated optimizations such as a GA optimizing another GA. Instead, several first optimization runs led to certain inferences that were immediately used in subsequent settings, by sometimes even slightly changing multiple meta-parameters at the same time.\(^3\)

Moreover, it is assumed that these settings are transferable between different GOCAT optimizations, e.g., treating different reactions with unlike reaction paths and other common surfaces or with different model constraints. At least, the moves of the operators within the search space is exactly the same. Yet, whether this translates to the same meaningful moves on the fitness surface when the level of theory or the model constraints are changed, needs further investigations. For other settings such as equidistant charges on a spheres (Chapter 7), there might be different optimal GA settings. For example, for immediate ESP optimization instead of catalysis optimization (Section 6.3.2), the used niching would not be the typical one of the ESP binning described in Section 3.5.3 but an interaction-pair binning one. The latter would be more aware of concrete Cartesian placements and ignorant with regard to the ESP itself since, otherwise, this would completely hinder the ESP optimization.

### 6.3.1.1 General Setting for the Benchmark

All in all, about 200 different GA configurations were examined by varying the sizes \(N_{Ch} \in \{5, 10, 20\}\) and input settings, some of which will be discussed in the following. As this demands even more computational resources, the benchmark runs were performed on EVB-QMDDF level of theory for a standard Diels–Alder reaction without charge neutrality of the GOCAT, for the same reaction that was also used in Section 3.6.2 (Fig. 3.8 on p. 90).\(^4\)

The general setting common to most of the discussed variants in Table 6.1 on p. 151 is if not explicitly specified otherwise: A pool size of \(N_{pool} = 500\) individuals, ESP vector niching (cf. Section 3.5.3 on p. 83) with at least \(N_{\text{deviations}} = 2\) allowed vector element differences (also called deviation count below) bigger than \(\Delta \phi_{\text{ESP}} = 10 \text{ kcal mol}^{-1} \text{ e}^{-1}\) at the three stationary frames (R, TS, P). About \(N_{GA} = 7 \cdot 10^4\) GA iterations were performed with a Gaussian

---

\(^3\) Here, we should point to general and different versions of meta-optimization routines in ogolem. These might optimize such GA settings during the GA itself as a second layer in the future. Certainly, another layer is always more computationally expensive, in general. However, an optimal GA setting as output of such an meta-optimization could then simply be used as input for consequent GA optimizations of the same problem class. What is more, meta-optimizations could bring in robustness of these parameters in a more black-box fashion with less burden for the user. A truly adaptive optimization of meta-parameters during the GA could in principle even be better than static pre-settings, as unique per-runtime information could be re-used to guide the adaptation. All this, however, is neither thoroughly tested nor published at the moment.

\(^4\) Partial charge interaction terms for the energy and the Cartesian gradients were simply added to the usual force field computations of QMDDF. Further, a partial charge interpolation between the QMDDF frames of the reaction path was added, similarly to the energetic EVB coupling to reach the adiabatic PES. The separate EVB-QMDDF potentials for this DA reaction can be seen in Ref. [264, Fig. 2, p. 16717].
rank-based selection operator with a standard deviation of $\sigma = 0.7$ for one individual and thus imposing less fitness ”pressure”; the other individual was selected uniformly at random. In the following, mainly the performance of the different mutation and crossover operators as well as their mixture in the GA setting were benchmarked; the usual known dependence on other GA meta-parameters as, for instance, the poolsize, selection pressure, niching strength, etc., are not investigated here, except for some illustrative examples below. $p_{\text{Xover}}$ and $p_{\text{mut}}$, both in the interval $[0, 1]$, describe the crossover and mutation probabilities, respectively: By drawing a uniformly distributed random number $x$, it is decided, whether to apply one (or maybe also a mixture of) crossover operator(s). If not, a mutation happens automatically instead. Additionally, both can be applied in a row. Thus, we can have ”pure” crossover steps ($x \leq p_{Xover} \land x > p_{\text{mut}}$), ”pure” mutation steps ($x > p_{Xover}$) or a mixed step with both applied subsequently ($x \leq p_{Xover} \land x \leq p_{\text{mut}}$).

The main benchmark questions were whether the sweden operator (cf. Fig. 3.3 on p. 79) leads to better performance than the portugal operator (cf. Fig. 3.2 on p. 77), how big and to what mixture mutation operators should be included and whether the canada operator (cf. Fig. 3.4 on p. 81) was a meaningful invention. All the settings discussed here as well as some statistics are compiled in Table 6.1 on p. 151.

Note that the traditional GA algorithm actually was meant to have a high crossover probability (almost $p_{\text{Xover}} = 1.0$) and a smaller mutation probability (maybe about $p_{\text{mut}} \approx 0.05$). However, one re-occurring observation of GOCAT optimization was that the mutation played a more important role. A possible explanation for this could be that the recombinations used so far are simply introducing bigger jumps through the search space, while the mutations, especially, small step mutations, lead to some ”hill climbing” downhill to the next local minimum with the main continuous fitness progression. Moreover, this could also hint at the fact that a very performative crossover operator for GOCAT optimizations has not yet been invented. It should also be stated again (cf. Chapter 3) that we usually do not use a local optimization during each GA step. This would have to utilize a gradient-free local optimization algorithm due to the complex fitness function. Therefore, we observed clearly a faster fitness progression without a local optimization at each step with regard to the absolute wall clock time of the GA run. Due to this fact, the importance of small mutations in many steps in order to gradually improve on present GOCATs, which is a local exploitation of the information in the population, seems also reasonable.

Hence, the following two different mutations are defined:

1. bigMut (big mutation steps): a mixture of 25% re-initialization, 37% charge value, $q_i$, mutation and and 38% Cartesian moves of the all charges’ positions, $r_i$. The re-initialization is the random packing of charges with correct constraints directly on the vdw surface, i.e., it is a nullary operator part. Charge values are changed within a Gaussian distribution around the current value, $q_i$, with a standard deviation of

5 Usually, the complete convergence rate can be increased (decreased) by a smaller (bigger) pool size, more (less) selection pressure and less (more) niching and/or diversity checks. Generally speaking, with increasing convergence rate, the possibility to have a prematurely converged solution set rises.

6 Each step with a local optimization would be worth many without, of course; whether the absolute fitness values and/or final GOCATs would differ if a local optimization were used, is yet to be thoroughly investigated.
\[ \sigma = 0.5 \epsilon \ (q_i \in [-1, +1]), \] applied to several charges in one mutation step. Cartesian moves are carried out uniformly at random, up to a maximum of \( \| r_i^{\text{shift}} \| = 5.0 \) Bohr for each charge, where \( r_i^{\text{shift}} \) denotes a Cartesian displacement vector.

(2) smallMut (small mutation steps): a mixture of 25\% re-initialization, 35\% \( q_i \) mutation with a Gaussian standard deviation of \( \sigma = 0.1 \epsilon \ (q_i \in [-1, +1]) \) around the current \( q_i \) for several charges, 40\% Cartesian moves up to maximum of \( \| r_i^{\text{shift}} \| = 1.0 \) Bohr for each charge.

6.3.1.2 Results and Discussion

An overall impression of the detailed settings is illustrated in Fig. 6.1 on p. 152. These are averaged progressions of the current best GOCATs known at the respective GA iteration and thus they do not tell anything about all the other individuals in the same population. Two important observations defining the corner cases of this benchmark can be revealed right away:

- The settings that use only random-initializations (inp56) or big mutations (even slightly bigger than bigMut, inp55) are the baseline approaches without (a reasonable) information exchange or propagation within the population and these lead to the worst fitness progression and thus severe premature convergence (as expected). They are the cases that any meaningful and effective setting must outperform.

- On the other hand, the canada settings (inp43–inp52) mostly prevail over the others and these are also clearly apparent by the onset iteration number, \( N_{\text{canada}} \leq N_{\text{GA}} \), where “kinks” are visible. In these cases, canada was used as a second part of a protocol starting with usual mutation steps (like smallMut) and switching to a canada mutation in later GA iterations. The settings that include the canada operators are indicated by the dashed line in Fig. 6.1, i.e., they all end with a fitness below this line.

First block: For a more in-depth discussion, all the settings and their fitness statistics are summarized in Table 6.1 on the next page as well as a more granular comparison is shown in Fig. 6.2 on p. 153. First, the relation between bigMut (cf. Item (1) on the previous page) vs. smallMut (cf. Item (2)) was tested. These settings start already with a small \( p_{\text{Xover}} = 0.2 \) in inp19 (as a result of the inputs before inp19, \( n < 19 \), which are not shown here) and are significantly improved by changing to a smaller mutation operator, smallMut, which can be seen by the drop in the fitness from, e.g., inp19–inp22 to inp23 and the subsequent inputs. In inp22, also a smallMut was used, but at the same time more than one meta-parameter was changed, the \( p_{\text{Xover}} = 0.8 \). Thus, this run is worse by not harnessing the (more effective) small mutation, i.e., including this only as a very small fraction in the operator mixture. Next, the more important observation was made between inp23 to inp35 that the sweden operator is beneficial with regard to the fitness progression (cf. inp25) as now fitness values around 36–40 are reached. This was tested multiple times with smallMut as a mutation and with \( p_{\text{Xover}} \in \{ 0.2, 0.5, 0.8 \} \). Following the lead of not introducing potentially additional
Table 6.1: Descriptions of the 39 GA settings shown in Figs. 6.1 and 6.2: The mean final best fitness reached after the all GA steps, \( \bar{f} \), its standard error, \( \sigma_{\text{dev}} \), in parentheses as well as the minimum and maximum fitness interval at the end, \([f_{\text{min}}, f_{\text{max}}]\), are compiled. Further details are given in the main text, where each of the four blocks is separately discussed.

<table>
<thead>
<tr>
<th>input setting</th>
<th>description</th>
<th>( \bar{f}(\sigma_{\text{dev}}) )</th>
<th>([f_{\text{min}}, f_{\text{max}}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>inp19</td>
<td>portugal with 1 and 2 cuts (( p_{\text{crossover}} = 0.2, p_{\text{mutation}} = 0.1 ), bigMut)</td>
<td>46.0(2.3)</td>
<td>[42.0, 51.0]</td>
</tr>
<tr>
<td>inp20</td>
<td>inp19, but with 4 and 3 cuts</td>
<td>45.5(1.9)</td>
<td>[40.2, 48.7]</td>
</tr>
<tr>
<td>inp21</td>
<td>inp20, but ( p_{\text{crossover}} = p_{\text{mutation}} = 0.5 )</td>
<td>45.9(2.0)</td>
<td>[41.5, 50.9]</td>
</tr>
<tr>
<td>inp22</td>
<td>inp19 with ( p_{\text{crossover}} = 0.8, p_{\text{mutation}} = 0.1 ) and smallMut</td>
<td>44.2(3.3)</td>
<td>[38.2, 50.4]</td>
</tr>
<tr>
<td>inp23</td>
<td>sweden cuts, ( p_{\text{crossover}} = 0.2 ), 2 different planes, smallMut</td>
<td>38.1(3.3)</td>
<td>[32.8, 46.4]</td>
</tr>
<tr>
<td>inp24</td>
<td>sweden cuts, ( p_{\text{crossover}} = 0.2 ), 1 common plane, smallMut</td>
<td>39.7(5.9)</td>
<td>[32.1, 61.1]</td>
</tr>
<tr>
<td>inp25</td>
<td>inp23, but with ( p_{\text{crossover}} = 0.8 )</td>
<td>38.7(1.8)</td>
<td>[34.8, 41.4]</td>
</tr>
<tr>
<td>inp26</td>
<td>inp24, but with ( p_{\text{crossover}} = 0.8 )</td>
<td>40.3(3.7)</td>
<td>[33.7, 47.7]</td>
</tr>
<tr>
<td>inp27</td>
<td>portugal (1 &amp; 2 cuts to ( p = 0.2 &amp; 0.2 )), sweden (both variants to ( p = 0.3 &amp; 0.3 )), ( p_{\text{crossover}} = 0.8 )</td>
<td>37.0(2.5)</td>
<td>[32.7, 42.7]</td>
</tr>
<tr>
<td>inp28</td>
<td>inp27, but with ( p = 0.1 &amp; 0.1 ) for portugal and ( p = 0.4 &amp; 0.4 ) for sweden</td>
<td>36.6(2.3)</td>
<td>[33.1, 42.1]</td>
</tr>
<tr>
<td>inp29</td>
<td>inp28, but with ( p_{\text{crossover}} = 0.2 )</td>
<td>36.4(3.9)</td>
<td>[32.5, 52.3]</td>
</tr>
<tr>
<td>inp30</td>
<td>inp28’s crossover, bigMut again (( p_{\text{crossover}} = p_{\text{mutation}} = 0.5 ))</td>
<td>42.5(1.7)</td>
<td>[38.3, 45.2]</td>
</tr>
<tr>
<td>inp31</td>
<td>inp27’s crossover, ( p_{\text{crossover}} = 0.5, p_{\text{mutation}} = 0.1 ), smallMut</td>
<td>36.5(2.5)</td>
<td>[32.7, 41.7]</td>
</tr>
<tr>
<td>inp32</td>
<td>inp27’s crossover, bigMut, ( p_{\text{crossover}} = 0.5, p_{\text{mutation}} = 0.1 )</td>
<td>40.3(2.4)</td>
<td>[36.0, 44.2]</td>
</tr>
<tr>
<td>inp33</td>
<td>inp27’s crossover, bigMut, ( p_{\text{crossover}} = 0.2, p_{\text{mutation}} = 0.1 )</td>
<td>42.4(1.6)</td>
<td>[39.1, 44.9]</td>
</tr>
<tr>
<td>inp34</td>
<td>inp27’s crossover, bigMut, ( p_{\text{crossover}} = 0.8, p_{\text{mutation}} = 0.1 )</td>
<td>41.1(3.0)</td>
<td>[34.6, 49.0]</td>
</tr>
<tr>
<td>inp35</td>
<td>inp28’s crossover, bigMut, ( p_{\text{crossover}} = 0.8, p_{\text{mutation}} = 0.1 )</td>
<td>40.6(2.0)</td>
<td>[37.2, 44.5]</td>
</tr>
<tr>
<td>inp36</td>
<td>inp31, maximum of 5 GOCATs per niche</td>
<td>36.0(2.8)</td>
<td>[33.4, 45.0]</td>
</tr>
<tr>
<td>inp37</td>
<td>inp31, maximum of 10 GOCATs per niche</td>
<td>37.5(3.3)</td>
<td>[32.9, 45.3]</td>
</tr>
<tr>
<td>inp38</td>
<td>inp31, maximum of 2 GOCATs per niche, ( \Delta \phi_{\text{thresh}} = 20 \text{ kcal mol}^{-1} \text{e}^{-1} )</td>
<td>36.1(1.6)</td>
<td>[35.5, 40.6]</td>
</tr>
<tr>
<td>inp39</td>
<td>inp31, maximum of 2 GOCATs per niche, ( \Delta \phi_{\text{thresh}} = 5 \text{ kcal mol}^{-1} \text{e}^{-1} )</td>
<td>38.4(3.0)</td>
<td>[32.8, 45.0]</td>
</tr>
<tr>
<td>inp40</td>
<td>inp31, maximum of 2 GOCATs per niche, ( N_{\text{deviations}} = 6, \Delta \phi_{\text{thresh}} = 10 )</td>
<td>35.8(2.0)</td>
<td>[32.8, 41.3]</td>
</tr>
<tr>
<td>inp41</td>
<td>inp31, ( N_{\text{pool}} = 2000 ), maximum of 8 GOCATs per niche, ( \Delta \phi_{\text{thresh}} = 10 ), deviation count of 2 again</td>
<td>38.1(1.8)</td>
<td>[35.4, 41.7]</td>
</tr>
<tr>
<td>inp42</td>
<td>inp31, no niching at all</td>
<td>41.7(4.3)</td>
<td>[33.2, 51.0]</td>
</tr>
<tr>
<td>inp43</td>
<td>inp31, mixed giant step canada (for ( N_{\text{GA}} \geq 630 \cdot 10^3 = N_{\text{canada}} ), max. of 3 GOCATs per niche, ( \Delta \phi_{\text{thresh}} = 10 ), ( N_{\text{deviations}} = 2 )</td>
<td>36.9(2.5)</td>
<td>[32.9, 42.1]</td>
</tr>
<tr>
<td>inp44</td>
<td>inp43 with mixed giant step canada (for ( N_{\text{GA}} \geq 350 \cdot 10^3 = N_{\text{canada}} ), selection pressure ( \sigma = 0.1 )</td>
<td>38.8(2.8)</td>
<td>[33.3, 44.0]</td>
</tr>
<tr>
<td>inp45</td>
<td>inp43 with pure small step canada (for ( N_{\text{GA}} \geq 490 \cdot 10^3 = N_{\text{canada}} )</td>
<td>34.0(3.7)</td>
<td>[29.9, 45.2]</td>
</tr>
<tr>
<td>inp46</td>
<td>exact inp31 with pure small step canada (for ( N_{\text{GA}} \geq 490 \cdot 10^3 = N_{\text{canada}} )</td>
<td>33.6(3.4)</td>
<td>[29.6, 44.9]</td>
</tr>
<tr>
<td>inp47</td>
<td>inp45, but with mixed small step canada</td>
<td>34.8(3.9)</td>
<td>[29.9, 45.9]</td>
</tr>
<tr>
<td>inp48</td>
<td>inp45, with pure small step canada (for ( N_{\text{GA}} \geq 140 \cdot 10^3 = N_{\text{canada}} )</td>
<td>32.5(2.9)</td>
<td>[28.8, 41.1]</td>
</tr>
<tr>
<td>inp49</td>
<td>inp45, with mixed small step canada (for ( N_{\text{GA}} \geq 140 \cdot 10^3 = N_{\text{canada}} )</td>
<td>33.6(3.3)</td>
<td>[28.4, 44.8]</td>
</tr>
<tr>
<td>inp50</td>
<td>inp48, pure canada from the beginning</td>
<td>30.6(1.5)</td>
<td>[28.2, 34.4]</td>
</tr>
<tr>
<td>inp51</td>
<td>inp49, mixed canada from the beginning</td>
<td>30.6(1.7)</td>
<td>[28.4, 34.8]</td>
</tr>
<tr>
<td>inp52</td>
<td>inp51, multi-mixed canada from the beginning (i.e., small step, giant step canada, and ( q_t ) and Cartesian mutation)</td>
<td>31.5(2.3)</td>
<td>[28.1, 38.1]</td>
</tr>
<tr>
<td>inp53</td>
<td>inp52 with ( N_{\text{GA}} = 2 \cdot 10^3, N_{\text{pool}} = 600, \Delta \phi_{\text{thresh}} = 20 \text{ kcal mol}^{-1} \text{e}^{-1} )</td>
<td>30.0(0.7)</td>
<td>[28.9, 32.0]</td>
</tr>
<tr>
<td>inp54</td>
<td>baseline: small mutations (of inp31) only (( p_{\text{crossover}} = 0.0 )</td>
<td>44.3(4.6)</td>
<td>[36.8, 54.7]</td>
</tr>
<tr>
<td>inp55</td>
<td>baseline: multi-mixture of mutations (small and big ones. ( p_{\text{crossover}} = 0.0 )</td>
<td>45.3(3.4)</td>
<td>[39.6, 51.9]</td>
</tr>
<tr>
<td>inp56</td>
<td>baseline: just random initialization (no hill climbing, no pool-information propagation (( p_{\text{crossover}} = 0.0 ))</td>
<td>131.0(11.6)</td>
<td>[111.3, 153.7]</td>
</tr>
<tr>
<td>inp57</td>
<td>baseline: big mutations only (( p_{\text{crossover}} = 0.0 )</td>
<td>72.8(2.8)</td>
<td>[66.9, 79.9]</td>
</tr>
</tbody>
</table>
bias into the combination of operators, a mixture of multiple portugal cuts and sweden cuts were also used, as, e.g., in inp27 and the following, which gave a (tiny) performance benefit. Their probabilities in the mixture of using the sub-variants of the crossover operators, i.e., number of cuts for portugal or orientation of the 2D plane for sweden, is denoted with a $p$ in Table 6.1. As a first conclusion, inp31 constitutes one general setting that was used for many optimizations, including the one of this Chapter and the publication. This setting consists of the smallMut and a mixture of both portugal (two different cut versions) and sweden in two variants (cf. Fig. 3.3 on p. 79), with a $p_{\text{Xover}} = 0.5$ and $p_{\text{mut}} = 0.1$.

**Second block:** In the next part in Table 6.1, some (more or less educative) niching benchmarks were done. Generally, in GOCAT optimization we have never observed a final population with insufficient intrinsic coordinate variability in the final pool as long as some niching is used. In contrast, in Chapter 5 for CSO, we usually know the final best fitness (i.e., energy) of the global minimum of those benchmark problems that are already well
Fig. 6.2: Complementary to Fig. 6.1 on the preceding page, 36 (of the 39) settings are illustrated separately here; the worst baseline approaches, inp55–inp57, are missing. The averaged fitness progressions of the best ranks of 31 separate GA runs (the same as in Fig. 6.1, also using the same colormap but a contextual sorting) are shown with line-dots here, while each separate run that is used for the averaging is plotted in the back. Dashed gray lines show the mean of the average fitness of the full population, i.e., by taking into account all GOCATs, not just the current best ranks. The red dashed line at $f = 30.6$ denotes the lowest averaged fitness reached and the blue dashed line at $f = 28.1$ the minimum fitness ever occurred. For details, see Table 6.1 on p. 151 and the main text. Part II.
investigated. This minimum is often hard to detect unless enough intrinsic (genotypical) information is conserved by niching in order to not converge too early within deceptive basins of attraction that cannot easily be left by a converged GA anymore. Conversely, in GOCAT optimization often many individuals which are comparably fit are found in the final pool that do not share many (obvious) similarities, at least *prima facie* by looking at Cartesian coordinates, for instance. Rather, very unlike GOCATs do end up in the final pool by using some niching, while the fitness and reaction barriers are very similar. Thus, in many cases we observed multiple “global optima” on the fitness surface, or at least competitive local optima without a clear-cut chemical distinction or domination of specific solutions. As a result, we cannot ask a similar question (yet), which exact niching in what configuration might lead to the best (chemical) GOCATs.

In order to get an impression of the mentioned convergence behavior, the niching strength was varied, e.g., by increasing the allowed *maximum number of GOCATs in one niche* (inp31, inp36 to inp37) or by changing the allowed difference of $\Delta \phi_{\text{ESP}}^{\text{thresh}}$ on the same atom to be treated as being similar (inp38, inp39). If $\Delta \phi_{\text{J}}^{\text{ESP}} > \Delta \phi_{\text{ESP}}^{\text{thresh}}$ on the same atom, $J$, of two GOCATs in the comparison (cf. the niching depictions in Section 3.5.3), the deviation count is incremented; this maximum allowed deviation count, $N_{\text{deviations}}$, to identify two individuals as being similar was changed in inp40. Additionally, a very large pool with a larger niche population was also tested (inp41) and, as a baseline, no niching at all (inp42). Hence, some intuitive and expected tendencies can be shown as, for instance: On the one hand, the convergence slows down significantly in inp38 (more severe niching, similarly in inp40), especially apparent by the gray dashed line as the mean fitness of the total populations and its bigger shift from the best fitness (dots) than in most other settings. Note that in these cases, and even more so in inp41 with the giant pool, the runs are not converged sufficiently, *i.e.*, many more iterations would have been needed to reach the final best fitness. On the other hand, the convergence rate increases, which is observed in inp38 or inp42 with a weak or no niching at all, respectively. Note the completely overlain mean fitness and mean best fitness in the case of no niching, which points to the fact that each individual in each pool is essentially (almost) equal. Moreover, the spreads of the separate runs of the 31 are very different (background), *i.e.*, the GA completely focuses the pool into separate basins of attraction varying in each of the 31 runs and cannot jump out of those anymore.

**Third block:** The next part in Table 6.1 with the settings inp43–inp52 and inp57 (the last one was calculated afterwards as convergence check) investigated the performance of the can*ada* mutation operator. Because this was meant to be an “end-game” operator learning from the emerged chemically relevant ESP patterns and sampling new GOCATs

---

7 Note, however, that such a specific question is not asked in Chapter 5 in this form as well. Rather, we generalized this view into the more general need of having an order parameter during the GA and not by asking which one in particular. An answer to this latter question might also be already too confined (cf. the NFL).

8 As the settings became more effective, more total iterations would have been needed in some cases. Instead of calculating everything anew, some benchmarks with a significantly increased iteration number were done in order to reach a fully converged pool and a final best fitness (*vide infra*).
based on these, a schedule of operators was applied that changes the mixture of operators
during the GA and is based on the iteration number. First, a usual setting such as one of
the aforementioned is used and then, after some progression, the canada mutation, often
also in a mixture with other operators, is switched in at the iteration $N_{\text{canada}}$ and used in all
subsequent iterations.

Here, we can simply state that canada brings in a severe performance benefit if it is used
with a smallMut setting rather than with a bigMut setting (cf. the depictions for canada in Fig. 3.4 on p. 81); this is apparent when comparing inp43, inp44 with the others from this block. With a big mutation setting, the next reached ESP-based local optimum has a
bigger deviation from the target ESP and this might change the GOCAT quite severely such
that the acceptance rate becomes quite small. This is also caused by the gradient problems
that are discussed in a different context in Section 6.3.2. Furthermore and surprisingly,
canada is even better when it is used directly from the beginning, contrary to what was
intended before (inp50, inp51). Even a pure canada, i.e., as the sole mutation operator
without any others, is well-performing; the mixed version is one that includes also the usual
Cartesian and charge mutations as smallMut. The most general setting, actually, would be
the inp52 which is constituted by 5% re-initialization, 15% charge mutation, 15% Cartesian
mutation (which share the same meta-parameters as smallMut defined above, see Item (2)
on p. 150), with now additional 50% small step canada (wrapping smallMut, except for the
re-initialization part) and 15% big step canada (wrapping bigMut, see Item (1) on p. 149).
This is denoted as “multi-mixture”. It might bring in the least artificial bias since even
some usually less effective, but more systematically explorative moves are included. This
is combined with the mixture of portugal and sweden of inp31 as crossover operators.
This setting was also used for $N_{\text{GA}} = 2 \cdot 10^6$ iterations again in inp57 to reach an even
better converged pool, see Table 6.1. In this case, just a small overall improvement is seen
approaching final mean best fitness values of $\bar{f} \approx 30.0$, which depicts a good estimate of
the minimum fitness that can be reached with $N_{\text{Ch}} = 10$ (and the other GOCAT model
parameters). This can also serve as boundary for the not-yet converged results, as, e.g., in
inp38 or inp41.

**Fourth block:** The last part in Table 6.1 contains the baseline approaches: inp53 is only a
smallMut setting that already performs quite acceptably except for the wide spread which
is to be expected; this is a population-based hill climbing (cf. Algorithm 2.2 on p. 26),
essentially. inp54 is significantly worse using just bigMut. This restates that small-step
mutations are needed for gradual exploitation of the basins of attraction and are more
effective than the big steps. In inp54, multiple different mutations are used, i.e., small,
intermediate and combined ones, similar but not significantly different from plain smallMut
of inp53. inp55 is the raw baseline approach with just re-initializations directly on the
vdW surface of new GOCATs, i.e., using just a nullary operator without any information
exploitation as a fully explorative setting and is by no means competitive to the GA settings
above.
Further discussion: Lastly, some reservations of the discussed results could be expressed. Indeed, what is not included above, since just the fitness is represented, is the actual intrinsic variability of $\{ q_i, r_i \}_{i=1}^{N_{Ch}}$ of the GOCATs, i.e., the actual genotype diversity. Certainly, the difference between the best and the mean fitness can be used (and was used above) as a proxy for the conserved diversity, but more in-depth investigations are definitely needed to answer questions as, for instance, which setting (and which niching) might be best to reach chemically meaningful GOCATs. This is amplified by the fact that the final fitness itself is poorly discriminating quite unlike GOCATs as pointed out above when speaking about multiple similar local optima without clear dominance. Besides, some of the settings lead to fitness progressions that are not so different from the others, at least not if using a full inferential statistical treatment. That is, some of the final results of the settings would not be significantly different from each other (within the error margins). As a result, no definitive statements (with a vanishing type one error of inferential statistics) about the performance order could be made; many settings result in a mean fitness in a small interval, $\tilde{f} \in [40, 44]$. However, the main observations are significant, as they are: smallMut is better than bigMut, sweden is needed and canada brings in the main improvement.\footnote{Actually, the current author has never experienced such elaborated comparisons and statistical significance tests in the context of global optimization in chemistry. However, as stated in Ref. $^{[156]}$, one should even use independent runs for each test combination when intending to compare more than just two settings (otherwise a $t$-test might be sufficient), i.e., about at least 30 runs for inp19 vs. inp28, 30 new runs for comparing inp19 vs. inp21, etc., and using something like analysis of variance (ANOVA). Here, significantly more computational resources would be needed to follow such a statistically rigorous and solid approach due to the scaling of $O(n_{settings}(n_{settings} - 1) \cdot N_{runs})$, which leads to 45,942 instead of the 1209 separate GA runs shown in this Section, and each should also have more total $N_{GA}$ iterations.}

In Appendix A.1 on p. 265, complementary benchmark studies with $N_{Ch} \in \{ 5, 20 \}$ are given. Two further insights from these can be summarized as follows: (1) Small step mutations almost suffice to optimize a small $N_{Ch} = 5$ model. In this case, the problem size and search space is small enough to use a population-based hill climbing. In contrast, for $N_{Ch} = 20$ crossover steps dominate the progression efficiency such that sweden plays an even more important role. At the same time, canada is beneficial, but this is not as apparent (i.e., without the clear onset impact) as in the $N_{Ch} = 10$ case discussed above. (2) As expected, any increase of model complexity leads to a smaller final fitness and thus to better catalytic reaction profiles. Though, any possible translation to a real molecular embedding or simple interpretation of the results is hampered.

Possible Future Extension of Operators: More generally, canada could be used when generalized also as a wrapper for arbitrary other crossover and/or mutation operators. For example, also after the sweden phenotype cut planes with more conservation of local structure than after arbitrary displacements of a mutation, a canada step could be used to optimize the GOCAT with respect to the ESP. This could also be tried as a linear regression problem by only optimizing the charge values, $\{ q_i \}$, (cf. Section 2.1.1.2), after sweden changed the Cartesian coordinates. Other hybridization protocols might also be interesting—i.e., more complex steps that already conserve some phenotype character such as the local structure in the GOCAT—by incorporating, e.g., “local heat pulses”.$^{[406]}$
Additionally, some simplification operators could also be introduced that explicitly search for symmetric representations by using something similar as canada (that implements all of Section 2.1.1.2) with symmetry constraints to impose the same ESP at symmetrically exchangeable atoms.

### 6.3.2 Transferability by Translation Protocols

As global optimization in general is very computationally expensive—at least if a global convergence is intended and not just some “short-cuts” to some well-enough GOCATs due to the first more than exponential fitness decrease after start up—a compromise with regard to the level of theory is always needed. For instance, just one setting in the publication for the \( N_{\text{Ch}} = 10 \) case with one single fitness function and charge neutrality (Section 3.3 in the publication starting on p. 137), consumed the following number of total SP evaluations, \( N_{\text{SPs}} \), where each single point can be an energy and/or a Cartesian gradient evaluation of one frame within a GOCAT. With \( N_{\text{GA}} = 1.2 \cdot 10^6 \) GA iterations, two children created and evaluated in each GA iteration, a pool size of \( N_{\text{pool}} = 600 \), a frame number of \( N_{\text{frames}} = 21 \) of the MEP and 10 separate (farming) GA runs, we have

\[
N_{\text{SPs}} \leq \left( \frac{(1.20 \cdot 2) \cdot 10^6 + 600}{21} \cdot 10 + \frac{(4.02 \cdot 10^5 \cdot 21)}{\text{total SPs of loc. opt.}} \right) = 588 \cdot 10^6, \tag{6.1}
\]

where the second term denotes the complete local optimization of the accumulated pool having now \( N_{\text{GOCAT}} = 6000 \) GOCATs for this specific case. The local optimization usually is applied once after the separate GA runs, not during or within each GA iteration (see Chapter 3). The calculated number is an upper bound for this specific setting since the \textit{immediateFallBack} (which was explained around Algorithm 3.1 on p. 87) will save a few SPs in each run—very dependent on the overall unique progression of the particular optimization—but the order of magnitude will be correct.\(^{10}\) That is, this single entire pool of 6000 individuals at the end of the merged 10 pools of \( N_{\text{pool}} = 600 \) each needed about half a billion SPs. Having to calculate one chemical reaction with different settings, e.g., with changing \( N_{\text{Ch}} \), fitness functions, restraints on the GOCAT model, etc., usually about several of those total runs of Eq. (6.1) are performed. From this perspective, it is simply not computationally feasible to compute all this on a higher level of theory, most probably on a DFT level, unless utilizing very extended HPC computational resources that are more extensive than available on a daily basis.

#### 6.3.2.1 Protocols for Translation

Hence, already in the publication of this Chapter, we wanted to translate between levels of theory trying to re-use information we have gained by optimizing on the SQC level. The main problem is that the MEP treated on varying levels will be (at least) slightly different,\(^{10}\)

\(^{10}\)One evaluated number for this same setting is \( N_{\text{immediateFallBack}} = 10.04 \cdot 10^6 \) function calls with a total of \( 192.54 \cdot 10^6 \) saved SPs. Consequently, still approximately \( 400 \cdot 10^6 \) SPs are needed for one GOCAT database.
which is also already the case in the simple Menshutkin reaction. In particular for the this reaction treated on PBE0/def2-TZVP\cite{201,452} vs. PM7,\cite{206} the attacking NH₃ has a longer distance to the attacked C atom (\(d = 3.33 \text{ Å vs. } d = 3.03 \text{ Å on PM7}\)) in the loosely associated adduct—which we call R throughout this Thesis. The same is true for the distances between C and Cl in the contact ion pair, the P frame (\(d = 2.70 \text{ Å vs. } d = 2.59 \text{ Å on PM7}\)), while the TS is already more product-like on DFT. These small Cartesian deviations for the MEP that are reflected in the different discrete NEB frames will result in a (slightly) variant \(\text{vdW}\) surface such that a PM7 GOCAT cannot simply be put around the same reaction on another level without subsequent translation protocols.\textsuperscript{11} In this regard, two fundamentally different translation algorithms were implemented that will be compared in four “flavors” below:

1. New Cartesian charge positions on the higher level of theory are optimized with respect to the full distance matrix with the elements \(D_{ij} = 1/\sqrt{r_{ij}}\). In this case, each distance, \(r_{ij}\) from a charge \(i\) to an inner atom \(j\) is calculated in the starting individual (PM7), which depicts the reference distances, and the target is to reach those same reference distances again when surrounding the new structures (DFT). Thus, no inter-charge distances are included. This optimization problem usually generates an over-determined system and is solved in a least-squares sense with equal weights on each distance, by optimizing the Cartesian charge positions only. (Indeed, simple translations and rotations can be re-mapped perfectly, of course, but with changes of the exposed \(\text{vdW}\) surface, this translation is not expected to result in zero for the objective function).\textsuperscript{12} Usually, only the three stationary frames (R, TS, P) of the source and target MEP are used since the frame number between both NEBs can also vary. As the charges are now placed in a way that they approach the source distances as close as possible, they will not lie on the \(\text{vdW}\) surface. Hence, as a next step the \(\text{vdW}\) remapping takes place—which then partially destroys the best positions found by the first step.

2. Instead of employing merely the Cartesian distance matrix, a (partial) Coulomb matrix \(C_{ij} = q_i/r_{ij}\) with charge values \(q_i\) in the numerator is utilized in this second protocol. The first protocol was exactly the one already used in the publication of this Chapter, whereas the second one was not invented back then. The objective function that is used in this protocol is based on the ESP values at the atoms (or more specifically the ESP-differences); this function was explained in Section 2.1.1.2 for Eq. (2.14) on p. 18. It serves for subsequent local and/or global optimizations. Therefore, for the Menshutkin reaction, a \(C_{3v}\)-symmetrized ESP optimization can take place by using our GA again but this time fully hybridized with a local optimization in each iteration to reach the (globally) best GOCATs with the same scalar ESP on a subset of positions, \textit{i.e.}, at selected frames’ atoms (R, TS, P).

In the following, the two methods are compared in four different settings: The protocol

\textsuperscript{11} In the simplest version, these at least have to include some translation/rotation and some \(\text{vdW}\) remapping.

\textsuperscript{12} Typically, this will also only result in a local optimum.
that is named “vdW” is a simple remapping onto the new vdW surface, without any
distance or Coulomb interaction optimization. It is the simple mapping that always occurs
in each iteration during the GA, i.e., it is used then to satisfy the usual restraints and not to
translate between different vdW surfaces as in the present case. The protocol “distances”
terms Item (1) above, the protocol “ESP glob.” the global optimization using the method of
Item (2), and the protocol “ESP loc.” is the local version of the same method of Item (2). For
all translations, about 250–300 HC clusters were used from an accumulated population of
the corresponding GOCAT setting. Then, the best rank as well as the nearest neighbor to
the calculated cluster mean in a 27 dimensional ESP space were used as starting individuals,
as long as the best and the nearest neighbor GOCATs are not the same (by chance)—thus the
irregular observation number, \( N_{GOCAT} \), follows below; this is similar to the methodology of
the publication of this Chapter. Furthermore, a standard pure random initialization is carried
out that does not capitalize any information acquired from the SQC pool beforehand, i.e.,
the nullary initialization directly on the DFT level of theory. This is the “random” protocol.

6.3.2.2 Results and Discussion

A first translation is shown in Fig. 6.3 on the following page for \( N_{Ch} = 3 \) systems without
total charge neutrality, \( \sum_i q_i \neq 0 \). The threshold fitness value that should not be surpassed
is about \( f_{\text{thresh}} = 409.1 \) on DFT level of theory. This is solely a fitness value based on the
barrier itself, while all other terms in Algorithm 3.1 on p. 87 will be zero in the gas phase
path. Obviously, all protocols detailed above can optimize many GOCATs that already are
in the catalytic window, i.e., that are showing smaller fitness values than the pristine gas
phase path. In the random initialization, one single GOCAT is near the threshold (at about
\( f = 450 \)), but most of these are much worse (note the logarithmic scale in the left panel of
Fig. 6.3).

On the left-hand side of Fig. 6.3, there is a distinct bunch of points scattering around
differences of about 1400 and 2400 fitness points. This is due to the discrete fitness penalty
(coming in chunks of 1000 points in this case) if the frame indices of the stationary points
for \( \{ R, TS, P \} \) are shifted. Often, a slight overstabilization at frame index > 1 with energies
smaller than the actual \( R \) energy (at frame 0) with respect to any last decimal places can
lead to fitness values that should also lie at around 350–400, but do so at 1350–1400 with
the penalty. This penalty is most pronounced in the ESP optimization method. Presumably,
these can be explained due to overfitting as the ESP optimized GOCATs are different with
respect to all intrinsic coordinates, \( \{ q_i, r_i \} \), both Cartesian coordinates and charge values,
with possible bigger changes from the starting candidate solution. This is already true in
the locally optimized method, and even more so when the full-blown global optimization is
used, whereas the distance optimization was always locally and only treated the Cartesian
coordinates.\(^{14}\)

\(^{13}\)Note that when quotation marks are used in the main text in the following, these four translation methods
are directly addressed.

\(^{14}\)Generally, in the local optimization of the fitness after a full GA, it was observed that right before the actual
convergence of, e.g., nonopt, the fitness values were decreasing continuously, but then led to erratic sudden
jumps. This points to the fact that the local optimization progression of each GOCAT can already result in
Fig. 6.3: \( N_{\text{Ch}} = 3 \) (non-neutral): Fitness values after translation from PM7 to PBE0/def2-TZVP level or theory using the four different variants (explained in the main text around Items (1) and (2) on p. 158) and compared to the baseline approach, the random initialization, plotted in two different regions/scales. The \( y \)-axis (ordinate) of this plot is categorical with added random jitter/spread to see the separate data points, and with a boxplot for quartiles and the median value in the background. The vertical dashed line is the fitness of a corresponding pristine gas phase Menshutkin reaction on this DFT level without a GOCAT with \( f_{\text{thresh}} = 409.1 \) (the statistics are given below in Table 6.2 on p. 164). Values with \( f < f_{\text{thresh}} \) can then be considered as being catalytic.

The corresponding energies as well as Cartesian energy gradient norms are shown in Fig. 6.4 on the next page. Here, the observations solidify that the energies are very similar in both protocols and show the lower barrier (except for some outliers). The gradient norms are due to the gradient norm penalties in a region of about \( \| \nabla E \| \approx 10 \text{ kcal mol}^{-1} \text{Å}^{-1} \) (compare also with Table 6.3 on p. 165). Contrariwise in the random case, a typical variance of energies and gradient norms can be observed.

Note that many of the randomly initialized GOCATs lead to not converging SCFs at least at one frame; in particular, this happened in 539 cases here (cf. Table 6.2 on p. 164). The fitness values that would just be an extremely high offset are not shown here. This is expected as, because of the completely random initialization, many extreme, chemically meaningless surroundings are generated that cannot even be evaluated at all due to convergence problems of the QM calculations.

A harder translation problem for the same Menshutkin reaction onto the DFT level is similarly shown in Fig. 6.5 on p. 162 for the fitness values and Fig. 6.6 on p. 163 for energies and gradient norms of the GOCATs for the problem size of \( N_{\text{Ch}} = 10 \) and for neutral surroundings. The anticipated tendency here is that the random initialization has
Fig. 6.4: \( N_{ch} = 3 \) (non-neutral): Corresponding reaction energy profiles and energy gradient norms for all data in Fig. 6.3 for the four translation protocols and the random initialization. Corresponding statistics are given in Table 6.3 on p. 165. “PBE0 \( r\theta \)” is the case-specific best GOCAT with the lowest fitness after the translation, which is not the \( r\theta \) on PM7 before the translation.
Fig. 6.5: \(N_{\text{Ch}} = 10\) (neutral): Fitness values after translation from PM7 to \textit{PBE0/def2-TZVP} for the four translation protocols and the random initialization. For plotting details see Fig. 6.3 on p. 160.

Even greater problems in finding some promising starting GOCATs as the search space increases. At the same time, the neutrality constraint, \(\sum_i q_i = 0\), of each GOCAT already filters out some very extreme electrostatic surroundings such that actually more than in the \(N_{\text{Ch}} = 3\) case can be converged. Admittedly, the simpler distance-based least squares optimization is quite more efficient in finding already catalytic GOCATs in contrast to the more elaborated optimization of the full ESP, both locally and globally.

Some corresponding descriptive statistics is compiled in Table 6.2 on p. 164. For the \(N_{\text{Ch}} = 3\) case, we have about 63.8%, 80.2%, 56.2% and 52.9% of GOCATs for the four different variants with fitness values below 409.1 that could be considered as already having some catalytic effect onto the reaction. For \(N_{\text{Ch}} = 10\), these relations decrease severely to 18.6%, 29.7%, 2.8% and 3.8%. For the baseline approach (“random”) there are no catalytic active GOCATs. Note that we have resisted to show standard deviations and other statistics as these distributions are highly non-Gaussian with high skewness and kurtosis. Moreover, histograms are also not given here as many more data points would have been needed to say something definitive about such distributions. Still, the observed tendency is that the simpler distance-based approach significantly outperforms the ESP methods. Additionally, the ESP optimization fitness is very similar for both the local and global optimization, with differences probably without statistical significance. Remarkably, the simplest method, “vdW”, which actually is not really a translation protocol but only the usual mapping onto the vdW surface, performs quite well. This is due to the small deviations between the exposed surfaces for this Menshutkin reaction and almost the same absolute translation and rotation in Cartesian space on both QM levels. Thus, the performance of “vdW” is expected to deteriorate in more complex translations. Nevertheless, this also strengthens
Fig. 6.6: $N_{ch} = 10$ (neutral): Corresponding reaction energy profiles and energy gradient norms for all data in Fig. 6.5. "PBE0 r0" is the translation-protocol-specific best GOCAT with the lowest fitness after the translation. These best GOCATs are all pictured below in Figs. 6.8 and 6.9 on p. 169 and on p. 170; "former PM7 r0" is the reaction profile after translation for the former best (extreme of highly symmetric) PM7 GOCAT (shown in Fig. 6.7 on p. 167).
Table 6.2: Descriptive statistics of the fitness of the four translation methods and the baseline approach (random initialization), see Figs. 6.3 and 6.5 on p. 160 and on p. 162 and compare with the corresponding energies in Figs. 6.4 and 6.6 on p. 161 and on the previous page.

<table>
<thead>
<tr>
<th>method</th>
<th>$N_{\text{GOCAT}}$</th>
<th>min./max.</th>
<th>median</th>
<th>mean</th>
<th>cat. ratio$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>vdW</td>
<td>378</td>
<td>329.0/30407.3</td>
<td>393.5</td>
<td>687.1</td>
<td>63.8%</td>
</tr>
<tr>
<td>distances</td>
<td>378</td>
<td>331.8/1608.0</td>
<td>386.4</td>
<td>439.0</td>
<td>80.2%</td>
</tr>
<tr>
<td>ESP glob.</td>
<td>377</td>
<td>328.7/4518.6</td>
<td>376.4</td>
<td>884.1</td>
<td>56.2%</td>
</tr>
<tr>
<td>ESP loc.</td>
<td>378</td>
<td>329.7/57658.0</td>
<td>371.9</td>
<td>1375.3</td>
<td>52.9%</td>
</tr>
<tr>
<td>random</td>
<td>461$^b$</td>
<td>444.7/302373.3</td>
<td>36970.6</td>
<td>45884.1</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

$N_{\text{Ch}} = 3$

<table>
<thead>
<tr>
<th>method</th>
<th>$N_{\text{GOCAT}}$</th>
<th>min./max.</th>
<th>median</th>
<th>mean</th>
<th>cat. ratio$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESP glob.</td>
<td>363</td>
<td>340.4/28563.1</td>
<td>2893.1</td>
<td>4302.5</td>
<td>2.8%</td>
</tr>
<tr>
<td>ESP loc.</td>
<td>474</td>
<td>333.4/32765.2</td>
<td>1706.6</td>
<td>2756.2</td>
<td>3.8%</td>
</tr>
<tr>
<td>random</td>
<td>849$^b$</td>
<td>5941.6/NaN</td>
<td>86553.8</td>
<td>108425.9</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

$N_{\text{Ch}} = 10$

$^a$ Catalytic ratio of GOCATs with fitness values $f < f_{\text{thresh}} = 409.1$; this boundary is the fitness of the pristine path on PBE0/def2-TZVP level of theory.

$^b$ 1000 initializations were calculated. The missing numbers of individuals had at least one frame that could not be converged and consequently those GOCATs were erased. Hence, the open maximum interval is shown (NaN). The other statistics, though, were calculated based on these $N_{\text{GOCAT}}$ that could be successfully computed.

The fact that Cartesian information is more important for this translation than combined Cartesian and charge information, at least when no gradients are also included (vide infra).

As we were not able to completely trace back the real origin of this, i.e., of the correlations and the causation between ESP and the fitness values, including all sub-terms such as the mere barrier and (more importantly) the gradients, we will give some possible explanations. As can be seen from the energies and gradients of different GOCAT sizes in Figs. 6.4 and 6.6 with $N_{\text{Ch}} \in \{3, 10\}$, the energies themselves for the ESP-based approach are even better than the distance-based approach, but the fitness values are not.

In Table 6.3 on the next page, the averaged gradient norms and energetic barriers are summarized. Here, with ratios around maximal 100%, the ESP translations (locally and globally) find paths with already decreased barriers, $\Delta E^\ddagger$. The translation methods “distances” and “vdW” point around 80–90%. However, the averaged gradient norm of “ESP loc.” and “ESP glob.,” are similar and around the threshold of 10 kcal mol$^{-1}$Å$^{-1}$ for $N_{\text{Ch}} = 3$, and suddenly jump to values around 20–30 kcal mol$^{-1}$Å$^{-1}$, while the “distances” and “vdW” method leads to smaller values around 10–15 kcal mol$^{-1}$Å$^{-1}$. This restates the fact that “ESP loc./glob.” optimizes proper reaction paths but introduces higher fitness values due to larger gradients at the reaction frames.

Thus, the additional fitness increments will come from the gradient norm penalties. One general observation in the complete electrostatic GOCAT theme is that there is a plethora of Cartesian placements of charges that can lead to (almost) the same ESP at specific points currently observed, i.e., at the $3 \cdot 9$ selected atoms.$^{15}$ That is, there is a huge number of

$^{15}$ The same is true and already well-known in the geometrically “inverse” problem of fitting inner charges...
Table 6.3: Descriptive statistics of the energy and gradient norm averaged over the three stationary frames (R, TS, P) for the four translation methods and the baseline approach (random initialization). Compare with the corresponding energy plots of Figs. 6.4 and 6.6 on p. 161 and on p. 163. All energies are given in kcal mol\(^{-1}\) and gradient norms in kcal mol\(^{-1}\)Å\(^{-1}\).

<table>
<thead>
<tr>
<th>method</th>
<th>type</th>
<th>N(_\text{GOCAT}) (^a)</th>
<th>min./max. (^b)</th>
<th>median (^b)</th>
<th>mean (^b)</th>
<th>(\sigma) (^b)</th>
<th>cat. ratio (^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vDW distances</td>
<td>(\Delta E) (^\dagger)</td>
<td>378</td>
<td>15.2/41.1</td>
<td>34.1</td>
<td>33.9</td>
<td>3.3</td>
<td>84.9%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>378</td>
<td>4.4/69.0</td>
<td>9.1</td>
<td>9.7</td>
</tr>
<tr>
<td>ESP glob.</td>
<td>(\Delta E) (^\dagger)</td>
<td>378</td>
<td>29.3/40.6</td>
<td>34.7</td>
<td>34.6</td>
<td>1.8</td>
<td>93.9%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>378</td>
<td>3.8/15.8</td>
<td>8.6</td>
<td>9.0</td>
</tr>
<tr>
<td>ESP loc.</td>
<td>(\Delta E) (^\dagger)</td>
<td>377</td>
<td>28.5/33.1</td>
<td>30.9</td>
<td>30.7</td>
<td>1.0</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>377</td>
<td>6.4/38.2</td>
<td>10.1</td>
<td>10.2</td>
</tr>
<tr>
<td>random</td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>461</td>
<td>5.2/197.1</td>
<td>71.2</td>
<td>75.0</td>
</tr>
</tbody>
</table>

\(N_{\text{Ch}} = 3\)

<table>
<thead>
<tr>
<th>method</th>
<th>type</th>
<th>N(_\text{GOCAT}) (^a)</th>
<th>min./max. (^b)</th>
<th>median (^b)</th>
<th>mean (^b)</th>
<th>(\sigma) (^b)</th>
<th>cat. ratio (^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vDW distances</td>
<td>(\Delta E) (^\dagger)</td>
<td>469</td>
<td>21.0/43.8</td>
<td>33.0</td>
<td>32.9</td>
<td>4.1</td>
<td>85.3%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>474</td>
<td>4.7/36.1</td>
<td>14.5</td>
<td>15.2</td>
</tr>
<tr>
<td>ESP glob.</td>
<td>(\Delta E) (^\dagger)</td>
<td>468</td>
<td>14.2/42.3</td>
<td>34.3</td>
<td>33.9</td>
<td>3.9</td>
<td>83.1%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>474</td>
<td>3.9/33.5</td>
<td>12.5</td>
<td>13.6</td>
</tr>
<tr>
<td>ESP loc.</td>
<td>(\Delta E) (^\dagger)</td>
<td>363</td>
<td>22.1/37.8</td>
<td>30.2</td>
<td>29.9</td>
<td>2.5</td>
<td>99.7%</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>363</td>
<td>8.8/77.9</td>
<td>28.4</td>
<td>30.6</td>
</tr>
<tr>
<td>random</td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>474</td>
<td>21.0/35.3</td>
<td>29.7</td>
<td>29.3</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>474</td>
<td>8.5/83.8</td>
<td>20.8</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\nabla_{R\text{TS},P}E</td>
<td>)</td>
<td>849</td>
<td>40.7/367.8</td>
<td>129.6</td>
<td>136.3</td>
</tr>
</tbody>
</table>

\(N_{\text{Ch}} = 10\)

\(^a\) Number of observations included, varying as, e.g., there might be some very extreme paths without a meaningful barrier to be calculated (see Figs. 6.4 and 6.6).

\(^b\) These are the minimum/maximum, median, mean and standard deviation \((\sigma)\) of the occurring energy barriers \((\Delta E)\) or averaged gradient norms \((|\nabla_{R\text{TS},P}E|)\) of the N\(_\text{GOCAT}\) evaluated solutions.

\(^c\) Catalytic ratio of GOCATs with energy barriers \(\Delta E < \Delta E_{\text{ref}} = 37.2\) kcal mol\(^{-1}\); this is the barrier of the pristine path on PBE0/def2-TZVP level of theory.

**GOCATs** resembling the almost same ESP that will have similar fitness. But this simple correlation is not the whole truth, as gradient norms, for instance, can highly vary when already having the same ESP. This is due to the fact that the gradients themselves include Cartesian information (partial derivative with respect to the \(\{x, y, z\}\)-coordinates of the charges), while the ESP itself as a scalar field does not; it only includes the radius or distance. Therefore, in order to improve such descriptions, one maybe would need to either increase the number of points instead of, e.g., the 3 \(\cdot\) 9 of 3 frames and 9 atoms each, and/or one could already include the EF itself at the latter selected points in order to not inadvertently change the gradient norms. Indeed, we often observed that an ESP-optimized GOCAT, although started from a symmetrical individual, reached an unsymmetrical one after ESP measured from the outside as needed in, e.g., ESP-based atomic charges. In this case, the system is actually underdetermined such that there are multiple realizations of inner charges that lead to a similar or equal accumulated ESP. The same is true for GOCAT’s ESP of course and most probably also for the catalytic effect. See the discussion in Section 2.1.1.2

---
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optimization with rather different charge values, \( \{ q_i \} \). Then, opposing charges will not compensate for the gradients but might introduce the same ESP and yet a different EF at the respective atom.

As a consequence, as there are numerous ways of Cartesian representations, the simple distance-based approach relaxing to the nearest Cartesian local optimum without changing the charge values might be more effective than the ESP method that actually only uses the ESP as a “template”, but might find completely different Cartesian GOCATs with some loss of information due to the rough grid-based view without incorporating the EF.

With regard to the depictions in Section 2.1.1.2, also the density of calculated ESP grid points is usually notably higher for PD charges, with roughly up to a few hundred points per atom\(^{[141]}\) or one to many points per Å\(^2\) at multiple shells\(^{[154,453]}\). Moreover, different protocols, e.g., similar to RESP\(^{[153,154]}\) could be used as “Occam’s razor” incorporated for simplifying the solution space.

The highly symmetrical PM7 best rank, \( r_0 \), is shown again in Figs. 6.7(a) and 6.7(b) on the following page; this individual was discussed around the publication’s Fig. 8 on p. 138. All three protocols (“distance”, “ESP glob.” and “ESP loc.”) deliver rather unsymmetrical GOCATs after translation (Figs. 6.7(c)–(h)). Moreover, the ESP range of the \( r_0 \) GOCAT is quite high with a difference of \( \Delta \phi_{\text{ESP}} \approx 40 \text{ kcal mol}^{-1} \text{e}^{-1} \) between the Cl and C atoms. This rather extreme case was shown to be an outlier but a very good one on PM7 (see the publication on pp. 137f.), and, \( \text{eo ipso} \), it can be assumed that this individual is harder to be translated onto PBE0. A reason could be that such a rather extreme embedding simply is not performing well on a higher level of theory, with, e.g., also a more extensive basis set and a better QM/MM coupling, or that the translation error produced by the methods perishes the candidate solution’s quality; every small translation error that is introduced, such as not compensating gradients due to asymmetrically opposing charges, will be amplified when having to treat an extreme GOCAT. By contrast, the well-performing GOCATs on PBE0 all stem from ranks in the region of 3000–6000. These mediocre GOCATs on PM7 that happen to be the best ones on PBE0 after the translation are all pictured in Figs. 6.8 and 6.9 on p. 169 and on p. 170. They all have a smaller \( \Delta \phi_{\text{ESP}} \approx 20 \) and thus seem to be less an issue for the translation protocols.

As a conclusion of this Section, the following three points can be summarized: (1) Just translating the PM7 GOCATs without any further GOCAT optimization with regard to the catalytic effect already shows meaningful catalytic effects on PBE0 level of theory for many individuals, \( i.e., \) the results based on the additional SQC approximations (Sections 2.2.3 and 2.4.3) can be transferred. (2) The ESP optimization should be extended to include more points and/or the EF. Alternatively, one could include some simplification pressure, as mentioned in Section 2.1.1.2, or enforce symmetry right away. (3) Local optimization of ESP could be sufficient, and the global setting is of greater computational expense and not needed for translation.

\[^{16}\]Note that in other GOCAT compression applications—not shown here—such ideas were already pursued and the emerged positioning seemed to be very dependent on subtle differences of the target ESP and on the number of points included. Which impact this has on the translation between levels of theory, has to be investigated further.
Fig. 6.7: $N_{\text{CH}} = 10$ (neutral): Exemplary GOCATs as starting individual on PM7 (highly symmetric best rank $r\emptyset$). Figs. (a)–(b), and translated by the three methods: "distances", "ESP glob(ally)" and "ESP loc(ally)". Charges and atoms are colored from red to blue for $q_i \in [-1.0, +1.0] e$ and $\phi_{\text{ESP}} \in [-38.8, +38.8] \text{ kcal mol}^{-1} e^{-1}$.  

6.3 Complementary Information
Note that the results of this Section show fully non-optimized GOCATs with respect to the catalytic effect. The GOCATs for both “distances” and “vdW” together for the $N_{\text{CH}} = 10$ size constituted the very same starting population of the publication for the GA optimization on the DFT level, discussed on p. 141.
Fig. 6.8: $N_{\text{ch}} = 10$ (neutral): GOCATs as starting individual on PM7, Figs. (a)–(b) and Figs. (c)–(f), and their translation to PBE0 based on the method illustrated. These are the case-specific GOCATs that happen to give the lowest fitness on PBE0 (dotted reaction paths in Fig. 6.6 named “PBE0 r0”). Charges and atoms are colored from red to blue for $q_i \in [-1.0, +1.0] \text{e}$ and $\varphi_{\text{ESP}} \in [-13.6, +13.6] \text{kcal mol}^{-1} \text{e}^{-1}$.

6.3 Complementary Information
Fig. 6.9: $N_{\text{Ch}} = 10$ (neutral): The other two translation methods complementary to Fig. 6.8 on the preceding page (see the caption there).
6.3.3 Correlation Studies

Complementary to the simple catalytic impact of any polar surrounding on the Menshutkin reaction discussed in the paper, this Section sheds light on this matter again from the perspective of recently emerging pure electrostatic catalysis, which is also detailed later in Section 7.1; the simple trend for the Menshutkin reaction can serve as a basis for comparison there.

6.3.3.1 Primer on Electrostatic Catalysis

General electrostatic catalysis can be estimated by the equation for the barrier lowering as\[\Delta \Delta E^\dagger = -\left[ (F_{env,TS} \cdot \mu_{TS}) - (F_{env,R} \cdot \mu_{R}) \right], \tag{6.2}\]

where \(F_{env,\{TS, R\}} = -\nabla \phi_{ESP,\{TS, R\}}\) is the EF at the corresponding frame, either R or TS, and \(\mu_{\{TS, R\}}\) its (bond) dipole moment. Assuming overall neutrality of the molecule, the energy difference within an electrostatic environment can be approximated by perturbation theory to the first order as an interaction of the (homogeneous) electric field and the corresponding (molecular) dipole moment, \(\Delta E = -F \cdot \mu\) (cf. Section 2.3.2). Especially, vibrational Stark shifts within an electric field were estimated in this way.\[454–456\] In this Thesis, we deliberately describe this energy influence as a potential energy change excluding entropy effects,\[127\] although, in the given references, it is usually used as a direct impact on the free energy barrier, \(\Delta \Delta G^\ddagger\). In some reactions, the main electron density re-configuration can sufficiently be approximated by a local electron rearrangement during the reaction such that the local electric field at specific functional groups and their local bond dipoles can be used, instead of the full molecular dipole moment.\[121,122,457\] Besides, it is assumed that a (small) uniform electric field and this dipole approximation is adequate. Indeed, a projection of the dipole moment and the EF onto the main reacting bond(s) usually suffices.\[123,124,126,127\]

In this simple picture, electrostatic catalysis can be bounded by two limiting cases, assuming one common electric field of an environment, \(F_{env}\), for all structures emerging during the chemical reaction—which is completely in line with the GOCAT model. These are illustrated in Fig. 6.10 on the next page.\[122\]

- First case (shown in Fig. 6.10(a)): Here, the dipole moment of the molecule does not change the direction but its magnitude during the reaction—or more precisely its Euclidean norm. Then, each stabilization of R will automatically also stabilize the TS structure. If the TS is stabilized stronger due to \(|\mu_R| < |\mu_{TS}|\), we have a catalytic effect, i.e., a barrier decrease of Eq. (6.2), which, in this case, simplifies to \(\Delta E^\dagger = -|F_{env}||(|\mu_{TS}| - |\mu_R|)|\). Also, a reaction field as the electric field by an arbitrary (polar) solvent—assuming a perfectly equilibrated solvent phase at 0 K—onto the solute will thus lead to a stabilization and, accordingly, to the solvation energy, by a field in the same direction as the solute’s dipole moment. Excluding thermal effects, the solvent molecules will be aligned in a way to minimize the total energy including the solvent–solute interactions of, e.g., the stable starting structure.
Fig. 6.10: Corner cases of catalysis by electric fields of environments. In Fig. (a), the first heterolysis step of an SN1 reaction to the carbocation greatly increases the dipole moment from R to TS (and P), but the direction stays the same. In Fig. (b), by contrast, the (local bond) dipole (of the C=O group) re-orienters, but the magnitude stays (approximately) the same, illustrated by a ketene electrocyclic reaction. The sign convention here is the common one for the electric dipole moments to point from minus to plus, electric fields from plus to minus. Perfectly aligned fields will thus be parallel to the dipole moment. Stabilizing interactions will then be negative for $\Delta E$ due to the negative prefactor in Eq. (6.2). The pictures are adapted from Ref. [122].

R. By this, automatically the TS is stabilized more, i.e., the solvent does not have to re-orient/re-equilibrate, and the barrier decreases.

- Second case (Fig. 6.10(b)): If the dipole moment does not change its magnitude, but its direction upon forming the TS, the environment has to be preorganized\(^\text{17}\) such that it is already adjusted to the TS situation, i.e., mirroring its (complementary) electrostatics. Each solvent that is stabilizing the R structure will fail to stabilize the TS more in order to reach a barrier decrease, assuming again a “frozen” solvent perfectly attached to R. Hence, an environment (other than a solvent) needs to “anticipate” the electrostatics of the TS in order to provide an electric field for optimal TS stabilization and thus a barrier decrease. Here, Eq. (6.2) becomes $\Delta \Delta E^\ddagger = -||F'||||\mu|| (\cos \theta_{F',\mu_{TS}} - \cos \theta_{F',\mu_R})$.

Certainly, real reactions can often not be subsumed as easily under one of these limiting cases as both the dipoles’ orientation and magnitude will change at the same time. Moreover, the possibility of inhomogeneous electric fields of an environment will complicate matters and lead to the breakdown of a simple point dipole description, when multiple (also distant) charge rearrangements happen during the reaction synchronously and further

\(^{17}\) Note that this is what Warshel\footnote{Note that this is what Warshel\cite{112} dubbed as “preorganization” of an environment mentioned in the Introduction in Chapter 1, more specifically of enzymes, which was re-emphasized multiple times since then.\cite{114–117,439}}
“directionality” of the electrostatics is needed, i.e., higher order moments and mixed higher-order effects should be included. Lastly, there is usually a correlated motion between the pure internal reaction and the outer environment and not a purely fixed or static single EF. Despite these apparent deficiencies of this simple description, it was often used in practice by different theoreticians and also in experimental settings and indeed showed linear correlations with the otherwise computed or measured barriers.\[122–124,126,127,455\] This procedure may thus serve as baseline for the explanation or cause of the final barriers within electrostatic surroundings.

6.3.3.2 Menshutkin Reaction as Limiting Case

The Menshutkin reaction as thoroughly discussed in the publication of this Chapter (Section 6.2) had the well-known clear tendency of being catalyzed and also becoming exothermic by increasing polarity of the solvent, which was the actual reason for selecting this reaction for the proof-of-principle study in the first place. With regard to the corner cases above, this neutral S_N2 reaction clearly can be assigned to the case of Fig. 6.10(a). Due to the high symmetry during the whole reaction, belonging to the point group C\(_{3v}\), and, accordingly, the linear reaction coordinate, mainly the dipole magnitude but not its direction changes when the products are formed. Remember that the P structure is charge-separated but neutral overall (Cl\(^-\)···H\(_3\)C–NH\(_3\)\(^+\)) and that the dipole essentially is the displacement of the charged particles (“fuzzy” electrons, and fixed nuclei in BO-QM) from an origin, which is arbitrary in the case of a neutral system. Thus, the P and already the TS structures have heavily increased dipole moment magnitudes (in Debye):

\[\|\mu_P\| = 4.7 \text{ D} < \|\mu_{TS}\| = 14.2 \text{ D} < \|\mu_T\| = 17.0 \text{ D}.\]

In this regard, the total population of \(N_{Ch} = 10\) (neutral, vdW) discussed in the publication is investigated again. This leads to the correlation plots of several properties in Fig. 6.11 on the following page. \(\Delta \varphi_{ESP}\) denotes the differences of ESPs at the indexed atoms of the TS frame (compare with Figs. 6.7(a) and 6.7(b) on p. 167): E.g., “ClmN” labels the difference of \(\varphi_{ESP,Cl}\) minus \(\varphi_{ESP,N}\), which maps to the overall ESP influence onto the (prebuild) anion and cation. Also, more intermediate cases are shown such as “ClmC” which terms the ESP difference between the (left) Cl and the (middle) C atom and “CmN” for the one between the (middle) C atom and (right) N atom.

Apparently, the barrier is highly correlated with any of the properties. With Pearson correlation coefficients of \(r \geq 0.931\) or the coefficients of determinations of the simple linear regression of \(R^2 \geq 0.866\), a high percentage of the variance in the dependent variable, the final barrier \(\Delta E^\ddagger\), can be “explained” by the difference in the ESP values at the respective atoms.\(^{18}\) By simply increasing the total ESP difference or increasing the total electric field from Cl to N (Fig. 6.11(a)) or between Cl and C (Fig. 6.11(b)) the barrier is decreased in the range of \(\Delta E^\ddagger \in [12.77, 27.24] \text{ kcal mol}^{-1}\) while \(\Delta \varphi_{ESP-TS-ClmN} \in [2.02, 29.62] \text{ kcal mol}^{-1}\text{e}^{-1}\) or \(\Delta \varphi_{ESP-TS-ClmC} \in [-0.13, 43.68] \text{ kcal mol}^{-1}\text{e}^{-1}\). As already seen from the last number, the

\(^{18}\)Note that in simple linear regression with an intercept, \(r^2 = R^2\) hold (not to be confused by the two different symbols). The former merely adds the information of the sign for positive or negative linear correlation. Despite this, both values were always plotted and analyzed in multiple thousand times for other reactions/settings.
**Fig. 6.11:** \(N_{\text{Ch}} = 10\) (neutral), PM7 for the Menshutkin reaction of all candidate solutions \((N_{\text{GOCAT}} = 5388)\): The barrier, \(\Delta E^\ddagger\), is plotted against the difference of ESP (the voltage) at the TS frame of different atom-pairs, Cl minus N, Cl minus C and C minus N. The colormap of the scatter points is changing from yellow to red for high to low fitness values, and the best rank, \(r_0\), is marked with a (red) star (cf. Figs. 6.7(a)–(b) on p. 167). Additionally, a simple linear regression is plotted with a red line and corresponding histograms of the data points are given in the margins. \(\Delta\Delta E^\ddagger_{\text{ClmN}}\) is the estimated barrier decrease by Eq. (6.2).
C atom is negatively embedded at the contact plane of the ions leading to the positive correlation, i.e., less negative ESP at N, in Fig. 6.11(c) that even lies in both negative and positive domains: $\Delta \varphi_{\text{ESP-TS-CnmN}} \in [-15.26, 10.27] \text{kcal mol}^{-1} \text{e}^{-1}$. By adding the “third” dimension, the colormap, the correlation is stressed even more. The “star” denoting the r0 (Figs. 6.7(a) and 6.7(b)) is one of the most extreme cases and found with the lowest barrier and highest ESP difference. Finally, the resulting barrier, $\Delta E^\ddagger$, can simply be traced back to the projected electric field and molecular dipole moment onto the direction vector between Cl and N (all {Cl, C, N} are on one axis): $\Delta \Delta E^\ddagger_{\text{Chmn}} \in [-16.71, -1.86] \text{kcal mol}^{-1}$ is the calculated barrier decrease due to Eq. (6.2) using the polarized molecular dipole moments for the projection. Thus, Eq. (6.2) can describe about $R^2 = 0.966$ of the total barrier variance in the full Menshutkin pool leading to $\Delta E^\ddagger - \Delta E^\ddagger_{\text{ref}} = \Delta \Delta E^\ddagger \in [-17.68, -3.21] \text{kcal mol}^{-1}$. The latter numbers describe the resulting real barrier decreases of the GOCATs, $\Delta \Delta E^\ddagger$, and are even smaller $-17.68 < -16.71$ than the estimated ones. Deviations can always stem from the inhomogeneities of the fields as asymmetry along the axis at the H atoms excluded in such a simple regression and create the “noise” seen in the Figures. Compare also with the electric fields given in the appendix for the plain COSMO case and r0 with field components along the Cl–C–N axis, but more local inhomogeneities (Figs. A.5 and A.6 on pp. 270f).

In summary, these correlations again underline the very simple nature of the impact of electric fields on the Menshutkin reaction, and the expected trend is very well realized by (almost) all the GOCATs found. However, such simple trends for all solutions found after the GA is rather an exception. Similar discussions will also follow in Chapter 7 for the case of a DA reaction, a reaction with both a changing dipole moment direction and magnitude.

---

17. These values and corresponding histograms are discussed on p. 137 in the publication.

20. $\Delta E = -\mu F$ with polarized $\mu$ within the GOCAT (QM/MM) is supposed to include all higher-order moments in the picture of perturbation theory, but the EF is highly averaged, i.e., using one average field between Cl and N regardless of the local changes in magnitude or direction of the field vectors.

21. One follow-up investigation of the current author was the simple chloride exchange Cl⁻ + CH₃Cl $\rightarrow$ CH₃C + Cl⁻ then. In this case, the R and P structures are formally equal except for the fact of differing absolute coordinates (left, right) that are important when having an anchor point of a GOCAT. In this case, the molecular dipole moment magnitude of the TS structure ([Cl−···CH₃−···Cl]⁻) must be smaller than the ones of the R or P structures. Notwithstanding, a GOCAT can be designed with almost just an orthogonal field to the “reaction axis” (cf. Section 7.1 where this term is introduced). The GOCAT shows ESP differences at the H atoms in the middle, resulting in equal energies and an equal ESP at R and P. This can thus be thought of as a full “anticipation” of the TS electrostatics (not shown).

22. Actually, multiple (ten) full sets of optimizations for the ketene reaction of Fig. 6.10(b) were calculated, but these still need to be thoroughly analyzed/understood. As the GOCAT model uses fully aligned frames of the reaction path, simple descriptions of “molecular dipole moment directions” can be misleading and even varying between levels of theories. In fact as a result, the ketene reactions did not change any overall dipole moment direction so much on PM7. Therefore, the DA project including the adaptive fitness function (Algorithm 3.2) was tackled.
Adaptive Globally Optimal Catalysts

Manifest criticism that could be directed at the GOCAT model introduced and utilized so far (cf. Section 6.2) could be its severe approximate nature that seems quite far from what actual concrete catalysts (can) do. Having to start somewhere, the general ingredients were motivated already in the Introduction (Chapter 1), but the question arises whether some of the model restrictions can be relaxed in order to reach the next step on the way of the endeavor of “fully automatic catalysis design”, which after all is the ultimate goal—despite the challenge of being quite ambitious. Therefore, apparent deficiencies present in the GOCAT model were discussed already in Section 6.2 (p. 142). Accordingly, this Section tries to investigate a route of relaxing the restrictions bearing on fixed or preoptimized reaction paths (MEPs) as input, treating single-step reactions with one clear TS only and, by the same means, bearing on a fixed reaction mechanism.¹

Fortunately, there is emerging new research focusing on electrostatic catalysis per se, by an anyhow externally applied EF. This reasserts also the importance of pure, “abstract” EF-based catalysis. In this context, also the fully electrostatic GOCATs that are still optimized during this Thesis might gain ground by providing insights and realizations of globally optimal electrostatic embeddings.

Next, the recent research is briefly recapitulated and, subsequently, further studies regarding mechanistic changes during EF impact follow for a Diels–Alder (DA) reaction.

7.1 Overview on Recent Electrostatic Catalysis

Recently, several efforts of understanding and modeling of catalytic effects evolved into a discipline that could be termed electrostatic catalysis and was reviewed in both the theoretical¹²⁸,⁴⁵⁹ and the experimental domains.¹¹²,⁴⁶⁰ In this regard, so-called oriented external electric fields (OEEFs)¹⁴⁹ play a vital role as, generally, dipolar uniform fields (or

¹ Still, there are, naturally, other important improvements needed in further future adaptations (see Section 7.5 and especially the prospects in Section 8.3).
the ones produced, e.g., at scanning tunneling microscope (STM) tips or charged surfaces) along a fixed given direction affecting the molecular system.\[268\] In the cited reviews, it was demonstrated for different reactions (e.g., Refs. [120, 461–466]) that an OEEF along the direction of electron reorganization catalyzes nonpolar\(^2\) and non-redox reactions by orders of magnitude. This direction was called the reaction axis, as the direction in which the “electrons move for building bonds” from \(R\) to \(P\). Fields in other directions can then control regio- and stereoselectivity. By increase of the field strength, this impact can induce a mechanistic turnover with emerging ionic species. Most of these influences can be understood by a field-induced stabilization of ionic structures.\(^3\) Recently, there were also time-dependent investigations (\textit{ab initio} MD under periodic boundary conditions, including metadynamics) of the synthesis of methane and formaldehyde or glycoaldehydes under EF-influence, though, under otherwise ambient conditions, with observed changes of the reaction network.\[469–471\]

This recent research interest also extends to enzymatic catalysis,\[120,123–128\] which leads back to the origins of electrostatic proposals of how enzymes work of \textsc{Warshel} in, e.g., Refs. [112–115]: in this context, also the term local electric field (LEF) was coined\[268\] classifying the unique surrounding an enzyme can (locally) generate. Yet, in this context, the vivid debate should be emphasized again, still continuing until today, about the origin of enzymatic catalysis, which can be divided into two major groups: On the one hand, the proponents of electrostatic catalysis in a preorganized polar enzymatic environment stabilizing the \(\text{TS}\) more than \(R\), and on the other hand the ones of general dynamical effects, leaving the area of thermally driven (i.e., reaching non-\(\text{TST}\)-based) effects and arguing that dynamics play a pivotal role. \textsc{Warshel} most vigorously represents the first (electrostatic) view, as argued in detail in different Refs. [115–117] against the other view (see, e.g., Refs. [69, 118, 119], the introduction of Refs. [122, 127] and references therein).

As pointed out already in the Introduction of this Thesis (Chapter 1), we do not want to take sides in this debate: If an electrostatic preorganization sufficed to describe the full power of enzymes, this would doubtlessly underline the importance of introducing and optimizing (abstract) point charge \textsc{GOCAT}s. If not, this would stress the fact that naturally occurring catalysts need more specific dynamical effects and so should a further extended \textsc{GOCAT} model. However, note that the very recent research regarding non-enzymatic electrostatic catalysis of OEEF puts forward \textit{abstract} embeddings for pure electrostatic effects, which is in line with the current \textsc{GOCAT} model.

Moreover, \textsc{Fried} and \textsc{Boxer} have developed vibrational Stark shift spectroscopy in order to \textit{measure} naturally occurring electric fields in enzymes.\[121,122,457\] From these works, the treatment of local dipoles stems, which was already explained in Section 6.3.3.1. They immobilize molecules of interest, can apply a uniform \textit{EF} onto these and measure the (infrared)

\[\text{2} \text{ The system can even be completely non-polar but polarizable during the reaction, i.e., more so at the TS structure.}\]

\[\text{3} \text{ One of the key-players is \textsc{ShaiK} in the theoretical domain, who also explains many of the found chemical changes due to an \textit{EF} by the use of modern valence bond theory which \textsc{ShaiK} reviews in, e.g., Refs. [467, 468]. Regarding the research in the \textit{EF} topic, the supporting information of Ref. [268] can be be consulted with citing >300 more References.}\]
spectrum. The field shifts the involved (vibrational) states differently due to different dipole moments of the latter. By this, the applied field affects the transition frequencies in a generally linear fashion with respect to the difference in dipoles of the involved states. This can then be used as calibration for an “inverted” experiment, where probe molecules of known frequency shifts, carrying distinct probe functional groups of, for instance, C=O or C≡N, are embedded into the new environments such as enzymes to measure the frequency shifts by the new surrounding. With complementary MD computations for projecting the electric fields onto the local probe group directions and with help of further solvatochromism calibrations, they can map the vibrational frequency shifts to absolute electric fields. For instance, in this way an extreme EF that ranges up to ~ 150 MV cm\(^{-1}\) (or 34.6 kcal mol\(^{-1}\) Å\(^{-1}\) in the units used below) was measured in the enzyme ketosteroid isomerase in the active site\(^{[121]}\).

This methodology seems promising, and also in a theoretical domain such local projections of EF onto the important bonds were applied\(^{[122–124,126,127,455]}\) which generally is in line with the aforementioned reaction axis rule. That is, the direction of electron density changes during the bond making and forming process is crucial for the assessment of electrostatic catalysis.

Apart from that, again mainly in the experimental domain in combination with theory, Coote et al. have investigated the role of EFs and how to harness them for catalysis in practice, reaching even the daily laboratory regime.\(^{[460]}\) In a single-molecule setting, electrostatic catalysis for a DA reaction was experimentally proven to occur using an STM “blinking” experiment.\(^{[472]}\) This has shown qualitative agreement with the computational studies in the same Reference for the studied DA systems.\(^{[4]}\) Here, both the electrostatic effect must be differentiated from other effects, such as electron tunneling itself, and more importantly for bimolecular reactions, the molecules must be tethered and the EF direction must be precisely controlled. Likewise this bond-forming proof-of-concept study under EF, but using both an electrostatic and electrochemical impacts, bond breakage was also investigated in another study.\(^{[473]}\)

As STM is undeniably not a “high-throughput” approach for EF catalysis for a real synthesis, besides some other approaches using surfaces of electrodes for so-called interfacial electric fields (IEFs), the main further research of Coote is focused on charged functional groups for local oriented EF with, e.g., a pH switch to control the charged group. This was also named designed-local electric field (D-LEF) in Ref. [268] and requires systems where mainly electrostatic effects of specifically introduced functional groups dominate, and not others as, e.g., conjugative effects of protonations etc. They showed, for instance, H-atom transfer reactivity enhancements due to a D-LEF\(^{[474]}\) and a high catalytic influence onto a DA reaction using such local fields, including also endo/exo selectivity,\(^{[475]}\) under practical solution-phase conditions (in less polar ones, of course).

In order not to miss out another broad topic in its own—while the mentioned STM

---

\(^{[4]}\) With all types of approximations that are needed to model the same STM experiment in theory, for instance, approximations to model gold tips, entropic effects in an STM, isolated barriers in an STM for the reactions (without interactions), the real field (on an atomistically rough surface) and solvent effects.\(^{[472]}\)
experiments already point into that direction—there is also much research going in the field of EFs for heterogeneous catalysis.\[476\]

For the remainder of this Section, the mentioned mechanistic changes due to an EF are most essential as well as having another probe, the dipole moments and the EFs projected onto the central electronic flow directions (reaction axis). These can help to quantify the expected electrostatic catalytic effects and, furthermore, support to discern occurring influences of GOCATs from the ones that are possible by simple uniform fields, which are evaluated in a point dipole description.

### 7.2 Diels–Alder Reaction

One early attempt on such EF-based catalysis was the study of a DA reaction.\[463\] Here, the two synchronously formed C–C-bonds define the reaction axis. A field in this direction was shown to highly catalyze an archetypal DA reaction (in a slightly polar variant). Moreover, fields orthogonal to the reaction axis could be used as handle to control the exo vs. endo barriers differently, which opens the possibility of better kinetic control of the outcomes of both diastereomers. This basic catalytic effect was, as mentioned above, already validated in an STM experiment for an OEEF,\[472\] and also in a D/LEF setting with pH switches on distant (non-conjugated) groups of the involved species.\[475\] So far, this DA reaction even culminated in another study of full enantioselective control of the outcome using OEEFs for DA reactions,\[465\] for systems where this plays a role, contrary to the more simplified one in the following that is equal to the first study (Ref. [463]).

This DA reaction is shown in Fig. 7.1. It illustrates both the exo and endo diastereomers of the [4+2] cycloaddition reaction of cyclopentadiene and maleic anhydride. The anhydride as dienophile with its electron-withdrawing properties accelerates the reaction when compared to the plain barebone reaction without any additional functional groups. This property is also illustrated with the partial charge, $\delta^{(+,-)}$, as used in organic chemistry. For the context of GOCAT design, the additional Cartesian coordinate system definitions

\[
\Delta \varphi_{\text{ESP}} = \varphi_{\text{ESP}}(b) - \varphi_{\text{ESP}}(a) = - \int_a^b F \, dr
\]

\[
\Delta E \approx -\mu F
\]

**Fig. 7.1:** DA reaction of cyclopentadiene and maleic anhydride including coordinate system definitions and both the $\Delta \varphi_{\text{ESP}}$ and $F_{\text{EF}}$ sign conventions.
are needed. In particular, the $z$-axis is defined for each separate structure of the reaction in the *molecular* frame—not in absolute laboratory frame—and points into the direction of the two newly created $\sigma$-bonds in the one-step concerted mechanism between the four involved C atoms. This is the aforementioned “reaction axis” along which the electronic reorganization (mainly) takes place, *i.e.*, along which the bonds are formed. An impact along this direction, more specifically, along the negative direction in the definitions here, can be conceptualized as field-augmented TS stabilization of ionic structures facilitating the forming of these bonds.\[268,459,463,477\] The $y$-direction is aligned mostly along the anhydride while the $x$-direction is orthogonal to the vertical mirror plane of all frames, showing $C_\alpha$ symmetry. Also illustrated is a possible EF pointing along the (negative) of $z$, $-F_z$, as reaction field mostly aligned with the molecular dipole moment that is illustrated here as projected onto the same axis, $-\mu_z$. Notice the parallel alignment of the two vectors for a *stabilization* because of the inverse sign convention. That is, EF points from “plus” to “minus” and *vice versa* for the inverse sign convention.\[5\]

From the outset of this GOCAT optimization, the expectations are hence very clearly set in the following.\[268,459,463\] By an increase of the field along the reaction axis (negative of $z$), the TS will be highly stabilized by favoring highly polarized to charged species of this structure, leading to the barrier decrease. Reaching extreme fields, a mechanistic change to a very asynchronous but still concerted mechanism is expected and, eventually, a two-step mechanism with a zwitterionic intermediate. This ionic intermediate is the result of forming first only one C−C-bond with another subsequent TS for the second C−C-bond (in Ref. [463] with help of an additional solvent, CH$_2$Cl$_2$). The $C_\alpha$ symmetry of the reaction is broken in this intermediate since only one bond is formed to reach the highly polarized (*i.e.*, zwitterionic) state with formally a positive charge at the cyclopentadiene part and a negative charge at the maleic anhydride moiety. Interestingly, this development of the mechanism from the symmetric concerted one to the two-step one having an ionic intermediate at high field strengths takes place *gradually* with increase of the field. Consequently, this leads to the asymmetric concerted mechanism in-between. Besides, the stereoselective outcome can be controlled by subtle different barrier decreases perpendicular to this directions ($y$) whereas a field orthogonal to the present mirror plane leads to no barrier effect at all ($x$).

### 7.3 Methodology

**Calculations:** For this DA reaction, multiple settings were examined that included $N_{\text{Ch}} \in \{10, 20, 81\}$ and always enforced charge neutrality of the GOCAT, $\sum_i q_i = 0$. The former two GOCAT sizes were optimized onto a vdW surface of the complete DA reaction path, fully aligned and discretized into 18 frames in this case. Furthermore for $N_{\text{Ch}} = 20$ in one additional setting, the minimal distance enforced between the charges $i$ and $j$ was relaxed to $r_{ij} \geq r_{\text{min}} = 0.1 \text{ Å}$ instead of the usual $r_{ij} \geq r_{\text{min}} = 1.0 \text{ Å}$ for even more flexibility of that

---

5 These directions are differently chosen from most of the literature,\[268,459,463\] following the usual physical conventions and not the (outlier) ones of specific program packages the authors used. Hence, for comparison, signs and directions must be checked meticulously.
GOCAT model, i.e., an even bigger search space with more possible inhomogeneous field effects. By contrast, the biggest sized model with $N_{\text{Ch}} = 81$ is bound to a sphere with a radius of $r = 7.5 \, \text{Å}$ around the geometric center of all atoms in all frames. In this model, an inter-charge distance of $r_{ij} \geq r_{\text{min}} = 3.0 \, \text{Å}$ is enforced, and this model is intended to deliver a more homogeneous field.\(^{6}\) This is due to the fact that spherical GOCATs have a significantly higher distance, of at least about $4 \, \text{Å}$, to all embedded reaction atoms and thus cannot have such a local impact by addressing almost single atoms as in the vbW case. This is also a severe advantage for the extension to be studied in this Section for the GOCAT optimization, namely the adaptive (or non-vertical) fitness function with full relaxations of all frames via the NEB algorithm (cf. Section 2.5.1.3 and Algorithm 3.2). Hence, the fitness function used was either the same as already used in Section 6.2 and described in Algorithm 3.1 (static or vertical mode) or the adaptive one.

However, in contrast to simpler reactions with respect to the expected electrocatalytical impact as, e.g., the Menshutkin reaction (cf. Section 6.3.3), the DA reaction shows both a changing molecular dipole moment direction and magnitude during the reaction. Thus, the effects will be more subtle here and not that very well and simply linearly correlated as described for the former case. Additionally, due to the same subtleties, the fitness function for DA was used in two different modes that directly translates to two qualitatively different GOCAT optimizations: Either the R frame is enforced to be stabilized, $\Delta E_R \leq 0 \, \text{kcal mol}^{-1}$, by using an additional penalty that deteriorates worse candidate solutions during the search, or without such a penalty. The latter was the case for the Menshutkin investigations (Chapter 6), for instance, too. But for the Menshutkin reaction, no embedding was intended or anticipated to ever destabilize the educt structures, which conversely is true and even exploited by the GA for this DA reaction. These two settings for the fitness function were already described in Section 3.6.1 on p. 86. In total, this leads to 18 settings, including both exo and endo cases, of up to 6000 individuals each, again consisting of multiple separate GA runs for $2 \cdot 3 \cdot 10^6$ iterations that were locally optimized only after the GA and then statistically evaluated using the procedures described in Section 2.6 and used as well in Section 6.2. Though, because of the final extent of the database of all settings, illustrations of all these are outside the scope of this Thesis. Instead, the results and discussions below rather focus on the important findings that could be made with help of selected examples. All calculations shown here are again using the PM7\(^{[206]}\) semi-empirical Hamiltonian as implemented in MOPAC.\(^{[226]}\)

Moreover, to extract the (literature-known) simple catalytic trends of completely uniform electric fields along any of the three Cartesian axes defined, GOCATs constituting “parallel plate capacitors” were evaluated. Here, $N_{\text{Ch}} = 2 \cdot 30 \cdot 30 = 1800$ charges defined on a uniform grid of a quadratic area of $20 \cdot 20 \, \text{Å}^2$ and a distance of $20 \, \text{Å}$ between the plates from the center of the reaction were sampled by a packing operator without any further subsequent GA optimizations. These are then analyzed consistently using the same methodology as for all the other (GA-optimized) GOCAT models. Here, both fields in all three Cartesian

\(^{6}\) The size was roughly set to build up a uniform embedding on the sphere while still Cartesian coordinates are also optimized that will thus also vary between the GOCATs; all charges will sit on the sphere, of course, but the absolute positioning is different in order to use the usual sweden operator setting as is.
directions were generated that led to either inhibition or catalysis of the DA reaction. For each separate plate GOCAT, the charge value, \( q \), is the same for each charge within a plate and of opposing sign between the two plates and was successively changed to create increasing field strengths, from small ones up to very extreme ones.

Furthermore, some “measurement” descriptors for evaluating the \( \Delta \varphi_{ESP} \) values are illustrated in Fig. 7.2 on the following page. Aligned with the axes, e.g., the descriptor \( \Delta \varphi_{ESP-z} \) was calculated which is the difference of ESP (voltage or line integral) between two points on the \( z \)-axis. Additionally, all types of averages were computed, such as \( \Delta \varphi_{ESP-zx} \), where all such differences were averaged along the \( x \)-axis while still the difference along \( z \) is measured by this descriptor. Accordingly, the descriptor “z-pl” is the one which is both averaged along \( x \) as well as \( y \) and stands for “\( z \)-plane”. As the fields within GOCATs are highly inhomogeneous (or non-uniform), this step is needed in order to be able to state the observed trends for the catalysis mechanism more clearly. For the uniform fields, all the averages are identical, of course. Such Cartesian axis descriptors were created on the minimal bounding box (as best seen in Fig. 7.2(a)). Additionally, differences at the atoms themselves were calculated, i.e., line integrals along bond axes or multiple bonds, as, e.g., the most important “3m1-2m4” descriptor. It measures the symmetrized difference of \( \Delta \varphi_{ESP} \) between the four C-atoms that are involved in the bond creations (cf. Fig. 7.2(f) on the next page for the atom labels). For example, the corresponding symmetrized ESP difference for the TS frame along this descriptor is calculated as

\[
\Delta \varphi_{ESP-TS-3m1-2m4} = \frac{1}{2} \left[ (\varphi_{ESP-TS-C3} - \varphi_{ESP-TS-C1}) + (\varphi_{ESP-TS-C2} - \varphi_{ESP-TS-C4}) \right].
\]  

(7.1)

Note that a positive \( \Delta \varphi_{ESP} \) maps to expected catalytic fields with a higher potential at the anhydride side, and this leads to fields, \( \hat{F}_{EF} = -\nabla \varphi_{ESP} \), pointing in the negative \( z \)-direction (as shown in Fig. 7.1 on p. 180). At the end, about 100 different ESP/EF and about 60 other features were analyzed, such as dipole projections, estimations with Eq. (6.2) on p. 171, etc., besides the raw (not “engineered”) features such as energies, gradients, the fitness, etc.

**Electric Field Projections:** Electric fields can always be derived as conservative vector field from the scalar potential function, \( \varphi_{ESP} \) (cf. Section 2.3). However, as in the cited literature,\(^1\) we are also again interested in the local field along a bond; this was also calculated in Section 6.3.3. To these ends, other authors compute either one single field in the middle of the interesting bonds, in our case for instance C1 and C3, or generally \( A \) and \( B \), and project this field onto the normalized direction vector, \( \hat{r}_{AB} \). Or they compute an averaged version \( 0.5(F_B + F_A) \) and project that onto the bond direction. With the inhomogeneous fields that highly optimized GOCATs often generate in the present case, this field projection is still too erratic such that an even more averaged version is used

\[^7\] In \textit{vdW} models, the GOCAT charges can be very near or even within the bounding box of the frame such that the atom-based descriptors are more meaningful in this case.
Fig. 7.2: Some EF characterizations (features) are shown, based on the Cartesian coordinate system as illustrated in Fig. 7.1. ESP values were calculated at the marked positions placed on a minimal bounding box of the frames aligned with the coordinate system. Then the $\Delta \phi_{\text{ESP}}$ values and the mean EF were calculated between those: “z” terms the feature regarding the $z$-axis, “zx” the feature additionally averaged along the $x$-axis, but as difference along $z$, etc., “3m1-2m4” is the difference between the attacking/attacked atoms creating the new C–C-bonds. Similar to “z”, “zx”, . .  . , “z-pl”, there also exist “y”, “yz”, etc. (and hundreds of other features).

as

$$\bar{F}_{\text{EF},AB} = \frac{\Delta \phi_{\text{ESP}}}{\|r_{AB}\|} = \frac{1}{\|r_{AB}\|} \int_{r_A}^{r_B} F_{\text{EF}}(r) \, dr$$

(7.2)

$$= \frac{1}{\|r_{AB}\|} \lim_{n \to \infty} \sum_{i=1}^{n} F_{\text{EF}}(r_i) \Delta r_i$$

(7.3)

$$= \frac{r_{AB}}{\|r_{AB}\|} \lim_{n \to \infty} \sum_{i=1}^{n} \frac{F_{\text{EF}}(r_i)}{n}$$

(7.4)

with equidistant steps $\Delta r_i = \frac{r_{AB}}{n}$

$$= \hat{r}_{AB} \cdot \bar{F}_{\text{EF}}.$$  

(7.5)
Eq. (7.5) might simply emphasize that the $\Delta \phi_{\text{ESP}}$ values that are heavily used and discussed below simply denote the average EF, $\overline{F}_{\text{EF}, AB}$, where we will drop the bar over the symbol from now on. This is the averaged field between $r_A$ and $r_B$, for instance between two C-atoms, C1 & C3, as negative ESP difference, divided by the Euclidean distance between the points. This is illustrated by the integral definition of the line integral in Eq. (7.4); in other studies,[123,124,126,127] a numerical quadrature of $n = 2$ (at the end-points, A or B) or $n = 1$ (in the middle) was used.\(^8\)

**Evaluations:** For the further evaluation methodology, such as the duplicate detection and the subsumption in chunks of representative data, i.e., the unsupervised ML, the descriptors used for describing the electrostatic GOCATs (ESP difference vector norm, BOB representation, etc.), see both the general introduction in Section 2.6 and the depictions in the publication (Section 6.2 on p. 132). The same notation from the publication is used for the HC clustering again, e.g., $r_0$-c12-n324 that denotes the cluster number 12, includes $N_{\text{GOCAT}} = 324$ candidate solutions and contains as best rank (lowest fitness) GOCAT, the $r_0$.

### 7.4 Results

In the following, we will focus on the endo DA reaction, which is the less thermodynamically stable, but faster reaction. Static calculations are the ones trying to “vertically” stabilize the pre-computed NEB frames in order to reach a catalytic effect and are given first (Section 7.4.1), whereas adaptive calculations are the ones starting also with the gas phase path but progressively reaching relaxed reaction paths within the evolving GOCATs that, at the end, might then change the mechanism of the concerted symmetric one-step one to something new (Section 7.4.2). Some further comparisons, also including the uniform fields, follow in Section 7.4.3. Most findings are already discussed right away, but some concluding remarks follow in Section 7.5.

#### 7.4.1 Static Globally Optimal Catalysts

**Spherical GOCATs:** Starting with the static spherical GOCATs, some smaller effects on the reaction energy profiles in a more homogeneous embedding are shown in Fig. 7.3 on the next page. Two clusters after HC, which is illustrated in the Appendix (Figs. A.8 and A.10 on pp. 273ff.), based on the usual symmetrized ESP difference vectors are presented here. Cluster c12 with $N_{\text{GOCAT}} = 324$ individuals and the best rank found, $r_0$ (using the notation “$r_0$-c12-n324”), shows a barrier decrease of $\Delta \Delta E^\ddagger \approx -4$ kcal mol\(^{-1}\), starting at the reference barrier with no field, $\Delta E^\ddagger = 20.08$ kcal mol\(^{-1}\), and reaching thus a final barrier of $\Delta E^\ddagger = 16.23$ kcal mol\(^{-1}\). This barrier decrease is similarly observed in the cluster mean that is represented by its nearest neighbor (NN) with $\Delta E^\ddagger = 16.81$ kcal mol\(^{-1}\). The cluster c3, $\Delta \phi_{\text{ESP}}$ and $F_{\text{EF},AB}$ are (almost always) perfectly linearly correlated except for average fields over differing (unsymmetric) bond distances in the adaptive version; in the scatter plots below, both descriptors could simple be exchanged. The fields, though, were often measured and/or computed in the other literature studies and thus EFs are also used here for comparison, when needed.

---

\(^8\) $\Delta \phi_{\text{ESP}}$ and $F_{\text{EF},AB}$ are (almost always) perfectly linearly correlated except for average fields over differing (unsymmetric) bond distances in the adaptive version; in the scatter plots below, both descriptors could simple be exchanged. The fields, though, were often measured and/or computed in the other literature studies and thus EFs are also used here for comparison, when needed.
Fig. 7.3: $N_{Ch} = 81$ (sphere, static): Reaction energy profiles of GOCATs on a sphere for the DA reaction for two selected HC clusters: c12 with the best GOCAT (right panel), and another one, c3 (left panel), with the highest correlations found with respect to the $z$-plane. Barriers, $\Delta E^\dagger$, are given in kcal mol$^{-1}$. A corresponding dendrogram for the HC and an MDS plot are given in the Appendix in Figs. A.8 and A.10 on p. 273 and on p. 275, respectively. See the main text for details.

which contains r201, is illustrated, too, in order to discuss the problem of erratic (hidden) effects with respect to the correlated electrostatic properties with the barrier decrease and is also similar to c12 regarding the energetic properties. What is more, also all non-identical $N_{GOCAT} = 4070$ GOCATs in the final population without clustering all share similar reaction energy profiles as these two selected clusters if they were plotted together (not shown).

As this is the fitness function with an additional penalty, if the reactant is destabilized, $\Delta E_R > 0$, with $\Delta E_{(R,TS)} = E_{(R,TS)} - E_{(R,TS), ref}$, we see overall stabilizations of both $R$ and, more importantly, of $TS$. Of course, always $\Delta E_{TS} < \Delta E_R$ must hold (with negative stabilization energies) in order to generate the barrier decrease. Without enforcing $\Delta E_R \leq 0$, there is a giant search space with candidate solutions exploiting the $R$ destabilization with less (or no) TSS at all. One such example is given in the Appendix (Figs. A.13 and A.14 on p. 277).

From the inset structures in Fig. 7.3, some ESP difference in the $z$-direction is already apparent, but also some variance in the other directions. These structures are the stationary structures superposed and embedded by the mean ESP of the clusters; the ESP features will be discussed below, again.

In Fig. 7.4 on the next page, the best spherical GOCAT found, r0, is shown. First, in Fig. 7.4(a), all $N_{Ch} = 81$ charges constituting the surrounding sphere around the three stationary structures can be seen. By using the sphere, a rather uniform field is created, as expected, but at the same time, a giant search space is present that originates charges, e.g., on one half or part of the sphere, that by superposition “work together” to influence the core structures. An additional observation more striking for spheres is that the charges in the Cartesian domain can be interpreted less easily than in the $vdW$ case (shown below).
Palpably, there are charges at different places that are almost screened by the neighbors such that no sphere with one strictly negative (red) and one strictly positive (blue) half with continuous progression in-between could be found at all. Instead, a more seemingly random blend of those charge values all around is frequent. This is due to the (already often stated) fact that the charge values and places are very probably underdetermined in order to create a very similar ESP (as discussed in, e.g., Section 2.1.1.2). Hence, multiple different Cartesian realizations, corresponding to local optima in the search space, of the same ESP exist within one cluster, besides the even more multiple local optima in different ESP domains. Nevertheless, as seen in Figs. 7.4(b)–(c), the final ESP has a strong $z$-axis difference: A negative ESP (red) at the diene and a positive one (blue) at the anhydride dienophile site can be seen. Moreover, the nodal surface of $\varphi_{\text{ESP}} = 0 \text{kcal mol}^{-1} \text{e}^{-1}$ showing the sign change, i.e., the embedding that cuts between negative and positive ESP domains,
is pictured in Fig. 7.4(d). This again underpins the aforementioned findings of both the 
z-axis aligned potential (cutting in the middle of the C–C-bonds, but not fully orthogonal to these newly created bonds, vide infra), and some random search space artifacts as there is not just one plane-like nodal surface, but a very complex embedding distant from the molecular center of the frames and hence from the atoms.

These more random charges that are partially screened might point to domino convergence of the GA. This can be observed when there are features of the candidate solutions that contribute significantly differently to the fitness such that the more important ones converge and the less important ones get a too big freedom. Hence, the less relevant features are, if at all, fine-tuned at the end, while the main basin of attraction precedence was dominated by the more important ones.[29] In the spherical GOCATs setting, as one could imagine, there should in principle certainly be solutions that are less complex, i.e., without charges of opposite sign sitting side by side, with a similar or even better EF with regard to catalysis.

Next, in Fig. 7.5 on the following page some pair-wise relationships of R stabilization, ΔE₉, TS stabilization, ΔE₉ₛ, the barrier, ΔE₁, and the ESP difference in z-directions, averaged along x and y ("z-pl", Fig. 7.2(e)), are plotted for the complete population. Apparently, the overall database shows a moderately high linear correlation of the barrier, ΔE₁, with respect to ΔφESP-ΤS-p-pl, with a total of $R^2 = 0.546$ variance explained by the latter. This trend is amplified further by the colormap since the best ranks (deep red) show the lowest barriers and a progression to the worse ones (yellow) along the trend can be seen: By increasing ΔφESP-ΤS-z-pl, the catalysis is increased.

However, the picture is quite more complicated. By looking at ΔE₉, we see the artificial truncation of the data for ΔE₉ > 0 due to the fitness penalties. However, this fitness function setting is needed here as otherwise the population gets dominated by the R-destabilizing solutions. There seems to be an intrinsic trend to destabilize the R frame, which actually would speak for the “anticipation of a TS electrostatic need” in disfavor of that of R, cf. Section 6.3.3.1, but even this picture is a bit more involved.

Looking at ΔE₉ₛ, we even see no or only a vanishingly small correlation at all ($R^2 = 0.012$). Actually, the $p$-values were always calculated alongside, but only annotated if they are significantly bigger than zero. With $p = 8.6 \cdot 10^{-13}$, this is essentially still zero such that

---

9. Note that the sphere and the enforced neutrality lead to the relevance of that nodal surface generating GOCATs with a clear zero ESP somewhere in the center. All potentials could be shifted by a constant as the fields stayed the same.

10. For the statistical tests, the following generally holds: The null hypothesis, $H₀$, is the independence of the predictor (absissa, $x$) and the response (ordinate, $y$) variable, i.e., a slope of zero or no association, with the probability, $p$, obtaining a result at least as extreme as the current one by chance while assuming that $H₀$ is true. Hence, if the $p$-value is very small, we can reject the null hypothesis in favor of the alternative hypothesis, $H₁$ (that is not itself proven in this way), and state a linear correlation between the predictor and the response variable (in a two-sided $t$-test). Then, in the long run, we make an error with the probability $p$ (type one error) that $H₀$ (no association) is true but was erroneously rejected. Note that in order not to over- or underestimate such probabilities, a couple of assumptions have to be true, i.e., linearity of the scatter points, normality of the residuals scattering around zero (though, small deviations are fine, if the sample size is big enough because of the central limit theorem), homoscedasticity (homogeneity of variance) and independence of errors. Notice that some of these assumptions are violated in some cases when, e.g., there is a distinct non-ellipsoidal shape of the scatter plot and, e.g., also the GA uses some "timeline" (propagation of older results/information) that cannot be assumed to lead to independence of the data points. Therefore, the annotated $p$-values are only reliable in the scatter plots where those assumptions hold. But because of the size
**Fig. 7.5:** $N_{	ext{Ch}} = 81$ (sphere, static): Pairwise relationships of all GOCATs ($N_{	ext{GOCAT}} = 4070$) without any clustering. In the lower triangle, correlation (scatter) plots are shown with regression lines and a colormap between red/yellow for low/high fitness values. On the diagonal, a histogram (smoothed with a kernel density estimate on top) is shown and in the upper triangle just the latter kernel density estimate for the corresponding 2D relations; the kernel density estimate is one non-parametric way for estimating the probability density function of the random variables, which is used here mainly for illustration purposes. $\Delta \phi_{\text{ESP-TS-z-pl}}, \Delta E^\dagger, \Delta E_R$ and $\Delta E_{TS}$ are the ESP difference between the $z$-planes (the descriptor shown in Fig. 7.2(e)), the resulting reaction barrier, the $R$ stabilization (negative energy differences) and TS stabilization, respectively.
the barrier decrease itself, $\Delta E^\dagger$, is not correlated with TSS (alone) in the whole population. That is, the TS frame is just slightly stronger stabilized (with a small negative $r$) along the (itself highly averaged) $z$-plane ESP difference. As will be discussed below, just a fraction of the population follows a more clear TSS stabilization mechanism, but the overall population contains a lot of “noise”. That is, other mechanisms are superposed such as $R$ destabilization as well as inhomogeneous fields at specific atoms, which cannot be explicated by this $z$-plane.

Looking at $\Delta E_{TS}$ vs. $\Delta E^\dagger$, we see a highly inhomogeneously varying scattering\textsuperscript{11} with one boundary being exactly the TSS. This means that the best and lowest barriers are bounded by the TSS mechanism, but the other GOCATs with less $\Delta E^\dagger$ follow other trends. By the relation $\Delta E_{\text{static}}^\dagger = \Delta E_{TS} - \Delta E_R + \Delta E_{\text{ref}}^\dagger$\textsuperscript{12} a complete linear (positive) association between $\Delta E_{\text{static}}^\dagger$ and $\Delta E_{TS}$ is expected when $\Delta E_R$ is zero, which is not the case and creates the spread by the variance of both stabilizations.

With a positive linear correlation between $\Delta E_{TS}$ and $\Delta E_R$, we see that there are GOCATs that have stabilized both frames at the same time, but by different amounts in order to create a lower barrier. Otherwise, there would be an overly vertically shifted or stabilized gas phase path without any relative energetic changes. Indeed, a big part of the population peaks slightly below $\Delta E_R = 0$ (including the best ranks), i.e., these GOCATs work by TSS alone.

For following the last line of thought, Fig. 7.6 on the next page shows a similar matrix correlation plot, but now only for $N_{\text{GOCAT}} = 324$ GOCATs in cluster c12 that contains the best rank, $r\theta$. Here, we have a lower, but still a high correlation of $\Delta E^\dagger$ with respect to $\Delta \varphi_{\text{ESP-}}TS-z$-pl, but again we observe some noise when looking at $\Delta E_{TS}$ vs. $\Delta \varphi_{\text{ESP-}}TS-z$-pl. Interestingly, as indicated above, this cluster has a higher correlation of $\Delta E_{TS}$ with the $z$-plane ESP, but still only $R^2 = 0.111$, meaning that almost 90% of the variance in TS energies is still showing up together with other ESP influences than the ones along the $z$-planes alone. The highest association indeed is the “3m1-2m4” descriptor (cf. Fig. 7.2(f)), with $r = -0.439$, $R^2 = 0.193$ (not shown), i.e., without any averaging alongside the other axes of the minimal bounding box planes. Nevertheless, $\Delta E^\dagger$ can be traced back to $\Delta E_{TS}$ since the most GOCATs spread around $\Delta E_R = 0$. Yet, there is no simple property that was looked at, which included essentially all types of line integrals along the molecule, for all frames, that alone describes the TSS. That is, for this GOCAT model (sphere, static) there is...
Fig. 7.6: $N_{Ch} = 81$ (sphere, static): Pairwise relationships of the $N_{GOCAT} = 324$ GOCATs of the best cluster, c12. For plotting details, see Fig. 7.5. Additionally, in the cases shown here, finite (reddish) 0.95% confidence intervals for the regression estimate around the main regression lines can be seen, which were not observable in Fig. 7.5 because of the higher statistical significance of the cases of Fig. 7.5.
already a very complex property landscape by which such subtle catalytic effects can be generated, not just by (uniform) fields along \( z \).

By optimizing globally inhomogeneous fields for such a reaction profile manipulation, all different types of effects are possible. For instance, a vertical shift of all frames’ energies by an \( y \)-field or even an \( x \)-field, see below and Fig. A.19, creating \( \Delta E_{TS} < 0 \), then some \( R \) destabilization by introducing a field along some exposed H-atoms of the \( R \) structure.\(^\text{13}\) Thus, this non-simplistic nature of the (subtle) effects showing up here is understandable, and this is indeed quite more involved than the Menshutkin reaction, which can be reduced to a single linear ESP trend (cf. Section 6.3.3). Accordingly, maybe just the best ranks should be analyzed more thoroughly because these GOCATs accumulate the best mechanism possible, within the fitness function defined, and show less noise of worse local optima within their corresponding clusters.

**vdW-based GOCATs:** Leaving the spherical GOCATs for a moment, the \( r0 \) of the vdW model with \( N_{Ch} = 10 \) is described next. With charges placed nearby distinct atoms, the EF will even be more locally varying or inhomogeneous and, consequently, the charges fulfill a more concrete “role” when not being screened by nearby charges that easily. The overall flexibility of the model increases, detectable by the minimal fitness that can be reached. As already found in Section 6.2, there is often a convergent minimum fitness value with the raise of the GOCAT complexity, i.e., a maximum of the catalytic effect. When the flexibility or complexity of the GOCAT model is increased, the globally best fitness value first drops

![Fig. 7.7:](image)

**Fig. 7.7:** \( N_{Ch} = 10 \) (vdW, static): Reaction energy profiles of the best cluster, c19. Barriers, \( \Delta E^\ddagger \), are given in kcal mol\(^{-1}\). A corresponding dendrogram for the HC and an MDS plot are given in the Appendix in Figs. A.9 and A.11 on p. 274 and on p. 276, respectively. See the main text for details.

\(^{13}\) This is just to be considered as an example of a qualitative argument for describing different and inhomogeneous field effects. Such arguments in a quantitative setting would need the full series of Eq. (2.67) to decompose the energetic contributions.
but reaches a plateau. After that, more complex GOCAT models do not lead to an enhanced catalytic effect anymore but only to more intricate surroundings for the same effect. Hence, in the case of these vDW-based GOCATs compared to the spherical ones, the reaction energy profiles show lower barriers and an amplified TSS with less variance at the R side. This is clearly visible in the reaction energy profiles in Fig. 7.7 on the previous page.

Although, for the vDW model, very different GOCATs can also be found in the same cluster with regard to the Cartesian domain (these are given in Fig. A.12), the best one, r0, indeed often comes out being simpler showing (approximately) a higher symmetry if the reaction itself is symmetric. This was true for the Menshutkin reaction (Figs. 6.7(a) and 6.7(b)) and is also true for the DA reaction. By this, ESP values and other properties of the best rank are often rather outliers with regard to the rest of the population (or the same cluster). Nevertheless, such distinct solutions are exactly what one intends by the global optimization when having reached a converged optimum.

![Diagram](image)

**Fig. 7.8:** \(N_{\text{Ch}} = 10\) (vDW, static): Best and very symmetric rank r0 found. Partial charges are explicitly shown in Figs. (a)–(b). \(\varphi_{\text{ESP}}\) values mapped onto the common vDW surface of the three stationary frame (R, TS, P) together with the nodal surface of \(\varphi_{\text{ESP}} = 0\) kcal mol\(^{-1}\)e\(^{-1}\) are illustrated in Figs. (c)–(d). The entities are colored from red to blue for \(q_i \in [-1,+1]e\) and \(\varphi_{\text{ESP}} \in [-35.0,35.0]\) kcal mol\(^{-1}\)e\(^{-1}\).
Fig. 7.9: \( N_{\text{Ch}} \in \{10, 81\} \) (static): ESP, \( \varphi_{\text{ESP}} \), and its EF as the negative gradient plotted as arrows, projected onto the plane of the four atoms (C1–4) for the TS frames of the endo DA reaction shown in Figs. 7.4 and 7.8. The gradients are clipped when becoming too large for visualization purposes because of the singularities at the Coulomb charge centers. Contour lines are drawn for each \( \Delta \varphi_{\text{ESP}} = 5 \text{ kcal mol}^{-1} \text{e}^{-1} \). The same colormap for each plot will be used (for comparison), also for the adaptive GOCATs in Fig. 7.14 below, which is the reason why such a huge range for \( \varphi_{\text{ESP}} \) is already used in the present cases.

This symmetric candidate solution for the vDW case is given in Fig. 7.8 on the previous page. Of the 10 charges in \( r0 \), one is almost zero such that only nine charges “survived” in this individual. The \( C_s \) symmetry is also almost discernible. The aforementioned positive (blue) H-atom potential (exposed atoms of \( R \) frame) can be seen and, moreover, a trend (from left to right in that Figure) along the z-axis, but also one along the y-axis (bottom to top). The nodal surface has an overall “Y”-shape and cuts through the molecule at the new C–C-bonds (actually even an “X”-shape, but the lower edge is already further away from the atoms).

In Fig. 7.9, there are the ESP scalar and EF vector fields that are given for both the \( r0 \) GOCATs of the sphere and of the vDW model on a plane through C1–4 (cf. Fig. 7.2(f) on p. 184). This summarizes what was seen so far. A z-trend with contour lines cutting in the middle of C3 & C1 and C2 & C4 (Fig. 7.9(a)) and some more local, but rather symmetric fields for the vDW GOCAT are visible (Fig. 7.9(b)). Here again, not just one simple descriptor but multiple ones are working together that cannot easily be differentiated by a single linear correlation. Each separate correlation could not simply by divided into a linear combination of predictor variables. The latter are highly correlated themselves, of course, and work synergistically.
7.4.2 Adaptive Globally Optimal Catalysts

Going over to the adaptive or non-vertical GOCAT optimizations, the reaction energy profiles of three selected individuals that follow clearly the expected shift of the mechanism are plotted in Fig. 7.10 on the following page.\textsuperscript{14}

Generally, the fitness function includes the exact same ingredients as in the last Section. However, in each evolving field, the reaction path is fully relaxed via the adaptive NEB (\textit{cf.} Algorithm 3.2 on p. 93 in Section 3.6.3). This creates not just “vertical” energetic shifts of the profile, but the structures themselves can vary strongly. The final barriers of the GOCATs are significantly lower than in the static case and the accumulated path gets longer; note that in Fig. 7.10 the Euclidean distances between the discrete frames are therefore plotted on the abscissa. Also the final frame number is dependent on the adaptive NEB creation for ensuring enough resolution of the varying path. The longer reaction coordinate stems from a higher distance between the new R and P frames by mainly some small rotations of these within the field and—with very strong fields—by the mechanistic change, discussed below. Now, r\textsubscript{1} shows two distinct TSs. Looking at the final gradient norms, the stationary points are well optimized, \textit{i.e.}, \[
\left\| \nabla E_{R,T,S,P} \right\| \ll 10 \text{ kcal mol}^{-1} \text{Å}^{-1},
\]
in contrast to the static paths, as expected. However, with the relaxations in strong fields, and even more so if a \textit{vdW} surface were used because of the local effects, optimizations might turn out to be either not converging at all—these would be GOCATs that would not survive—or to show slightly bigger gradients than in the pristine gas phase at the end.\textsuperscript{15} Note that r\textsubscript{1} even has almost no barrier at all, \textit{i.e.}, \[
\Delta E^\ddagger = 3.40 \text{ kcal mol}^{-1}.
\]

The detailed illustrations of these three individuals are given in Figs. 7.11 to 7.13 on pp. 197–199. Starting with r\textsubscript{987}, we still have a symmetric (synchronous) attack. The distances between the respective C atoms are \(d = 2.20 \text{ Å}\) for both pairs. In contrast, these distances were \(d = 2.14 \text{ Å}\) in the gas phase MEP before. Interestingly, as will be compared below again, the possible fields by GOCATs become more extreme because these fields will not automatically generate large gradient norms that are just penalized as done in the static case without relaxation. With an increase of the fields and a resulting stronger impact on the reaction, the main component of the field becomes better aligned with the main reaction axis, \textit{i.e.}, this generates an even better visible field along the (negative) \(z\)-direction. This is clearly apparent in Figs. 7.11(c) and 7.11(d).

The r\textsubscript{6} GOCAT shows already an unsymmetrical (asynchronous) concerted TS, but it still follows a one-step mechanism, as illustrated in Fig. 7.12 on p. 198. The distances between the respective C-atoms now are \(d_{3m1} = 2.53 \text{ Å}\) and \(d_{2m4} = 2.14 \text{ Å}\) with the former distance

\textsuperscript{14} Maybe the question arises why r\textsubscript{0} is not shown. This latter GOCAT is very similar to r\textsubscript{1} in all respects, but shows a two-step mechanism slightly worse resolved due to the concrete NEB settings that were used. As discussed below (Section 7.5), the results can be improved by some adaptations of the MEP relaxation scheme in the future.

\textsuperscript{15} For instance, using strict line searches in the local optimization can lead to \(E = -\infty\) by fusion of atoms and charge centers (by the non-convex Coulomb potential) if the attractive potential by the rest of the system is not high enough and/or there are non-compensated gradients by the charges. Therefore, FIRE or LBFGS with more robustness ingredients are needed, such as restarts at fluctuating directions, rescaled maximum step lengths and caching of best structures found. Usually in real chemical systems (described by QM/MM), there is (at least) the \textit{vdW} repulsion leading to proper local minima on the PES. By using spherical GOCATs, the fusion is less a problem, which is the reason for utilizing them in the first place.
Fig. 7.10: \( N_{\text{CH}} = 81 \) (sphere, adaptive): Reaction energy profiles and corresponding gradient norms of three selected adaptive GOCATs (\( r1, r6, r987 \)) and the reference profile. Newly found TS frames during GOCAT optimization are emphasized with stars. Barriers, \( \Delta E^\ddagger \), are given in kcal mol\(^{-1}\). The abscissa is continuous in this case since the MEPs can vary due to the relaxations in the GOCATs.

being already by \( \Delta d_{\text{async}} \approx 0.40 \) Å longer than in the gas phase path. The field strengths are still becoming successively higher and the nodal surface simpler.

Finally, \( r1 \) shows a two-step mechanism with a zwitterionic intermediate, which is given in Fig. 7.13 on p. 199. The first TS creates the first C–C-bond, here between the C4 and C2 atoms with \( d_{2m1} = 2.20 \) Å, while the other C atom is still very distant with \( d_{3m1} = 3.10 \) Å. The second TS (with a small local minimum in between, cf. Fig. 7.10) then follows immediately with \( d_{3m1} = 2.63 \) Å. The field strength is one of the largest found so far while leading to converging relaxed GOCATs. These field strengths and other properties will be discussed below again, also giving some numbers then.

Similarly to Fig. 7.9, \( \phi_{\text{ESP}} \) and \( F_{\text{EF}} \) fields in the plane of the four involved C atoms are given in Fig. 7.14 on p. 200. As expected and already mentioned above, the fields increase a lot and show even more distinct contour lines between, on the one hand, C3 & C1 and, on the other hand, C2 & C4, and a higher number of lines since these are equidistantly plotted in each case. Additionally, an increasing asymmetry between the bonds going over from \( r987 \) to \( r6 \) and \( r1 \) in accordance with the asymmetric TS they show can be stated. This is a smaller x-field that sets in here.

One possible explanation for this one could suppose is that the asynchronous and finally
two-step mechanism is favored by introducing some $x$-field variance, similar to what is known from other DA reactions with already asymmetric electron pushing and electron withdrawing functional groups at the reaction partners. Such an additional polarization along $x$ could also be induced by the field, and any field in $x$ would break the $C_s$-symmetry already. However, there was no significant $x$-field correlation found at all in the overall population (not shown here). Thus, even though such $x$-field components can be quite big but significantly smaller than along the $z$-direction, no clear relation to the catalytic effect can be stated and this could rather be a random feature that is scattered in the pool showing almost a Gaussian shape.
Fig. 7.12: $N_{\text{Ch}} = 81$ (sphere, adaptive): GOCAT r6 of Fig. 7.10 stabilizing a strongly catalyzed endo DA reaction showing an asynchronous concerted attack. The plotting details are the same as in Fig. 7.11.
Fig. 7.13: $N_{\text{Ch}} = 81$ (sphere, adaptive): GOCAT r1 of Fig. 7.10 stabilizing a strongly catalyzed endo DA reaction showing an asynchronous two-step mechanism via a zwitterionic intermediate. The plotting details are the same as in Fig. 7.11.
Fig. 7.14: $N_C = 81$ (sphere, adaptive): ESP, $\varphi_{ESP}$, and its EF as the negative gradient plotted as arrows, projected onto the plane of the four atoms (C1–4) for the TS frames of the endo DA reaction shown in Figs. 7.11 to 7.13. For plotting details, see Fig. 7.9.
7.4.3 Uniform Electric Fields and Comparison

Uniform field effects, which are already well investigated for these DA reactions, including other derivatives and reactions (see Section 7.1), can serve as a baseline approach in order to discriminate these uniform fields from the globally optimized and non-uniform ones of the GOCATs. Moreover, an effective mechanism selection enforced by the global optimization and fitness definition in contrast to the simple SP trends in the literature without optimizations can also be discussed on this basis more easily. Therefore, reaction paths of uniform z-fields are shown in Fig. 7.15. These are the mentioned “plate capacitor” GOCATs creating a uniform field in, e.g., the z-direction. One such plate capacitor GOCAT is plotted in Fig. A.18 on p. 282 in the Appendix. Furthermore, complementary to the ones discussed in this Section, more electric field plots along the other Cartesian axes are given in Appendix A.5 on pp. 282ff.

Both field directions were generated and can clearly demonstrate the trend of absolutely oriented uniform electric fields onto the energies and gradients. The reaction barrier decreases a lot until a value of about $\Delta \phi_{\text{ESP-TS-z-pl}} \approx 69.0 \text{ kcal mol}^{-1} \text{e}^{-1}$ (creating fields of $F_{\text{EF-TS-z-pl}} \approx -17.3 \text{ kcal mol}^{-1} \text{Å}^{-1} \text{e}^{-1} = -74.9 \text{ MV cm}^{-1} = -1.46 \cdot 10^{-3} \text{ au}$) where the reaction barrier between the former R and TS frames disappears completely. Then, even

![Fig. 7.15: Plate GOCATs (static): Reaction energy profiles after applying a uniform electric field in z-direction only (no other fields present) with incrementally increasing field strengths in both directions for catalysis and inhibition. Remark: The reaction profiles in small field strengths, i.e., small $\Delta \phi_{\text{ESP}}$ around 0 kcal mol$^{-1} \text{e}^{-1}$, are (almost) white. Also the strength of the EF for the uniform r0 is only small (light blue) and its energies similar to the reference. Barriers, $\Delta E^2$, are given in kcal mol$^{-1}$.](image-url)
more extreme fields follow that are stronger than the ones found in any optimized GOCAT above.

Additionally, and more importantly with respect to the optimized GOCATs, we can see another simple trend: By increase of the field in the z-direction, the gradient norms substantially increase, especially at the TS frame. This is as excepted because the pristine gas phase TS must become instable such that the actual TS relaxed on the effective PES in the field shows the asymmetry and the two-step mechanism, finally. If the frames are not allowed to relax—as in Fig. 7.15—the best uniform plate GOCAT, r0, separately annotated in the Figure, shows a barrier of $\Delta E^z = 16.62$ kcal mol$^{-1}$ and a substantially lower field, which is completely in compliance with, e.g., the spherical static GOCAT r0. Thus, this uniform r0 can be seen as a limiting case of the maximal affordable strengths of uniform fields in a static fitness function without relaxation via NEB for this DA reaction. Every stronger field (and naturally all inhibiting fields since inhibition results in huge fitness values as this was not the optimization objective) is penalized heavily due to the gradient norm increase, the slight R destabilization and even some shifts of the minimum energy frame before the TS. That is, also the discrete penalty for the stationary point shifts already sets in heavily in most uniform fields.

The differences between this r0 (uniform) and r0 in the spheres (static) can then be ascribed to both non-z and non-uniform or local effects. This is even more instantiated in the vDW case, where separate atoms can be addressed by the charges, as discussed above. Note also that a uniform z-field indeed already destabilizes R slightly, i.e., $\Delta E_R \in [0, 0.63]$ kcal mol$^{-1}$ for $0 \leq \Delta \varphi_{ESP-TS-z-pl} \leq 100$ kcal mol$^{-1}$ e$^{-1}$. Hence, GA-optimized GOCATs are highly motivated to evolve some field components in other directions than z and/or inhomogeneity in order to reach $\Delta E_R \leq 0$ kcal mol$^{-1}$ again, which is indeed realized in Figs. 7.3 and 7.7; both y- and x-fields suffice here for a global path shift, see Fig. A.19 on p. 283. By using multiple handles and not just one uniform field, the optimized GOCATs show a lower barrier, i.e., a better fitness, than the uniform plate GOCATs.

Finally, several properties are compiled in Table 7.1 on the next page. The electrostatic properties of which many were already discussed are given in the first block. Furthermore, the Table also includes other field directions and the barrier estimation by a simple polarized dipole approximation by use of Eq. (6.2) on p. 171 in second block. This equation was used here again after projecting the fields as well as the polarized molecular dipole moments onto the normalized direction vectors indexed as “3m1-2m4”, where both projected fields were additionally averaged (cf. Eq. (7.5) on p. 184). Then, the stabilization energies, which are summarized in the third block of the Table, can be estimated and compared to the, in fact, occurring energies that are given in the fourth block.

The points to be stressed here are the following: The fields indeed increase a lot from “left to right” in the Table for the GA GOCATs (sphere, vDW, adaptives). Note that the plane descriptors (TS-z-pl) are less useful for vDW as the charges can by chance sit very nearby or even inside the bounding box. Therefore, “3m1-2m4” is more adequate in this case. Then, the simple trend of enlarging field sizes also holds for this descriptor. The three ranks of the plate GOCATs, r0, r25 and r65, were selected to show a similar barrier
### Table 7.1: Some properties of selected GOCATs at their TS frames. All energies are given in kcal mol⁻¹, gradients in kcal mol⁻¹Å⁻¹, ESP values in kcal mol⁻¹e⁻¹, projected EF in kcal mol⁻¹Å⁻¹e⁻¹ and projected dipole values in D. In the order of the columns, the GOCATs are: r0 (sphere: Fig. 7.4), r0 (vdW: Fig. 7.8), the adaptive solutions (Figs. 7.11 to 7.13, the 1st TS for r1) and three selected uniform field GOCATs from Fig. 7.15, including the plate GOCAT r0.

<table>
<thead>
<tr>
<th>Property</th>
<th>r0 (sphere)</th>
<th>r0 (vdW)</th>
<th>r987 (sphere, adaptive)</th>
<th>r6</th>
<th>r1</th>
<th>r0 (uniform z-field)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE¹</td>
<td>16.23 (13.32)</td>
<td>11.00 (5.56)</td>
<td>3.40</td>
<td>16.62</td>
<td>11.63</td>
<td>3.12</td>
</tr>
<tr>
<td>f</td>
<td>180.52 (149.54)</td>
<td>123.14 (61.43)</td>
<td>54.84</td>
<td>192.84</td>
<td>2869.12</td>
<td>9831.66</td>
</tr>
<tr>
<td>average [\nabla E_{(R,TS,P)}]</td>
<td>8.53 (10.56)</td>
<td>2.26 (1.37)</td>
<td>1.82</td>
<td>7.98</td>
<td>19.11</td>
<td>38.25</td>
</tr>
<tr>
<td>ΔEESP-TS-z-pl</td>
<td>15.17 (9.13)</td>
<td>50.43 (70.22)</td>
<td>86.79</td>
<td>16.10</td>
<td>36.68</td>
<td>69.00</td>
</tr>
<tr>
<td>ΔEESP-TS-y-pl</td>
<td>−5.39 (−15.36)</td>
<td>−2.71 (30.10)</td>
<td>45.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ΔEESP-TS-x-pl</td>
<td>−1.09 (5.67)</td>
<td>5.94 (22.60)</td>
<td>−16.96</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>ΔEESP-TS-z-pl</td>
<td>−3.80 (−2.29)</td>
<td>−12.28 (−16.31)</td>
<td>−18.46</td>
<td>−4.03</td>
<td>−9.18</td>
<td>−17.27</td>
</tr>
<tr>
<td>ΔEESP-TS-3m1-2m4</td>
<td>6.71 (8.60)</td>
<td>25.20 (35.39)</td>
<td>47.23</td>
<td>8.44</td>
<td>19.22</td>
<td>36.16</td>
</tr>
<tr>
<td>ΔEESP-TS-3m1-2m4</td>
<td>−3.13 (−4.01)</td>
<td>−11.45 (−15.21)</td>
<td>−17.53</td>
<td>−3.94</td>
<td>−8.97</td>
<td>−16.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Property</th>
<th>r0</th>
<th>r0</th>
<th>r987</th>
<th>r6</th>
<th>r1</th>
<th>r0</th>
<th>r0</th>
</tr>
</thead>
<tbody>
<tr>
<td>μR-3m1</td>
<td>0.04</td>
<td>0.16</td>
<td>−2.91</td>
<td>−5.60</td>
<td>−7.67</td>
<td>0.00</td>
<td>−0.10</td>
</tr>
<tr>
<td>μE-3m1</td>
<td>2.85</td>
<td>1.17</td>
<td>−11.03</td>
<td>−16.42</td>
<td>−21.11</td>
<td>−4.02</td>
<td>−9.15</td>
</tr>
<tr>
<td>ΔE-R-3m1</td>
<td>0.02</td>
<td>0.04</td>
<td>−6.68</td>
<td>−19.14</td>
<td>−33.70</td>
<td>0.00</td>
<td>−0.19</td>
</tr>
<tr>
<td>μTS-3m1</td>
<td>−4.12</td>
<td>4.06</td>
<td>−5.80</td>
<td>−7.40</td>
<td>−8.80</td>
<td>−4.11</td>
<td>−5.03</td>
</tr>
<tr>
<td>μE-3m1</td>
<td>2.31</td>
<td>3.52</td>
<td>−10.99</td>
<td>−14.58</td>
<td>−19.35</td>
<td>−3.94</td>
<td>−8.97</td>
</tr>
<tr>
<td>ΔEBS-3m1</td>
<td>−2.66</td>
<td>−2.98</td>
<td>−13.27</td>
<td>−22.47</td>
<td>−35.46</td>
<td>−3.37</td>
<td>−9.40</td>
</tr>
<tr>
<td>μR-2m4</td>
<td>0.04</td>
<td>0.11</td>
<td>−3.55</td>
<td>−6.43</td>
<td>−7.29</td>
<td>0.00</td>
<td>−0.10</td>
</tr>
<tr>
<td>μE-2m4</td>
<td>−3.37</td>
<td>2.14</td>
<td>−11.32</td>
<td>−16.31</td>
<td>−18.95</td>
<td>−4.02</td>
<td>−9.15</td>
</tr>
<tr>
<td>ΔE-R-2m4</td>
<td>0.03</td>
<td>0.05</td>
<td>−8.37</td>
<td>−21.83</td>
<td>−28.76</td>
<td>0.00</td>
<td>−0.19</td>
</tr>
<tr>
<td>μTS-2m4</td>
<td>−4.13</td>
<td>4.12</td>
<td>−6.01</td>
<td>−8.51</td>
<td>−8.43</td>
<td>−4.11</td>
<td>−5.03</td>
</tr>
<tr>
<td>μE-2m4</td>
<td>−3.17</td>
<td>4.51</td>
<td>−11.91</td>
<td>−15.85</td>
<td>−15.71</td>
<td>−3.94</td>
<td>−8.97</td>
</tr>
<tr>
<td>ΔEBS-2m4</td>
<td>−2.72</td>
<td>3.87</td>
<td>−14.90</td>
<td>−28.08</td>
<td>−27.57</td>
<td>−3.37</td>
<td>−9.41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Property</th>
<th>r0</th>
<th>r0</th>
<th>r987</th>
<th>r6</th>
<th>r1</th>
<th>r0</th>
<th>r0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE-R-3m1-2m4</td>
<td>0.03</td>
<td>0.05</td>
<td>−7.53</td>
<td>−20.48</td>
<td>−31.23</td>
<td>0.00</td>
<td>−0.19</td>
</tr>
<tr>
<td>ΔEBS-3m1-2m4</td>
<td>−2.69</td>
<td>3.42</td>
<td>−14.09</td>
<td>−25.27</td>
<td>−31.51</td>
<td>−3.37</td>
<td>−9.40</td>
</tr>
<tr>
<td>ΔE²</td>
<td>−2.72</td>
<td>3.47</td>
<td>−6.56</td>
<td>−4.79</td>
<td>−0.28</td>
<td>−3.37</td>
<td>−9.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Property</th>
<th>r0</th>
<th>r0</th>
<th>r987</th>
<th>r6</th>
<th>r1</th>
<th>r0</th>
<th>r0</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔE¹</td>
<td>−0.02</td>
<td>0.01</td>
<td>−3.75</td>
<td>−26.25</td>
<td>−35.06</td>
<td>0.31</td>
<td>0.56</td>
</tr>
<tr>
<td>ΔETS</td>
<td>−4.04</td>
<td>6.90</td>
<td>−12.83</td>
<td>−40.93</td>
<td>−51.74</td>
<td>−3.31</td>
<td>−8.63</td>
</tr>
<tr>
<td>ΔE²</td>
<td>−4.01</td>
<td>6.90</td>
<td>−9.08</td>
<td>−14.68</td>
<td>−16.68</td>
<td>−3.62</td>
<td>−9.18</td>
</tr>
</tbody>
</table>


\[\Delta E^1 = \text{the final (effective, if a small shift of the lowest energy frame occurs) energy barrier as already shown in all other contexts;} \]
\[\Delta E^2 = \text{ΔE}^2_{\text{static}} = \text{ΔE}^2_{\text{ref}} - \text{ΔE}_R - \text{ΔE}_TS \]
\[\] is the barrier decrease always between the first frame, R, and the TS frame such that
\[\Delta E^2 \geq \Delta E^2_{\text{static}}\]

\[\text{Fitness of the respective GOCAT: the pristine gas phase path without any GOCAT has } f_{\text{ref}} = 220.87.\]

\[\text{Mean gradient norm of all three stationary frames (R, TS, P).}\]

\[\text{Difference in ESP along the } z-, y- \text{ or } x\text{-plane directions, cf. Figs. 7.1 and 7.2. A positive difference, i.e., a positive voltage, is the amount of work per charge needed to move a positive charge “uphill” in ESP against a field pointing “downwards”, e.g., in the negative } z\text{-axis direction.}\]

\[\text{The corresponding mean EF projected onto the indexed direction. For instance, for the } z\text{-plane, each 2-point entity of the } \overline{\text{EF}}_{TS)-z-pl} \]
\[\text{was simply divided by the distance and averaged for the total grid (cf. Fig. 7.2(e), Eq. (7.5), and see depictions in the main text).}\]

\[\text{Polarized molecular dipole moment within the GOCAT projected onto the given (normalized) direction as vector between the specified atoms (e.g., ”3m1”, meaning the direction vector: C3-atom minus C1-atom).}\]

\[\text{Estimated energy stabilization (negative) with the simple formula for the projected (local) field-dipole moments } \Delta E = -\mu_{\text{proj}} \cdot F_{\text{proj}} \]
\[\text{for either the respective C–C atoms direction vector indexed or the averaged version (“3m1-2m4”) of both the former energy values.}\]

\[\text{Estimated energy barrier decrease computed via Eq. (6.2), using the projected scalar EF and bond dipole moments and averaging both symmetric } \text{“3m1” and “2m4” bond contributions.}\]

\[\text{In fact calculated energy stabilization at R or TS as } \Delta E_{\text{R,TS}} = E_{\text{R,TS}} - E_{\text{ref,TS}} \text{ relative to the reference gas phase energies.}\]
to the spherical ones. Clearly, they do not show any field along the y- or x-direction, by construction, conversely to all other optimized GOCATs. However, note the similarity of the uniform \( r_0 \) and the spherical \( r_0 \) with regard to most of the properties in the first upper block, e.g., \( f, \left\| \nabla E_{(R,\text{TS},P)} \right\| \), \( F_{\text{EF-TS}-\text{z-pl}} \); the non-z-field and the other smaller inhomogeneity enhance the spherical GOCAT slightly compared to the plate GOCAT. The inhomogeneous effects can furthermore be traced back to the change in properties from the spherical \( r_0 \) to \( v_dW \) case. The latter is even better, but by using more of the local and non-z impacts.

Looking at the estimated \( \Delta \Delta E^\dagger_{3m1-2m4} \) (Eq. (6.2)) and in fact calculated \( \Delta \Delta E^\dagger_{\text{static}} \) (third to fourth block), one can discern the uniform EF from the rest. As the trend and estimation is quite good in all the plate GOCATs (\( \Delta \Delta E^\dagger_{3m1-2m4} \in [-3.37, -23.27] \text{ kcal mol}^{-1} \) vs. \( \Delta \Delta E^\dagger_{\text{static}} \in [-3.62, -20.21] \text{ kcal mol}^{-1} \)), there are some bigger differences in the spherical and \( v_dW \) cases. This is due to the fact that when having fields in other directions than z (which is almost parallel to both “3m1” and “4m2”), these components will not be present in the estimated barrier decrease. Moreover, if fields are locally changing (inhomogeneous), these are averaged away and, consequently, this might also lead to the differences. Inhomogeneous fields would necessitate higher-order moments and derivatives of the field to be used for such computations.

However, such estimations for the uniform plate GOCATs are quite solid, at least for small field strengths, as shown in Fig. 7.16 on the following page, using both the polarized molecular dipole moment as well as the permanent ones from the gas phase path before. That is, in the latter case, just by looking at the molecular dipole moments \( a priori \), one can already detect a small projection onto the z-axis (or C–C-bonds) for \( R \) and a large one for \( \text{TS} \), and thus one can calculate an energy barrier decrease by using the simple dipole energy expression of Eq. (6.2). For the optimized GOCATs, such a trend is also clearly detectable but less distinct due to the higher complexity of the fields; this is shown in Fig. 7.17 on the next page.\(^{16}\)

Looking now at the properties of the adaptive GOCATs in Table 7.1, one can see, despite the appearance of more straight z-fields which were discussed and shown above (Figs. 7.11 to 7.13), also high ESP differences in other directions.\(^{17}\) With relaxation of the structures, we see a severe \( R \) stabilization that is not present in any static case. Often, this merely results from a small rotation of the \( R \) frame in the field causing a higher dipole coupling for the \( R \) frame, \( i.e. \), the dipole is re-oriented in the external electric field for optimal stabilization, as expected. Accordingly, the discussed longer reaction coordinate results.

Furthermore, the estimation with Eq. (6.2) fails almost completely in these strong, non-uniform fields that induce high polarizations of the structures and different MEPs, in some but not in the majority of cases (see Section 7.5). The reasons could be manifold. Electron density reorganization synchronously to the mechanistic change (zwitterionic intermediate) could happen besides the main one along the “3m1” and “2m4” bonds, which

\(^{16}\)Note that some estimations even would lead to a barrier increase, \( i.e. \), to inhibition (abscissa) in contradiction to the in fact observed barrier decrease (ordinate) in Fig. 7.17.

\(^{17}\)The properties were calculated for each \( \text{different} \) structure in each GOCAT. Thus, each bounding box (for the plane descriptors) will vary and thus also the distance between those, which results in different conversions to final EFs.
Fig. 7.16: Plate GOCATs (static): In fact calculated barrier decrease, $\Delta\Delta E_{\text{static}}^{\ddagger}$ (always between the R and TS frames of the pristine gas phase path), vs. the estimated one from Eq. (6.2), $\Delta\Delta E_{3m1-2m4}^{\ddagger}$, by using the average of the projected $\mu_{\text{EF}}$ and $\mu_{\text{F}}$, and molecular dipole moments, $\mu$, onto the direction of the C–C-bond creation ("3m1-2m4", cf. Fig. 7.2(f)). Here, either the fully EF-polarized, projected dipole moment $\mu_{\text{TS,proj}}$ or the unpolarized one from the pristine gas phase was used. The dashed line illustrates perfect association.

Fig. 7.17: $N_{\text{Ch}} = 81$ (sphere, static): Correlation plot of the barrier decrease vs. the estimated one by Eq. (6.2), compare with Fig. 7.16. The complete population is shown with $N_{\text{GOCAT}} = 4070$ individuals; $r\theta$ is emphasized by a red star. The black dashed line shows a perfect linear trend without an intercept, whereas the red line corresponds to the linear regression of the data.
determines the significance of the descriptors, i.e., the local projections. Furthermore, with any inhomogeneous field, higher-order moments in addition to the dipoles would be needed to completely assess the energetic influence by the electric field (Section 2.3.2). Besides, the dipole-based estimation also worsens its predictive power or even fails in very strong fields for the uniform plate GOCATs (cf. Fig. 7.16).\textsuperscript{18}

\section{7.5 Discussion}

\subsection{7.5.1 Comparison with Literature}

As introduced in Sections 7.1 and 7.2, an OEEF with $F_z < 0$ was reported by Meir et al.\textsuperscript{[459,463]}\textsuperscript{19} to lower the barrier up to $\Delta \Delta E^Z \approx -8$ kcal mol$^{-1}$ at $F_z = -0.0125$ au, while $F_z > 0$ inhibits the reaction by about 6.4 kcal mol$^{-1}$ (which was not the optimization target in the present study, but which is also included in Fig. 7.15). Looking at the plate GOCATs, in the present case on PM7, we see a barrier decrease of $\Delta \Delta E^z_{\text{static}} = -16.91$ kcal mol$^{-1}$ in a field of $F_{\text{EF-TS-z-pl}} = -15.06$ kcal mol$^{-1}$Å$^{-1} = -0.0127$ au. In PM7, the gas phase barriers are already at $\Delta E^z = 20.07$ kcal mol$^{-1}$ (21.13 for exo), i.e., a bit higher than on the DFT level with $\Delta E^z = 15.5$ kcal mol$^{-1}$ (16.7).\textsuperscript{[463]} The results are thus in qualitative agreement, while the main difference stems from the R stabilization in the literature of $\Delta E_R = -11.0$ kcal mol$^{-1}$ against the present destabilization of $\Delta E_R = 0.63$ kcal mol$^{-1}$. The projection of the molecular dipole in PM7 onto the z-axis is almost zero, $\mu_{R-z} = -0.24$ D, whereas Ref. \textsuperscript{[463]} found a more significant contribution of up to $\mu_{R-z} = -5.76$ D (the ones at the TS structure are similar and higher, of course, needed for the barrier decrease). As the dipole moment norms are more similar (PM7: 4.77/8.42 vs. DFT: 7.84/9.66 for R/TS), this field influence on R stems from the precise alignment of the fields and the superposed molecular frames. In all GOCATs, there is one surrounding for all frames. Probably, this is also true for Ref. \textsuperscript{[463]} defining a “uniform reaction axis”, as they say. Thus, this difference shall be traced back to the exact angle between the diene and dienophile. In PM7, the R dipole lies almost orthogonal to the z-axis, which results in (almost) $\Delta E_R \approx 0.0$. Compared to DFT, one must thus state that the possibility of R stabilization vs. destabilization for the DA reaction is notably dependent on the level of theory and dependent on the specific MEP structures on PM7, including their molecular dipoles.\textsuperscript{20}

Moreover, the x-axis orthogonal to the symmetry plane of the pristine gas phase path does not show any barrier decrease, as all frames are simply vertically shifted;\textsuperscript{[463]} for the

---

\textsuperscript{18}Emulating uniform fields by plates also generates some small inhomogeneous fields that scale with the overall field strengths; a strict dipole coupling of a field into the Hamiltonian available in other program packages would remedy this situation. Additionally, the calculated PM7 dipole moments themselves are approximated (semi-empirically) and are based partially on the effective atomic charges and corrections.\textsuperscript{[478]}

In this case, dipole moments are likely wrongly estimated in very highly polarizing electric fields.

\textsuperscript{19}They also used SPs as well as specific TS optimizations on B3LYP/6-311++G(d,p)/BP86/6-31+G(d) level of theory, with fully uniform fields in specific directions of a similar Cartesian coordinate system as in Fig. 7.1, but with some other sign convention; hence, the signs from the literature will be changed, if needed, to be aligned with the ones of the present contribution.

\textsuperscript{20}Hence, also the $\Delta E_R > 0$ search space for the DA reaction, which is shown in Fig. A.13 in the Appendix, might be less important or even absent on other levels.
plate GOCAT, this is recapitulated in Fig. A.19 in the Appendix. There is also no correlation trend at all for this axis in any of the static or adaptive, optimized GOCAT (not shown). For y, a different influence on exo vs. endo was reported, leading to a $\Delta E^\ddagger = 13.9$ vs. $15.3 \text{ kcal mol}^{-1}$ at the highest field of $F_y = -0.0125 \text{ au}$, respectively. Because of this differing EF influence, the exo case can even be faster than the usually kinetically dominating endo case; this is the demonstrated stereoselectivity by the OEEF. In the GOCATs, there is usually always a variance in the x- and y-direction, as already discussed for Table 7.1, due to the inhomogeneity and the mixed field components at the same time, including the noise (or subtle) effects. Yet, within the adaptive GOCATs with increasing field strengths and bigger possible influences on the reaction, the possible diastereoselectivity is also visible in Fig. 7.18. This Figure compares the y-influence on the endo vs. the exo case.

With the TS relaxation in the EF in Refs. [459, 463], they find $\Delta d_{\text{async}} = 0.337 \text{ Å}$ for the strongest field, $F_z = -0.0125 \text{ au}$, showing still a concerted mechanism. Adding (implicit IEF-PCM) CH$_2$Cl$_2$, the asynchronicity reaches $\Delta d_{\text{async}} = 0.887 \text{ Å}$ for intermediate fields, $F_z = -0.0075 \text{ au} = -8.89 \text{ kcal mol}^{-1}\text{Å}^{-1}$, and finally the two-step mechanism in a field of $F_z = -0.0125 \text{ au} = -14.82 \text{ kcal mol}^{-1}\text{Å}^{-1}$ and with the help of the solvent.

In the adaptive GOCATs, in accordance, we find also similar asynchronous $\Delta d_{\text{async}}$ values; these are illustrated in Fig. A.17 on p. 281 in the Appendix. The selected GOCATs shown in this Section are similar but in slightly stronger fields, i.e., r6 (one-step) in a field of $F_z = -16.31 \text{ kcal mol}^{-1}\text{Å}^{-1}$ and r1 (two-step) in $F_z = -18.46 \text{ kcal mol}^{-1}\text{Å}^{-1}$ (cf. Table 7.1). However, the GOCAT model does not need an additional solvent because the full electrostatic embedding is flexible enough and adapts already to the needs of the

**Fig. 7.18:** $N_{\text{Ch}} = 81$ (sphere, adaptive): Correlations of $N_{\text{GOCAT}} = 2952$ adaptive GOCATs with mean $||\nabla E|| < 5 \text{ kcal mol}^{-1}\text{Å}^{-1}$ along the y-axis for the endo case in Fig. (a) (endo was shown in all Figures so far). For comparison, correlations for $N_{\text{GOCAT}} = 1776$ adaptive GOCATs with mean $||\nabla E|| < 5 \text{ kcal mol}^{-1}\text{Å}^{-1}$ along the y-axis for the exo diastereomer are given in Fig. (b).
core structures. Some non-uniform fields are thus probably needed and introduced in the literature studies.\cite{459,463} essentially, to stabilize the zwitterionic intermediate.\footnote{Note that with a frame-wise solvent, also an intermediate state on the MEP will fully be relaxed, which is not the case in one overall GOCAT embedding. That is, the zwitterionic intermediate can fulfill a conformational rotation out of the attack-plane.\cite{463}} All these trends are thus completely in line and nicely reproduced by the (almost) bias-free GA optimization of the EFs around the structures, finally reaching strong fields that are, however, still in a meaningful and physiologically relevant region,\cite{122,127,268,462,463} without the further need of explicit/implicit solvents.\footnote{One difference, also with regard to relaxations of the plate GOCATs discussed below, is the use of internal coordinates for the optimizations of the structures in Ref. \cite{463}. Therefore, the field will properly be aligned during the whole optimization. In the GOCAT model with explicit point charges generating the field, we have external (absolute) coordinates (and an anchor point) and the structures can indeed re-orient in the field. This changes the projected fields and dipole components.}

7.5.2 Background Statistics for the Adaptive Fitness Function

In order to get an impression of what is happening in the background for the adaptive setting, some summary statistics are given in the following.

Generally, the full relaxation of NEBs during the GA by using Algorithm 3.2 on p. 93 is even more computationally expensive (for example, compare with the descriptions of Section 6.3.2). In the case of the 6000 GOCATs that were finally optimized for this one setting (Section 7.4.2), of which there were three selected individuals shown, there are about several thousand SPs needed for one GOCAT for a fully converged NEB optimization if it is started. This only happens if the fitness is already in a catalytic region, with \( f_{\text{GOCAT}} \leq f_{\text{ref}} = 220.87 \) in this case. Hence, essentially the startup of each population and the progression is similar to the usual static case, but when reaching the threshold, some orders of magnitude more expensive fitness evaluations set in immediately. This means that the final runtime can even be less easily anticipated since the number of SP calculations is very dependent on the unique population evolution.

At the end, about \( N_{\text{tot}} = 7.60 \cdot 10^6 \) iterations could be executed, unevenly distributed over 10 separate GA pools, which maps to about \( N_{\text{GOCAT}} = 2 \cdot N_{\text{tot}} \) of sampled candidate solutions (the initialization of the pool can be excluded in this assessment). However, only about \( N_{\text{NEB}} = 2.59 \cdot 10^5 \) (1.70\% of \( N_{\text{GOCAT}} \)) total NEBs started during all these GA steps. With all the separate soft and hard thresholds defined in Algorithm 3.2, about \( N_{\text{GOCAT, fine}} = 2.61 \cdot 10^4 \) (0.172\%) converged finally and met all the conditions; the sanity checks include, e.g., to treat evolved "kinks" of the path detectable by angles that are defined by Eq. (2.92) on p. 60 and are substantially different from linearity, \( i.e., \cos \theta_i = 0 \), or convergence issues in the EF in any other (sub-)NEB step. Therefore, most of the sampled \( N_{\text{GOCAT}} \) are still evaluated in a similar manner as in the static case, by using Algorithm 3.1, though, with some important modifications explained in the following.

Each converged GOCAT in a pool can subsequently be tweaked, for instance, also just slightly by a very tiny GOCAT mutation as exploitation. If this individual happens to lie in the catalytic region (or even show a smaller fitness than before), again a NEB relaxation is triggered. Otherwise, or if the NEB even fails to converge, the starting path that can be
already different from the gas phase path might still compete in the complete pool if it is better than the worst current GOCAT. Thus, at all times, some gas phase path GOCATs that are the same as in the static version can compete with very well-converged ones of a successful relaxation, using Algorithm 3.2, and with some other non-converging ones. The paths of the last kind will not be returned (in a “broken form”) from the fitness function, but the fact of occurring problems during the NEB might signify some problematic impact of that particular GOCAT. In other words, when the full re-optimization is successful, the resulting GOCAT is very tightly optimized. When the optimization fails, however, the fitness function falls back to essentially the same as in the static case. Then, the resulting GOCAT usually shows slightly worse gradient norms, etc.

As a result, the final extreme fields are very probably an outcome of multiple such consecutive (small-step) NEB relaxation rounds since the starting gas phase path is still important—i.e., the full path optimization is still reference-based—and the new paths are not reached in one GOCAT relaxation.\(^{23}\) There were no benchmark calculations, yet, whether bigger direct NEB relaxations without hard pre-checks (thresholds) could lead to the same results. The preliminary tests until now showed that these consecutive treatments are important for reducing the computational costs since too extreme fields or moves with very big impacts result in infrequently converging paths. Also in adaptive vDW embeddings (not shown here), the very nearby sitting Coulomb “singularities” can wreak havoc on the optimizations such that the overall more homogeneous fields of spheres are needed. The spheres often are harder to interpret in the Cartesian domain and also show some “noise”. However, at the reaction center nearby the atoms themselves, the EF shows a smaller variance than in the vDW case, where nearby sitting charges, i.e., sources and sinks of the ESP, produce the inhomogeneity.

### 7.5.3 Critical View and Improvements

Allowing the relaxation due to the adaptive NEB implementation indeed improves upon the often subtle trends of the frequently highly unique solutions seen in both static cases: vDW with very inhomogeneous fields but quite symmetric coordinates, and the spheres with more uniform ones but with superimposed noise and with a complete lack of interpretability in the Cartesian domain. With relaxations, the possible impact of any surrounding is amplified heavily, which leads to a better correlation again of the barrier and the fields in z-direction. Generally, the total reaction coordinate length between all frames increases as well as the asymmetry of both to be created CC-bonds with increasing field strength. Though, many solutions in the final population still show only a small change in the mechanism; that is, a big part of the population is still dominated by small structural changes in the fields and the asymmetric and two-step GOCATs are rather outliers that are found at the frontier (best

---

\(^{23}\)To prove such an assumption, full histories of the exact search space moves, NEB convergences and EF analyses would be needed; such histories are partially produced, also for CSO for instance, but it is still very cumbersome and would need further extensions in order to fully chase the actual appearance and progression of the intrinsic properties (i.e., the genotypes) during the GA.
part) of the final solutions. These mentioned correlations are all shown in the Appendix in Fig. A.17 on p. 281.

With relaxation, the search space will enlarge a lot. Here, not just the GOCAT charges must find its perfect coordinates, but with each outer change, a whole new effective PES can be sampled and re-optimized upon subsequently. And each such non-vertical adaptation of the MEP can, in total, lead to big steps during the GA search of qualitatively other type than the strict ESP-based energy shifts by the surrounding in the static case. Hence, it can be assumed that even more structural changes, including, e.g., even stronger rotated and more loosely associated \( R \) frames for the DA reaction, could be observed with even more GA iterations or with further adaptations of the fitness function.

At the moment, due to the current implementation of the fitness function as used in this application, it is not allowed to reach paths with a higher \( R \) energy than the \( TS \) energy. Thus, “barrier-free” reactions or paths similar to the uniform plate GOCATs in very strong fields (Fig. 7.15) were simply not within the feasible set of solutions. Whether this is physically meaningful, should be considered again for the future problem at hand. Also the meta-parameters of the adaptive NEB optimization were set as a compromise between computational performance and final convergence.\(^{24}\) Hence, sometimes small kinks in the path and relaxation issues especially at the \( R \) and \( P \) frames were often present. Thus, the settings should also be benchmarked (again) in the future. The acceptance or success rate of the mentioned 0.172\% sane candidate solutions after NEB could then surely be increased.

In the benchmark set used for the adaptive NEB implementation (cf. Section 2.5.1.3),\(^{336}\) sometimes meta-parameters such as the resolution ratio \( \zeta \), the step-length, control parameters for the restarts needed (due to the non-conservative nature of the NEB forces) etc., either led to a smooth convergence or to a failure (as already discussed in that Section, too, Fig. 2.9). This is due to any issues in any of the included steps of the full adaptive NEB for fast TS search, the CI NEB or the “cosmetics” run for tightening the MEP used in Algorithm 3.2. Thus, it must simply be restated again that reaction path optimization is hard to be completely automated for each conceivable case. To correct the bias of the meta-parameters, even multiple different reaction path optimization or TS search routines could be used with optionally falling back between these routines in order to increase the robustness of the MEP search if one algorithm turns out to be unsuccessful. Interestingly, also the uniform plate GOCATs, as seen in Fig. 7.15 on p. 201, show convergence issues that are intensified in stronger fields but also occur (erratically) in weaker ones. Here, especially the \( R \) frame is problematic. In stronger fields, the anhydride becomes essentially orthogonal to the diene for optimal dipole alignment. For this big movement in harsh, i.e., strong field surroundings, very robust optimization routines are needed. Some more impressions of adaptive plate GOCATs in this regard are shown in Fig. A.21 on p. 285 in the Appendix.

For a further improvement of the success rate of these adaptive NEB GOCATs in the current NEB implementation, for example, one could simply use different settings of the NEB leading to multiple NEB convergence trials for one GOCAT in the fitness evaluation. Then,

\(^{24}\) One could definitely use “tighter” NEB settings that, however, would increase the computational expense a lot.
the converged one or the best of these could be returned. Instead, one could implement a separate TS optimization routine that works on a TS candidate of an antecedent CI NEB that might not have been fully converged before.

Also note that by choosing any meta-setting of the NEB that might turn out to be worse-performing for specific paths in strong electric fields do simply not survive during the GA.\textsuperscript{25} In principle—assuming for the sake of this argument—that PM7 could lead to systematic errors due to its approximations (\textit{e.g.}, QM/MM coupling model, Section 2.4, and the minimal basis) such that specific mechanistic changes were simply excluded, this would essentially be “hidden”, since any final GOCAT is already based or selected on being well-performing on precisely this setting, including the level of theory and all other meta-parameters of the Algorithm 3.2. As a result, this whole methodology and the benchmarking of these settings should also include other reactions and levels of theory to investigate if any further bias is still present.

Besides, further improvements of this adaptive setting might primary focus on, \textit{e.g.}, “path-aware” algorithms: For DA and using spheres, this was less a problem, but already in other examples, \textit{e.g.}, in a Menshutkin reaction (not shown), MEPs were optimized that showed not only a subtle change of the mechanism but that also led to completely new reactions at all, \textit{i.e.}, R and/or P changed entirely, which had nothing to do with the tackled chemical reaction. This is again one entrance of overfitting if such changes are not intended \textit{via} another (future) objective function.\textsuperscript{26} To this end, \textit{configurations} should also be detected and part of the GOCAT’s intrinsic information, for instance. This could be implemented by using simple dissociation detections and additionally graph theory based connection schemes. One could check then if the optimized GOCAT still favors the same overall reaction type as the intended one or if it leads to something different. Additionally, with a “reaction path niching”, a competition of alike and different reaction mechanisms, \textit{i.e.}, concerted until two-step ones, could be managed.\textsuperscript{27} Regarding the DA example, maybe even different relational barriers of \textit{exo} vs. \textit{endo} could be controlled in the \textit{same GA} population in this way.

Furthermore, the current adaptive NEB fitness function actually does not explicitly favor to find multiple steps. The GOCAT\textsuperscript{r1} showing a two-step mechanism is rather a result of a path with overall small gradient norms. Consequently, also the second TS is quite fine. However, it was not automatically relaxed with another CI NEB round. Notwithstanding, the overall MEP was still quite acceptable at the end, as shown in Figs. 7.10 and 7.13(c). Actually, an improved version of the fitness function of Algorithm 3.2 would need only a tiny adaptation—just reading out and maybe starting additional CIs at each intermediate local maximum in energy. However, further possible overfitting must then strictly be eliminated. Without additional sanity checks and “reaction path awareness” (\textit{vide supra}), very huge

\textsuperscript{25}This means that the GA-optimized GOCATs are superior to the uniform plate ones as only such candidate solutions will be present that \textit{did} not have any of these problems due to the whole optimization itself. Maybe the central-symmetric potentials in spheres or the inhomogeneous effects are helpful here.

\textsuperscript{26}This was already observed by translating very fit PM7 GOCATs to DFT-based ones with full relaxations, TS optimizations, etc., before the era of Algorithm 3.2.

\textsuperscript{27}This also extends to the analysis/evaluation scripts for the GOCAT optimization that cannot yet cluster “reaction-path awarely”.
mechanistic changes could be possible, in the best case, or maybe just meaningless CI optimizations at intermediate “kinks” that could be intensified erroneously in this way. This topic could be addressed by further future research. Already in Section 2.5.1.4, some additional possible improvements were mentioned that could make the optimization (even) more robust, such as the double-nudging\[^{337}\] similar kink-control mechanisms\[^{300,338}\] and the mentioned specialized NEB optimization algorithms, besides others (cf. Section 2.5.1.4).

### 7.5.4 Conclusion

To conclude this Chapter, it was demonstrated that electric fields can very well catalyze this DA reaction that, according to the corner cases of electrostatic catalysis described in Section 6.3.3, shows both varying dipole moment directions and magnitudes such that a field must “anticipate” the TS electrostatics for optimal TSS and barrier decrease. In accordance with experimental\[^{472,475}\] and theoretical results\[^{268,459,463,465}\] from the literature, the main results of electrostatic catalysis in direction of the so-called “reaction axis”, the direction of bond-breaking and/or making, could also be quantitatively reproduced using both the static (vertical) GOCAT as well as the adaptive (non-vertical) GOCAT model with relaxations of the MEP within the external fields. This was used to investigate the next important step towards a less-restricted and better automated optimization of GOCATs.

One reoccurring issue were all the subtle (noise) effects due to the highly inhomogeneous EFs that are fundamentally different from what was used in the literature so far. The fact of having found these highly varying GOCATs during the global optimization in both Cartesian and ESP domains for the DA reaction is actually ambiguous: For a translation back to real molecular structures, this could be advantageous when having multiple different possibilities of realizations which stabilize different mechanisms by different field impacts. Conversely, for an interpretation and understanding of the actual effects, this is clearly disadvantageous with overly complex candidate solutions which are widespread on the fitness landscape. Indeed, also other non-local effects and fields in other directions than along the literature-known z-component, i.e., along the reaction axis, were often present. Whether this maybe unnecessary complexity is advantageous in the future for exploring rather unexpected effects, needs further research. Otherwise, one could also enforce simplifications of the candidate solutions by adapted future fitness functions.

Nevertheless, the main catalytic effect and the fields along the z-direction were in fact highly correlated and these fields led to (extreme) catalytic effects resulting in essentially no barrier at all. With the decrease of the barrier, the DA reaction developed from following a concerted synchronous one-step mechanism to a two-step mechanism, since the new zwitterionic intermediate in the latter case is strongly stabilized by the appropriate EF. Also, a small \(\gamma\)-field effect for a diastereoselectivity in line with the literature studies was found. Furthermore, the NEB relaxations overall led surprisingly well to the anticipated results without any further bias except for the discussed GA and meta-parameter settings as well as the starting gas phase path.

Note that some more general conclusions will be drawn in the next and final Chapter of this Thesis.
Conclusions

Before coming to the conclusions, some condensed further impressions about versatile applications of the GOCAT theme are illustrated next in Section 8.1. The main work is then summarized as well as concluded in Section 8.2, which encloses a general overall outline of the GOCAT project and an “executive summary” of the results. Finally, an outlook is contoured in Section 8.3 addressing further possible steps and applications of the framework.

8.1 Master’s Thesis of Behrens

In order to widen the perspectives of possible electrostatic GOCATs, more selected impressions stemming from the Master’s Thesis[480] of Behrens are very briefly discussed. This Master’s Thesis took place under my supervision. Yet, of course, the aim of this Section is not to take credit for others’ achievements but to complement the conclusions of this Section. The telling title of this Thesis was

Global Optimization Of Abstract Catalysts: On The Road To Application.

So, the aim was to use mainly the same setting as in Chapter 6, i.e., the vertical or static mode, as is and extend the application spectrum to more chemically notable reactions. In the end, these investigations included not only two enzyme systems, namely Kemp eliminase and ketosteroid isomerase, but also two steps of the Monsanto process involving a catalytic cycle around a rhodium transition-metal complex for acetic acid production. These systems were studied with PM7, GFN-xTB\(^1\) and partially also with DFT. The goal was also to investigate whether the electrostatic GOCAT model reaches its limits or whether understandable catalytic effects can again be observed. In the following, just some selected examples are recapitulated focusing on PM7 and GFN-xTB results with regard to the Kemp eliminase enzyme and one step in the Monsanto process, respectively. For the other system, the ketosteroid isomerase, the reader is referred to, e.g., Refs. [121, 122]. This ketosteroid isomerase is a naturally occurring enzyme and is (also experimentally) well characterized

\(^{1}\) At the time of the Master’s Thesis, the successor GFN2-xTB were not yet available (cf. Section 2.2.3).
for electrostatic catalysis. GOCATs without any protein or theozyme backbone were able to equally well catalyze this reaction, as shown by Behrens,[480] in general accordance with the measured trends and local dipoles.[121,122]

**Kemp eliminase:** First, some selected Kemp eliminase results are shown in Figs. 8.1 and 8.2 on the next page and on p. 216. The specialty about this system is that it stems from a complete *ne novo* design by Röthlisberger et al. of an enzyme catalyzing this reaction without a natural counterpart before.[111] These authors were able to create multiple enzyme variants, which were also refined further with directed evolution (as experimental technique) by Khersonsky *et al.* afterwards.[481–483] Later, these were computationally re-investigated by Bhowmick *et al.*,[123,126] and they found that the electrostatic surrounding by the scaffold around the theozyme was not optimal yet in the oldest variants of Röthlisberger *et al.*, but this was (partially) improved in the experimental re-designs of Khersonsky *et al.* Hence, Bhowmick *et al.* proposed to focus also on proper electrostatics of the scaffold in earlier stages in *de novo* designs, which cannot easily be corrected afterwards by the directed evolution steps otherwise.[123] Consequently in Ref. [126], they followed exactly this idea, *i.e.*, the design of an enzyme using electric fields as optimization guidance criterion for single-site mutation steps.

This leads over to the GOCAT theme again. When such an electrostatic GOCAT is designed for this reaction, it should lead to the *globally* best electrostatic embedding possible, which was applied here to the Kemp eliminase variant KE59 of Ref. [111]. In contrast to the very detailed and intensive analyses of the GOCATs for, *e.g.*, the Menshutkin and the DA reaction (*cf.* Chapters 6 and 7), the results are very concisely sketched in the following:

- **Fig. 8.1(a):** The expectation is clearly set for a rough direction of an electric field catalyzing the H-abstraction step by the glutamate side chain, the catalytic base Glu231, followed by the concerted ring opening.

- **Fig. 8.1(b):** The “full theozyme” system consists of nine amino acids in total around the reacting moiety and these are all included in the reaction coordinate. Obviously as expected, this “full theozyme” case is already better performing than the raw reaction with just the one base, Glu231, which case is named “no theozyme”. The reaction profiles are shown here without any GOCATs yet.

- **Fig. 8.1(c):** A spherical GOCAT generates an EF in accordance with the expected direction that is sketched in (a).

- **Fig. 8.1(d):** Another spherical GOCAT having just 10 charges (but still representing an outer scaffold, *i.e.*, sampled on a sphere) shows also a very similar EF in line with the expectations of (a) and the case of (c).

---

2 For answering questions such as how good the GOCATs are compared to the full enzymes and/or to the computationally re-optimized ones by Head-Gordon *et al.*[123,126] further studies and analyses are needed.
Fig. 8.1: PM7: Adapted data from Ref. [480], part I: (a) Kemp elimination with expected EF; (b) reaction energy profiles without a GOCAT; (c) "full theozyme" with a spherical uniform GOCAT, [red, blue] for qi ∈ [−0.3, 0.3] e and φESP ∈ [−12, 12] kcal mol⁻¹ e⁻¹; (d) "full theozyme" with a spherical small GOCAT, [red, blue] for qi ∈ [−1, 1] e and φESP ∈ [−13, 13] kcal mol⁻¹ e⁻¹. See the main text for explanations.
(a) PM7: Adapted data from Ref. [480], part II: (a) "no theozyme" with best GOCAT on vDW surface, [red, blue] for $g_i \in [-0.5, 0.5]$ e and $\phi_{ESP} \in [-16, 16]$ kcal mol$^{-1}$ e$^{-1}$; (b) "no theozyme" with another GOCAT colored as in (a); (c) energy profiles for all GOCATs, including (a) and (b); (d) energy profiles for all GOCATs, including Fig. 8.1(c); (e) mean ESP difference between all GOCATs in the "full theozyme" mode of Fig. 8.1(c)–(d). See the main text for explanations.
• Fig. 8.2(a): Without a theozyme and optimizing a GOCAT directly on a vDW surface, the EF is still roughly oriented along the proposed dipole direction of the reaction scheme in Fig. 8.1(a). However, some positive (blue) ESP at the glutamate can be observed here.

• Fig. 8.2(b): This example is similar to the last one but does not show such a distinct local positive (blue) ESP, i.e., it is more uniform.

• Fig. 8.2(c): Without a theozyme, the catalytic effect of a GOCAT can be greater, and this is shown here in comparison to the “full theozyme”. A barrier decrease of about $\Delta \Delta E^\ddagger \approx 13 \text{ kcal mol}^{-1}$ can be observed. The final barrier is even slightly smaller than the one of the best GOCAT in the “full theozyme” setting of Fig. 8.2(d).

• Fig. 8.2(d): This “full theozyme” mode does show a small but distinct barrier decrease of $\Delta \Delta E^\ddagger \approx 3 \text{ kcal mol}^{-1}$ by the spherical scaffold GOCAT. Note that in all these reaction energy profiles, the energies are shifted to 0 kcal mol$^{-1}$ at the R frame. Thus, the local positive (blue) ESP feature of Fig. 8.2(a) leads to an increased R-destabilization as catalytic effect (which is, however, not visible here due to the shift). (As a remark: the spread in this Fig. 8.2(d) can simply not be seen since a loose niching has lead to a full convergence of the complete population to essentially one solution; the whole population that consists of multiple thousands of candidate solutions is plotted in all cases.)

• Fig. 8.2(e): Although the solutions in Cartesian space of Fig. 8.1(c)–(d) were obviously different, the resulting EF is not, which is accentuated in this Fig. 8.2(e) as a difference plot. This leads again to one simple picture in unison how to catalyze this reaction.

**Monsanto process:** As a second recapitulated investigation, the mentioned Monsanto process is shown in Fig. 8.3 on the next page (e.g., compare with Refs. [484–487] for further computational studies on this system). It has to be stated as a caveat that such transition-metal complexes need even more thorough test calculations beforehand to validate the SQC levels of theory for the global optimization. Indeed, not only this Monsanto process but more transition-metal catalytic processes have been tackled first in the Master’s Thesis, but many systems showed artifacts of the SQC treatment compared to DFT calculations regarding already the pure MEPs without a GOCAT. Yet, the one step of the process shown here could rather be well described by the GFN-xTB method.

The first catalytic step, which is not shown here, is the oxidative addition of ICH$_3$ to the Rh-complex, which is also the rate-determining step. In fact, the final GOCATs that were optimized for this step in the Thesis$^{480}$ were very similar to the ones concerning the Menshutkin $S_N$2 reaction (cf. Chapter 6) in many respects, including the resulting ESP. Comparing the Monsanto step with the Menshutkin reaction, ICH$_3$ takes over the role of ClCH$_3$ and $[\text{Rh(CO)}_2\text{I}_2]$– the role of NH$_3$. Strong catalytic effects with a barrier decrease of about $\Delta \Delta E^\ddagger \approx 11 \text{ kcal mol}^{-1}$ could also be observed for this step then. This is completely in line with standard organometallic textbook knowledge that compares such
Fig. 8.3: GFN-xTB: Adapted data from Ref. [480], part III: (a) Monsanto process scheme; (b) reaction energy profile without a GOCAT for the insertion step; (c) R frame with the best GOCAT, [red, blue] for $q_l \in [-3, 3]$ e and $q_{ESP} \in [-36, 36]$ kcal mol$^{-1}$e$^{-1}$; (d) TS frame with the best GOCAT, coloring as in (c); (e) energy profiles for all GOCATs including the best individual. See the main text for explanations.
oxidative additions with S\text{N}2-like nucleophilic attacks on methyl halides (and others, see, e.g., Ref. \cite{488}, pp. 165ff.).

Therefore, the perhaps more interesting second insertion step is shown in Fig. 8.3; it can be summarized as follows:

- **Fig. 8.3(a):** The complete Monsanto process is sketched, of which the 1,1-insertion is further investigated in this Figure.

- **Fig. 8.3(b):** The reaction energy profiles show the small overall barrier of this insertion without a GOCAT.

- **Fig. 8.3(c)-(d):** The best GOCAT around the R and TS frames shows a negative (red) ESP at the methyl group and a positive (blue) one at the corresponding CO group as most significant feature, besides the positive (blue) ESP at the metal Rh center. It is known that such insertions become faster with increased electrophilicity of the metal center leading to a higher positive polarization at the C atom of the CO ligand. The overall step can be thought of as a migration of the (nucleophile) Me\textsuperscript{–} onto the carbonyl ligand (compare with, e.g., Ref. \cite{488}, pp. 187ff.). This trend is clearly increased by the generated ESP. Though, also negative (red) values at other places are observed such that a description of stabilization and destabilization effects are less clear in this representation. Electron density is indeed shifted to the place where the new C–C bond between CO and CH\textsubscript{3} is formed, which was also investigated by Behrens\cite{480}.

- **Fig. 8.3(e):** The reaction energy profiles within the GOCATs that also include the best individual from (c)-(d) show a clear barrier decrease of about $\Delta \Delta E^{\ddagger} \approx 5$ kcal mol\textsuperscript{−1}. As indicated, no simple single dipole direction can be assessed to this reaction that shows more subtle ligand-wise effects. In fact, the overall reaction energy profiles cover many solutions with both stabilization and destabilization effects at the R frame (which is not shown here due to the shift of all profiles to 0 kcal mol\textsuperscript{−1} at R again). And especially with positive (blue) ESP influences at the iodine ligands, strong stabilizations (at all frames) can be reached. More detailed discussions would need further research on this transition-metal reaction and are intentionally not pursued here.
8.2 Summary and Conclusion

A general outline and background of the approach taken in this Thesis is given in Section 8.2.1 first, and subsequently the most important findings of the investigations are summarized in Section 8.2.2.

8.2.1 General Project Outline

This Thesis dealt with abstract catalysis optimizations. One general problem occurring in all different flavors in chemistry is the inverse design of suitable chemical systems for target properties. Since the respective differential equation, the time-independent Schrödinger equation (TISE), for any real-life problems cannot simply be inverted in a mathematical sense, usually proficient search algorithms and further representation methods of the chemistry are introduced to guide through chemical space of possible molecules. Thus, the inverse problem of designing chemical systems is often reformulated as an optimization problem. There are already some methods available to approach diverse property designs that are based on, for instance, linear combination of atomic potentials (LCAP), alchemical potentials, diverse machine learning (ML) methods and different optimization schemes, including certain objectives for the catalytic optimization as in the gradient-driven molecule construction (GnMC) approach. Furthermore, some concepts for catalysis design have been developed, such as the optimal catalytic fields (OCFs) and the theozymes in the realm of enzymatic catalysis. These were all discussed in the Introduction in Chapter 1.

Due to the sheer extent of chemical space, fully deterministic enumeration of all feasible chemical molecules is strictly not possible, and a pure random search is evidently also not the most efficient approach. Capable metaheuristical global optimization algorithms were therefore leveraged in this Thesis, namely evolutionary algorithms (EAs). In fact, in our work group we have gained a lot of experience and have proven efficiency in different chemical optimization contexts. Prominent examples cover cluster structure optimization (CSO) for atomic as well as molecular clusters and general parameter optimizations. These are, as encountered in this Thesis, both representatives of (hard) continuous optimization problems. Further, some discrete molecular design was also already addressed (cf. Section 3.1). Backed up with these insights and a general optimization framework for global optimization in chemistry that we have developed, namely ogolem, the goal was to transfer this expertise into the new regime of catalysis design.

A next pivotal step for this optimization generally is the shrinkage of the search space. Even though the aforementioned EA can lead to very efficient short-cuts in the property search space, prosperous approaches usually introduce either meaningful pre-generated libraries of molecules and/or further abstraction layers of the models used. Hence, this Thesis introduced the general concept of globally optimal catalysts (GOCATs) as such a model. These GOCATs consist of general and foremost abstract interaction groups placed nearby a chemical reaction, usually by surrounding it, for maximal reaction rate increase. This property, however, has to be defined in a thermodynamical and kinetical sense such that different objective functions were invented to best represent catalytic effects of this
kind. In the end, this presents a proper manipulation of the effective potential energy surface (PES) of the chemical systems. This is meant as a maximally reductionistic approach that allows to avoid tackling all the very subtle intricacies of real-life concrete catalysts at first and allows to focus on the underlying chemical interactions instead. The evident follow-up problem then arises to translate these GOCATs back to real functioning molecules. This second step was not addressed in this Thesis. As shown in many applications in this Thesis, however, a great portion of the understanding and predictions of such catalysis has already been possible without a translation.

As a meaningful starting point in this endeavor, electrostatic GOCATs that consist of a number of partial point charges were introduced. They are optimized around a reaction that is represented by many so-called frames. Naturally, these frames included the reactant (R), the rate-determining first-order saddle-point, i.e., the transition state (TS), the product (P) as well as enough additional frames to create a quasi-continuous view on the minimum energy path (MEP) of the reaction. Mostly, all of these frames build up a superposed common surface for the partial charges such that the latter abstractly impose non-bonding interactions that are represented by Coulomb interactions around the reaction. The catalytic effect encoded in the objective function was based on the electronic energy barrier between TS and R, gradients at the stationary frames and more simplification ingredients to reach a balanced description. In applying such global optimization techniques, this really is one of the minimum, i.e. most simple, abstract models that should be used.

For instance, when just one TS frame and no other frames were the subject of pure energy-based minimization by electrostatic GOCATs, no optimizations would be needed in certain circumstances at all, but just chemical intuition and a pen and paper might be sufficient. This would, however, just mirror the molecular electrostatic potential of the TS structure and would lead to all types of artifacts for catalysis. For example, the R structure could also be stabilized by the exact same amount or maybe also completely destabilized. Further, maybe the TS could be no saddle point on the PES, i.e., no TS anymore, if no gradient information were also included. As a consequence, a more balanced description that takes into account more objective function ingredients than just the energy and more frames than just the TS is essential. By generalizing this note, the problem of overfitting must be handled. In this context, overfitting generally means that already chemically less meaningful paths would be noticed afterwards if it were looked at more pieces or other types of information of the reaction than the utilized information during the optimization. Put differently, a seemingly well-performing solution that is estimated in this way by the objective function at first glance is not well-performing at second glance. Thus, the general findings with respect to these proper so-called fitness functions, i.e., mostly the objective functions in the language of EA, were one central method-development result of this Thesis. This was discussed in Chapter 3.

Concluding, these electrostatic GOCATs tackle pure electric field (EF)-based catalysis for reactions. Electrostatics can be a great part of catalysis and, according to some authors, is considered to be the most important part. In fact, many recent studies both computationally as well as experimentally have focused also on pure EF-based catalysis (cf. the depictions
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Therefore, in this context no translations to real molecules from the abstract GOCATs are needed in order to already allow a useful inspection of the electrostatic effects. Due to the global optimization of GOCATs, this approach allows to get a glimpse of the maximal possibilities of EF catalysis. Since non-bonding interactions essentially are all based only on Coulomb terms, with enough of these Coulomb centers and a complete polarization, it should be possible to create or reach a maximal, potential catalytic effect, in this classical picture. Assuming this to be true, any other (non-EF) catalyst (for non-bonding interactions) would probably lead to less pronounced catalytic effects. Hence, with the electrostatic GOCATs one can gain an impression of what is maximally possible as an upper bound in any case. Even more so, by defining the partial point charges, a confidence in the global convergence of the optimization can be gained, which would not be possible if, e.g., concrete molecular fragments were used. In other words, the search space has been shrunk, and the optimization problem has been simplified. Finally, having found the best GOCATs for a reaction, these can always serve as reference points for everything that could follow next in the catalysis design framework. This is true not only for all types of extensions to other interaction groups for GOCAT models but also when real molecular fragments are optimized. The globally optimal electrostatic field can even be a reference or immediate target for future translations to real molecular systems.

8.2.2 Summary of Observations

A big part of this Thesis dealt with method development of the "GOGOLEM" suite. These extensions and improvements covered three different topics: parameter, cluster and the GOCAT optimization.

**Parameter optimization:** First, scaling improvements for the global parameter optimization for the reactive force field, ReaxFF, were discussed. This was a side-project before tackling the GOCAT design task, and this partially goes back to the Master’s Thesis of the current author. Linear strong scaling is an intrinsic feature of the "GOGOLEM" suite in all other types of optimization problems because of our generation-free EA algorithm. Hence, this flaw with respect to the scaling for ReaxFF optimization was readdressed and solved in this Thesis. This was possible with appropriate software designs on the "GOGOLEM" side as well as low-end memory handling for the ReaxFF backend. This side-project and the implementations were discussed in Chapter 4 and in particular in Section 4.3.

**Cluster optimization:** Second, in the regime of CSO, different so-called niching techniques were developed. In a more abstract sense, niching is the introduction of an order parameter into the EA-based search to conserve some intrinsic diversity with respect to the encoded chemical structures in the current EA pool of solutions. Without such a parameter, often final solutions prematurely converge, meaning that the global optimum in the search space has not yet been found. Since such a pool without niching could evolve to have no intrinsic diversity, no efficient progression towards the global optimum would be possible anymore. For this purpose, different machine learning (ML) descriptors of chemical matter were
visited. In this regard, Lennard-Jones (LJ) clusters were optimized that constitute a type of benchmark problem for hard CSO. Specific sizes of these clusters are especially cumbersome for the optimization because of very deceptive high-dimensional configurational energy surfaces such that the niching is pivotal for finding the (already known) global optima of these cluster sizes. In the end, both problem-specific descriptors based on sub-motifs in the atomic clusters and more global problem-independent descriptors were utilized. A coulomb matrix (CM) descriptor that belongs to the latter class showed to be of generally good performance for this niching as did also the problem-specific descriptor. One important finding was that such descriptors often do not have to be fine-tuned for the problem at hand. Rather the mere presence and only a rough meta-parameter benchmarking of such order parameters are sufficient and yet crucial to find the global optimum.

Since CM is an abstract descriptor, this can equally well be used for the GOCAT design. Thus, this project was also a touchstone for these specific niching descriptors as well as for the general niching algorithm implementation in ogolem. This was discussed in Chapter 5.

**GOCAT optimization for the Menshutkin reaction:** Third, the GOCAT theme was addressed for the optimal catalysis design. The basis of this task was developed from scratch and needed very many extensions to the ogolem suite. These included all types of different operators such as mutation, crossover and niching operators as well as underlying (local) optimization algorithms, reaction path optimizations, communication frameworks with other programs, data representations within ogolem and many more. Exactly these details make up the biggest part of this Thesis and are discussed in both Chapter 2 and Chapter 3.

Two applications of this GOCAT framework have made it into this Thesis at the end: (1) The electrostatic GOCAT optimization around a Menshutkin reaction and (2) an electrostatic GOCAT optimization around a Diels–Alder (DA) reaction.

(1) In Chapter 6, the S_{N}^{2} Menshutkin reaction as a proof-of-concept study was selected because catalytic effects follow a clear trend known *a priori*. The simple reasoning here is that this reaction starts with neutral reactants, goes over an already well polarized TS and finally reaches a contact ion pair when the products are formed. Any impact an electrostatic surrounding can have on the R structure will likely be enlarged for the TS because of the higher molecular dipole moment and the stronger polarization possibilities here, which results automatically in a higher dipole coupling between the EF and these molecules. Therefore, usual polar solvents do also stabilize the P structures, the TS structure and—to a smaller extend—also the R structures. As a result, the barrier is decreased and the TS is shifted on the PES more to the R side. These were the anticipations from the outset, and the optimized GOCATs were able to evolve this trend as a catalytic effect. This was also compared to usual implicit solvent models to contrast this fully global GOCAT model with pure polar embeddings that show such a catalytic effect in this case “by accident”.

The Menshutkin reaction was fully tackled in the static or vertical GOCAT mode. In this case, a pre-optimized gas phase reaction path for the reaction is to be stabilized by the GOCAT. No shifts of any structures on the PES, and consequently no reaction mechanism changes are allowed. Notwithstanding, clear electrostatic scalar potentials by the GOCATs
that optimize this reaction could be found. This study was a genuine benchmark of the whole GOCAT theme reaching from simple models starting with just one partial charge to more elaborated ones. With a certain size and flexibility of the GOCAT, which is encoded by the model restraints such as the inter-charge distance allowed, the bounds on the charge values and the reaction pocket surface, a convergence of the final maximal catalytic effect was also observed. This means that, with just enough flexibility of the model, the maximal electrostatic catalytic effect can be worked out already. An even more flexible GOCAT model would not improve the catalytic effect any further, but it would solely complicate the GOCAT solutions. Naturally, this GOCAT model convergence is dependent on the studied reaction. However, this illustrates an upper bound that could be found for the electrostatic catalytic effect for this case.

This points to a drawback of the framework that was often encountered. As a metaheuristic and non-deterministic global optimization was carried out, there are two fundamental reasons for noise effects in the final solutions space. First, it is never guaranteed by the metaheuristic approach that the global optimum really has been found after an optimization run. Yet, as this GOCAT design problem really has a huge and very intricate search space, there is no alternative to these metaheuristic approaches. Thus, this noise effect must be accepted. Second, due to the superposition of the Coulomb scalar potential anywhere around the reacting frames as well as shielding effects (due to both positive and negative charge values), there are many GOCATs that show an evidently different Cartesian shape and yet also generate a rather similar electrostatic potential (ESP), at least at the important atom regions of the inner frames. This can be seen as growing linear dependency between the separate charges. As a result, there are many different solutions in the search space with almost the same fitness. The very best candidate solution for the global optimum, though, was a strikingly symmetric GOCAT without inducing any symmetry during the search. In combination of the two noise effects, this led to the necessity of using unsupervised ML techniques to compress the solution space into meaningful chemically discriminant representations as well as to utilize inferential statistical techniques to uncover the catalytic trends.

This same Chapter 6 about the Menshutkin reaction was supplemented with further Complementary studies. First in Section 6.3.1, an algorithmic benchmark was carried out for some of the implemented new EA operators. Here, the general finding was that a specific ESP-aware operator that introduced big steps through the search space, but reached a similar ESP afterwards, the so-called canada operator, showed the most effective EA moves. For specific optimization problems at hand, such as this concurrent CSO and parameter optimization problem, i.e. the GOCAT design, problem-specific operators can naturally outperform general black-box operators. Therefore, also other problem-specific operators were implemented. Finally, using a roughly benchmarked mixture of these problem-specific ones with some fraction of more problem-independent ones, has again shown to be the most robust operator setting.

Moreover, the translation between the levels of theory was discussed in Section 6.3.2. Because of the global optimization of the GOCATs which needs very many energy/gradient
calculations, a compromise with regard to the level of theory is often needed. To show a general qualitative translation between the used semi-empirical level of theory and a density functional theory (DFT) level of theory, different translation protocols were investigated. These ranged from mappings onto the new surface to local as well as global ESP optimizations. By changing the level of theory, the exposed surface of the reaction can also change due to the slightly different configurations of the structures. All translation protocols showed already catalytic GOCATs translated from a PM7 semi-empirical treatment to a PBE0 DFT level without any further catalytic optimization for the Menshutkin reaction. In fact, the simpler methods without the local or even global ESP optimization performed better in this regard. This can probably be explained by the overfitting that is encountered yet another time when the ESP is globally optimized during the translation protocol, because of the increasing linear dependency of the charge centers. Here, more grid points defining the ESP in the reaction pocket should be used and perhaps some additional simplification ingredients to compress the solution during the translation.

Additionally, the mentioned very clear-cut trend observed in the Menshutkin reaction was re-addressed by simple linear regression and correlation analysis in Section 6.3.3. Due to the simplicity of this trend, it served as a reference point for the DA reaction. Furthermore, recent electrostatic catalysis research in other computational and experimental studies were set into perspective. The simple trend was to increase the EF of the GOCAT along the molecular dipole moment of the Menshutkin reaction without any further complexities of local dipole contributions or polarization effects that could otherwise change the dipole direction or lead to the necessity to include even higher moments in such interpretations.

**GOCAT optimization for the Diels–Alder reaction:** (2) In Chapter 7, the next subject of discussion was the DA reaction. This investigation used the improved non-vertical or adaptive fitness function for GOCAT design. A reference reaction path is still needed here, and this was again taken from the gas phase path, but in this case a complete MEP relaxation of all frames within the GOCAT is allowed. This enables bigger impacts of GOCATs on the PES, from small non-vertical energy shifts to complete mechanistic changes. The study was oriented along general computational and specific experimental scanning tunneling microscope (STM) results from the literature for the tackled DA reaction. These results have already proven that EFs can also catalyze non-polar non-redox reactions. With a stronger EF, generally, the polarization of the molecules increase such that even ionic states can be stabilized to form the most stable structure on the (adiabatic) PES. This trend emerged and was followed during the optimization by the unbiased electrostatic GOCAT approach.

Because of the two superposed noise effects mentioned above, intensive regression analyses and ML methods were carried out once more. Additionally, a completely uniform EF, which was always used in the literature studies, constituted a reference system for the GOCAT. In general, the trend of an increase of the EF along the so-called “reaction axis” (which is the dominating axis of electron density changes due to bond breaking or making) for the DA reaction induced the catalytic effect. With an increase of this field along the two C–C-bonds that are built in the concerted DA reaction, the catalytic effect increased.
Only after allowing the adaptive MEP relaxations, this catalytic effect increased so much that almost no barrier at all remained in the end. By this, the overall mechanism changed from the concerted symmetric DA reaction, over a concerted asymmetric reaction (with two different C–C-distances) to a two-step mechanism. In the latter case the polarization increased to such an extent that a zwitterionic intermediate is stable and found automatically during the GOCAT design.

These GOCATs were compared to other static GOCATs and the uniform EF models and showed again some increased complexities such as highly non-uniform field components by the GOCAT and also contributions in other directions than along the one reaction axis. This is to be expected since full polarization and a bunch of partial charges create all the sources and sinks for the ESP and the shielding effects of the Coulomb potential at certain Cartesian places.

Finally, it must be stressed that this solution complexity is two-fold: First, it does, indeed, complicate the simple interpretation of the catalytic effects. Second, there are many solutions in the search space that do not follow such simple trends, but still show a huge catalytic effect. By the ML techniques, i.e., the insights provided by clustered representatives within the solution space and by the non-linear dimensionality reduction techniques, further GOCATs generating an unexpected ESP could readily be found and characterized. In order to be able to fully understand these candidate solutions, more research as well as comparisons with higher-level calculations are needed to exclude systematic errors of the semi-empirical treatment. However, even the clear-cut Menshutkin reaction on DFT level already showed such a solution variability in both the Cartesian and the ESP space. Thus, for a possible translation to real molecules or to understand certain electrostatic catalysis effects, this plethora of solutions could be an advantage when new, rather unexpected catalytic ESP domains can be utilized.

To conclude, the current author joins a quotation of Shaik et al.:[459]

[…] oriented external electric fields (OEEFs) […] catalyse and control a variety of non-redox reactions and impart selectivity at will. An OEEF along the direction of electron reorganization […] will catalyse nonpolar reactions by orders of magnitude, control regioselectivity and induce spin-state selectivity.

With the additional selected examples of the Master’s Thesis of Behrens in Section 8.1, such controls “at will” by using a proper fitness function and the efficient global optimization always turned out to be successful in the end.

8.3 Prospects

In the following, some possible directions of further improvements and applications of the framework will be addressed. In fact, these thoughts are not just hypothetical since the GOCAT framework is already developed and expanded further by the successor of this topic, Behrens,[489] at the very time of writing this Thesis.
First, future research with regard to the electrostatic GOCAT model, as used in this Thesis, could be carried out along the following lines:

- Because of the mentioned “noise” effects, many GOCATs seemingly represented just a minor version of better GOCATs within the same clusters. In any case, there was a high variability of different Cartesian and ESP domains in the solutions. These rather different solutions should be investigated further in order to understand non-intuitive electrostatic effects. To reproduce what is anticipated a priori is satisfactory with regard to proof-of-concept designs. When more notable applications are tackled, though, a prediction mode that also includes other subtle (not expected) effects would be interesting. In the perspective of Shaik et al.\[268,459,465\] electrostatic catalysis with electric fields could “at will” also induce all types of chemical selectivities, even enantioselectivity. In the cited literature, they already mentioned “superposed” fields that could be applied along two directions, but that are still uniform EFs. With the GOCAT at hand, this “will” could simply be encoded into the fitness function and optimized right away.

- In the adaptive version of the GOCAT, mathematical graph-theory as a common descriptor of chemical molecules (since this simply mirrors Lewis’ chemical formulae, at least for common organic chemistry) should be implemented in order to have a control over this evolving MEP information during the global optimization. Different reaction paths could then be discriminated by using some niching technique, and, furthermore, different paths could be enforced as well. Taking an example from this Thesis, this could lead to an optimization of endo vs. exo DA reactions in one EA pool to directly induce the kinetic control of the diastereomeric outcome. Moreover, the nudged elastic band (NEB) improvements discussed in Section 2.5.1.4 could then be considered to increase the robustness of the algorithm even further.

- Additionally, simplification protocols should be included for the electrostatic GOCATs. With respect to Occam’s razor as heuristic for the catalysis design one could argue that if two GOCAT models are inducing a catalytic effect equally well, but one is apparently simpler than the other, the simpler one should be favored. On the one hand, either just the model restrictions could be tightened, such as the restriction to very small charge values, a smaller number of charges and overall less flexibility of the embedding due to higher inter-charge distances, or, on the other hand, penalties as regularization terms on such values could be included into the fitness function directly. For instance, if two charges with very different values (including the signs) are placed in the immediate neighborhood and/or a “cloud” of charges with high variance at specific sites, this regularization could penalize such needlessly complex candidate solutions. Here, different charges rather shield each other with only small effects on the resulting ESP such that these more complex GOCATs could be exterminated during the EA in this way. A controllable trade-off could be reached between maximally flexible but hard to interpret charge embeddings on the one hand and more smoothly varying smaller effects that can be interpreted (or translated)
more easily on the other hand. Note that such simpler solutions are already part of the search space used in this Thesis. However, these are not specifically favored by additional objective function ingredients. In other words, no fundamental new program features but mainly adaptations of the objective function were needed for charge complexity reduction.

- With respect to the goal of electrostatic catalysis per se, electrostatic GOCATs with and without theozymes for such systems as shown for Kemp eliminase in Section 8.1 could be further investigated. The authors of Refs. [123, 126] concluded that the electrostatics of the outer scaffold should be incorporated already during first stages of the ne novo design. With such an electrostatic GOCAT, the maximally possible improvements of such a full enzyme around the theozyme can be assessed. Furthermore, the ESP could as well be used as a guidance for these de novo design steps. This was already a point in the outlook of Behrens’ Master’s Thesis.

Next, general and fundamental GOCAT model approximations were already discussed in the publication in Section 6.2 on p. 142 (cf. Table 2 and the main text there). Indeed, the first three entries of the Table were already tackled and solved in this Thesis. They were the items “fixed/preoptimized reaction path”, “single step mechanism” and “given/fixed mechanism”, while these entries are partially overlapping. Some more future improvements and remarks for these three and the other entries of the Table can be outlined as follows:

- Having established a fully electrostatic reference with the GOCATs of this Thesis, the next step could be the development of small-molecule fragments as a discrete library of chemical compounds. When, e.g., different amino acids (in also different protonation and deprotonation states) as well as some solvent molecules are provided, a globally optimal theozyme as GOCAT could be reached. With the incorporation of more frames than just the TS frame, also trends in stabilization vs. destabilization, themes of so-called “near attack-conformers” and maybe other discussed effects could be investigated for enzyme catalysis. In fact, the incorporation of small-molecule fragments is the next step taken by Behrens, which might be more important than other abstract model interactions such as vDW groups, H-bond centers, force centers (cf. Chapter 1).

- This fragment list could naturally also include typical ligands for transition-metal catalysis. With a tiny change of the objective function that is usually used (i.e., with the change of some weights), this could—to the knowledge of the current author—be identical to the GnMC approach by Weymuth and Rehier; however, a global optimization would be used here. Arguably, by a clear shell-wise construction with more important inner and less important outer ligand shells, this chemical priority directly mirrors the greedy approach taken in the literature. Thus, a full-blown global optimization could lead to a (too) high computational burden in practice for this specific application.

Another question is whether one static surrounding of ligands for such a metal center suffices or whether an extension to frame-wise changing GOCATs is already
needed (see a point below). Without this extension, such GOCATs might influence first and foremost only one frame, the TS. In order to handle multiple frames and their relational energetic information, i.e., a full MEP, ligand structures/positions, which belong to the GOCAT, should vary between the frames if this is crucial for the problem at hand.

- For transition-metal systems with clearly set ligand positions around the metal center, discrete spaces could be implemented. Around metal centers, the coordination configurations are often known, meaning that at least some priorities of which discrete sites are coordinated and which ligand angles (coordinating atoms) are involved can be specified. With discrete spaces, ligand positions could thus be better represented. Hence, incorporation of such information in a relational sense could shrink the search space and make the candidate solutions more chemically feasible. Reaching back to the discrete molecular design of azobenzenes in ogolem\textsuperscript{177} (this was briefly discussed in Chapter 3), similar features could be deployed that are already available in ogolem but that would need to be generalized.

- In the past, we have already optimized reactions within globally optimal solvation shells.\textsuperscript{400} Back then, pure energy minimizations were carried out for each frame of a reaction to generate the best (lowest energy) MEP possible in combined explicit and implicit water. However, each frame was optimized independently from the others. This could be pictured as a type of adiabatic separation between the reaction frames (MEP) and the surrounding water clusters, where the latter clusters are able to “infinitely” quickly adapt to each (separate) reaction frame. As a result, each separate neighbored pair of water clusters around the frames did not show a clear Cartesian similarity. Thus, this lead to one extreme or corner case of the description of the solvent influence onto the reaction.

  By contrast, the other extreme of the description in terms of “infinitely” fast reaction frames (e.g., simply the same frames as before or relaxed ones) and essentially frozen (static) surroundings could be reached by the GOCAT model. At the moment and without further extensions yet, still one GOCAT would surround all the frames at once. Thus, as the other corner case of the description, this would lead to a complementary picture. When some small-molecule fragments are included into the GOCAT, such solvation shells can be readdressed from this perspective.

  By defining a proper objective function, different effects such as a maximal TS stabilization and/or R destabilization could be investigated. When these results were compared to the complementary frame-wise changing water clusters of Ref. \textsuperscript{400}, catalytic and/or energetic effects could be analyzed. Different settings could be used: If a focus were placed on the TS structure, this would lead to an “anticipation” of the TS in a preorganized shell. In contrast, in equilibrated solvents, the stable (minima) structures of the solute determine the alignment of the outer solvent molecules. Hence, with focus on the R structure, a non-preorganized shell as a solution cluster that orients along the non-rare events could be optimized as another limiting case. All
these cases could be compared to the upper bound of maximal electrostatic catalysis by the partial charge GOCATs.

- One of the general further model restrictions so far, mentioned above multiple times already, is the one surrounding GOCAT for all frames at once. This was one important point in the Table of model restrictions discussed in the publication on p. 142. Instead of just one GOCAT for all frames combined, a frame-wise changing GOCAT could be implemented. This should be accompanied by an abstract distance criterion between these outer frames of the GOCAT to induce an upper bound of the maximum allowed change from frame to frame in order not to create sudden erratic “jumps” of GOCAT frames.

  Assuming, for the sake of argument, that even if the global optimum with respect to the energy were found for each separate frame and this optimum were a discriminated one without any other equally-fit competitors, one could argue whether such surrounding GOCATs would already smoothly follow the reacting frames without any further “kinks”, at least in the limit of infinitely many frames (or a continuous MEP). In practice, all types of problems can occur such as a differing convergence behavior between the GOCATs at frame \( i \) and \( i + 1 \) when maybe the first GOCAT happens to stabilize a different mechanism or electronic state compared with the neighbor GOCAT,\(^3\) for instance. (This is similar to, e.g., performing relaxed scans along specific coordinates in usual local energy minimizations of molecules, where the other maybe very loose coordinates might converge structurally differently between the separate restrained/constrained coordinates leading to “kinks” on the scanned PES.)

  In any case, the global optimum is never guaranteed by the metaheuristic optimization, and additional distance measures enforcing a smooth chain of GOCAT frames should therefore be incorporated from the outset. By allowing GOCATs to change from frame to frame of the inner reaction, the possible catalytic effect will increase as now no compromise between different structures of the PES is imposed anymore. A correlated outer GOCAT “motion” with regard to the inner reaction would then be describable.

- After implementing the frame-wise GOCATs as well as the discrete spatial positioning of the GOCAT centers, transition-metal complexes (as well as theozymes) with the full-blown objective functions could be dealt with. This could include barriers of several steps in the cycle and could even relate multiple intermediates and TS structures differently. When manifold parallel and consecutive paths were attainable, it would be interesting to control such relational energetic effects with different GOCATs. Probably, this is one of the more distant ultimate improvements.

  However, two further drawbacks must be noticed here. First, when a tight pocket

\(^3\) At the moment, always one electronic state, i.e., one fixed electron number and spin state, is enforced during the whole reaction. But with the explorative nature of such global optimizations, it would also be imaginable that other states that are excluded by this manual selection beforehand might become the stable ones and that these are also open for optimization.
created by a common exposed surface of the reaction frames is used for the GOCAT positioning, all these evolved GOCATs and the reaction are held in a tightest associated state. In the bio-catalysis regime, one would speak of the enzyme–substrate complex. Hence, complete catalytic cycles of binding to the GOCAT and dissociating from the GOCAT afterwards can not be modeled in this way, at least if one presumes something as this closed surface. If more expanded surfaces for the GOCAT were used, such as the spherical ones with a lot of internal space, the internal reaction (including multiple different steps) could be described, maybe even with frame-wise changing GOCATs at the end. Another interesting question in connection with the last point would be whether a frame-wise changing GOCAT could be evolved to develop something as a “pocket” that is open or can be opened during the reaction to bind and release the substrate(s) and product(s), respectively, after additional elaborated changes to the fitness function. Second, even if the adaptive relaxed MEP version is used, some starting path must be chosen, which leads to the next item of this list.

- Another possible bias from the user could be the reference path the GOCAT optimization needs as input. These starting paths were mostly taken from the gas phase, but also other arbitrary ones are possible such that an unstable path can be stabilized (cf. the COSMO case of Section 6.2). For simple reactions, chemical intuition and manual MEP optimizations might suffice. Selecting a proper reference path for reactions (networks) that can be very complicated is then one further challenge for the computational chemist. Martínez recently named this one of the “unknown unknowns” for reactions and referred to the nano-reactor as one possible exploration approach and to further automatic reaction network protocols.

The general problem is that in more complex reactions with multiple steps and involved species and maybe further needed model simplifications fundamental aspects could be overlooked without noticing. In the context of these intricate reaction networks, important other mechanistic steps, alternative paths and even other electronic states (spin) could escape the attention. Hence, such (semi-)automatic frameworks for studying the reaction(s) under consideration should be utilized. Different classes of such current approaches along these lines were recently reviewed in Ref. In the end, such methods should at least serve as orientation to decide on rate-limiting steps and which path(s) to start from. With such orientations, provision against overlooking important alternatives could be made. Put differently, opening “Pandora’s box” and allowing “every” combinatorial chemical possibility leads to the vast chemical space again that was obviated by the GOCAT model in the first place. As antidotes against dragging in the vast chemical space, one could limit it by suitable restrictions stemming from the real application (in the laboratory). Moreover, one could start again with a simpler setting with rigid restrictions on possible intermediates, GOCAT entities, on allowed variance of optimized paths from the starting paths and, in turn,
successively increase these limits until appropriate low-energy (catalyzed) reaction paths are found.

- Finally, the translation to real molecules could be tackled. One could sufficiently increase the library of possible small molecules and try to optimize these in a molecular assembly type of approach. Indeed, research along similar lines was already successful for other properties.\[495–498\] Besides, such molecular assembly to reach pre-defined properties is already being developed in our work group, but it has not yet been published.\[499\] When this project reaches a state in which it is able to assemble stable molecular systems or embeddings for certain pre-defined properties, these molecular assemblies could be oriented along the optimized (electrostatic) GOCATs.

Of course, partial charges in chemical systems are ill-posed, i.e., simple monopole expansions of Coulomb centers representing the “fuzzy” electrons and static point-like nuclei cannot represent the (observable) electrostatic potential exactly, and, furthermore, common techniques for population analyses are not unique. Also in Ref. [7], different charge estimation schemes were utilized to translate abstract point charges on ligand positions rather “manually” back to atomistic ligands with similar charge properties. However, one could just ignore the exact Cartesian Coulomb charge centers in the electrostatic GOCAT (or rather use them as a first starting point only), and focus more on the actual ESP the charge centers create. The relevance of optimizing partial point charges of GOCATs in the first place is that more chemically “meaningful” scalar ESP values can be reached than by possibly tackling the optimization of an ESP vector without sources and sinks in absolute space. In other words, optimizing charge centers leads to a physically sound ESP, whereas optimizing an (even more abstract) ESP function—as GOCAT—directly would blow up the search space with (many) meaningless results. Indeed, often charges in electrostatic GOCATs tended to shield each other sometimes, and in other cases, they even created some evident quadrupole-like shape at specific sites as they, for instance, consisted of four charges with equal absolute value but inverse sign at opposite sites. This last point shall just emphasize the fact that partial point charges do not have to be mapped directly to partially screened real atoms at the exact same places of those partial charges before. Instead, one could first of all try to optimize/assembly real molecules around the reaction pocket (with temporarily absent reacting frames) in a type of least-squares optimization to accomplish the ESP at that surface points (e.g., similar to the \(\text{vdW}\) surface pictures with mapped ESP values on top as shown in Figs. 7.4 and 7.11 on p. 187 and on p. 197, etc.). With the spectrum of qualitatively different ESP domains of GOCATs which lead so similar catalytic effects, one is not limited to only one ESP realization but could tackle multiple different ones and investigate which works best. As discussed in Chapter 7, having different possibilities for such a realization could be seen as a clear advantage then.

Furthermore, the abstract optimal ESP could serve as an orientation for the maximal catalytic effect, for the molecular assembly design and for further re-optimizations to reduce translation errors that will come to pass anyways. In later stages, a similar
objective function as used in this Thesis could serve for these reoptimizations of real concrete molecules to enhance the catalytic effect after the translation again.
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A.1 Operator Benchmarks for the Genetic Algorithm

Complementary to the studies of Section 6.3.1 on p. 147, benchmark runs for the same input settings as compiled in Table 6.1 are given for the GOCAT sizes $N_{\text{Ch}} = 5$ and $N_{\text{Ch}} = 20$ in the following. For the latter case, the flexibility of the GOCATs and, as a result, also the search space was increased by enforcing only a minimal distances of $r_{ij} \geq r_{\min} = 0.1 \text{ Å}$ between two charges, $i$ and $j$—all other GOCAT models for $N_{\text{Ch}} \in \{5, 10\}$ have $r_{ij} \geq 1.0 \text{ Å}$ instead, as usual.
Fig. A.1: $N_{Ch} = 5$: Averaged fitness progression. This plot is the same as Fig. 6.1 on p. 152 but shows a benchmark for the smaller GOCAT size $N_{Ch} = 5$. See Table 6.1 on p. 151 for the input setting definitions. The fitness values given in that same Table do not belong to these runs with $N_{Ch} = 5$.
Fig. A.2: $N_{Ch} = 5$: Multiplot of 36 settings of Fig. A.1 on the previous page. This plot is the same as Fig. 6.2 on p. 153 but shows a benchmark for the smaller GOCAT size $N_{Ch} = 5$. See Table 6.1 on p. 151 for the input setting definitions. The fitness values given in that same Table do not belong to these runs with $N_{Ch} = 5$. 

A.1 Operator Benchmarks for the Genetic Algorithm
Fig. A.3: $N_{\text{Ch}} = 20$: Averaged fitness progression. This plot is the same as Fig. 6.1 on p. 152 but shows a benchmark for the larger GOCAT size $N_{\text{Ch}} = 20$. See Table 6.1 on p. 151 for the input setting definitions. The fitness values given in that same Table do not belong to these runs with $N_{\text{Ch}} = 20$. 
Fig. A.4: \( N_{\text{Ch}} = 20 \): Multiplot of 36 settings of Fig. A.3. This plot is the same as Fig. 6.2 on p. 153 but shows a benchmark for the larger GOCAT size \( N_{\text{Ch}} = 20 \). See Table 6.1 on p. 151 for the input setting definitions. The fitness values given in that same Table do not belong to these runs with \( N_{\text{Ch}} = 20 \).
A.2 Electric Fields for the Menshutkin Reaction

For the sake of completeness, ESP/EF plots for the implicit solvent model COSMO around the Menshutkin reaction path as well as some optimized GOCATs are given in Figs. A.5 to A.7 on pp. 270–272. These plots are complementary to the COSMO reference discussions in the publication of Section 6.2, particularly of Section 3.4 “N_C6H1 = 10 Stabilizing COSMO Path” on pp. 138ff. The COSMO comparisons can indicate the differences between the frame-wise changing COSMO stabilization of each frame vs. the overall static GOCAT for all frames at once. The field along the Cl–C–N axis can be seen in all cases, which was discussed in Section 6.3.3.

For the COSMO case in Fig. A.5, NH_3 is rotated off the direct line to the CH_3 in the R frame. The reaction field of the solvent for the TS and P structures are then fully uniform along the Cl–C–N axis in Figs. A.6(a) and A.6(b). However, the R frame is stabilized by a positive potential at the free electron pair of N and a negative one on the other side. Evidently, the implicit solvent leads to an inhomogeneous field. In contrast, in the GOCAT optimization, such asymmetric frames are not included using the pristine gas phase and just one overall embedding for all frames (cf. Fig. A.7(a)); this GOCAT embedding is optimized with regard to optimal barrier decrease instead of a stabilization energy at each frame, as it is the case for COSMO. In Fig. A.7(b), catalyzing the COSMO MEP instead of the gas phase path, the final EF agrees better with the pristine (no GOCAT) COSMO cases (Fig. A.6(a)), as expected.

![ESP and EF plots](image-url)

**Fig. A.5:** ESP and EF within the implicit solvent model COSMO (no GOCAT) around the Menshutkin reaction for the R frame as discussed in Section 6.2 on pp. 138ff. ESP, \( \varphi_{\text{ESP}} \), and its EF as the negative gradient plotted as arrows are shown, where the EF is projected onto the plane of Cl1, C2 and H3 for the corresponding frame. Gradients are clipped when becoming too large for visualization purposes because of the singularities at the Coulomb charge centers. Contour lines are drawn for each \( \Delta \varphi_{\text{ESP}} = 5 \text{ kcal mol}^{-1} \text{e}^{-1} \).
Fig. A.6: Both the TS and P frames within the implicit solvent model COSMO (no GOCAT) are given, complementary to Fig. A.5. For plotting details, see Fig. A.5.
Fig. A.7: In Fig. (a), the highly symmetric best GOCAT rθ is shown for \( N_{\text{Ch}} = 10 \) on a \( \text{vdW} \) surface (compare with rθ in Figs. 6.7(a) and 6.7(b) on p. 167). In Fig. (b), the best GOCAT rθ is shown for \( N_{\text{Ch}} = 10 \) on a \( \text{vdW} \) surface, but starting with the COSMO structures, cf. "Figure 11" on p. 140. For plotting details, see Fig. A.5.
A.3 Clustering for the Diels–Alder Reaction and Further Data

Some discussions in the Thesis were based on separate chunks of the data, i.e., clusters, after applying HC to the complete separate GOCAT databases of a particular model. This part is complementary to the Section 7.4.1. Dendrograms for HC are given in Figs. A.8 and A.9 on the current page and on the following page and 2D MDS projections in Figs. A.10 and A.11 on p. 275 and on p. 276, all of these for the static models with \( N_{\text{Ch}} \in \{10, 81\} \). Furthermore for \( N_{\text{Ch}} = 10 \) (vdW, static), all individuals in the best clusters are illustrated as a superposition of all charges. For the fitness function including the \( R \) stabilization restraint \((\Delta E_R \leq 0 \text{ kcal mol}^{-1})\), this is shown in Fig. A.12 on p. 276; for the fitness function variant without such an additional restraint, all charges are shown in Fig. A.14 on p. 277. Note that without the restraint, \( \Delta E_R > 0 \text{ kcal mol}^{-1} \) clearly is developed in the final GOCATs for the DA reaction, seen in Fig. A.13 on p. 277, although the former cases with \( R \) stabilization are still existing in the search space. However, they have not yet emerged because the \( R \) destabilization leads to a better fitness and dominates in this fitness function. There is no further fitness incentive in the case without the restraint, in neither direction for the energy of \( R \).

**Fig. A.8:** \( N_{\text{Ch}} = 81 \) (sphere, static): Dendrogram of agglomerative HC for the endo DA reaction used in Figs. 7.3 and 7.6 on p. 186 and on p. 191, chunked into 24 clusters, cutting at a distance of \( d = 41.0 \text{ kcal mol}^{-1} \text{e}^{-1} \). Also, the three superposed frames (R, TS, P) are shown for a few selected clusters, whose \( \varphi_{\text{ESP}} \) values are colored from red to blue for the interval \([-20.7, +20.7]\) kcal mol\(^{-1}\)e\(^{-1}\) based on the averaged ESP within each cluster.
Fig. A.9: $N_{ch} = 10$ (vdW, static): Dendrogram of agglomerative HC for the endo DA reaction used in Fig. 7.7 on p. 192, chunked into 22 clusters, cutting at a distance of $d = 46.7 \text{kcal mol}^{-1} \text{e}^{-1}$. Also, the three superposed frames (R, TS, P) are shown for a few selected clustered, whose $\phi_{\text{ESP}}$ values are colored from red to blue for the interval $[-48.4, 48.4] \text{kcal mol}^{-1} \text{e}^{-1}$ based on the averaged ESP within each cluster.
Fig. A.10: \( N_{\text{Ch}} = 81 \) (sphere, static): 2D MDS projection of the data cut into the 24 clusters of Fig. A.8. Stars show the mean position of each cluster plotted over a linearly interpolated fitness surface of the database.
Fig. A.11: $N_{Ch} = 10$ (vdW, static): 2D MDS projection of the data cut into the 22 clusters of Fig. A.9. Stars show the mean position of each cluster plotted over a linearly interpolated fitness surface of the database.

Fig. A.12: $N_{Ch} = 10$ (vdW, static): All $10 \cdot 853$ charges superposed for c19, complementary to Figs. A.9 and A.11 and to Figs. 7.7 and 7.8 on p. 192 and on p. 193.
Fig. A.13: $N_{Ch} = 10$ (vdW, static, $\Delta E_R > 0$ allowed): Reaction energy profiles of GOCATs for the endo DA reaction for the best cluster, c14, with the best GOCAT without the $\Delta E_R \leq 0$ kcal mol$^{-1}$ restraint leading to R destabilization as main barrier decrease mechanism. Notice the very positively embedded H-atom from the R frame that serves as handle to destabilize this structure. Whether this is seen as a meaningful mechanism is quite another topic. Assuming linearity of the superposition of possible influences of the ESP for the sake of this argument, such local impacts are often possible and can also be used as handle after TSS in the other GOCATs (cf. Section 7.4) for shifting up the energy of the R side—probably a case of overfitting. $\phi_{ESP}$ values are colored from red to blue for the interval $[-48.7, 48.7]$ kcal mol$^{-1}$ based on the averaged ESP within the cluster. Compare with Fig. A.14.

Fig. A.14: $N_{Ch} = 10$ (vdW, static, $\Delta E_R > 0$ allowed): All $10 \cdot 736$ charges superposed for c14, $q_i \in [-1.0, 1.0]$ e. Compare with Fig. A.13.
A.4 Correlations for the Diels–Alder Reaction

A few correlations of GOCAT properties complementary to Section 7.4 are given here. Already in Fig. 7.3 on p. 186, the energies of another cluster c3 were shown. This cluster does not contain the best rank but it shows the highest correlation of the energy barrier, $\Delta E^3$, with respect to the property $\Delta \phi_{\text{ESP-TS-z-pl}}$. However, $\Delta E_{\text{TS}}$ is not correlated with the same feature. At the same time, $\Delta E_R < 0$ kcal mol$^{-1}$ holds because of the restraint in the fitness function. As a result, there must be candidate solutions that do stabilize the TS frame and also do stabilize the R frame but the R frame to a smaller extend in order to generate a barrier decrease. This exactly is the correlation between $\Delta E_R$ and $\Delta E_{\text{TS}}$ that is indeed present. Yet, there is a variation of the $\Delta \phi_{\text{ESP-TS-z-pl}}$ in both the positive domain—that is the expected field along the “reaction axis”—and the negative domain. Although this cluster is one with a seemingly strong correlation along this $z$-plane, the GOCAT effects are thus not simply explainable by TSS induced by a field along this plane. Rather subtle inhomogeneities at specific other atoms for small stabilization and destabilization effects are present. In conclusion, there can be clusters with apparently strong correlations, but these can turn out to be a summarization of data into a cluster without a clear dominant mechanism (or a superposition of different barrier decrease mechanisms). For c12 which was discussed in the main text of Section 7.4.1 (cf. Fig. 7.6 on p. 191), the mechanism of the barrier decrease along the positive $z$-plane ESP difference is accomplished by showing a slightly bigger contribution of TSS, contrary to the subtleties and superposed noise in Fig. A.15. For c3, there were also no dominant other correlations except for the one along this plane in order to understand the barrier decrease.

Apart from that, more correlations for the adaptive GOCATs discussed in Section 7.4.2 are shown in Figs. A.16 and A.17 on p. 280 and on p. 281.
Fig. A.15: $N_{Ch} = 81$ (sphere, static): Pairwise relationships of the $N_{GOCAT} = 181$ GOCATs of the highest correlated cluster with respect to the z-plane, c3. For plotting details and for comparisons, see Fig. 7.5. Reaction energy profiles for c3 are shown in Fig. 7.3.
Fig. A.16: $N_{Ch} = 81$ (sphere, adaptive): Pairwise relationships of the $N_{GOCAT} = 2952$ GOCATs, complementary to Fig. A.17 on the next page. For plotting details, see Fig. 7.5.
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Fig. A.17: $N_{\text{Ch}} = 81$ (sphere, adaptive): Correlations of $N_{\text{GOCAT}} = 2952$ adaptive GOCATs with mean $||\nabla E|| < 5 \text{ kcal mol}^{-1} \text{ Å}^{-1}$. Color map between red/yellow for low/high fitness values with the three selected GOCATs ($r_1$, $r_6$, $r_{987}$) marked explicitly, complementary to Section 7.4.2. Besides the properties discussed in Section 7.4.2, $||\xi||$ and $\Delta d_{\text{async}}$ denote the summed reaction coordinate of all frames and the difference between the two new CC-bonds (to be created) at the TS frame, respectively, as proxies for the asymmetry and mechanistic change. A simple linear regression is plotted with a red line, including 95% confidence intervals, and corresponding histograms of the data points are given in the margins, including kernel density estimates, which are also present in the main graphic in the background.
A.5 Uniform Electric Field Data for the Diels–Alder Reaction

Some more data for the uniform plate GOCATs is given in this Section which is complementary to the discussions in Section 7.4.3. An example of the “plate capacitor” GOCATs is shown in Fig. A.18. Reaction energy profiles for the other directions (y and x) for the endo DA reaction follow in Fig. A.19 on the following page. Similarly, the exo case is given in Fig. A.20 on p. 284. Correlations and reaction energy profiles for the uniform plate GOCATs are illustrated in Fig. A.21 on p. 285. Finally, reaction energy profiles of adaptively re-optimized MEPs in these plate capacitor GOCATs are shown in Fig. A.21 on p. 285.

Fig. A.18: An example for a “plate capacitor” GOCAT is shown in Fig. (a). In Fig. (b), the ESP, \( \phi_{\text{ESP}} \), and its EF as the negative gradient plotted as arrows, are illustrated, projected onto the plane of the four atoms (C1–4) for the TS frame of the endo DA reaction shown for this baseline approach. The simple uniform z-field is evident which is emulated by the “plate capacitor”. For plotting details, see Fig. 7.9.
Fig. A.19: Plate GOCATS (static, \textit{endo}): Further reaction energy profiles in uniform electric fields complementary to Fig. 7.15 (p. 201). Compare with Fig. 7.1 for the axes definitions. Note that in Fig. (b) the energies of both positive and negative fields are exactly superposed as expected due to the symmetry of the DA structures.
Fig. A.20: Plate GOCATs (static, exo): Reaction energy profiles in uniform electric fields complementary to Fig. 7.15 (p. 201), but for the exo DA reaction. Compare with Fig. 7.1 for the axes definitions. No x-field reaction energy profiles are shown for exo anywhere as these are equivalent to Fig. A.19(b), i.e., no barrier effect at all, but some fully symmetrical shifts in both field directions.
Fig. A.21: Uniform plate GOCATs (adaptive): Fig. (a): Reaction energy profiles after relaxation via Algorithm 3.2. Note that most candidate solutions have $f \gg f_{\text{ref}} = 220.87$ (over-stabilization between R and TS because of convergence issues during the local end-frame and NEB optimizations). In Figs. (b)-(c): Correlations for $\Delta E_{\text{static}}^3$ (barrier always between highest energy and the first frame) and $\Delta d_{\text{async}}$ (difference of CC-distances) with respect to the ESP difference along $z$. Complementary to Figs. 7.10 and A.17. See also Fig. A.17 for plotting details.
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For readers who are not yet familiar with the usual training set definition in ReaxFF fitting, we give here some additional information. For complete compatibility to older more or less local optimization algorithms that were used before (e.g., in the van Duin group), we have also implemented the same format and general framework. The following section gives some underlying background of point A of the paper: “definition of the optimization problem”.

**General considerations:**

For the purpose of fitting a force field to reference data, in principle it would be sufficient to minimize energy deviations at a suitably chosen set of points (geometries). In practice, however, and from the viewpoint of chemistry, it turns out to be more useful, efficient and transparent to also include comparisons of other items: Gradients and frequencies encode information from small regions of the potential energy surface (PES). Results from local geometry optimizations (with given starting points) implicitly contain information on a whole “downhill” path on the PES. And items like charges allow to probe only certain contributions to the total energy (both at the force-field level and at the reference level).

Therefore, typical training sets consist of a mixture of items of these and similar types. Nevertheless, in our framework of general supervised learning non-linear regression via Genetic Algorithms, we stick to the single-objective scheme by using as objective function $f(\theta)$ one single weighted sum (“error sum”) aggregating all the diverse training set items:

$$f(\theta) = \sum_{i=1}^{n} \left( \frac{y_{\text{ref},i} - y_{\text{calc},i}(\theta)}{\sigma_i} \right)^2.$$  \hfill (1)

Here, the vector $\theta$ contains the parameters to be optimized, and each summation term contains a reference value, $y_{\text{ref},i}$, the corresponding ReaxFF value calculated with the current parameter set $\theta$, and a weight $\sigma_i$. For simplicity, this objective function was directly equated to the “fitness” in the main text (although in Genetic Algorithms typically an additional mapping is employed, to generate the fitness from the objective function). $\sigma$ as a weight fulfills different purposes here: 1.) It allows to include different expected standard deviations for different properties (e.g., an energy vs. a bond-length); 2.) it scales these contributions to comparable magnitudes; 3.) it makes the overall expression dimensionless, despite the presence of very different observables; 4.) it allows to introduce further prior knowledge, e.g., by different relative weights for whole blocks of different properties (e.g., charges vs. energies) or for differences in chemical importance (properties at minima or transition states vs. those at higher-energy regions).

Very similar definitions were also used in all single-objective ReaxFF optimizations we know of. For a general comparative discussion of this scheme in contrast to the multi-objective approach see the main text of the paper.

At the moment, our OGOLEM setup allows for a broad array of properties $y$ in Eq. 1: energies (absolute and difference energies, optionally scaled for describing “reaction
equations”), geometries (bond lengths, bond angles, dihedral angles), gradient vectors, gradient norms, heat of formations, cell parameters, partial charges, molecular dipoles and excitations energies. In each case, there is a choice of evaluating the property directly at the given molecular geometry (“single point”) or after performing an additional local geometry optimization, with the current force-field parameters $\theta$.

Of course, the search space itself must be also defined beforehand. Thus, from all possible ReaxFF parameters for all chemical elements present in the training set, the subset of parameters, $\theta$, that are to be optimized must be specified, which fixes the dimensionality of the search space. Additionally, for each of these parameters, lower and upper numerical limits have to be chosen (fixing the extent in each dimension). While setting such limits may not be necessary in principle, it makes the definition of many GA operators simpler, it allows to exclude known regions of parameter values in which the ReaxFF equations lose their intended physical meaning, and it simply serves to keep the search space small. In contrast to the procedures used in the van Duin group, we do not need to pre-select any parameter increments.

After this, the actual “optimization of force-field parameters” (point B in the parameter optimization task subdivision explained in the introduction of the main text) can start, which is shown for two pre-definitions of A in the paper. With the highly efficient global algorithm we use, there are no significant biases from starting points for the parameters, hence we use random starting points within the parameter boundaries. Also, with the advances reported in the main text, overall real-times for global parameter optimizations are short enough to allow for batches of many long runs in practice. Hence, we can have high confidence in reaching very good minima and quite likely also the best (global) minimum (point B). Therefore, users of this parameter optimization approach can now ignore former limitations in point B and instead focus on iterating and improving points A and C, i.e., on testing resulting optimized force fields and changing the optimization problem definition/setup, until satisfaction, for their application task.

For item C, it is important to point out that due to the big population of current solutions in one GA optimization run in B and our niching techniques, there still is considerable diversity at the end of convergence, i.e., a set of optimized force fields, not just a single one, representing different good local minima in search space. To our experience, several of them should be tested subsequently, e.g., in molecular dynamics, unless the training set setup already is perfect.

Some specifics of the RSSR case:

The choice and design of the training set for the RSSR problem in this publication followed two central considerations:

- The training set should be relatively small and balanced. The size of the training set allows to finish a big number of calculations within reasonable time. Balanced means that the times used for the two main tasks of the fitness evaluation, namely energy calculations and geometry optimizations, are approximately equal.
The training set data should be assembled in a fashion that would allow this process to be automated. This is because the input set used stems from a line of training sets that were build to check the possibility of blackboxing the ReaxFF parametrization.

We would like to point out that these RSSR training sets are under continuous development in our group, as part of an application project. Therefore, the actual RSSR training set used in the present work was already improved upon between initial submission and revision of the manuscript. Therefore, we refrain from presenting and discussing all details, since some of them are obsolete and full information will be provided in an upcoming publication. Nevertheless, for illustration purposes, we provide some comments on how the RSSR training set used in this work was constructed.

**Energies**

The reference points for the energy data were taken from thermal trajectories at different finite temperatures, propagated for 5 ps each. The trajectories were calculated at the PM6 level of theory and at temperatures of 100 K, 200 K, 300 K, 400 K and 500 K. To get a representative random sampling from most of the important regions of the potential energy surface, 500 structures were taken from these trajectories. This procedure should additionally enforce a weighted sampling that favors the parts of the phase space that are passed most often by the system, since structures from those parts are present more often in the random pool of structures. This “ad hoc” weighting should lead to a better parametrization of those more important regions. These structures are then prepared as input for single-point calculations with the RIMP2/aug-cc-pVDZ method to get an accurate estimation of their energetics.

Since the energies parametrized in the global fitting routine are relative energies, a locally relaxed structure was prepared and its energy was used to define the zero of energy, arbitrarily but for both the reference level and the force-field level. This geometry optimization was done using the RIMP2/aug-cc-pVDZ method, too. The local optimum structure and the procedure used is schematically shown in Fig. 1.

Due to convergence issues in the SCF routine only 487 of the 500 selected structures made it into the training set. The training set entry for an energy item is of the following general form:

```
ENERGY
1.00 + 300K-247/1 - base/1 313.7
ENDENERGY
```

The actual entry is enclosed in the keywords “ENERGY” and “ENDENERGY” which mark start and stop of the energy input block within the training set file. The first number of the entry is its weight in the accumulated sum of errors. It is followed by two blocks, each containing a sign, an identifier and a divisor. In this case, this means: The energy of structure 300K–247 divided by one is added to the energy, after that the energy of base divided by one is subtracted from that value. The resulting energy should be 313.7 kcal/mol, which is the ab-initio reference value. The weight for all energy entries
Figure 1: Example for the choice of a structure from a trajectory at 300 K. For the parametrization, the difference of the “Structure 247” energy and the relaxed energy (“Base structure”) is calculated and inserted into the training set.

was chosen to be one, all other weights in the training set were set to be in proportion to this normalized weight of one.

Geometries and charges

The pool of geometries consists of derivatives of parts of the mother compound as found in Figure 1. Since the partial charges of every atom need to be calculated for every energy evaluation and geometry optimization in the ReaxFF formalism, it is convenient to have overlapping structure pools for geometry optimizations and charge calculations in the training set. Figure 2 shows a representative subset of the 32 structures used in the RSSR training set.

The geometries of the reference structures were optimized on the RIMP2/aug-cc-pVTZ level of theory with tight convergence criteria. To stick to the automation paradigm, the initial structures were generated by functionalizing building blocks of the mother compound in the SMILES format. Starting from these optimized geometries, the atomic partial charges were calculated using the CHELPG routine and the same ab-initio method as before. CHELPG charges were used because they were found to give partial charge distributions that reproduce experimental values for dipole moments more accurately than other methods.

The inputs for charge and geometry items in the training set differ slightly from the energy items. As seen before, the blocks are enclosed in keywords that mark beginning
Figure 2: Example structures from the pool of geometries used in the RSSR training set, their short names as used in the training set are given in parenthesis (from top left to bottom right): Dimethylsulfide (dmds), Thioanisol (tani), Anisol (ani), Sulfur8 (s8), Diphenylsulfide (dpds), Dihydroxyphenylsulfide (dpods) and Antracene (atc).

and end of the respective section. The input line starts with a structure identifier and is then followed by the weighting factor, one to four atom numbers and the ab-initio reference value. If just one atom number is given, the charge of the atom is calculated. Two, three and four atom numbers correspond to bonds, angles and dihedral angles, respectively.

CHARGE
cani 0.02 1 -0.480
ENDCHARGE

GEOMETRY
ani 0.02 2 1 1.388
ani 3.00 1 2 3 120.430
ani 3.00 1 2 3 4 0.026
ENDGEOMETRY

In contrast to the weighting factor for the energies, the factors in this example were chosen to be 0.02 for charges and bond lengths and 3.00 for angles. This reflects the different tolerable deviations in these values. Since an energy deviation of 1 kcal/mol is considered to be chemically accurate, a deviation of 1.00 Å in bond lengths would be catastrophic for all applications. The weights used in the RSSR training set should therefore ensure that the molecular properties behave qualitatively correctly when varying in the given ranges.
Appendix B: Supplementary Information for the Publications
In the following, more detailed results for niching based on nearest-neighbor configurations (NC) and Coulomb matrices (CM) are given in tabular form. **NC mode 1 & 2** as well as **CM setting 1 & 2** are explained in the main text of the article. In all cases, the average global iteration number is given (averaged over 20 runs each), the earliest encounter (minimum number) of iterations needed in the “best” run, the latest encounter (maximum number) in the “worst” run and the standard deviation. Tables 1–5 are plotted in the main article.

All iteration numbers are given as such, not as thousands of steps as in the main article. However, they are again rounded to 2 significant digits. Note that in the other supplementary material (csv files), all tables are provided with raw, unrounded data (6–7 significant digits).

**NC-niching**

Table 1: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for \( n=100 \), for 20 runs using niching **NC mode 1**.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>63000</td>
<td>94000</td>
<td>1100</td>
<td>330000</td>
</tr>
<tr>
<td>76</td>
<td>220000</td>
<td>260000</td>
<td>460</td>
<td>850000</td>
</tr>
<tr>
<td>77</td>
<td>320000</td>
<td>450000</td>
<td>530</td>
<td>2000000</td>
</tr>
<tr>
<td>98</td>
<td>450000</td>
<td>820000</td>
<td>700</td>
<td>2800000</td>
</tr>
<tr>
<td>102</td>
<td>32000</td>
<td>74000</td>
<td>1100</td>
<td>250000</td>
</tr>
<tr>
<td>103</td>
<td>48000</td>
<td>100000</td>
<td>2500</td>
<td>470000</td>
</tr>
<tr>
<td>104</td>
<td>48000</td>
<td>50000</td>
<td>2700</td>
<td>180000</td>
</tr>
<tr>
<td>100</td>
<td>24000</td>
<td>30000</td>
<td>3300</td>
<td>98000</td>
</tr>
</tbody>
</table>

Table 2: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for \( n=100 \), for 20 runs using niching **NC mode 2**.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>41000</td>
<td>46000</td>
<td>6300</td>
<td>210000</td>
</tr>
<tr>
<td>76</td>
<td>80000</td>
<td>100000</td>
<td>6900</td>
<td>360000</td>
</tr>
<tr>
<td>77</td>
<td>94000</td>
<td>130000</td>
<td>3900</td>
<td>550000</td>
</tr>
<tr>
<td>98</td>
<td>630000</td>
<td>910000</td>
<td>6200</td>
<td>340000</td>
</tr>
<tr>
<td>102</td>
<td>34000</td>
<td>26000</td>
<td>13000</td>
<td>130000</td>
</tr>
<tr>
<td>103</td>
<td>24000</td>
<td>14000</td>
<td>5000</td>
<td>66000</td>
</tr>
<tr>
<td>104</td>
<td>240000</td>
<td>280000</td>
<td>30000</td>
<td>120000</td>
</tr>
<tr>
<td>100</td>
<td>130000</td>
<td>130000</td>
<td>18000</td>
<td>550000</td>
</tr>
</tbody>
</table>
## CM-niching

Table 3: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for $n=100$, for 20 runs using niching CM setting 1.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>180000</td>
<td>290000</td>
<td>23000</td>
<td>140000</td>
</tr>
<tr>
<td>76</td>
<td>290000</td>
<td>400000</td>
<td>15000</td>
<td>150000</td>
</tr>
<tr>
<td>77</td>
<td>900000</td>
<td>1500000</td>
<td>25000</td>
<td>530000</td>
</tr>
<tr>
<td>98</td>
<td>60000</td>
<td>38000</td>
<td>22000</td>
<td>180000</td>
</tr>
<tr>
<td>102</td>
<td>50000</td>
<td>16000</td>
<td>25000</td>
<td>95000</td>
</tr>
<tr>
<td>103</td>
<td>60000</td>
<td>24000</td>
<td>22000</td>
<td>130000</td>
</tr>
<tr>
<td>104</td>
<td>140000</td>
<td>75000</td>
<td>57000</td>
<td>340000</td>
</tr>
<tr>
<td>100</td>
<td>40000</td>
<td>14000</td>
<td>21000</td>
<td>77000</td>
</tr>
</tbody>
</table>

Table 4: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for $n=100$, for 20 runs using niching CM setting 2.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>120000</td>
<td>150000</td>
<td>16000</td>
<td>66000</td>
</tr>
<tr>
<td>76</td>
<td>320000</td>
<td>350000</td>
<td>22000</td>
<td>110000</td>
</tr>
<tr>
<td>77</td>
<td>310000</td>
<td>580000</td>
<td>27000</td>
<td>250000</td>
</tr>
<tr>
<td>98</td>
<td>220000</td>
<td>470000</td>
<td>30000</td>
<td>220000</td>
</tr>
<tr>
<td>102</td>
<td>53000</td>
<td>16000</td>
<td>26000</td>
<td>91000</td>
</tr>
<tr>
<td>103</td>
<td>61000</td>
<td>35000</td>
<td>22000</td>
<td>160000</td>
</tr>
<tr>
<td>104</td>
<td>130000</td>
<td>65000</td>
<td>21000</td>
<td>280000</td>
</tr>
<tr>
<td>100</td>
<td>57000</td>
<td>19000</td>
<td>29000</td>
<td>92000</td>
</tr>
</tbody>
</table>
Table 5: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases, for 20 runs using different nichings. For each case, the best case that we have observed during our studies is shown (without “meta-optimization” or fine-tunings).

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
<th>niching</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>39000</td>
<td>17000</td>
<td>14000</td>
<td>65000</td>
<td>NC mode 4&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>76</td>
<td>80000</td>
<td>10000</td>
<td>6900</td>
<td>360000</td>
<td>NC mode 2&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>77</td>
<td>94000</td>
<td>13000</td>
<td>3900</td>
<td>550000</td>
<td>NC mode 2&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>98</td>
<td>36000</td>
<td>12200</td>
<td>21000</td>
<td>62000</td>
<td>CM setting 3&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>102</td>
<td>32000</td>
<td>74000</td>
<td>1000</td>
<td>250000</td>
<td>NC mode 1&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>103</td>
<td>24000</td>
<td>33000</td>
<td>1200</td>
<td>110000</td>
<td>NC mode 3&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>104</td>
<td>41000</td>
<td>30000</td>
<td>3500</td>
<td>140000</td>
<td>NC mode 3&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> Equal to mode 2 (see main article), but using a smaller bin width of 10 percentage points (cf. Table 7).
<sup>b</sup> Explained in main text (cf. Table 2).
<sup>c</sup> Equal to setting 1, but using smaller \(d(M, M') = 5\) as minimum difference between individuals (atomic units, cf. Table 8).
<sup>d</sup> Explained in main text (cf. Table 1).
<sup>e</sup> Equal to mode 1 (see main text), but using a smaller bin width of 10 percentage points (cf. Table 6).

Additional nichings for the collection:

Table 6: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for \(n=100\), for 20 runs using niching NC mode 3.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>170000</td>
<td>360000</td>
<td>3500</td>
<td>170000</td>
</tr>
<tr>
<td>76</td>
<td>330000</td>
<td>480000</td>
<td>400</td>
<td>160000</td>
</tr>
<tr>
<td>77</td>
<td>140000</td>
<td>200000</td>
<td>1300</td>
<td>670000</td>
</tr>
<tr>
<td>98</td>
<td>1220000</td>
<td>2200000</td>
<td>760</td>
<td>830000</td>
</tr>
<tr>
<td>102</td>
<td>45000</td>
<td>550000</td>
<td>840</td>
<td>180000</td>
</tr>
<tr>
<td>103</td>
<td>24000</td>
<td>330000</td>
<td>1200</td>
<td>110000</td>
</tr>
<tr>
<td>104</td>
<td>41000</td>
<td>300000</td>
<td>3500</td>
<td>140000</td>
</tr>
<tr>
<td>100</td>
<td>24000</td>
<td>470000</td>
<td>3100</td>
<td>210000</td>
</tr>
</tbody>
</table>
Table 7: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for \( n = 100 \), for 20 runs using niching \textit{NC mode 4}.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>39000</td>
<td>17000</td>
<td>14000</td>
<td>65000</td>
</tr>
<tr>
<td>76</td>
<td>130000</td>
<td>190000</td>
<td>13000</td>
<td>740000</td>
</tr>
<tr>
<td>77</td>
<td>120000</td>
<td>130000</td>
<td>14000</td>
<td>470000</td>
</tr>
<tr>
<td>98</td>
<td>110000</td>
<td>170000</td>
<td>12000</td>
<td>630000</td>
</tr>
<tr>
<td>102</td>
<td>39000</td>
<td>17000</td>
<td>14000</td>
<td>79000</td>
</tr>
<tr>
<td>103</td>
<td>32000</td>
<td>13000</td>
<td>9000</td>
<td>56000</td>
</tr>
<tr>
<td>104</td>
<td>140000</td>
<td>77000</td>
<td>36000</td>
<td>330000</td>
</tr>
<tr>
<td>100</td>
<td>92000</td>
<td>70000</td>
<td>23000</td>
<td>250000</td>
</tr>
</tbody>
</table>

Table 8: Number of global optimization steps until first encounter of the true global minimum, for several LJ hard cases and for \( n = 100 \), for 20 runs using niching \textit{CM mode 3}.

\textbf{Note:} Interestingly, this setting with a really small threshold, \( d(M, M') = 5 \), is exceptionally good for \( n = 98 \) (and \( n > 98 \) in the LJ sizes studied here), but the worst for \( n \leq 75 \) (but still better than no niching at all). The reason is discussed in the main text of the article.

<table>
<thead>
<tr>
<th>cluster size</th>
<th>average</th>
<th>standard deviation</th>
<th>earliest</th>
<th>latest</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>660000</td>
<td>590000</td>
<td>18000</td>
<td>1800000</td>
</tr>
<tr>
<td>76</td>
<td>710000</td>
<td>540000</td>
<td>22000</td>
<td>1800000</td>
</tr>
<tr>
<td>77</td>
<td>680000</td>
<td>490000</td>
<td>30000</td>
<td>1500000</td>
</tr>
<tr>
<td>98</td>
<td>36000</td>
<td>12000</td>
<td>21000</td>
<td>62000</td>
</tr>
<tr>
<td>102</td>
<td>60000</td>
<td>84000</td>
<td>25000</td>
<td>41000</td>
</tr>
<tr>
<td>103</td>
<td>53000</td>
<td>53000</td>
<td>24000</td>
<td>240000</td>
</tr>
<tr>
<td>104</td>
<td>67000</td>
<td>22000</td>
<td>39000</td>
<td>130000</td>
</tr>
</tbody>
</table>

\( ^a \) For this particular size just 18/20 runs finding the global minimum in \( < 20 \cdot 10^6 \) were included in the statistics. The other 2 were not successful at global optimization iterations.

\( ^b \) For this particular size just 15/20 runs finding the global minimum in \( < 20 \cdot 10^6 \) were included in the statistics. The other 5 were not successful at global optimization iterations.

\( ^c \) For this particular size just 14/20 runs finding the global minimum in \( < 20 \cdot 10^6 \) were included in the statistics. The other 6 were not successful at global optimization iterations.
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S1
Notes On Software

As briefly stated in the main text, almost everything is implemented as extension to our (open source) program package OGOLEM.\textsuperscript{S1,S2} At the time of writing, the local changes for the GOCAT optimization is not yet published anywhere and is an own local fork of the project. For the analysis part, we use corresponding python scripts using open source libraries like SciPy\textsuperscript{S3} and scikit-learn.\textsuperscript{S4}

So, at the moment, the code can be obtained by request. As this code base is still changing a lot, we have not yet considered to publish it separately or as a merged version with the already downloadable code at https://www.ogolem.org/.
Overview: Complementary Content

In the following, we prepared some complementary figures and statistics to the ones in the main article: For the cases $N_{Ch} = 1$ (Section S2) and $N_{Ch} = 10$ (Section S4). $N_{Ch} = 3$ (Section S3) as intermediate case was not shown in the main article. These are the cases with arbitrary (mostly non-neutral) summed total charge of the electrostatic GOCATs. In Section S5, the complementary plots for the neutral GOCATs are given and in Section S7 the ones for the COSMO case. For a glimpse on a higher level of theory, DFT results follow in Section S8. Section S6 was added (on request) and uses the same setting as Section S5, but no TS gradient norm thresholds (i.e., a slightly different objective function from that described in the main article) for discrete shifts of the TS in the GOCAT. In the next Section S1, some explicit weights of the used objective functions are given.
Concerning The Objective Function:

GOCAT Gas Phase Optimization

More details on the weights used in the typical objective function (Section 2, main article), the following enumeration follows the items there; internal units are atomic ones (a.u.):

- Item 1. and item 3.: $\Delta E^\dagger = E_{TS} - E_E$. As intermediate GOCATs can have very curvy paths (multiple local minima/maxima), we used: 10 times all barriers found plus 1 time the biggest barrier. At the end (with gradient thresholds below), there is just one barrier left (unimodal). (Otherwise, with too many non-continuous penalties the search space gets too rugged – or just reading out fixed 2-point differences there might be some additional barriers created, overseen otherwise).

- Item 2.: Stabilization penalty: $f(\Delta E_{TS,stab.}) = p \cdot \Delta E_{TS,stab.}^2$, if $\Delta E_{TS,stab.} > 0$, usually with $p \approx 42 \cdot 10^3$. Note: At the end of the GA optimization, every single individual has a contribution of 0, as all GOCATs are stabilized.

- Item 4.: Here a non-continuous penalty of 1.5 is added, if the read-out minima energies and maximal energy (TS) are 2 frames off the gas phase reference (at the end of GA optimization, zero contribution throughout).

- Item 5.: for all $\|\nabla E_{(E,TS,P)}\| > 10 \text{ kcal mol}^{-1} \text{Å}^{-1}$, squared penalty function like in item 2., but using $p \approx 4200$ (i.e. physical dimension differ from energy, but the final fitness is of course dimensionless such that any weight can be used that creates a meaningful balance between gradients and barrier).

At the end (for visualization), the fitness values are scaled by 627.51 (from a.u. to kcal mol$^{-1}$). Final, typical contributions for e.g.: best GOCAT, r0, of size $N_{Ch} = 10$ (Section S5): $152.39 = 11.92 + 140.47 + 0 + 0$: gradients (a mean of the norms of 11.3 kcal mol$^{-1}$ Å$^{-1}$ for

1 Side note: As the fitness function implementation progressed from being very simple (i.e., just TS energy, nothing else) to include many more ingredients, the conversion to final intuitive energy values was (once) meaningful. Finally, just the relations of ingredients matter, the final absolute values do not in our GA implementation.
{E, TS, P}), barrier of 12, 77 kcal mol\(^{-1}\), zero fitness for TS stabilization and zero for other penalties. The gas phase Menshutkin reference reaction has a fitness of 334.95 (all GOCATs with less fitness will have a barrier decrease and just a small gradient norm increase over the threshold).

### S1.2 GOCAT Stabilizing COSMO Path

The change of the objective function was described in Section 3.4 (main article).

- **item 5.** for all \( \| \nabla E_{\{E,TS,P\}} \| > 1 \text{ kcal mol}^{-1}\text{Å}^{-1} \), squared penalty function like above with \( p \approx 21 \cdot 10^3 \) (both threshold smaller and weight 5 times bigger than in the other objective function).

- **item 4.** Same as above.

- **New item:** For each reference frame, a squared difference function of energies is used of \( f(E_{\text{GOCAT}}) = \sum_i p_i \cdot (E_{\text{ref},i} - E_{\text{GOCAT},i})^2 \), with each \( p_i \approx 420 \) (i.e., the same weight on each frame \( i \)).

The other items (TS stabilization and barrier decrease) are not used.

At the end (for visualization), the fitness values are scaled by 627.51 (from a.u. to kcal mol\(^{-1}\)). Final, typical contributions for e.g.: best GOCAT, \( r0 \), of size \( N_{\text{Ch}} = 10 \) (Section S7): 2759.92 = 2582.42 + 177.50 + 0: for gradients (a mean of norms of 10.3 kcal mol\(^{-1}\text{Å}^{-1}\) for \{E, TS, P\}), mean summed absolute difference to the COSMO reference energies of 2.87 kcal mol\(^{-1}\) and zero fitness for other penalties.
S2  PM7: $N_{\text{Ch}} = 1$ case (non-neutral summed charges)

S2.1 Cluster Analysis

Fig. S1: $N_{\text{Ch}} = 1$ GOCATs: Multidimensional Scaling as 2D projection similar to Fig. 4 (main article). Also a linearly interpolated fitness surface of all individuals in this 2D plot is given (color map). Besides the cluster means (stars) also the best rank of that cluster (the individual indicated by $rn$ in labels of the legend) is plotted as circle.
**Fig. S2:** $N_{Ch} = 1$ GOCATs: Similar plot to Fig. S1, but showing also the actual points to illustrate dense regions of individuals (and thus regions, where the linear interpolation of the fitness values is well defined) and less dense regions.
**S2.2 Reaction Paths**

**Fig. S3:** $N_{\text{Ch}} = 1$ GOCATs (PM7): (Pre-optimized) reaction path for the PM7 reference calculation is shown as well as the path within the electrostatic GOCATs of four different clusters, including also outlier ones ($c_1$, $c_2$, $c_4$, $c_5$). The lowest rank of each cluster (circles) and the nearest neighbor (NN) to the mean ESP vector of that cluster (stars) is plotted separately. All other individuals of the cluster are also plotted with thin lines to illustrate the spread. Two images in different perspectives of the overlain individuals are given in the insets. $c_5$ as corner case almost shows no effective GOCAT at all, with barriers and fitness values very close to the filtering thresholds of the raw database before.
Fig. S4: $N_{\text{Ch}} = 1$ GOCATs (PM7): (Pre-optimized) reaction path for the PM7 reference calculation is shown as well as the path within the electrostatic GOCATs of four different clusters ($c_6$, $c_7$, $c_8$, $c_{10}$); for illustration details, see Fig. S3.
**Fig. S5**: $N_{Ch} = 1$ GOCATs (PM7): (Pre-optimized) reaction path for the PM7 reference calculation is shown as well as the path within the electrostatic GOCATs of four different clusters ($c_{11}$, $c_{12}$, $c_{13}$, $c_{14}$); for illustration details, see Fig. S3.
### S2.3 Selected Details

#### Table S1: Properties of the final clusters for the $N_{\text{Ch}} = 1$ case and of their best rank individual: For clusters, both mean values of those clusters as well as standard deviations (parentheses) are given. For separate individuals, just their single value is presented.

<table>
<thead>
<tr>
<th>cluster name or individual</th>
<th>fitness</th>
<th>barrier [kcal mol$^{-1}$]</th>
<th>grad. norm (E) [kcal mol$^{-1}$Å$^{-1}$]</th>
<th>grad. norm (TS) [kcal mol$^{-1}$Å$^{-1}$]</th>
<th>grad. norm (P) [kcal mol$^{-1}$Å$^{-1}$]</th>
<th>sum. charge (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>r5871-c1-n4</td>
<td>343.264(3423)</td>
<td>30.351(0.069)</td>
<td>11.263(0.321)</td>
<td>10.775(0.332)</td>
<td>11.614(0.320)</td>
<td>0.137(0.004)</td>
</tr>
<tr>
<td>r6907-c2-n157</td>
<td>317.469(10.737)</td>
<td>28.642(1.090)</td>
<td>8.033(0.887)</td>
<td>10.310(1.086)</td>
<td>10.233(0.723)</td>
<td>0.109(0.009)</td>
</tr>
<tr>
<td>r2471-c3-n344</td>
<td>298.003(15.087)</td>
<td>26.805(1.495)</td>
<td>4.729(1.168)</td>
<td>10.354(1.985)</td>
<td>8.869(1.289)</td>
<td>0.085(0.010)</td>
</tr>
<tr>
<td>r5513-c4-n12</td>
<td>331.322(2.492)</td>
<td>30.121(0.227)</td>
<td>2.764(0.819)</td>
<td>3.148(0.960)</td>
<td>3.664(1.071)</td>
<td>-0.036(0.011)</td>
</tr>
<tr>
<td>r5828-c5-n1</td>
<td>333.914(0.000)</td>
<td>30.356(0.000)</td>
<td>0.429(0.000)</td>
<td>0.510(0.000)</td>
<td>0.534(0.000)</td>
<td>0.005(0.000)</td>
</tr>
<tr>
<td>r5190-c6-n3</td>
<td>325.585(17.295)</td>
<td>23.939(0.136)</td>
<td>11.412(0.607)</td>
<td>13.212(0.363)</td>
<td>14.517(0.664)</td>
<td>-0.166(0.008)</td>
</tr>
<tr>
<td>r4732-c7-n17</td>
<td>320.667(15.877)</td>
<td>25.065(0.155)</td>
<td>10.836(0.580)</td>
<td>13.352(0.481)</td>
<td>13.337(0.713)</td>
<td>-0.135(0.007)</td>
</tr>
<tr>
<td>r3296-c8-n82</td>
<td>312.630(12.639)</td>
<td>28.382(1.144)</td>
<td>8.142(0.890)</td>
<td>8.176(0.915)</td>
<td>9.701(0.883)</td>
<td>-0.104(0.009)</td>
</tr>
<tr>
<td>r00-c9-n664</td>
<td>283.114(6.311)</td>
<td>25.387(0.619)</td>
<td>8.234(0.725)</td>
<td>10.759(0.768)</td>
<td>10.728(0.711)</td>
<td>-0.114(0.012)</td>
</tr>
<tr>
<td>r4206-c10-n74</td>
<td>314.904(11.063)</td>
<td>28.625(1.004)</td>
<td>5.951(0.876)</td>
<td>6.339(1.322)</td>
<td>7.387(1.152)</td>
<td>-0.078(0.011)</td>
</tr>
<tr>
<td>r5109-c11-n23</td>
<td>327.160(10.357)</td>
<td>25.256(0.569)</td>
<td>12.531(0.738)</td>
<td>14.329(0.594)</td>
<td>10.070(0.628)</td>
<td>-0.123(0.008)</td>
</tr>
<tr>
<td>r1694-c12-n277</td>
<td>288.335(6.209)</td>
<td>25.964(0.633)</td>
<td>8.507(1.709)</td>
<td>10.968(0.655)</td>
<td>7.796(0.715)</td>
<td>-0.086(0.013)</td>
</tr>
<tr>
<td>r1366-c13-n185</td>
<td>281.215(2.170)</td>
<td>25.231(0.298)</td>
<td>6.356(0.463)</td>
<td>11.246(0.725)</td>
<td>8.639(0.596)</td>
<td>-0.084(0.004)</td>
</tr>
<tr>
<td>r4800-c14-n14</td>
<td>326.616(17.802)</td>
<td>23.227(0.288)</td>
<td>8.563(0.362)</td>
<td>15.854(0.724)</td>
<td>11.480(1.091)</td>
<td>-0.108(0.007)</td>
</tr>
</tbody>
</table>

S12
Fig. S6: $N_{\text{Ch}} = 1$ GOCATs (PM7): Heatmap of all explicit electrostatic potential values at the 9 core atoms of 3 selected frames: E, TS and P. The complete database is plotted, chunked into the 14 clusters and each cluster sorted with respect to their rank (lowest rank, i.e., lowest fitness is plotted from top to bottom within each cluster).
Fig. S7: Single GOCAT individual: four different views of r0 (of c9) for the $N_{Ch} = 1$ case with values given for the partial charges. Both partial charges and the $3 \cdot 9$ atoms of the selected core frames (E, TS, P) are colored red/blue in the ranges $[-0.174, +0.174]$ e for charges and $[-36.771, +36.771]$ kcal mol$^{-1}$ e$^{-1}$ for ESP values.

Fig. S8: Single GOCAT individual: four different views of r4907 (of c2) for the $N_{Ch} = 1$ case; for illustration details, see Fig. S7.
Fig. S9: Single GOCAT individual: four different views of r2471 (of c3) for the $N_{Ch} = 1$ case; for illustration details, see Fig. S7.
Fig. S10: Single GOCAT individual: four different views of r1694 (of c12) for the $N_{Ch} = 1$ case; for illustration details, see Fig. S7.
Fig. S11: Single GOCAT individual: four different views of \( r_{1366} \) of \( c_{13} \) for the \( N_{Ch} = 1 \) case; for illustration details, see Fig. S7.
S3 PM7: \( N_{\text{Ch}} = 3 \) case (non-neutral summed charges)

S3.1 Cluster Analysis

**Fig. S12:** \( N_{\text{Ch}} = 3 \) GOCATs (PM7): Dendrogram of final database with 5148 non-identical individuals using the average linkage strategy (unweighted pair group method with averaging, UPGMA). As distance metric, Eq. (2) based on Eq. (1) (main article) was used. For illustration purposes the dendrogram was cut to reach 17 different clusters, effectively cutting at a distance of (directly below) 30.09 kcal mol\(^{-1}\)e\(^{-1}\) (dotted line). As outliers (very small clusters) are also filtered out this way (i.e., build separate small clusters in the dendrogram), some selected examples of bigger clusters (main funnel on fitness surface) are shown by corresponding overlain individuals of that cluster. This dendrogram is truncated, i.e., the small ellipses at the leafs show additional branching points of the binary tree that are not plotted. The main branching points of the clusters are separately annotated by the numbered dots.
Fig. S13: $N_{Ch} = 3$ GOCATs (PM7): Multidimensional Scaling as 2D projection of the higher dimensional ESP-distance data is shown for illustrating the core cluster regions. Colored stars are the calculated mean 2D-coordinates (centroid) of a cluster. The (unnormalized) stacked histograms illustrate the number of individuals in those clusters.
Fig. S14: \( N_{\text{Ch}} = 3 \) GOCATs (PM7): Multidimensional Scaling as 2D projection similar to Fig. S13; for illustration details, see Fig. S1. The final fitness surface is already quite rugged, shown by the smallest fitness values that could be found after all the independent runs and the complete local re-optimization at the end of the complete database. At least 4 different broader minima regions (around \( c_5, c_{11}, c_{13}, c_{17} \), including many more subtle sub-minima) can be detected as main “basins of attraction” or funnels of the fitness surface where the biggest clusters and thus most local minima can be distributed.
Fig. S15: $N_{\text{Ch}} = 3$ GOCATs (PM7): Similar plot to Fig. S14 including data points; for illustration details, see Fig. S2.
S3.2 Reaction Paths (Selected Clusters)

**Fig. S16**: \( N_{\text{Ch}} = 3 \) GOCATs (PM7): (Pre-optimized) reaction path for the PM7 reference calculation is shown as well as the path within the electrostatic GOCATs of the four main clusters (c5, c11, c13, c17, compare with Figs. S12 to S14); for illustration details, see Fig. S3. Color values between \([-0.268, +0.268]\) e for charges and \([-59.721, +59.721]\) kcal mol\(^{-1}\) for ESP values. Note, that the “ring-structure” of the \( N_{\text{Ch}} = 1 \) case discussed in the main article in that cluster \( c3_{N_{\text{Ch}}=1} \) appears again in \( c5 \) here in the \( N_{\text{Ch}} = 3 \) case with additional positive domains at the ammonia H-atoms. c17 is similar to \( c9_{N_{\text{Ch}}=1} \) as negative cluster, and the almost neutral c11 includes both these corner cases. When going to the \( N_{\text{Ch}} = 10 \) case, most clusters there will be similar to this \( c11_{N_{\text{Ch}}=3} \) here, see Fig. S24: This is the main trend/convergence of the GOCATs with increasing number of charges discussed in the main article.
### S3.3 Selected Details

**Table S2**: Properties of the final clusters for the \(N_{Ch} = 3\) case and of their best rank individual. For clusters, both mean values of those clusters as well as standard deviations (parentheses) are given. For separate individuals, just their single value is presented.

<table>
<thead>
<tr>
<th>cluster name or individual</th>
<th>fitness</th>
<th>barrier [kcal mol(^{-1})]</th>
<th>grad. norm (E) [kcal mol(^{-1})Å(^{-1})]</th>
<th>grad. norm (TS) [kcal mol(^{-1})Å(^{-1})]</th>
<th>grad. norm (P) [kcal mol(^{-1})Å(^{-1})]</th>
<th>sum. charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1657-c1-n2045</td>
<td>259.114 (5.479)</td>
<td>23.096 (0.477)</td>
<td>8.435 (0.771)</td>
<td>11.631 (0.185)</td>
<td>6.763 (0.979)</td>
<td>0.276 (0.013)</td>
</tr>
<tr>
<td>r4744-c2-n27</td>
<td>279.394 (5.715)</td>
<td>24.939 (0.445)</td>
<td>4.669 (0.408)</td>
<td>11.666 (0.212)</td>
<td>7.551 (0.737)</td>
<td>0.177 (0.016)</td>
</tr>
<tr>
<td>r2403-c3-n140</td>
<td>265.249 (6.108)</td>
<td>23.686 (0.533)</td>
<td>7.073 (1.428)</td>
<td>11.560 (0.192)</td>
<td>7.187 (1.359)</td>
<td>0.223 (0.022)</td>
</tr>
<tr>
<td>r3864-c4-n2</td>
<td>262.577 (0.574)</td>
<td>22.492 (0.013)</td>
<td>12.086 (0.108)</td>
<td>11.940 (0.056)</td>
<td>7.655 (0.322)</td>
<td>0.409 (0.000)</td>
</tr>
<tr>
<td>r1073-c5-n587</td>
<td>256.645 (6.272)</td>
<td>22.777 (0.550)</td>
<td>10.107 (0.550)</td>
<td>11.745 (0.213)</td>
<td>7.089 (0.988)</td>
<td>0.337 (0.022)</td>
</tr>
<tr>
<td>r1048-c6-n115</td>
<td>270.948 (8.406)</td>
<td>24.136 (0.830)</td>
<td>7.330 (1.448)</td>
<td>11.630 (0.259)</td>
<td>9.504 (1.053)</td>
<td>0.064 (0.016)</td>
</tr>
<tr>
<td>r5147-c7-n74</td>
<td>276.880 (3.064)</td>
<td>24.667 (0.354)</td>
<td>8.909 (0.892)</td>
<td>11.599 (0.319)</td>
<td>10.355 (0.457)</td>
<td>0.122 (0.020)</td>
</tr>
<tr>
<td>r2348-c8-n123</td>
<td>272.421 (5.449)</td>
<td>24.346 (0.513)</td>
<td>4.629 (1.134)</td>
<td>11.548 (0.198)</td>
<td>7.214 (1.301)</td>
<td>0.111 (0.021)</td>
</tr>
<tr>
<td>r305-c9-n489</td>
<td>263.602 (8.242)</td>
<td>23.443 (0.801)</td>
<td>7.998 (1.189)</td>
<td>11.695 (0.239)</td>
<td>9.658 (0.870)</td>
<td>0.063 (0.021)</td>
</tr>
<tr>
<td>r5461-c10-n8</td>
<td>282.052 (3.720)</td>
<td>25.005 (0.377)</td>
<td>7.100 (0.714)</td>
<td>11.914 (0.156)</td>
<td>9.315 (0.484)</td>
<td>0.043 (0.012)</td>
</tr>
<tr>
<td>r0-c11-n1136</td>
<td>255.421 (11.008)</td>
<td>22.665 (1.062)</td>
<td>8.372 (1.727)</td>
<td>11.765 (0.215)</td>
<td>9.359 (0.846)</td>
<td>0.004 (0.023)</td>
</tr>
<tr>
<td>r2137-c12-n163</td>
<td>260.603 (5.875)</td>
<td>22.920 (0.449)</td>
<td>10.072 (0.534)</td>
<td>11.859 (0.272)</td>
<td>10.694 (0.534)</td>
<td>0.302 (0.022)</td>
</tr>
<tr>
<td>r3-c13-n1296</td>
<td>256.963 (9.309)</td>
<td>22.763 (0.901)</td>
<td>8.641 (1.093)</td>
<td>11.827 (0.236)</td>
<td>9.805 (0.854)</td>
<td>0.129 (0.022)</td>
</tr>
<tr>
<td>r2246-c14-n81</td>
<td>260.591 (4.101)</td>
<td>22.990 (0.308)</td>
<td>8.930 (0.534)</td>
<td>11.836 (0.275)</td>
<td>10.582 (0.578)</td>
<td>0.254 (0.009)</td>
</tr>
<tr>
<td>r2997-c15-n61</td>
<td>268.073 (4.116)</td>
<td>23.872 (0.406)</td>
<td>9.937 (0.498)</td>
<td>11.670 (0.201)</td>
<td>9.430 (0.718)</td>
<td>0.244 (0.013)</td>
</tr>
<tr>
<td>r4576-c16-n38</td>
<td>275.643 (4.987)</td>
<td>24.467 (0.437)</td>
<td>8.953 (1.058)</td>
<td>11.831 (0.243)</td>
<td>8.781 (0.896)</td>
<td>0.208 (0.014)</td>
</tr>
<tr>
<td>r527-c17-n563</td>
<td>256.705 (6.402)</td>
<td>22.714 (0.650)</td>
<td>9.260 (0.813)</td>
<td>11.876 (0.238)</td>
<td>9.941 (0.502)</td>
<td>0.198 (0.018)</td>
</tr>
</tbody>
</table>

---

**B.3 ESI: Optimization of Globally Optimal Catalysts**

S23
**Fig. S17:** $N_{Ch} = 3$ GOCATs (PM7): Heatmap of the complete database chunked into 17 clusters; for illustration details, see Fig. S6.
**Fig. S18:** Single GOCAT individual: four different views of r0 (of c11) for the \( N_{Ch} = 3 \) case with values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges \([-0.268, +0.268]\) e for charges and \([-59.721, +59.721]\) kcal mol\(^{-1}\)e\(^{-1}\) for ESP values.
Fig. S19: Single GOCAT individual: four different views of r3 (of c13) for the $N_{ch} = 3$ case; for illustration details, see Fig. S18.
Fig. S20: Single GOCAT individual: four different views of \( r_{527} \) (of \( c_{17} \)) for the \( N_{\text{Ch}} = 3 \) case; for illustration details, see Fig. S18.
Fig. S21: Single GOCAT individual: for different views of $r_{1073}$ (of $c_5$) for the $N_{\text{Ch}} = 3$ case; for illustration details, see Fig. S18.
S4  PM7: $N_{\text{Ch}} = 10$ case (non-neutral summed charges)

S4.1  Complementary Discussions

Going to multiple partial charges as abstract GOCATs increases the complexity of the optimization but also allows to create electrostatic embeddings that address the core-atoms separately, providing some or all of them with individually optimized surroundings, and that may also produce correlated or synergistic effects. We have tried several different $N_{\text{Ch}}$ values but present here only the $N_{\text{Ch}} = 10$ size. A MDS plot for this case is given in Fig. S22. Note that the final summed charge of all 10 partial charges is not constrained here (in contrast to the next Section), such that highly charged GOCATs are (yet) allowed, presuming that another shell of a real molecular embedding might compensate for that in a concrete system. Additional observations to the ones mentioned above are (compare also with complementary figures below for this GOCAT size):

- More non-redundant GOCATs are possible (bigger search space due to higher complexity/more freedom, and accordingly the already bigger database shown will not be an exhaustive representation of the bigger search space in this case).

- GOCATs happen to lie on a straight line, i.e., the database might even be reduced to one (essential) dimension. This provides a hint that one specific qualitative solution (ESP relation on the atoms) is most important for the catalytic effect and that now embeddings with enough freedom or flexibility (of 10 charges) can discover this.

- Very broad ESP range, although the biggest clusters build up at the center, which also maps to mainly overall neutral GOCATs and corresponds to broad basins of attraction (funnels) on the fitness surface.

This trend starts already in smaller GOCAT cases (compare with the $N_{\text{Ch}} = 3$ case, illustrated in Section S3 as an “intermediate” case with respect to complexity). Additionally, in most clusters some highly specific (needle-like) minima can be found, which are also
Fig. S22: \( N_{\text{Ch}} = 10 \) GOCATs (PM7, non-neutral): MDS 2D projection of the higher dimensional ESP-distance of a database of 5007 non-identical GOCATs; for illustration details, compare with Fig. S2 or Fig. S1.
Fig. S23: \(N_{\text{Ch}} = 10\) GOCATs (PM7, non-neutral): Reaction paths of one big (almost neutral embedding) GOCAT cluster (\(c_9\)) and an outlier one (\(c_1\)) are shown. For illustration details, see Fig. S3. Note, that the overlain GOCATs in the insets of the plots are misleading, as almost a continuous embedding is shown as superposition of, e.g., each \(724 \cdot 10\) charges in the \(c_9\) case. The overall absolute stabilization energies increase, leading to even lower barriers of

apparent in the corresponding reaction profiles that are given in Fig. S23. There, the best individual (\(r_2\)) of that cluster \(c_9\) shown is quite unique and lies also energetically a bit offside (line with dotted points). The reason for this is illustrated in the main article, and is caused mainly by very symmetric or “perfectly” tuned Cartesian placements of partial charges to reach the essential ESP values. Of course, it would always be possible to increase the number of clusters during hierarchical clustering in order to resolve those details and also to look at minor qualitative differences within on single cluster. \(c_9\) is chosen for illustration because it is almost neutral and the biggest cluster in this setting with a mean summed charge of \(-0.034\) e, whereas \(c_1\) illustrates a very positive outlier cluster that is mapped to the lower left corner region in the MDS plot. This encodes one extreme case of the electrostatic potential GOCATs found and has a mean summed charge of about \(+1.038\) e (the other extreme would be \(c_{15}\) with \(-1.108\) e). But in each case, the final reaction profile’s characteristics already observed in the \(N_{\text{Ch}} = 1\) case above are amplified here. The overall absolute stabilization energies increase, leading to even lower barriers of
e.g. $\Delta E^i = 13.6 \text{kcal mol}^{-1}$ for \textbf{r2}. Also the highest-energy frame (within the discretization of pre-calculated frames) tries to shift to the educt, which is restrained partially. This could be interpreted in concordance with Hammond’s postulate\textsuperscript{S5} that there is a late TS in the gas-phase that will shift to the educt with increased stabilization due to the surrounding that might at the end also reach exothermicity. And from this same influence to an effective PES also the catalytic effect may follow, i.e. smaller reaction barriers.

Note that the shown case of $N_{Ch} = 10$ is already a converged end point of a general trend. For example, also bigger GOCATs like $N_{Ch} = 20$ (not shown) lead to overall very similar embeddings in terms of ESP values (apart from bigger noise introduced by the higher complexity of the optimization problem in that case). Already with the $N_{Ch} = 3$ case (given above) the linearization of the database, the huge ESP range corresponding to highly negatively or positively charged GOCATs and the trend in the reaction profiles start. Moreover, also there is of course no bijectivity of Cartesian placement of partial charges and the resulting ESP at the core atoms anymore (which is also the reason for the additional BoB descriptor used in the filtering process). This results in different possible Cartesian domains on the vdW surface for similar GOCATs: Sometimes erratically different charges (e.g. see the Cl-atom site of \textbf{r2-c9-n724} in Fig. S23 which carries both some very positive charges of one GOCAT and very negative charges of another GOCAT) can be placed at different Cartesian domains on the vdW surface in order to reach a quite similar ESP on the core atoms in a surjective manner. Therefore, they ended up in the same cluster.

Additionally, we performed PCA of that same database to describe the most prominent basis vectors of the ESP with respect to the variance of the GOCATs. Thus, up to 99.6% of the overall variance of all ESPs at the core frames is already explained by just the first PCA component. This basis vector is essentially (and trivially) a normalized unit vector. So, the main (and rough) clustering in this case first of all divides the clusters based on their total separately summed (non-neutral) charge, which is the one essential dimension seen in the MDS plots (compare the striking similarity of all overlain GOCATs – especially with regard to the Cartesian domains – in the dendrogram plot in Fig. S24).
Within the complexity of $N_{\text{Ch}} = 10$ GOCATs, the free parameter of a constant shift of the conservative Coulomb scalar potential already dominates, such that we observe mainly the same ESP relations and trends within each cluster. Thus, although the overall GOCAT might be very positive, as in $c_1$, the trend $\varphi_{\text{ESP,Cl}} > \varphi_{\text{ESP,N}} > \varphi_{\text{ESP,C}}$ will generally still hold, especially at the product (contact ion pair) site, even if everything is embedded actually negatively. To erase this artificial freedom, in the remainder of the article and this ESI an additional constraint on overall charge neutrality during GOCAT optimization is added in, i.e., we are essentially zooming into the region of $c_9$ or $c_8$ of this database within another GA and local optimization.

**S4.2 Cluster Analysis**

![Fig. S24: $N_{\text{Ch}} = 10$ GOCATs (PM7): Dendrogram of final database with 5007 non-identical individuals using the average linkage strategy, cut into 19 different clusters, (below) 58.76 kcal mol$^{-1}$e$^{-1}$ (dotted line); for illustration details, see Fig. S12.](image)
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Fig. S25: $N_{Ch} = 10$ GOCATs (PM7): Multidimensional Scaling as 2D projection; for illustration details, see Fig. S1.
Fig. S26: $N_{Ch} = 10$ GOCATs (PM7): Similar plot to Fig. S25; for illustration details, see Fig. S2.
S4.3 Reaction Paths (Selected Clusters)

Fig. S27: $N_{\text{Ch}} = 10$ GOCATs (PM7): (Pre-optimized) reaction path for the PM7 reference calculation is shown as well as the path within the electrostatic GOCATs of four biggest clusters ($c_{10}$, $c_{8}$, $c_{7}$, $c_{6}$), from more positive ones to negative ones, see the summed charges of Table S3; for illustration details, see Fig. S3. In each case, also highly specific best ranks (lowest energy) outliers can be found and also the almost continuous Cartesian domains can be seen. Just the summed charge and thus the dominance of blue (positive) and red (negative) charges varies systematically.
### S4.4 Selected Details

Table S3: Properties of the final clusters for the $\text{N}_{\text{Cl}} = 10$ case and of their best rank individual: For clusters, both mean values of those clusters as well as standard deviations (parentheses) are given. For separate individuals, just their single value is presented.

<table>
<thead>
<tr>
<th>cluster name or individual</th>
<th>fitness</th>
<th>barrier</th>
<th>grad. norm (E)</th>
<th>grad. norm (TS)</th>
<th>grad. norm (P)</th>
<th>sum. charge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[kcal mol$^{-1}$]</td>
<td>[kcal mol$^{-1}$ Å$^{-1}$]</td>
<td>[kcal mol$^{-1}$ Å$^{-1}$]</td>
<td>[kcal mol$^{-1}$ Å$^{-1}$]</td>
<td>(elem. charge)</td>
</tr>
<tr>
<td>r4591-c1-n6</td>
<td>225.385(2,752)</td>
<td>19.895(0.317)</td>
<td>10.628(0.126)</td>
<td>11.753(0.171)</td>
<td>8.129(0.370)</td>
<td>1.038(0.027)</td>
</tr>
<tr>
<td>r2808-c2-n54</td>
<td>227.755(8,307)</td>
<td>20.162(0.752)</td>
<td>10.592(0.480)</td>
<td>11.587(0.279)</td>
<td>8.028(0.106)</td>
<td>0.703(0.033)</td>
</tr>
<tr>
<td>r1010-c3-n65</td>
<td>225.923(10,506)</td>
<td>19.969(0.914)</td>
<td>10.705(0.445)</td>
<td>11.584(0.278)</td>
<td>8.461(1.304)</td>
<td>0.612(0.022)</td>
</tr>
<tr>
<td>r3734-c4-n22</td>
<td>227.332(5,318)</td>
<td>19.843(0.472)</td>
<td>10.892(0.474)</td>
<td>11.935(0.206)</td>
<td>9.101(0.795)</td>
<td>0.910(0.027)</td>
</tr>
<tr>
<td>r2923-c5-n42</td>
<td>225.524(6,732)</td>
<td>19.855(0.604)</td>
<td>10.792(0.491)</td>
<td>11.668(0.290)</td>
<td>8.577(1.146)</td>
<td>0.803(0.031)</td>
</tr>
<tr>
<td>r64-c6-n383</td>
<td>206.626(12,186)</td>
<td>18.237(1.147)</td>
<td>10.731(0.601)</td>
<td>11.484(0.251)</td>
<td>10.244(0.525)</td>
<td>-0.233(0.027)</td>
</tr>
<tr>
<td>r3-c7-n700</td>
<td>197.011(13,330)</td>
<td>17.304(1.262)</td>
<td>10.974(0.421)</td>
<td>11.450(0.233)</td>
<td>10.403(0.493)</td>
<td>-0.136(0.031)</td>
</tr>
<tr>
<td>r0-c8-n450</td>
<td>203.102(12,104)</td>
<td>17.849(1.668)</td>
<td>11.005(0.364)</td>
<td>11.491(0.276)</td>
<td>9.993(0.762)</td>
<td>0.074(0.028)</td>
</tr>
<tr>
<td>r2-c9-n724</td>
<td>196.587(12,436)</td>
<td>17.266(1.197)</td>
<td>11.011(0.330)</td>
<td>11.438(0.255)</td>
<td>10.352(0.546)</td>
<td>-0.034(0.034)</td>
</tr>
<tr>
<td>r7-c10-n679</td>
<td>210.448(12,248)</td>
<td>18.536(1.154)</td>
<td>10.949(0.324)</td>
<td>11.521(0.241)</td>
<td>9.469(0.937)</td>
<td>0.203(0.049)</td>
</tr>
<tr>
<td>r157-c11-n295</td>
<td>217.587(12,293)</td>
<td>19.196(1.130)</td>
<td>10.913(0.364)</td>
<td>11.542(0.259)</td>
<td>9.154(0.894)</td>
<td>0.366(0.037)</td>
</tr>
<tr>
<td>r724-c12-n199</td>
<td>223.904(11,864)</td>
<td>19.882(1.053)</td>
<td>10.776(0.316)</td>
<td>11.522(0.227)</td>
<td>8.582(1.015)</td>
<td>0.492(0.041)</td>
</tr>
<tr>
<td>r1332-c13-n85</td>
<td>213.165(7,387)</td>
<td>18.719(0.671)</td>
<td>11.045(0.426)</td>
<td>11.492(0.220)</td>
<td>10.353(0.503)</td>
<td>-0.878(0.047)</td>
</tr>
<tr>
<td>r1896-c14-n29</td>
<td>211.066(5,828)</td>
<td>18.389(0.531)</td>
<td>11.308(0.449)</td>
<td>11.448(0.221)</td>
<td>10.734(0.307)</td>
<td>-1.003(0.024)</td>
</tr>
<tr>
<td>r2243-c15-n21</td>
<td>213.165(5,438)</td>
<td>18.415(0.275)</td>
<td>11.556(0.552)</td>
<td>11.497(0.215)</td>
<td>10.805(0.169)</td>
<td>-1.108(0.040)</td>
</tr>
<tr>
<td>r123-c16-n188</td>
<td>212.108(12,498)</td>
<td>18.694(1.123)</td>
<td>10.741(0.401)</td>
<td>11.484(0.311)</td>
<td>10.455(0.507)</td>
<td>-0.629(0.023)</td>
</tr>
<tr>
<td>r608-c17-n171</td>
<td>213.243(9,660)</td>
<td>18.777(0.883)</td>
<td>10.837(0.471)</td>
<td>11.484(0.288)</td>
<td>10.440(0.449)</td>
<td>-0.725(0.032)</td>
</tr>
<tr>
<td>r61-c18-n434</td>
<td>207.572(13,188)</td>
<td>18.312(2.08)</td>
<td>10.755(0.480)</td>
<td>11.468(0.280)</td>
<td>10.307(0.545)</td>
<td>-0.346(0.038)</td>
</tr>
<tr>
<td>r87-c19-n460</td>
<td>211.186(10,993)</td>
<td>18.602(0.935)</td>
<td>10.710(0.492)</td>
<td>11.522(0.397)</td>
<td>10.336(0.522)</td>
<td>-0.495(0.048)</td>
</tr>
</tbody>
</table>
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Fig. S28: $N_{Ch} = 10$ GOCATs (PM7): Heatmap of the complete database chunked into 19 clusters; for illustration details, see Fig. S6.
S5 PM7: $N_{\text{Ch}} = 10$ case (summed charge neutrality)

S5.1 Cluster Analysis

Fig. S29: $N_{\text{Ch}} = 10$ GOCATs (PM7, neutral): Dendrogram of final database with 5388 non-identical individuals using the average linkage strategy, cut into 18 different clusters, (below) 24.06 kcal mol$^{-1}$e$^{-1}$ (dotted line); for illustration details, see Fig. S12.
Fig. S30: \( N_{ch} = 10 \) GOCATs (PM7, neutral): Multidimensional Scaling as 2D projection similar to Fig. 6 (main article); for illustration details, see Fig. S1. With this zoom into the neutral domain of the (almost quite flexible) \( N_{ch} = 10 \) case, we can observe an overly rugged surface with a clear slope to the “upper left” in this plot. The by far biggest cluster \( c_{11} \) is also the one with the best individuals in it, while the (very symmetric) special best rank(s), e.g. \( r_0 \) shown in the main article, is again at the edge of the distribution (see histograms).
**S5.2 Reaction Paths (Selected Clusters)**

**Fig. S31:** $N_{Ch} = 10$ GOCATs (PM7, neutral): Reaction paths of the dominant big GOCAT cluster ($c_{11}$) and other 3 bigger ones $c_2$, $c_5$, $c_{10}$. For illustration details, see Fig. S3. The average ESP values discussed in the main article are very close to the given nearest neighbor (NN) path in $c_{11}$, i.e., of $r_{1134}$ with $\Delta E^\ddagger = 16.911$ kcal mol$^{-1}$. 

---

**B.3 ESI: Optimization of Globally Optimal Catalysts**
S5.3 Selected Details

Table S4: Mean and standard deviations (parentheses) of the electrostatic potentials ($\varphi_{ESP}$) at the 3 core frames (E, TS, P) of the Menshutkin reaction for different cases.

<table>
<thead>
<tr>
<th>atom name</th>
<th>gas phase GOCATs$^b$</th>
<th>COSMO GOCATs$^c$</th>
<th>pure COSMO$^d$</th>
<th>DFT GOCATs$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-C11</td>
<td>13.70(1.67)</td>
<td>39.31(2.69)</td>
<td>13.95</td>
<td>5.99(3.83)</td>
</tr>
<tr>
<td>E-C2</td>
<td>−5.07(1.54)</td>
<td>18.90(3.30)</td>
<td>−2.83</td>
<td>−3.71(4.28)</td>
</tr>
<tr>
<td>E-H3</td>
<td>−9.96(2.52)</td>
<td>10.28(4.15)</td>
<td>−13.16</td>
<td>−1.83(6.61)</td>
</tr>
<tr>
<td>E-H4</td>
<td>−12.90(2.54)</td>
<td>12.37(4.05)</td>
<td>−6.04</td>
<td>−16.41(6.22)</td>
</tr>
<tr>
<td>E-H5</td>
<td>−7.68(2.82)</td>
<td>16.94(5.05)</td>
<td>−3.12</td>
<td>−4.31(6.99)</td>
</tr>
<tr>
<td>E-N6</td>
<td>−4.12(1.43)</td>
<td>−53.31(3.40)</td>
<td>−7.38</td>
<td>−1.91(2.88)</td>
</tr>
<tr>
<td>E-H7</td>
<td>−2.44(2.65)</td>
<td>−54.73(4.09)</td>
<td>−19.25</td>
<td>−4.16(4.12)</td>
</tr>
<tr>
<td>E-H8</td>
<td>−2.36(2.69)</td>
<td>−59.52(4.49)</td>
<td>−14.42</td>
<td>1.49(7.03)</td>
</tr>
<tr>
<td>E-H9</td>
<td>−3.21(2.07)</td>
<td>−54.31(3.95)</td>
<td>−19.02</td>
<td>3.44(7.99)</td>
</tr>
<tr>
<td>TS-C11</td>
<td>14.12(3.86)</td>
<td>37.90(2.65)</td>
<td>38.39</td>
<td>5.95(3.93)</td>
</tr>
<tr>
<td>TS-C2</td>
<td>−14.54(2.00)</td>
<td>10.55(3.52)</td>
<td>−4.17</td>
<td>−9.54(3.66)</td>
</tr>
<tr>
<td>TS-H3</td>
<td>−11.00(2.61)</td>
<td>8.08(4.12)</td>
<td>−8.52</td>
<td>−3.38(6.93)</td>
</tr>
<tr>
<td>TS-H4</td>
<td>−13.93(2.45)</td>
<td>7.45(4.04)</td>
<td>−8.33</td>
<td>−19.22(3.35)</td>
</tr>
<tr>
<td>TS-H5</td>
<td>−8.70(3.03)</td>
<td>11.92(4.98)</td>
<td>−8.44</td>
<td>−5.64(7.27)</td>
</tr>
<tr>
<td>TS-N6</td>
<td>−7.28(1.86)</td>
<td>−48.09(3.27)</td>
<td>−37.21</td>
<td>−5.88(2.73)</td>
</tr>
<tr>
<td>TS-H7</td>
<td>−5.66(1.98)</td>
<td>−54.01(3.92)</td>
<td>−42.46</td>
<td>−8.52(4.84)</td>
</tr>
<tr>
<td>TS-H8</td>
<td>−5.46(1.96)</td>
<td>−43.12(3.33)</td>
<td>−42.32</td>
<td>−2.71(5.99)</td>
</tr>
<tr>
<td>TS-H9</td>
<td>−5.96(1.86)</td>
<td>−53.42(3.87)</td>
<td>−42.51</td>
<td>0.12(6.43)</td>
</tr>
<tr>
<td>P-C11</td>
<td>13.79(1.71)</td>
<td>42.54(2.67)</td>
<td>85.37</td>
<td>5.97(3.87)</td>
</tr>
<tr>
<td>P-C2</td>
<td>−15.28(2.05)</td>
<td>−13.49(3.06)</td>
<td>−33.45</td>
<td>−10.09(3.62)</td>
</tr>
<tr>
<td>P-H3</td>
<td>−11.42(2.61)</td>
<td>0.93(3.88)</td>
<td>−19.16</td>
<td>−3.78(6.86)</td>
</tr>
<tr>
<td>P-H4</td>
<td>−14.43(2.43)</td>
<td>−3.11(4.42)</td>
<td>−19.70</td>
<td>−19.31(6.23)</td>
</tr>
<tr>
<td>P-H5</td>
<td>−9.14(3.04)</td>
<td>0.15(4.66)</td>
<td>−20.66</td>
<td>−5.88(7.18)</td>
</tr>
<tr>
<td>P-N6</td>
<td>−7.13(1.84)</td>
<td>−50.53(3.38)</td>
<td>−82.85</td>
<td>−5.97(2.74)</td>
</tr>
<tr>
<td>P-H7</td>
<td>−5.46(1.95)</td>
<td>−56.25(4.00)</td>
<td>−92.43</td>
<td>−8.57(4.86)</td>
</tr>
<tr>
<td>P-H8</td>
<td>−5.24(1.93)</td>
<td>−44.00(3.36)</td>
<td>−92.92</td>
<td>−2.76(5.99)</td>
</tr>
<tr>
<td>P-H9</td>
<td>−5.77(1.81)</td>
<td>−55.67(3.95)</td>
<td>−92.80</td>
<td>0.09(6.41)</td>
</tr>
</tbody>
</table>

$^a$ E, TS and P atoms given. H3–5 are the ones at C2, H7–9 are the ones connected to N6.

$^b$ $N_{Ch} = 10$ GOCATs (PM7, neutral, gas phase NEB path) described in the main article. Statistics of r0-c11-n3131 of corresponding database are presented.

$^c$ $N_{Ch} = 10$ GOCATs (PM7, neutral, COSMO NEB path) described in the main article as stabilization of COSMO ($H_2O$) structures within GOCATs. Statistics of r0-c16-n2210 of corresponding database are presented.

$^d$ Calculated electrostatic potentials at the core atoms in a COSMO ($H_2O$) calculation.

$^e$ $N_{Ch} = 10$ GOCATs (PBE0/def2-TZVP, neutral, gas phase NEB path). Statistics of r0-c10-n695 of corresponding database are presented.
Fig. S32: \( N_{Ch} = 10 \) GOCATs (PM7, neutral): Heatmap of the complete database chunked into 18 clusters; for illustration details, see Fig. S6.
**Fig. S33:** Single $N_{Ch} = 10$ GOCAT individual (PM7, neutral): two different views of $r_0$ (of c11) with values given for the partial charges. Both partial charges and the atoms of the selected core frames (E, TS, P) are colored red/blue in the ranges $[-0.537, +0.537]$ e for charges and $[-23.578, +23.578]$ kcal mol$^{-1}$e$^{-1}$ for ESP values. Complementary to Fig. 8 (main article).

**Fig. S34:** Single GOCAT individual (PM7, neutral): four different views of the nearest neighbor GOCAT to the calculated cluster center of c11: $r_{1334}$ for the $N_{Ch} = 10$ case. Values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges $[-0.537, +0.537]$ e for charges and $[-23.578, +23.578]$ kcal mol$^{-1}$e$^{-1}$ for ESP values, explicitly: Cl: 14.17, 14.51, 14.25; C: $-5.66, -15.66, -16.34$; N: $-4.57, -8.03, -7.87$. 
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**S6**  PM7: $N_{\text{Ch}} = 10$ case (summed charge neutrality and no TS gradient norm threshold)

### S6.1 Complementary Illustration

**Section missing in the main article:** In all other cases, usually gradient norm thresholds were included in the objective function to still have (near) stationary points on the effective new PES within the GOCAT. For the educt and product frames, this is strictly necessary, but for the TS frame, a finally found *minimal* barrier should include already a TS point that is the lowest possible (1. order) saddle point to the next valley, *within* the pre-fixed set of frames excluding E and P. Thus, here we have the exact same setting like the Section(s) before (Section S5) and described in the “Methods” Section 2 of the main article or in Section S1 above, except for the gradient threshold for a fixed TS frame. Before, more or less “vertical” energetical shifts between a pristine PES and the GOCAT PES were generated, now we also have a possibility to let the TS shift discretely.

Like demonstrated in the main article, we already have big barrier decreases for the “vertical” mode. Using a complete other path (with outwards rotation of NH$_3$) like the COSMO path (next Section), we have exothermicity, shifts of the TS to the E frame and bigger barrier decreases. The case of this additional Section without TS gradient norms in the objective function now illustrates an “intermediate” case between the two extremes. Still, this is in accordance with the main discussion line of the article. At any rate, in future applications the first and most important change is the re-optimization/relaxation of a minimum energy path for each GOCAT separately, which would make the decision about “vertical” mode or less restrictions obsolete.
S6.2 Cluster Analysis

Fig. S35: N<sub>Ch</sub> = 10 GOCATs (PM7, neutral, no TS fixation): Dendrogram of final database with 4307 non-identical individuals using the average linkage strategy, cut into 14 different clusters, (below) 30.11 kcal mol<sup>-1</sup> e<sup>-1</sup> (dotted line); for illustration details, see Fig. S12.
Fig. S36: $N_{Ch} = 10$ GOCATs (PM7, neutral, no TS fixation): Multidimensional Scaling as 2D projection of the higher dimensional ESP-distance data; for illustration details, see Fig. S13.
S6.3 Reaction Paths (Selected Clusters)

Fig. S37: \( N_{\text{Ch}} = 1 \) GOCATs (PM7, neutral, no TS fixation): Reaction paths of the two biggest GOCAT clusters: \( c3 \) and \( c7 \). For illustration details, see Fig. S3. Note: The TS indicated at the \( x \)-axis is that of the gas-phase path. Now the highest energy frame (TS) in each GOCAT is shifted to the E frame and shows up also a local minimum of gradient norm present except for E and P.
S6.4 Selected Details

Fig. S38: $N_{Ch} = 10$ GOCATs (PM7, neutral, no TS fixation): Stacked histogram (top) and cumulative distribution functions (bottom) of $\varphi_{ESP}$ for the cluster surrounding the best GOCAT: $c7$. Arrows indicate the explicit $\varphi_{ESP}$ values of the best rank within their distributions, $r0$ (given in Fig. S39), following the coloring of the 9 separate atoms shown in the legend. Below: Cumulative distribution function showing the spread or (if present) skewness; vertical bars with stars are the computed average $\varphi_{ESP}$ values of that cluster at the corresponding atoms. All average $\varphi_{ESP}$ values in kcal mol$^{-1}$e$^{-1}$ for E, TS and P frames (standard deviation in parentheses): Cl: 21.30(3.17), 21.71(3.30), 21.39(3.19); C: 14.94(3.27), –12.06(3.11), –14.48(3.30); N: –13.06(2.59), –16.31(3.28), –16.17(3.25). As general trend of $\varphi_{ESP}$ (compare with both histograms in the main article Figs. 7 and 10): The total $\varphi_{ESP}$ range increases and the N atom is already more negatively embedded than in Fig. 7 (with TS fixation), showing the trend to reach embeddings as in Fig. 10 (COSMO case).
Fig. S39: Single GOCAT individual: four different views of the best rank found during the GA runs without checking the TS gradient norm (i.e., some discrete shifts possible) of cluster c7: r0 for $N_{Ch} = 10$. Values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges $[-0.847, +0.847]$ e for charges and $[-60.217, +60.217]$ kcal mol$^{-1}$ e$^{-1}$ for ESP values, explicitly: Cl: 29.06, 29.53, 29.17; C: 6.49, −11.55, −15.42; N: −20.63, −22.86, −22.74.
S7 PM7: \( N_{\text{Ch}} = 10 \) stabilizing COSMO path (summed charge neutrality)

S7.1 Cluster Analysis

Fig. S40: \( N_{\text{Ch}} = 10 \) GOCATs (PM7, neutral, COSMO): Dendrogram of final database with 3749 non-identical individuals using the average linkage strategy, cut into 26 different clusters, (below) 33.11 kcal mol\(^{-1}\)e\(^{-1}\) (dotted line); for illustration details, see Fig. S12.
Fig. S41: $N_{\text{Ch}} = 10$ GOCATs (PM7, neutral, COSMO): Multidimensional Scaling as 2D projection of the higher dimensional ESP-distance data; for illustration details, see Fig. S13.
Fig. S42: $N_{Ch} = 10$ GOCATs (PM7, neutral, COSMO): Multidimensional Scaling as 2D projection including fitness values similar to Fig. S41; for illustration details, see Fig. S1. Notice that within this objective function, the gradient norms on the stationary points are the most dominant part and essentially mirror the fitness surface shown here. The most dominant cluster ($c11$) and its best rank is embedded in the center of the overall distribution and does not sit at the edge of the clusters as it does in Section S5.
**Fig. S43:** $N_{\text{Ch}} = 10$ GOCATs (PM7, neutral, COSMO): Heatmap of the complete database chunked into 26 clusters; for illustration details, see Fig. S6. Starting with the COSMO reaction frames, there is a very clear trend (i.e., most of the solutions are very similar at least with respect to the dominant absolute values) in all the $\varphi_{\text{ESP}}$ values in order to stabilize that path.
S7.2 Selected Details

![Image](image.png)

**Fig. S44:** Single $N_{\text{ch}} = 10$ GOCAT individual (PM7, neutral, COSMO): $r_0$ (of c16) case with values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges $[-0.751, +0.751]$ e for charges and $[-84.142, +84.142]$ kcal mol$^{-1}$ e$^{-1}$ for ESP values. Complementary to Fig. 11 (main article).
S8  DFT: \( N_{\text{Ch}} = 10 \) case (summed charge neutrality)

S8.1  Cluster Analysis

**Fig. S45:** \( N_{\text{Ch}} = 10 \) GOCATs (PBE0/def2-TZVP, neutral): Dendogram of final database with 1856 non-identical individuals using the average linkage strategy, cut into 10 different clusters, (below) 43.89 kcal mol\(^{-1}\)e\(^{-1}\) (dotted line); for illustration details, see Fig. S12.
Fig. S46: \( N_{\text{Ch}} = 10 \) GOCATs (PBE0/def2-TZVP, neutral): Multidimensional Scaling as 2D projection; for illustration details, see Fig. S1.
**Fig. S47:** $N_{\text{Ch}} = 10$ GOCATs (PBE0/def2-TZVP, neutral): Similar plot to Fig. S46. for illustration details, see Fig. S2.
**S8.2 Reaction Paths (Selected Clusters)**

**Fig. S48:** \( N_{\text{Ch}} = 10 \) GOCATs (PBE0/def2-TZVP, neutral): Reaction paths of the four biggest GOCAT clusters: \( c5-c7 \) and the one with \( r0 \): \( c10 \). For illustration details, see Fig. S3.

---

**B.3 ESI: Optimization of Globally Optimal Catalysts**
S8.3 Selected Details

**Fig. S49**: $N_{Ch} = 10$ GOCATs (PBE0/def2-TZVP, neutral): Stacked histogram (top) and cumulative distribution functions (bottom) of $\varphi_{ESP}$ for the cluster surrounding the best GOCAT: c10. Arrows indicate the explicit $\varphi_{ESP}$ values of the best rank within their distributions, $r_0$ (given in Fig. S51), following the coloring of the 9 separate atoms shown in the legend. Below: Cumulative distribution function showing the spread or (if present) skewness; vertical bars with stars are the computed *average* $\varphi_{ESP}$ values of that cluster at the corresponding atoms. All average $\varphi_{ESP}$ values in kcal mol$^{-1}$e$^{-1}$ for E, TS and P frames (standard deviation in parentheses): Cl: 5.99(3.83), 5.95(3.93), 5.97(3.87); C: $-3.71(4.28), -9.54(3.66), -10.09(3.62)$; N: $-1.91(2.88), -5.88(2.73), -5.97(2.74)$. These are compiled in Table S4. As most prominent qualitative feature: The trend of $\varphi_{ESP}$ is the same as discussed in the main article in Section 3.3 (compare with Fig. 7), except for the broader distributions that can be ascribed to the smaller database of fewer GA runs with less iterations. Both in average and in the best rank found, the most negative embedding is at C (with the shift from educt to TS/product), then N and a strong positive Coulomb potential at Cl, in good qualitative agreement with the PM7 results.
**Fig. S50:** $N_{\text{Ch}} = 10$ GOCATs (PBE0/def2-TZVP, neutral): Heatmap of the complete database chunked into 10 clusters; for illustration details, see Fig. S6.
Fig. S51: Single GOCAT individual: four different views of the best rank found during the complete DFT GA runs of cluster c10: r0 for the $N_{Ch} = 10$ case (2 views already in the main article shown). Values given for the partial charges. Both partial charges and the atoms of the core frames (E, TS, P shown) are colored red/blue in the ranges $[-0.645, +0.645]$ e for charges and $[-43.675, +43.675]$ kcal mol$^{-1}$e$^{-1}$ for ESP values, explicitly: Cl: 9.61, 9.94, 9.75; C: 0.97, −10.80, −12.09; N: −0.78, −6.34, −6.47.
Fig. S52: Single structurally relaxed GOCAT individual: four different views of fully structurally optimized educt, TS and product frames within the electrostatic potential of the GOCAT. Color code follows Fig. S51. Note that a structural relaxation was never applied in all other cases shown here or in the main text. Now the gradient norms are optimized around 1 kcal mol$^{-1}$Å$^{-1}$ and also the stationary points are checked via harmonic analysis (frequencies). Similar to the COSMO PM7 case, the characteristics both of the final ESP values at the core atoms as well as the symmetry breaking pre-oriented educt frame, the “later” TS on the reaction path etc. (main text) can be observed here, too. Main problem, though: As this is a post-GA evaluation, many solutions tend to be “overfitted”, i.e., a full structural relaxation often leads to either loose convergence as no vdW-effects are included or to some “new paths” (new reaction), as for instance the loose degree of freedom (educt) might wander around (and even leave the reaction center). Thus, a structural relaxation of the GOCATs during the GA would be the remedy here.
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