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0. Summary

The trace metal iron is considered to be the nutrient that limits marine primary production
in one third of the global surface ocean (Martin, 1990; Boyd et al., 2007; Moore et al.,
2013). It is also the nutrient that maintains future ocean fertility due to its irreplaceable
role in the process of nitrogen fixation, which adds “new” nitrogen (another nutrient for
phytoplankton) to the surface ocean (Raven, 1988; Kustka et al., 2003b; Zehr and Capone,
2020).

Due to iron’s importance, it is not surprising that the demand for incorporating iron into
global biogeochemical models is high. However, including iron in an earth system model
has been shown to have no clear benefits with respect to model misfit against observa-
tional data (Nickelsen et al., 2015) . How smart is it then to introduce iron models into
global biogeochemical models, when the benefits are not clearly identifiable? Especially,
when the iron models perform poorly at reproducing observed iron patterns in the ocean
(Tagliabue et al., 2016).

The poor performance of iron models, coupled with their failure to improve biogeochem-
ical tracer representation of the ocean, inspired this additional effort to identify the advan-
tages of including iron in a global biogeochemical model, both for the preindustrial state
and under conditions of a changing climate. The working hypothesis was that the rela-
tively poor performance of iron models might come from inadequate model calibration.

A first sensitivity study on biogeochemical model parameter values was conducted in or-
der to identify key parameters for model calibration. It was found that while some of the
parameters influence simulated nitrogen, phosphorus, and oxygen concentrations, few pa-
rameters influence simulated iron concentrations. This suggests that our modelling skill
of the iron cycle is still limited and/or that the observational data base is insufficient for
comprehensive model calibration so far. Thus it was decided not to include iron data in
further model calibration.

A model calibration framework (Kriest et al., 2017) was next applied to a hierarchy of
global models with different implementations of iron; one without iron, one with pre-
scribed iron concentrations, and another one with a dynamic iron cycle. Using calibration
against global data sets of nitrogen, phosphorus, and oxygen, the misfit of each model was
pushed to its minimum. It was found that under an assumed preindustrial steady state, the
calibrated model with a full dynamic iron cycle has the lowest model misfit against ob-
servations (thus confirming the working hypothesis). It was also found that the calibrated
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model with a fully dynamic iron cycle has 50% less net primary production (which is
closer to empirical estimations) compared to the calibrated model without iron.

Finally, transient simulations for all calibrated models were integrated from their pre-
industrial state until the end of the 21st century using an atmospheric CO2 concentration
pathway consistent with a ’business-as-usual’ CO2 emission scenario. It was found that
nitrogen fixation trends diverge among models. This divergence is caused by whether iron
limits the productivity of the upwelling regions, e.g. in the eastern tropical Pacific. The
export production in the eastern tropical Pacific (and other tropical upwelling regions)
reacts differently to warming, depending on whether iron is a limiting nutrient. These
different responses trigger a divergent chain of downstream responses that affect nitrogen
fixation across the tropical oligotrophic regions in the model.

Through the comparison between calibrated models, this thesis quantifies the advantages
of including iron in a global biogeochemistry model and reveals how important iron is
for future nitrogen fixation trends. It furthermore illustrates the interconnection between
tropical upwelling and oligotrophic regions.
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Zusamenfassung

Das Spurenmetall Eisen gilt als der Nährstoff, der die Primärproduktion in etwa einem
Drittel der globalen Ozeanoberfläche begrenzt (Martin, 1990; Boyd et al., 2007; Moore
et al., 2013). Da Eisen bei der Stickstofffixierung nicht ersetzt werden kann, durch die
dem Oberflächenozean neuerSStickstoff (ein weiterer Nährstoff für Phytoplankton) zuge-
führt wird, hält Eisen die Ozean-Fertilität aufrecht (Raven, 1988; Kustka et al., 2003b;
Zehr and Capone, 2020).

Angesichts der Bedeutung von Eisen ist es nicht überraschend, dass der Bedarf einer
Implementierung des ozeanischen Eisenkreislaufs in globale biogeochemische Modelle
hoch ist. Die Einbeziehung von Eisen in Erdsystemmodellen hat jedoch bislang keine ein-
deutigen Vorteile hinsichtlich des Modell-Misfits gegenüber Beobachtungsdaten gezeit-
igt (Nickelsen et al., 2015). Wie sinnvoll ist es dann, Eisenmodelle in globale biogeo-
chemische Modelle zu implementieren, wenn der Nutzen nicht klar erkennbar ist? Vor
allem, wenn die Eisenmodelle die beobachteten Muster im Ozean nur unzureichend re-
produzieren (Tagliabue et al., 2016).

Die schwache Leistung bisheriger Eisenmodelle, einhergehend mit deren Unfähigkeit,
die simulierte Verteilung biogeochemischer Tracer im Ozean zu verbessern, inspirierte
diese zusätzliche Forschung, um zu eruieren, welche Vorteile die Einbeziehung von Eisen
in ein globales biogeochemisches Modell haben könnte, sowohl für den vorindustriellen
Zustand als auch unter den Bedingungen eines sich ändernden Klimas. Die Arbeitshy-
pothese war, dass die relativ schwache Leistung der Eisenmodelle auf eine unzureichende
Modellkalibrierung zurückzuführen sein könnte.

Um die Schlüsselparameter für die Kalibrierung zu identifizieren, wurde eine erste Sensi-
tivitätsanalyse der biogeochemischen Parameter durchgeführt. Die Ergebnisse der Studie
zeigen, dass einige Parameter zwar die simulierten Stickstoff-, Phosphor-, und Sauer-
stoffkonzentrationen beeinflussen, aber nur wenige Parameter die Eisenkonzent-rationen.
Dies weist darauf hin, dass unsere Fähigkeit, den Eisenkreislaufs zu simulieren, noch
begrenzt ist, bzw. dass die Datenbasis für eine umfassende Modellkalibrierung bisher
unzureichend ist. Daher wurden die Eisendaten nicht in die weitere Modellkalibrierung
einbezogen.

Im nächsten Schritt wurde eine Hierarchie globaler Modelle mit unterschiedlichen Imple-
mentierungen von Eisen in einem Modell-Kalibrierungs-Framework (Kriest et al., 2017)
analysiert. Eines der Modelle ist ohne Eisen, eines hat vorgeschriebene Eisenkonzen-
trationen und ein weiteres einen dynamischen Eisenkreislauf. Die Kalibrierung hat den
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Summary

Misfit der Modelle gegen globale Datensätze von Stickstoff, Phosphor und Sauerstoff
minimiert. Unter der Annahme eines vorindustriellen Steady States hatte das kalibrierte
Modell mit einem dynamischen Eisenzyklus den geringsten Modell-Missfit gegenüber
den Beobachtungen, wodurch die Arbeitshypothese bestätigt wurde. Außerdem weist das
kalibrierte Modell mit dynamischem Eisenzyklus 50 % weniger Netto-Primärproduktion
auf (was näher an empirischen Schätzungen liegt) als das ohne Eisen.

Abschließend wurden transiente Simulationen für alle kalibrierten Modelle vom vorindus-
triellen Zustand bis zum Ende des 21. Jahrhunderts integriert, mittels eines atmosphärischen
CO2-Konzentrationspfades, der mit einem „Business-as-usual”-CO2-Emissionsszenario
konsistent ist. Die Trends der Stickstofffixierung divergieren zwischen den Modellen.
Die Divergenz wird dadurch verursacht, ob Eisen die Produktivität der Auftriebsgebiete,
z.B. im östlichen tropischen Pazifik, begrenzt. Die Exportproduktion im östlichen tropis-
chen Pazifik (und anderen tropischen Auftriebsgebieten) reagiert unterschiedlich auf die
Erwärmung, je nachdem, ob Eisen ein limitierender Nährstoff ist. Diese unterschiedlichen
Reaktionen lösen eine divergente Kette von nachgelagerten Reaktionen aus, die die Stick-
stofffixierung in den tropischen oligotrophen Regionen der Modelle beeinflussen.

Durch den Vergleich zwischen kalibrierten Modellen quantifiziert diese Dissertation die
Vorteile der Einbeziehung von Eisen in ein globales biogeochemisches Modell und zeigt,
wie wichtig Eisen für zukünftige Trends der Stickstofffixierung ist. Zudem veranschaulicht
diese Dissertation die Verbindung zwischen tropischen Auftriebsgebieten und oligotro-
phen Regionen.
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1. Introduction

1.1. Role of iron in global biogeochemistry

Tiny phytoplankton form the base of the marine ecosystem and help to shape the chem-
ical and elemental distribution of the Earth’s vast oceans (Redfield, 1958). The marine
ecosystem provides essential services, such as fisheries and recreation, for human so-
ciety. In a photosynthetic process called “primary production”, phytoplankton take up
dissolved carbon dioxide and form organic material, some of which passes through the
surface ecosystem and eventually sinks into the deep ocean where it decomposes back to
CO2. This sequence of processes, often referred to as the biological carbon pump, is an
important component of the marine carbon cycle. Its carbon uptake potential is known
to play a considerable role in shaping Earth’s climate on long time scales (Sarmiento and
Gruber, 2006) and might also play a role in the oceanic sequestration of carbon as we
face the challenge of climate change in the anthropocene (Riebesell et al., 2009; Shaffer,
2010; Passow and Carlson, 2012; Taucher et al., 2014).

However, the nutrients required for phytoplankton growth are not always available in the
surface ocean and therefore primary production can be nutrient-limited (Moore et al.,
2013). Over the years, there has been debate over whether nitrogen or phosphorus is
the ultimate limiting nutrient in the ocean (Tyrrell, 1999). A “geologist’s view” is that
phosphorus is the ultimate nutrient limiting global primary production. This is based on
the existence of a process called ‘nitrogen fixation’. Nitrogen fixation occurs in nitrogen-
depleted waters, where a special type of phytoplankton, diazotrophs, fix dinitrogen and
make it bio-available. Phosphorus does not have an analogous route of production within
the ocean; hence, phosphorus can eventually become more scarce compared to nitrogen,
e.g. if loss by burial of organic matter in sediments exceeds external terrestrial sources
of phosphate globally. Furthermore, a “biologist’s view” suggests that nitrogen is the ul-
timate limiting nutrient. This is indicated by the ratio of nitrogen to phosphorus in the
surface water showing a relative shortage of nitrogen in observational data, e.g., World
Ocean Atlas (Tyrrell and Law, 1997). Additionally, it has been shown that adding nitrogen
to oligotrophic, or nutrient-poor, waters can induce higher growth while adding phospho-
rus does not (Ryther and Dunstan, 1971; Moore et al., 2013). Tyrrell (1999) used an
ocean box model to explain that in anoxic regions, denitrification acts as a nitrogen sink,
contributing to the shortage of nitrogen in the surface. They found that denitrification is
globally and on long timescales balanced by nitrogen fixation and both are controlled by
the addition of phosphorus. Hence, they concluded that phosphorus is the ultimate lim-
iting nutrient regulating long-term ocean productivity. However, Tyrrell (1999) did not
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1.1 Role of iron in global biogeochemistry Introduction

consider the constraints on nitrogen fixation in their model, e.g. by iron availability. The
availability of iron defines the biogeography of diazotrophs in the low latitudes and is
thus important for the long-term stability of the nitrogen inventory, and the maintenance
of ocean fertility (Ward et al., 2013; Snow et al., 2015).

Figure 1.1.: Observed dissolved iron concentrations in the surface ocean (tiles; µmol m−3) and
locations that are primarily iron limited (red points within black circles). The iron concentrations
are compiled from both the 2017 GEOTRACES intermediate data product (Schlitzer et al., 2018)
and (Tagliabue et al., 2012). The iron limitation locations are from Moore et al. (2013).

Iron as a micro-nutrient is irreplaceable in certain cellular enzymes associated with photo-
synthesis, respiration, and nitrogen fixation (Raven, 1988; Kustka et al., 2003b; Tagliabue
et al., 2017; Zehr and Capone, 2020), owing to the origin of marine life in iron rich anoxic
conditions (Canfield et al., 2006). In contrast to its abundance in the Earth’s crust, iron
is not among the most abundant chemical compounds (e.g. chloride, sodium, sulfate,
magnesium, calcium, and potassium) present in modern seawater. This is due to the low
solubility of iron in oxygenated water and a process called “scavenging”, where dissolved
iron attaches itself to particles and sinks through the water column. The concentration
of iron in seawater is on the scale of µmol m−3 or lower (Fig. 1.1), which is about a
thousand times lower than the molar concentration of phosphate. This concentration is
so low that it was not until the 1970s, with the achievement of contamination-free sam-
pling and trace-metal measurements (Bruland et al., 1979; Settle and Patterson, 1980),
that it was possible to accurately measure iron concentrations in seawater. Considering
that the stoichiometric ratio between iron and phosphate in phytoplankton varies from 4.6
to 31 mmol mol−1 (Twining and Baines, 2013) and the ratio in seawater is about 0.27
mmol mol−1 (Moore et al., 2013), it is not surprising that iron in seawater is a rare com-
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Introduction 1.1 Role of iron in global biogeochemistry

Figure 1.2.: High nutrient low chloropyll regions: the North Pacific Ocean, the Equatorial Pacific
Ocean, and the Southern Ocean. This is a screenshot of the video abstract by Yao et al. (2019)
from link: https://iopscience.iop.org/article/10.1088/1748-9326/ab4c52 .

modity for phytoplankton.

Primary production in one-third of the surface ocean is limited by iron and the shortage of
iron explains the existence of “High-Nutrient-Low-Chlorophyll” (HNLC) regions, such
as the Southern Ocean, where relatively high concentrations of nitrogen and phosphorus
in the surface water are not utilized by biological production (Fig. 1.2; Boyd et al., 2007;
Moore et al., 2013). Based on these findings, could iron be the actual ultimate limiting
nutrient of primary production? The answer is complicated. The in-situ iron fertilization
experiments show an increase of the primary production during the iron addition period
(de Baar et al., 2005). The global iron fertilization based on model studies show that
the primary production and carbon uptake of the ocean may increase (Aumont and Bopp,
2006; Zahariev et al., 2008). However, in those models experiments, simulating replete
iron for a short period, the phytoplankton community in the HNLC regions can utilize
more micro-nutrients causing in turn a reduction of macro-nutrient lateral transport to
oligotrophic regions and a decrease of productivity downstream.

Martin (1990) hypothesized that the lower atmospheric CO2 concentrations of the Last
Glacial Maximum (LGM) may have been due to a much higher ocean carbon export from
enhanced surface biological activity. They hypothesized that this enhanced carbon export
was caused by an increase in iron supply due to higher levels of atmospheric dust depo-
sition. This hypothesis, famously described by Martin with his controversial statement,
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1.2 The marine iron cycle Introduction

“Give me half a tanker of iron, and I’ll give you the next ice age”, has inspired multi-
ple mesoscale iron fertilization experiments (de Baar et al., 2005) and ideas for climate
engineering (Aumont and Bopp, 2006). Model studies show that iron fertilization might
not be the sole factor for the carbon dioxide drop during the LGM, but enhanced produc-
tivity in high latitudes might have contributed from less than a quarter (Lambert et al.,
2015) to one-half (Watson et al., 2000; Hain et al., 2010) of the decrease in atmospheric
carbon dioxide. This uncertainty, in addition to the circulation and forcing differences,
could be partly caused by differences between model implementations (including model
complexity) of the iron cycle (Tagliabue et al., 2017).

1.2. The marine iron cycle

pFe

dFe

aerosol deposition

iceberg transport

uptakeplankton
ecosystem

scavenging

remineralization

sedimental
release

hydrothermal
vents

sink

ligand-bound Fe

circulation transport 

circulation transport 
ligand production

ligand-bound Fe

Figure 1.3.: The iron cycle in the ocean. This is a representation of the marine iron cycle adapted
from the review on marine iron cycling by Tagliabue et al. (2017). The sources of iron in the
ocean are aerosol deposition, sedimentary release, iceberg transport, and hydrothermal flux.
Phytoplankton take up dissolved iron (dFe) and produce organic matter. Dissolved iron can be
scavenged by particles, both organic and lithogenic, which form particulate iron (pFe).
Eventually particulate iron sinks out of the water column. However, not all dissolved iron will be
scavenged. Ligands can be produced as result of biological activity in the marine ecosystem and
they can bind with iron and protect iron from scavenging. The ligand-bound iron can be then
transported further by the ocean circulation (marked by dashed white arrow).

Our understanding of the iron cycle has evolved in the last few decades. Before the GEO-
TRACES project (Schlitzer et al., 2018) discovered variable iron concentrations in the
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deep ocean linked to hydrothermal vents (e.g., Fitzsimmons et al., 2015), the deep ocean
iron concentrations were assumed to be quasi-constant and reflecting the ambient organic
iron-complexing ligand concentrations (Gledhill and van den Berg, 1994; Rue and Bru-
land, 1995). Aerosols were assumed to be the sole source of iron in the ocean in early
model studies (Lefèvre and Watson, 1999; Archer and Johnson, 2000). This was partly
motivated by earlier studies that suggested a limited reach of riverine iron; e.g., rapid re-
moval of iron in river water by salt-induced flocculation in estuary regions (Boyle et al.,
1977). More recently, Elrod et al. (2004) found out that the shelf sediments can be a
significant iron source and can sustain high phytoplankton productivity downstream hun-
dreds of kilometers offshore. Robinson et al. (2016) also pointed out that there is natural
iron fertilization downstream from islands, primarily due to sediments and runoff. In the
polar oceans, icebergs can be a major iron source, since the iron particles can hitchhike
on the iceberg during its voyage (Raiswell et al., 2008; Hopwood et al., 2019). Although
hydrothermal sources are important for the deep ocean iron inventory, they are a minor
contributor to ocean primary production, fertilizing only 2 to 3 percent of the global ocean
surface production of particle organic carbon and is less pronounced than aerosol (around
12 to 15%) and sediment sources (79 to 81%; Tagliabue et al., 2014).

In the vast ocean, the rapid removal of iron by scavenging process seems to set a general
trend of iron concentration: low abundance when local iron source is absent. However,
organic ligands that bind with iron can keep iron in solution (Fig. 1.3). The production
of ligands is associated with iron-limited bacterial and phytoplankton community growth,
zooplankton grazing and organic particle remineralization (Gledhill, 2012). Völker and
Tagliabue (2015) introduced a dynamic ligand cycle in a global biogeochemical model
and found improvement for model misfit against observational iron patterns.

1.3. Performance of iron models

Marine biogeochemical models are a means to test hypotheses induced by observations
or experimental work, to illustrate interactions between marine ecosystems and physical
environments, and to deduce the implications of such interactions. As more processes
are discovered and hypotheses are generated, for example by novel observational data
(e.g., the finding of hydrothermalism being an iron source in the interior ocean; Tagliabue
et al., 2010), there is increasing demand to include these proposed processes into bio-
geochemical models. This demand is based on the assumptions that (a) a more complex
model better reflects reality and (b) that a model that better reflects current observations
provides for more realistic future projections. Neither of which are necessarily the case.
Modelers can be hesitant to implement more processes into models, or to make models
more complex. This “hesitation”, however, may not be about the implementation pro-
cess itself but rather about the challenges that come with the calibration of more complex
models.
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1.4 Parameter calibration difficulties and possible solutions Introduction

Increasing in complexity without sufficient parameter calibration does not guarantee bet-
ter model projections (Anderson, 2005). In an iron model inter-comparison project against
observed data of dissolved iron by Tagliabue et al. (2016), the authors compared 13 global
biogeochemical models and found large disagreements in iron residence time in the ocean
(from the scale of years to centuries). This variability is due to differences in the applied
iron scavenging parameterizations. The authors also pointed out that even the most com-
plex iron model has a large model-data misfit (and only explained 36 % of the observed
iron concentration variance, despite representing a wide variety of processes thought to
be relevant). Nickelsen et al. (2015) hand-tuned parameter values against surface nutrient
fields as they introduced a full dynamic cycle of iron into an earth system model with
intermediate complexity (Eby et al., 2013; Keller et al., 2012). This addition of iron did
not lead to improvement of model performance with respect to reproducing observed sur-
face nutrient distributions, compared to an earlier version of the biogeochemical model
by Keller et al. (2012). This earlier version uses a simple prescribed iron concentration
mask in the surface ocean to limit primary production. Poor parameter value choices in
the new, more complex model might have contributed to the stagnating performance, but
also this might not be the sole issue. In addition, the uncertainty in iron models needs
to be addressed before we can trust model results that examine iron fertilization as a po-
tential climate change mitigation measure (Tagliabue et al., 2016; Buesseler et al., 2008).
More effort should be put into improving parameter calibration techniques, and into un-
derstanding the impact of model complexity before increasing model complexity further.

Parameter uncertainty may occur not in iron modules alone, but is widespread in the
global biogeochemical models. Model architecture and its parameters describe the path-
ways for elements (e.g., nutrients and carbon) passing through marine ecosystems. Even
when models show similar nutrient distributions (e.g., nitrate, phosphate), the fluxes in
the ecosystem can vary (Löptien and Dietze, 2017). Laufkötter et al. (2016) show that
the projections of carbon export over the 21st century vary across different models due to
pathway uncertainties and call for better-constrained ecosystem parameterizations.

1.4. Parameter calibration difficulties and possible solutions

In this section I will address the question, what is hindering calibration of model parame-
ters in an earth system model.

1.4.1. Computing expense of a single simulation

In coupled physical-biogeochemical models of the ocean, the global chemical and bio-
logical tracers (e.g., the concentration of dissolved inorganic nitrogen and the abundance
of phytoplankton) are generally modeled within the framework of local “grid-boxes”,
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which are connected via the ocean General Circulation Models (GCM). This means that
the chemical and biological processes take place in the local grid-box and the physical
transport (advection and mixing) of tracers between the grid-boxes is carried out by the
GCMs. Since many tracers in the ocean model require thousands of model years to reach
their equilibrium state (i.e., the annual mean concentration of a tracer does not change
over time), the effect of changes in parameter values on steady state solutions of ocean
models are computationally expensive to obtain. A fully coupled earth system model
used for assessing the impact of climate change in the Climate Model Inter-comparison
Projects (CMIP; e.g., Bopp et al., 2013; Eyring et al., 2016) might take up to a month to
finish a 300-year simulation. Due to this long integration time, even a single spin-up (the
simulation where a model reaches its equilibrium state) may take up to a year.

Khatiwala (2007) reduced the model spin-up time problem with the Transport Matrix
Method (TMM). The underlying idea of the TMM is that a GCM, if the advective-
diffusive transport operator is linear, it can be written as a sparse matrix, which may
be efficiently constructed by “probing” the GCM with a passive tracer (Khatiwala, 2007).
This sparse matrix is called a Transport Matrix (TM). The TM is used to move tracers
around without activating its corresponding GCM: hence, it is an “offline model”. Fur-
thermore, models using a seasonally cycling set of constant TM by Khatiwala (2007) are
adapted to parallel computing frameworks. Consequently, the model spin-up can be run
at up to two orders of magnitude higher efficiency. However, this offline model has some
bias to biogeochemical quantities (e.g., differences in tracer concentrations at high lati-
tudes) compared to its online counterpart. This is due to modifications (e.g., omission of
the polar filtering applied in the online version, and slight differences in the application
of time-dependent forcing fields) that are necessary in the TMM (Kvale et al., 2017).

1.4.2. Dealing with large numbers of parameters

Model complexity increases and the number of tunable parameters rise. Given the avail-
able observations, in particular the number of independent datasets, not all parameters can
be independently tuned in biogeochemical models (Kriest, 2017). Searching a combina-
tion of parameter values that minimize misfit between model results and observational
data in a model with n parameters is a search problem in a solution space with n dimen-
sions (e.g., if there are two value choices for each parameter, a model with 46 parameters
has 246 possible parameter value combinations). This means that when n increases by 1,
the number of combinations that need to be tested increases at least by a twofold. Hence,
hand-tuning or making educated guesses, can be ever more challenging when dealing with
exponentially expanding numbers of possible parameter value combinations.

One of the possible solutions for parameter optimization is the Covariance Matrix Adap-
tion Evolution Strategy (CMA-ES) (Kriest et al., 2017; Hansen, 2006). It is one of the
meta-heuristic methods, which is made to solve the minimization problem in multiple
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dimensions by mimicking the evolution process in nature to search the parameter space
efficiently. For the classical evolutionary algorithms, parameter value is seen as a trait and
a combination of parameter values is seen as an individual. The performance of an indi-
vidual is measured by a cost function (e.g., the misfit against observations of the model
which applied this very combination of parameter values) and a “better” individual is an
individual with a lower cost (i.e., a smaller misfit). In the beginning, a certain amount
of individuals are “born” by drawing randomly from the solution space (i.e. a plausible
range of values for a given parameter as indicated by e.g. the respective physiological
literature). In each generation or iteration, the performance (misfit) of individuals will
be evaluated and the offspring will be produced by random selection of traits from the
“better” individuals, while “worse” individuals will not be considered further (they go
’extinct’). The algorithm will also allow the re-insertion of “good” individuals from for-
mer generations in order to give the good traits (parameter values) a better chance to pass
on to the next generation of individuals. This evolutionary process encourages the emer-
gence of individuals with preferable traits. After a certain number of generations, the
“best” individual with the smallest misfit arises.

Different from classical evolution algorithms, CMA-ES is an Estimation of Distribution
Algorithm (EDA) (Hansen and Ostermeier, 2001). CMA-ES assesses the distribution of
each parameter not only from the misfit of the current generation but also a few gener-
ations backwards, and looks for where is more likely to have better fitness. In this way,
the knowledge of the distribution gathered by older generations can persist and fade out
slowly. CMA-ES then draws the offspring following the knowledge of the distribution.
The advantage of CMA-ES is that it needs smaller amounts of individuals per generation,
and hence lower computational demand compared to classical evolutionary algorithms.
However, considering the total numbers of parameters in a biogeochemical model and
the limited number of available independent data sets (see paragraph below), the values
of some parameters may not converge after calibration (Löptien and Dietze, 2015, 2017).
In a study by Kriest et al. (2017), a selective set of 6 parameters from a biogeochemical
model (which contains over 20 parameters) is calibrated against the global data sets of
nitrate, phosphate, and oxygen concentrations, and the calibrated model shown a better
skill to reproduce observed global biogeochemical fluxes.

1.4.3. Data set limitations

As the models grow in complexity, we need more independent data sets to constrain the
parameters. The World Ocean Atlas is an precious asset for modellers. It contains a clima-
tological compilation of a few biogeochemical tracers, such as oxygen, nitrate, phosphate,
and silicate in the world ocean (Garcia et al., 2013b,a). However, the observations for iron
in the ocean is relatively scarce, since, as motioned above, it was not possible to measure
the low concentration of iron in sea water until the late 70s (Bruland et al., 1979; Settle
and Patterson, 1980), and still requires dedicated equipment and experts. Thanks to in-
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ternational collaborations, e.g., the GEOTRACES project (Schlitzer et al., 2018), limited
amount of cruise sections of iron concentration data in all major basins are collected or
planned to be collected. These can provide insight into the variability of iron concentra-
tions in the ocean.

Observation-based biogeochemical flux/rate measurements or estimates (e.g. net primary
production and export production) may provide extra constraints for biological parame-
ters, in addition to traditional concentration-based data sets. However, fluxes have their
own uncertainty. Carr et al. (2006) compared 24 models that estimate global ocean net
primary production from satellite measurements of ocean color and found a variation
by a factor of two among them, contributed possibly by different model estimates in
high-nutrient low-chlorophyll conditions, and extreme temperatures or chlorophyll con-
centrations. Sediment traps are criticized for systematic bias (e.g., caused by tipping over,
advection, sample preservation, and estimation models) (Honjo et al., 2008; Bloesch and
Burns, 1980). They are still an important data set for assessing the global oceanic parti-
cle sinking rates, because of their wide deployments in various regions of the ocean ever
since 1983 (Honjo et al., 2008).

1.5. University of Victoria Earth System Climate Model

Earth system models of intermediate complexity (EMICs) include most of the processes
described in comprehensive models and have a coarse grid (compare to higher resolu-
tion in comprehensive models) and often apply substantial simplifications to represent the
dynamics of some or all components, which make the models simple enough that long-
term climate simulations over thousands of years are sensible (weeks of computing) on
the current generation of computers (Claussen et al., 2002). University of Victoria Earth
System Climate Model version 2.9 (UVic 2.9) is an EMIC with four coupled components
(Weaver et al., 2001; Eby et al., 2013): a single layer atmospheric model, a sea ice model
(Bitz and Lipscomb, 1999), a land model (Meissner et al., 2003), and a three dimensional
ocean model. In the horizontal direction, all components have a grid resolution of 1.8 ◦

latitude × 3.6 ◦ longitude. The atmospheric model calculates heat and water fluxes be-
tween the atmosphere and the ocean, land and sea ice dynamically (Fanning and Weaver,
1996). The vertical grid resolution of the ocean model varies from 50 m near the surface
to 500 m in the deep ocean.

In order to isolate the impact on biogeochemistry from the complexity of the iron mod-
els, we apply the same GCM (Modular Ocean Model 2, Pacanowski, 1996), coupled with
different versions of the Kiel Marine Biogeochemical Model (KMBM) as the oceanic
biogeochemical component (Fig. 1.4). The first model ignores iron as a nutrient for
phytoplankton (NoFe) and the phytoplankton potential growth rate depends on nitrate,
phosphate, light intensity, and temperature. This version of the model is created by dis-
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Figure 1.4.: Three different implementations of iron modules in a biogeochemistry model. The
complexity increases from left to right (NoFe < FeMask < FeDyn).

abling the iron limitation factor in (KMBM1, Keller et al., 2012). The second model has
a prescribed seasonal cycling of iron concentrations (FeMask, Keller et al., 2012), which
is estimated by the Biology Light Iron Nutrient and Gas model (BLING, Galbraith et al.,
2010). In FeMask, the iron limitation factor (a Monod function of iron concentrations)
acts as an additional constraint for the phytoplankton potential growth rate compared to
NoFe. The third model builds on FeMask and instead of using prescribed iron concen-
trations, it calculate iron concentrations dynamically through an explicit representation
of the oceanic iron cycle (FeDyn, Nickelsen et al., 2015) similar to what was used origi-
nally in the BLING model simulations. In FeDyn, the accounts for different iron sources,
such as aerosol deposition (Luo et al., 2008), sediment release (Elrod et al., 2004), and
hydrothermal iron flux (Tagliabue et al., 2010). Dissolved iron in FeDyn is also subjected
to scavenging and colloid formation. Ligands can bind with dissolved iron and prevent
iron scavenging, which is prescribed as a global constant concentration in FeDyn. More
details of each model variation can be found in Keller et al. (2012, NoFe and FeMask)
and Nickelsen et al. (2015, FeDyn).
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1.6. Chapter synopsis and author contribution

This thesis aims to understand the impact of different iron model implementations on bio-
geochemical processes under pre-industrial steady state and climate change. The goals
and achievements of each chapter are summarized here.

Chapter 2 aims to identify suitable parameters (i.e. those to which simulated tracer dis-
tribution is sensitive) in UVic 2.9 for model calibration in Chapter 3. This chapter focuses
on identifying parameter uncertainties from the literature and testing parameter sensitiv-
ity for the pre-industrial climate state in the offline UVic 2.9. It demonstrates possible
deficiencies arising from hand-tuning and the major difficulties of the iron model at re-
producing observational data. It paints a general picture for parameter sensitivities in
UVic 2.9 with KMBM 2(Nickelsen et al., 2015). It also lays down some of the ground
work for the model calibrations in the next chapter.
A. Oschlies, W. Koeve and W. Yao conceived and designed the experiments. W. Yao
implemented and performed the experiments and analysed the data. W. Yao wrote the
chapter with contributions from K. F. Kvale, W. Koeve and A. Oschlies.

Chapter 3 aims to explore the impact of different iron implementations on global bio-
geochemical indicators in a pre-industrial climate after calibration, which optimizes every
model against observational data. In this chapter a model calibration framework by Kriest
et al. (2017) is applied that utilized the TMM and the CMA-ES. Three different variations
of UVic 2.9 (one without iron implementation, one with prescribed iron concentrations,
and another with a full iron cycle) are calibrated against multiple observational data fields
(nitrogen, phosphate, and oxygen). By comparing the calibrated models, the impact of
iron model implementations on global biogeochemical indicators (e.g., net primary pro-
duction and oxygen deficit zone volume) in the pre-industrial steady state ocean are quan-
tified. It is demonstrated that the model with a full iron cycle implementation has the best
performance. Different nutrient pathways resulting from different iron model implemen-
tations are described, which emphasize the importance of model parameter calibration for
future studies.
This chapter is based on the published paper: Yao W, Kvale K F, Achterberg E, Koeve W,
Oschlies A. (2019) Hierarchy of calibrated global models reveals improved distributions
and fluxes of biogeochemical tracers in models with explicit representation of iron[J].
Environ. Res. Lett. 14 114009, DOI:https://doi.org/10.1088/1748-9326/ab4c52. W. Yao
and A. Oschlies conceived and designed the experiments. W. Yao implemented and per-
formed the model calibrations with support from K. F. Kvale and W. Koeve. W. Yao
analysed the data. W. Yao wrote the paper with contributions from K. F. Kvale, W. Ko-
eve, E. Achterberg and A. Oschlies.

Chapter 4 aims to examine the impact of applying different iron implementations under
climate change. The three calibrated variations of UVic 2.9 (Chapter 3) are integrated
online (in a fully-coupled earth system mode) under the atmospheric CO2 concentra-
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tion scenario Representative Concentration Pathways (RCP) 8.5 of the Intergovernmental
Panel on Climate Change (IPCC). While all models agree on a trend of decreasing NPP
with global warming, models disagree on nitrogen fixation trends. Comparing all models,
we find that the nutrient pathways in the upwelling regions, e.g., in the tropical eastern
Pacific, are determined by model differences in the iron cycle parameterization. These
pathways behave differently in response to warming, which creates different nutrient sto-
ichiometric conditions (nitrogen to phosphorus ratio) for diazotrophs in the oligotrophic
regions, and hence triggers different nitrogen fixation responses. This chapter illustrates
the importance of a realistic iron parameterization for future climate studies and argues
for more effort in model calibration accompanied with future model development.
This chapter is based on a manuscript submitted to the scientific journal Global Bio-
geochemical Cycles: W. Yao, K. F. Kvale, W. Koeve, A. Landolfi, E. Achterberg, E.
M. Bertrand and A. Oschlies (2020) Simulated future trends in marine nitrogen fixation
are sensitive to model iron implementation. W. Yao conceived and designed the experi-
ments. W. Yao performed the model simulation and analysed the data. W. Yao wrote the
manuscript with contributions from K. F. Kvale, W. Koeve, A. Landolfi, E. Achterberg,
E. M. Bertrand and A. Oschlies.
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2. Parameter sensitivity in the Kiel Marine Biogeochemical
Model

2.1. Introduction

Biogeochemical models are an important component of earth system models, and de-
scribe marine ecological interactions with chemical elements and the physical environ-
ment. Over the years, biogeochemical models have become more complex. For example,
the KMBM originated as a simple nitrogen-based NPZD pelagic model (Oschlies and
Garçon, 1999), which contained only 4 biological tracers; nitrogen (N), phytoplankton
(P), zooplankton (Z) and detritus (Det) and only 16 biogeochemical parameters. Dia-
zotrophs were then added by Schmittner et al. (2008); these fix dinitrogen when fixed
(plant usable) nitrogen in the water is scarce. In the Kiel Marine Biogeochemical Model
Version 1 (KMBM1), Keller et al. (2012) implemented a global mask of iron-related
growth rate limitation for phytoplankton, based on the mean monthly dissolved iron con-
centration outputs from the BLING model (Galbraith et al., 2010). In 2015, Nickelsen
et al. (2015) introduced a full dynamic iron module into the KMBM1 (named KMBM2),
which put the number of biogeochemical parameters at 46 (more than doubled compared
to the original).

Meaningful projections of ocean system response to climate change are only possible if
key system processes and feedbacks are implemented (Anderson, 2005; Doney, 1999;
Pomeroy, 2001; Denman, 2003). Hence, a model such as KMBM, which is widely used
in studies of the present and paleo ocean (e.g., Meissner et al., 2005; Koeve and Kähler,
2010; Landolfi et al., 2013; Bralower et al., 2014; Kvale et al., 2018; Oschlies et al., 2019)
and assessment of different geo-engineering measures under climate change (e.g., Reith
et al., 2016; Mengis et al., 2019), has increased in complexity with time. However, in-
creased complexity does not automatically guarantee a more realistic model, e.g., a model
that better reproduces certain tracer distributions, surface fields, and fluxes.

The iron model is a good example of this. A fully dynamic iron cycle might be necessary
to evaluate climate change because the future is predicted to become “dustier” (Hamilton
et al., 2020) due to increased fossil fuel emissions and wildfire events. A dustier future
suggests a dynamic dust flux may be important to resolve, as well as a dynamic response
of ligands, which keep iron in solution. However, it is difficult for current iron models to
reproduce observational data (Tagliabue et al., 2016). This might have structural reasons
(relevant processes are missing) or it might be due to wrong model parameters. Increasing
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complexity requires careful parameter validation with independent global data sets (An-
derson, 2005). Yet as model complexity increases, our ability to hand-tune parameters is
challenged and efforts in parameter calibration are sometimes underwhelming; for exam-
ple, in KMBM2, the only tuning performed was against surface ocean nitrate, phosphate,
and iron concentration (Nickelsen et al., 2015).

One of the hurdles facing thorough model validation with global data sets is the millennial
time scales involved in whole ocean biogeochemical equilibration. However, in coarse-
resolution ocean models (i.e. those with horizontal resolutions of > 1◦ and between 15
and 30 vertical layers), model integration time for individual full ocean model spin-ups
can be reduced to the order of days (vs. weeks, months) when using “offline” methods.
These methods use prescribed, seasonally-cyclic but otherwise constant circulation, as
well as prescribed atmospheric boundary conditions. An example is the TMM (Khati-
wala, 2007), which provides an opportunity to assess a wide range of parameters against
global climatological data.

As a first step, this chapter systematically examines the sensitivity of parameters in KMBM2
against global data sets of nitrate, phosphate, oxygen, and iron. The uncertainty of pa-
rameter values is assessed in order to identify suitable parameters from the model for
future calibration, which will also explore effects on other metrics, such as biogeochemi-
cal fluxes and model response to transient forcing.

2.2. Methods

2.2.1. The University of Victoria Earth System Climate Model version 2.9

UVic 2.9 is an earth system model of intermediate complexity. It combines a simple one-
layer atmospheric model, a terrestrial model, a sea-ice model, and a three-dimensional
general circulation ocean model. All of the components have a 3.6×1.8 horizontal grid
resolution. The ocean model has 19 vertical layers of increasing width towards the deep.
In this study, we use an Upwind-biased scheme (UW3) (Holland et al., 1998; Griffies
et al., 2004) instead of the second-order Flux-Corrected Transport scheme (FCT) in Nick-
elsen et al. (2015) in order to obtain a comparable circulation between the “online” and
“offline” models. The vertical diffusion coefficient is increased from 0.15 to 0.43 cm2 s−1,
in order to counteract the strength reduction of the meridional overturning circulation
caused by switching advection schemes. The comparison between the “online” and “of-
fline” models can be found in Kvale et al. (2017). The biogeochemical model used in this
study is KMBM2 (Nickelsen et al., 2015).
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Table 2.1.: The biogeochemical parameter values for KMBM2, summarized from Nickelsen
et al. (2015).

Parameter Description Value Units
1.Phytoplankton ( PO, PD)
a Maximum growth rate constant at 0◦C 0.6 d−1

mPO PO mortality rate 0.03 d−1

mPD PD mortality rate µ∗P d−1

µ∗P Microbial loop recycling rate 0.015 d−1

cD Diazotrophs’ handicap 0.4
light limitation
kw Light attenuation due to water 0.04 m−1

kc Light attenuation through phytoplankton 0.047 m−1 (mmol N m−1)−1

kI Light attenuation through sea ice & snow 5.0 m−1

PAR Fraction of photosynthetically active radiation 0.43
θmin Maximum Chl:C ratio, extreme iron limitation 0.01 gChl (gC)−1

θmax Maximum Chl:C ratio, abundant iron 0.04 gChl (gC)−1

αmin Minimum chlorophyll specific initial slope in PI-curve 18.4 µgC (gChl)−1 (W m−2)−1 s−1

αmax Maximum chlorophyll specific initial slope in PI-curve 73.6 µgC (gChl)−1 (W m−2)−1 s−1

Macro-nutrient limitation
KN Half saturation constant for N uptake 0.7 mmol N m−3

RP:N Molar P:N ratio 0.0625
KP Half saturation constant for P uptake KN RP:N µmol m−3

Iron limitation
KP

Femin Minimum KP
Fe 0.04 µmol Fe m−3

KP
Femax Maximum KP

Fe 0.4 µmol Fe m−3

Pmax PO biomass above which KP
Fe increases 0.15 mmol N m−3

KD
Fe Half-saturation constant for Diaz Iron limitation 0.1 µmol Fe m−3

RFe:N Molar Fe:N ratio for iron uptake 66.25 µmol Fe (mol N)−1

2. Zooplankton (Z)
g0

Z Maximum grazing rate at 0◦C 0.4 d−1

ge
Z Z growth efficiency 0.4

γ Z assimilation efficiency 0.7
mZ Z quadratic mortality 0.06 (mmol N m−3)−2 d−1

KGraze half-saturation constant for Z grazing 0.15 mmol N m−3

ψPO Z preference for PO 0.3
ψPD Z preference for PD 0.1
ψZ Z preference for other Z 0.3
ψDet Z preference for Det 0.3
3. Detritus (Det)
µ0

Det Det remineralization rate at 0◦C 0.055
ω0

Det Sinking speed of Det at surface 14 m d−1

ω i
Det Depth dependent sinking speed slope 0.06 d−1

Carbonate
RC:N Molar C : N ratio 6.625
RCaCO3:POC CaCO3 over nonalgal POC production ratio 0.03
DCaCO3 CaCO3 remineralisation e-folding depth 6500 m
4.Iron (Fe)
LT Total ligand concentration 1 µmol lig m−3

KFeL Fe-ligand stability constant 105.5 (mmol lig m−3)−1

RFe:Psed Molar Fe : P for sedimentary iron source 0.004
O2min Minimum O2 concentration for aerobic oxidation 5 mmol O2 m−3

Korg
Fe Organic-matter dependent scavenging rate 0.45

Korg
Fe s Organic-matter particle scaling for scavenging 0.58

Kcol
Fe Fe colloidal production and precipitation rate 0.005 d−1

5. Oxygen (O2)
RO:N Molar O : N ratio 10
6. Temperature dependency
b Scaling factor b for temperature dependent process 1.066
c Scaling factor c for temperature dependent process 1.0 (◦C)−119
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2.2.1.1. Iron model

The iron cycle model in KMBM2 largely follows Parekh et al. (2004, 2005) and Galbraith
et al. (2010). Iron limitation affects phytoplankton growth through lower light harvesting
ability and lower nutrient-dependent growth rate. The global ligand concentration is con-
stant, and dissolved iron that does not bind with ligands is subjected to organic scavenging
and colloid formation. The iron cycle in this study includes different iron sources, such as
aerosol deposition, sediment release, and hydrothermal iron flux. The aerosol deposition
of iron is estimated from the monthly output of an atmospheric dust transport model (Luo
et al., 2008). The release of iron from sediment is linked to particulate organic phospho-
rus that reaches the sediment with a fixed ratio (Nickelsen et al., 2015; Elrod et al., 2004).
Hydrothermal vents are an additional source of dissolved iron for the ocean bottom water.
The hydrothermal iron flux data is compiled by Tagliabue et al. (2010). A more detailed
description of the iron cycle in KMBM2 can be found in Nickelsen et al. (2015).

2.2.2. Transport matrix method

The offline version of UVic 2.9 (Kvale et al., 2017) is used here. However, the extraction
of TMs for UVic 2.9 is not straightforward, and a few modifications have been made to
the standard fully-coupled (online) model. First, in previous studies (e.g., in Keller et al.,
2012; Nickelsen et al., 2015), UVic 2.9 uses the non-linear FCT advection scheme, while
TMM requires a linear advection scheme. Kvale et al. (2017) extracted the TMs with
UW3. Secondly, the TMs combine both the horizontal advection and diffusion terms and
use a slightly larger time step of 28800 s (versus 27000 s in the online model) in order
to create a good balance between stability and accuracy. A comparison of the online and
offline model performance is described in detail in Kvale et al. (2017).

2.2.3. Experiment design

There are forty-six biogeochemical parameters in KMBM2 and they can be divided into
groups based on their domain (e.g., phytoplankton, zooplankon, and detritus; See Tab.
2.1). For each group of parameters a meta-analysis of the uncertainty in observational or
synthetic values is conducted (See section 2.3) to select a few parameters for sensitivity
analysis. For the sensitivity analysis, an upper and a lower boundary of a parameter is
defined based on its field measurements, synthetic estimation, or variations from its ref-
erence values (See Tab. 2.2). For each selected parameter, two model simulations are set
up called “high-cast” and “low-cast” using its upper and lower boundaries, respectively,
while keeping all other parameters at their reference values. Then, using Taylor plots, the
sensitivity of the model misfit against observational data to each parameter is assessed.
The reference values of parameters are from the work of Nickelsen et al. (2015) and the
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Table 2.2.: List of parameters in the sensitivity study and their low and high-cast values. The
units of parameters are identical as in Tab. 2.1. For details about parameter values and references,
please see the Results section below.

Parameter Low-cast value High-cast value
Physiological traits and light harvesting of phytoplankton
a 0.3 0.75
mPO 0.015 0.06
µ∗P 0.0075 0.03
kc 0.001 0.06
αmax 36.8 147.2
Phytoplankton nutrient dependency
KN 0.35 8.0
RP:N 0.031 0.094
KP

Femax 0.04 2.28
Pmax 0.075 0.3
KD

Fe 0.05 1.5
RFe:N 33.1 132.5
Zooplankton
g0

Z 0.2 1.9
ge

Z 0.2 0.8
γ 0.5 0.72
mZ 0.03 0.12
KGraze 0.075 0.3
Detritus
µ0

Det 0.03 0.08
ω0

Det 7 28
ω i

Det 0.024 0.107
RC:N 3.31 13.25
Iron cycle
LT 0.5 2
Korg

Fe 0.23 4.5
Korg

Fe s 0.29 0.95
Kcol

Fe 0.0025 0.05
RFe:Psed 0.002 0.008
O2min 2.5 10
Oxygen cycle
RO:N 8.0 12.0

simulation with all reference values is named as “ref”.

2.2.3.1. Simulation setup

Only one parameter in each model run is varied at a time, while the others use the refer-
ence values in Nickelsen et al. (2015). Each model is integrated for 5000 model years with
pre-industrial forcing. All model simulations were completed on the NEC HPC-Linux-
Cluster at Christian-Albrechts-University in Kiel, which is built with Intel Xeon Skylake
computer nodes, with 32 cores per node. Each simulation used three nodes, which took
approximately six hours for a single 5000-year spin-up. In total, there are 55 spin-up
simulations (2 for each of the 27 parameters selected plus 1 ’ref’ run).
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2.2.3.2. The Taylor plot

In order to compare performance of the model experiments I applied normalized Taylor
diagrams (Taylor, 2001). It uses a single point on a polar-style plot displaying three
different components: the correlation coefficient (R) between the model-predicted field
and the observational field, the centered Root-Mean-Square Error (RMSE) between the
two fields, and the ratio of the standard deviation of model results (σM) and observational
data (σO). This is possible as the relationship between R, RMSE, σM, and σO follows the
cosine law:

RMSE2 = σ
2
M +σ

2
O−2σMσOR (2.1)

σM, σO, and RMSE can be represented as the sides of a triangle. The angle between
σM and σO equals cos−1R. In a normalized Taylor diagram, the radial distances from
the origin to the model represent normalized standard deviation (σM/σO), the azimuthal
position denotes the correlation between the model result and observational data. The
observation is represented at the coordination of (1,0) and the distances between the model
and the observation represent normalized RMSE (where RMSE ′ = RMSE/σO). Model
that is close to observation indicate a higher degree of model fitness (and a lower misfit).
Note that in this study, model runs are compared with three observational data sets (nitrate,
phosphate, and oxygen), hence each model run in a normalized Taylor plot is represented
by three points. Also, the RMSE in this chapter is not volume-weighted as in chapter 3.

2.2.3.3. Observational data

The observational data used in this study are annual mean concentrations of nitrate (NO3),
phosphate (PO4), and oxygen (O2) from the World Ocean Atlas 2013 (Garcia et al.,
2013b,a). The model is also compared to a dissolved iron (dFe) concentration database,
which comprises a collection of observations from both the GEOTRACES Intermediate
Data Product 2017 (7694 points; Schlitzer et al., 2018) and prior observations (12371
points) compiled by Tagliabue et al. (2012). This database was first regridded to the
UVic 2.9 grid (5917 points). Most of the dissolved iron data are less than 13 µmol m−3.
Six observations with unusually high dissolved iron concentrations from locations with
high hydrothermal activity (up to 205 µmol m−3) from the data set were excluded, as
RMSE is highly sensitive to outliers.
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2.3. Results and discussion

2.3.1. Phytoplankton parameters

Phytoplankton physiology

In KMBM2, the phytoplankton in-situ growth rate depends on light availability, macro-
nutrient limitation, iron limitation, temperature, and the growth rate constant at 0◦C (a;
see equations 9-12 in Nickelsen et al., 2015). As summarised in Le Quéré et al. (2005),
a ranges from 0.04 (for nitrogen fixer) to 0.6 (for pico-phytoplankton) d−1 at 0◦C for
different phytoplankton functional types. However, since the phytoplankton in KMBM2
represents all types of phytoplankton other than nitrogen fixers, we conducted the sensi-
tivity tests on a with 0.3 and 0.75 d−1, which are 0.5 and 1.5 times of its reference value
in Nickelsen et al. (2015). Diazotrophs have a lower growth rate because the process of
N2-fixation requires extra energy (25% energetically more costly than direct nitrate up-
take from solution, Knapp et al., 2012) which is represented by a diazotroph’s handicap
constant (cD, smaller than one). The growth rate constant at 0◦C for diazotrophs is cD
times a and we kept cD constant in the study.

Ordinary phytoplankton mortality (mPO) is reported as 0.014 ± 0.002 d−1 under N-
limitation and about 0.005 to 0.067 d−1 under P-limitation in a diatom culture study by
Brussaard et al. (1997). Le Quéré et al. (2005) averaged mPO to 0.05 d−1 based on data
reported by Brussaard et al. (1997). Schartau and Oschlies (2003) constrained mPO as
0.040 ± 0.013 d−1 using a 1D-ecosystem model with observational data from the North
Atlantic. The sensitivity high (low)-cast value for mPO is 1.5 (0.5) times of its reference
value (0.03 d−1 in Nickelsen et al., 2015).

There is no explicitly-modeled bacteria in KMBM2 and the process of recycling organic
matter produced by phytoplankton back to dissolved nutrients by the microbial commu-
nity is modeled as a constant microbial loop recycling rate (µ∗P, a sink term for the biomass
of the ordinary phytoplankton, see Equation 4 in Keller et al., 2012) that is additionally
modified by temperature. Although bacterial growth, which is related to the availability
of labile dissolved organic carbon (Hansell, 2013), has been measured in different regions
of the open ocean (Ducklow, 1999), there are no direct observational measurements of the
integrated recycling ability of the microbial community, which could be used guide the
choice of parameter values for µ∗P. Hence, µ∗P is usually seen as a tuning parameter. Note
that in Nickelsen et al. (2015), µ∗P is also the mortality rate for diazotrophs and assumes
that the modeled diazotrophs are unicellular and belong to the microbial community . In
Keller et al. (2012), diazotrophs have their own designated mortality rate, but with the
same value as µ∗P. The sensitivity high (low)-cast value for µ∗P is 1.5 (0.5) times of its
reference value (0.015 d−1 in Nickelsen et al., 2015).

Sensitivity tests are conducted on a, mPO , and µ∗P (Fig. 2.1). Within the casting ranges,
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Figure 2.1.: Sensitivity of phytoplankton physiological parameters for different model tracers,
represented by squares (NO3), stars (PO4), triangles (O2), and diamonds (dFe). Plot (a) is for the
growth rate constant at 0◦C, plot (b) is for the ordinary phytoplankton mortality and plot (c) is for
the microbial loop recycling rate. Parameter values are represented by the colors purple
(low-cast), green (ref), and yellow (high-cast). The observational data are located at point (1,0) of
the azimuthal coordination and model performance is indicated by proximity to this point. The
red dashed circles denote contours of equal RMSE and the interval between two neighboring line
is 0.1.

mPO is not sensitive against the global distributions of NO3, PO4, O2, and dFe. A lower
value of µ∗P and a higher value of a can decrease global RMSE at the expense of decreased
model deviation, which means that the model result has a smaller deviation than shown
from the observational data.

Light limitation

In KMBM2, four physical parameters regulate how much radiation reaches the phyto-
plankton in water; the fraction of photosynthetically active radiation (PAR), light attenua-
tion by water (kw), attenuation by sea ice and snow (kI), and attenuation by phytoplankton
(kc). PAR is estimated to be around 43 to 52% of the total photosynthetically active
radiation reaching the ground from satellite observation (Frouin and Pinker, 1995). In
Nickelsen et al. (2015), PAR is set to be 43%. kw is measured in the laboratory (Pope and
Fry, 1997) and kI is reported by Shirasawa et al. (2001). We kept PAR, kw, and kI constant
in the study. The phytoplankton cells in the water can also attenuate light and kc is usually
described as attenuation per chlorophyll concentration, but in KMBM2, kc is described as
attenuation per biomass. kc varies widely from 0.008 to 0.054 m−1 (mmol N m−1)−1 and
is highly model-dependent (Kvale and Meissner, 2017). kw and kc control the radiation
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attenuation due to water and chlorophyll independently, while kI and PAR both impose
multiplicative control on the overall photosynthetically active radiation amount (See Eq.
14 in Keller et al., 2012). We test the sensitivity of kc applying a slightly larger range
(0.001 to 0.06 m−1 (mmol N m−1)−1 ) than the range in Kvale and Meissner (2017).

Phytoplankton light-harvesting capabilities and chlorophyll synthesis are influenced by
iron limitation, as suggested by field and lab experiments (Hopkinson and Barbeau, 2007;
Price, 2005). In KMBM2, both the chlorophyll-to-carbon ratio (θ , varies between θmin
and θmax) and the initial slope of the PI curve (α , varies between αmin and αmax) scale
with an iron limitation factor ( f elimO and f elimD for the ordinary phytoplankton and
diazotroph respectively), which scales between 0 (extreme iron limited) and 1 (iron abun-
dant):

JOI =
Jmax

O αOθOI
[(Jmax

O )2 +(αOθOI)2]1/2 , (2.2)

JDI =
Jmax

D αDθDI
[(Jmax

D )2 +(αDθDI)2]1/2 , (2.3)

θO = θmin +(θmax−θmin) f elimO, (2.4)
θD = θmin +(θmax−θmin) f elimD, (2.5)

αO = αmin +(αmax−αmin) f elimO, (2.6)
αD = αmin +(αmax−αmin) f elimD, (2.7)

f elimO =
Fe

KP
Fe +Fe

, (2.8)

f elimD =
Fe

KD
Fe +Fe

, (2.9)

where JOI and JDI are the light dependent growth rate for the ordinary phytoplankton and
diazotroph respectively, Jmax

O and Jmax
D are the maximum potential growth rate for the or-

dinary phytoplankton and diazotroph respectively.

This formulation enhances light harvesting ability of phytoplankton when iron is abun-
dant and it intensifies the light limitation for phytoplankton that is under iron stress
in order to represent co-limitation by iron and light for phytoplankton. The observa-
tional value of θ is between 0.007 and 0.072 gChl (gC)−1 and α between 6.4 and 100
µgC (gChl)−1 (W m−2)−1 s−1 (both compiled by Geider et al., 1997). Later, Galbraith
et al. (2010) decreased the variability of both parameters in the process of model tun-
ing, suggesting a range of 0.01 (min) to 0.04 (max) gChl (gC)−1 and 18.4 (min) to 73.6
µgC (gChl)−1 (W m−2)−1 s−1, respectively. From Equations 2.2 and 2.3, it is apparent
that θ and α are mathematically equivalent in the model. We doubled the range of α from
Galbraith et al. (2010) and used it as the test boundary for αmax and kept θ constant.

Fig. 2.2 shows that higher kc and lower αmax can improve fit between model and observa-
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Figure 2.2.: Sensitivity of phytoplankton light limitation parameters. The different model tracers
are represented by squares (NO3), stars (PO4), triangles (O2), and diamonds (dFe). Plot (a) is for
the light attenuation by phytoplankton and plot (b) is for the maximum initial slope of the PI
curve. Parameter values are represented by the colors purple (low-cast), green (ref), and yellow
(high-cast). The observational data are located at point (1,0) and model performance is indicated
by proximity to this point. The red dashed circles denote contours of equal RMSE and the
interval between two neighboring line is 0.1.

tional global distribution of NO3, PO4, and O2. However, iron global RMSE is insensitive
towards both parameters.

Macro-nutrient limitation

The half-saturation constant KN imposes restriction on the phytoplankton growth under
N-limitation and also restriction on the phytoplankton growth under P-limitation through
the Redfield ratio RP:N , since in KMBM KP =KNRP:N . The value of KN varies from 0.1 to
8 mmol N m−3 in a literature study of different phytoplankton functional types (Litchman
et al., 2007). The observational value of KP compiled by Geider et al. (1997) varies from
4 to 700 µmol m−3. Geider and La Roche (2002) pointed out that RN:P in phytoplankton
can be pushed to extreme values of less than 5 or above 100 related to the ratio of fixed N
to P in cultures. Even under nutrient-replete growth conditions, RN:P may vary from 5 to
19.

The test range of KN is combined with the half of the reference value in Nickelsen et al.
(2015) as low-cast and its higher value in Litchman et al. (2007) as high-cast. The sen-
sitivity high (low)-cast value for RN:P is 1.5 (0.5) times of its reference value (0.015 d−1

in Nickelsen et al., 2015). The sensitivity test result of KN and RN:P is in Fig. 2.3. A
greater KN can improve the model RMSE in the field of NO3, PO4, and O2, but not dFe.
A change in the value of RN:P can improve RMSE for one tracer while worsening it for
others.

Iron limitation

From Equation 2.3, we can see that KD
Fe describes the iron limitation of diazotrophs fol-

lowing a Monod function outlined in Aumont and Bopp (2006). This is not the same case
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Figure 2.3.: Sensitivity of phytoplankton macro-nutrient limitation parameters. The different
model tracers are represented by squares (NO3), stars (PO4), triangles (O2), and diamonds (dFe).
Plot (a) is for the half-saturation constant of N and plot (b) is for the ratio of P and N in
phytoplankton. Parameter values are represented by the colors purple (low-cast), green (ref), and
yellow (high-cast). The observational data are located at point (1,0) and model performance is
indicated by proximity to this point. The red dashed circles denote contours of equal RMSE and
the interval between two neighboring line is 0.1.

for the ordinary phytoplankton in KMBM2:

P1 = min(PO,Pmax),P2 = max(0,PO−Pmax),KP
Fe =

KP
FeminP1 +KP

FemaxP2

P1 +P2
, (2.10)

where PO is the concentration of ordinary phytoplankton. KP
Femin, KP

Femax and Pmax de-
scribe the iron limitation of ordinary phytoplankton with a flexible iron half-saturation
constant (kP

Fe), reflecting the observation that larger cells have higher iron half-saturation
constants than smaller ones (Timmermans et al., 2004). The increase of biomass for the
ordinary phytoplankton in KMBM2 is assumed to be associated also with an increase in
mean cell size just as in PISCES (Aumont and Bopp, 2006). The ordinary phytoplankton,
when below a threshold biomass concentration of Pmax, is considered to be small nano-
phytoplankton and thus has a smaller iron half-saturation constant KP

Femin. When the
ordinary phytoplankton continues growing and its biomass surpasses the threshold Pmax,
its kP

Fe starts increasing towards KP
Femax (See Equation 2.10).

The kP
Fe for large open-ocean diatoms from the Southern Ocean is reported ranging from

0.19 to 1.14 µmol Fe m−3 in an incubation study (Timmermans et al., 2004). Price
et al. (1994) reported an effective phytoplankton community KP

Fe between 0.035 and 0.22
µmol Fe m−3 in the equatorial Pacific Ocean. For KP

Femax, we use the reference value of
KP

Femin as low-cast and the double of its value in observation as high-cast. The sensitivity
high (low)-cast value for Pmax is 1.5 (0.5) times of its reference value (0.015 d−1 in Nick-
elsen et al., 2015).

Diazotrophs have higher iron demand because iron is needed in enzymes related to nitro-
gen fixation. Bucciarelli et al. (2013) determined a KD

Fe of 13.9 ± 3.3 µmol Fe m−3 for
filamentous diazotrophs and Jacq et al. (2014) reported a KD

Fe of 6.95± 0.66 µmol Fem−3
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Figure 2.4.: Sensitivity of phytoplankton iron limitation parameters. The shapes square, star,
triangular and diamond denote NO3, PO4, O2, and dFe respectively. The color purple, green, and
yellow represents the low-cast, ref, and high-cast respectively. Plot (a) is for the maximum iron
half-saturation constant of Fe for the ordinary phytoplankton, plot (b) is for the threshold biomass
concentration for the ordinary phytoplankton, plot (c) is for the iron half-saturation constant of Fe
for the diazotroph and plot (d) is the ratio of Fe and N in phytoplankton. The observational data
are located at point (1,0) and model performance is indicated by proximity to this point. The red
dashed circles denote contours of equal RMSE and the interval between two neighboring line is
0.1.The observations are located at the point [1,1] and closer a model to this point, the better its
performance.

for unicellular diazotrophs. Moore et al. (2008) estimated KD
Fe to be 0.06 µmol Fe m−3 in

tuning the Biogeochemical Elemental Cycling model (BEC, Moore et al., 2004). Given
the disagreement of KD

Fe values between models and observation, we chose the test range
of KD

Fe by varying its reference value in (Nickelsen et al., 2015), 0.5 times for low-cast
and 1.5 times for high-cast.

RFe:N describes the molar ratio of iron-to-nitrogen uptake for plankton. When there is ex-
cess iron in the water (e.g. in coastal regions), phytoplankton take up more iron than
what is needed for their maximum growth (Kustka et al., 2003a; Iwade et al., 2006;
Chen et al., 2011; Shire and Kustka, 2015). This produces uncertainty in the stoichiom-
etry. Twining and Baines (2013) compiled RFe:N from observations, giving a range from
287.5 to 325 µmol Fe (mol N)−1 for ordinary phytoplankton and from 312.5 to 1938
µmol Fe (mol N)−1 for Trichodesmium (RP:N = 16 is applied for conversion here). The
value for RFe:N in Nickelsen et al. (2015) is 66.25 µmol Fe (mol N)−1 and we vary this
value with a factor of 0.5 for low-cast and 1.5 for high-cast in the sensitivity study.
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We chose KP
Femax, KD

Fe, Pmax, and RFe:N for the sensitivity study due to the relatively large
disagreement between model parameter value and the observation (See Fig. 2.4). Only a
change in the value of RFe:N produces a change in the RMSE of dFe. However, greater
KP

Femax, KD
Fe, RFe:N , or smaller Pmax, has the potential of increasing model fitness against

global distributions of NO3, PO4, and O2.

2.3.2. Zooplankton parameters

Figure 2.5.: Sensitivity of zooplankton parameters. The shapes square, star, triangular and
diamond denote NO3, PO4, O2, and dFe respectively. The color purple, green, and yellow
represents the low-cast, ref, and high-cast respectively. Plot (a) is for the maximum potential
feeding capability of zooplankton at 0◦C, plot (b) is for the zooplankton growth efficiency, plot
(c) is for the zooplankton assimilation efficiency, plot (d) is the zooplankton mortality rate and
plot(e) is for the half-saturation constant of the zooplankton feeding rate. The observational data
are located at point (1,0) and model performance is indicated by proximity to this point. The red
dashed circles denote contours of equal RMSE and the interval between two neighboring line is
0.1.The observations are located at the point [1,1] and closer a model to this point, the better its
performance.
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There are nine parameters in KMBM2 that control zooplankton dynamics (See Tab. 2.1).

g0
Z describes the maximum potential feeding capability of zooplankton at 0◦C. Calbet and

Landry (2004) compiled a database from dilution experiments and showed that the g0
Z for

micro-zooplankton ranges from 0.06 to 1.9 d−1.

KGraze is a half-saturation constant of the feeding rate, which gives the zooplankton feed-
ing rate a Holling II functional response according to the prey density. In different bio-
geochemical models, KGraze ranges from 0.15 to 1 mmol N m−3 (Scott et al., 2011). We
vary the reference value of KGraze from Nickelsen et al. (2015) with a factor of 0.5 for
low-cast and 1.5 for high-cast.

Zooplankton growth efficiency (ge
Z) varies between 0.3 and 0.43 and zooplankton assim-

ilation efficiency (γ) varies between 0.5 and 0.72 in culture experiments conducted on
six different species of micro-flagellates (Fenchel, 1982). Pelegrí et al. (1999) reported
a ge

Z of 0.22 and γ of 0.55 for nano-flagellates. We vary the reference value of ge
Z from

Nickelsen et al. (2015) with a factor of 0.5 for low-cast and 1.5 for high-cast.

Le Quéré et al. (2005) compiled a zooplankton mortality rate (mZ) of 0.058 d−1 for meso-
zooplankton based on the data from Brussaard et al. (1997) and Hirst and Kiørboe (2002).
mZ ranges from 0.02 to 0.05 d−1 in some model studies (summarized by Scott et al.,
2011). KMBM2 uses a quadratic mortality of 0.06 (mmol N m−3)−2 d−1 in Nickelsen
et al. (2015) and we vary this reference value of mZ with a factor of 0.5 for low-cast and
1.5 for high-cast.

Copepods have a very diverse diet that is strongly dependent on what is available in the
water (Kleppel, 1993). In KMBM2, the zooplankton grazing preference for ordinary phy-
toplankton (ψPO), for other zooplankton (ψZ), and for detritus (ψDet) are set to be equal
in KMBM2. Only the zooplankton grazing preference for diazotrophs (ψPD) is set to be
lower (see Tab. 2.1). This is because diazotrophs are considered “poor food” due their
toxicity and unpalatability (Hawser et al., 1992). Also, there are records of large dia-
zotroph blooms ending up ungrazed and decomposing (Sellner, 1997). However, some
pelagic harpacticoid copepods have high ingestion rates on trichodesmium (Conroy et al.,
2017). We kept all grazing preference parameters constant in the study.

Of the five zooplankton-related parameters tested, two (g0
Z and KGraze) show potential for

improving model fitness against global distributions of NO3, PO4, and O2 (fig. 2.5). mZ
shows no sensitivity and the change in γ and ge

Z are relatively small compared to g0
Z .
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Figure 2.6.: Sensitivity of detritus parameters. The shapes square, star, triangular and diamond
denote NO3, PO4, O2, and dFe respectively. The color purple, green, and yellow represents the
low-cast, ref, and high-cast respectively. Plot (a) is for the detritus remineralization rate at 0◦C,
plot (b) is for the sinking speed of detritus at surface, plot (c) is for the depth dependent sinking
speed slope and plot (d) is the carbon-to-nitrogen ratio for organic matter. The observational data
are located at point (1,0) and model performance is indicated by proximity to this point. The red
dashed circles denote contours of equal RMSE and the interval between two neighboring line is
0.1.

2.3.3. Detritus parameters

In KMBM2, sources of detritus include the mortality of phytoplankton, the mortality of
zooplankton, excretion of zooplankton, and sloppy feeding by zooplankton. The detritus
sinks through the water column at an increasing speed with depth while it remineralizes
into the dissolved nutrient pools. This generally mimics the Martin et al. (1987) flux at-
tenuation behavior. For the detritus remineralization rate at 0◦C (µ0

Det), model synthetic
values vary between 0.05 and 0.10 d−1 (Fasham, 1995; Doney et al., 1996). Grossart
and Ploug (2001) measured the degradation of aggregates formed by fresh phytoplankton
detritus and reported a remineralization rate between 0.09 and 0.23 d−1 at 16◦C; thus a
range between 0.03 and 0.08 d−1 at 0◦C is used here.

ω0
Det and ω i

Det describe the detritus sinking speed as a linear function of depth (z), ωDet =
ω0

Det +ω i
Detz, mimicking the pattern observed by Berelson (2001). Berelson (2001) de-

rived the sinking speed from sediment trap data in the Pacific and the Arabian Sea, thus
providing a range between 0.024 and 0.107 d−1 for ω i

Det . Combining the data sets from
Berelson (2001) and Jackson et al. (2015) provides a range between 0 and 173 md−1 for
ω0

Det . The sensitivity high (low)-cast value for ω0
Det is 2 (0.5) times of its reference value
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(14 md−1 in Nickelsen et al., 2015).

The molar carbon-to-nitrogen ratio for organic matter (RC:N) in observations ranges from
3.8 to 12.5 (Geider and La Roche, 2002; Martiny et al., 2013; Singh et al., 2015). We
did not conduct a sensitivity study on carbonate-related parameters because they do not
influence the distribution of nitrate, phosphate, and oxygen in KMBM2. The diagnos-
tic ratio of the carbonate formation to detritus formation (RCaCO3:POC) is estimated to
range between 0.03 and 0.09 in order to reproduce the observed alkalinity vertical pro-
files (Sarmiento et al., 2002; Jin. et al., 2006). The carbonate remineralization e-folding
depth (DCaCO3) is 6500 m in Nickelsen et al. (2015) and this parameter was found to be
correlated with RCaCO3:POC (Ridgwell et al., 2007).

Four detritus parameters in KMBM2 are tested and only RC:N is insensitive against the
global RMSE of NO3, PO4, O2, and dFe (Fig. 2.6). There is no surprise that µ0

Det , ω0
Det ,

and ω i
Det are sensitive for the distribution of the nitrate, phosphate, and oxygen (detritus

is the link between surface biological activity and the deep ocean nutrient distribution).
By changing any of those three parameters, the depth where detritus releases nutrient will
change and so will the nutrient distribution. Also, remineralization of detritus consumes
oxygen and the depth where remineralization happens, and at which rate it happens im-
pacts the oxygen concentration. When the concentration of oxygen is reduced sufficiently,
it creates the environment for denitrification, which is a loss term for the ocean nitrate in-
ventory.

2.3.4. Iron cycle parameters

Dissolved iron is assumed to have a chemical equilibrium between free dissolved iron,
free ligands, and organic iron complexes. The global ligand concentration (LT ) is esti-
mated to be around 1 µmol ligm−3 (Parekh et al., 2005). In a database of ligand measure-
ments compiled by Völker and Tagliabue (2015), (LT ) ranges from 0.5 to 6 µmol ligm−3.
We vary the reference value (1 µmol ligm−3 in Nickelsen et al., 2015) of LT with a factor
of 0.5 for low-cast and 2 for high-cast. The Fe-ligand stability constant (KFeL) is from
1011 to 1012 (mmol lig m−3)−1 in a review paper by Gledhill (2012). We kept KFeL con-
stant in the study.

Only the free dissolved iron is subject to organic scavenging (Parekh et al., 2005; Gal-
braith et al., 2010; Honeyman et al., 1988) and colloid formation. Honeyman et al. (1988)
reported an organic-matter dependent scavenging rate (Korg

Fe ) of 0.079 and an organic-
matter particle scaling for scavenging (Korg

Fe s) of 0.58, respectively derived by measure-
ments of uranium (U) and thorium (Th) decay series isotopes. Lerner et al. (2016) re-
ported the Korg

Fe and Korg
Fe s to be 6.62 and 0.73, respectively estimated from particle obser-

vational data in the North Atlantic. We apply a test range of 0.23 to 4.5 for Korg
Fe , which is

half of and ten times its value in Nickelsen et al. (2015), respectively. For Korg
Fe s, we set a
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Figure 2.7.: Sensitivity of iron cycle parameters. The shapes square, star, triangular and diamond
denote NO3, PO4, O2, and dFe respectively. The color purple, green, and yellow represents the
low-cast, ref, and high-cast respectively. Plot (a) is for the global ligand concentration, plot (b) is
for the organic-matter dependent scavenging rate, plot (c) is for the organic-matter particle
scaling for scavenging, plot (d) is the iron colloid production and precipitation rate, plot (e) is for
the ratio between sedimentary iron release and organic phosphate, and plot (f) is for the minimum
O2 concentration for aerobic oxidation. The observational data are located at point (1,0) and
model performance is indicated by proximity to this point. The red dashed circles denote
contours of equal RMSE and the interval between two neighboring line is 0.1.

range between 0.29 and 0.95, which is half of its lower value in Honeyman et al. (1988)
and about 30% larger than its value in Lerner et al. (2016).

There is no observational reference from iron colloid production and precipitation rate
(Kcol

Fe ), since most of the estimates did not distinguish between iron scavenged by organic,
versus inorganic (colloid formation) processes. Here, we apply a range from 0.0025 to
0.05 d−1, which is a factor of 0.5 and 10 of its reference value Nickelsen et al. (0.005 d−1

in 2015).

However, both organic scavenging and colloid formation processes stop when the water
becomes anoxic (which associates with a lower pH value). In KMBM2, the parame-
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ter identifying the anoxic water is the minimum O2 concentration for aerobic oxidation
(O2min). O2min is 5 mmol O2 m−3 in KMBM2 as a pragmatic choice based on observations
by Hopkinson and Barbeau (2007). Nickelsen et al. (2015) tested a range of values on
O2min and reported a minor impact. Note that in the model, denitrification also occurs
in anoxic water, where the oxygen concentration is below O2min. We vary the reference
value of O2min (5 mmol O2 m−3 in Nickelsen et al., 2015) by a factor of 0.5 for low-cast
and 2 for high-caster in the sensitivity study.

Elrod et al. (2004) reported a close dependency between iron flux from the sediments
with the oxidation of organic matter, based on data from the California coast. The ratio
between sedimentary iron release and organic phosphate (RFe:Psed is 0.072. In KMBM2,
the reference value for RFe:Psed is 0.004 in Nickelsen et al. (2015). We vary its reference
value by a factor of 0.5 for low-cast and 2 for high-cast in the sensitivity study.

From Fig. 2.7, we can see that five parameters, LT , Korg
Fe , Korg

Fe s, Kcol
Fe , and RFe:Psed have

potential to improve the model RMSE for NO3, PO4, and O2 . Smaller LT , Korg
Fe s, and

RFe:Psed can increase the correlation yet decrease deviation for the model, while larger
Korg

Fe and Kcol
Fe have the same effect. It seems that the parameter tuning for iron cycle in

Nickelsen et al. (2015) is already quite good. However, only one parameter, LT has a
strong impact on the RMSE of dFe. This suggests a limited understanding of the global
iron cycle (key processes are still missing from the model, or the modelling of certain
processes is inadequate) with the additional challenge of still very sparse observational
data coverage for iron in the ocean (Tagliabue et al., 2016).

2.3.5. Oxygen parameter

In KMBM2, oxygen is produced during phytoplankton photosynthesis and consumed by
organic matter remineralization at a molar ratio between oxygen and nitrogen (RO:N).
RO:N ranges from 8.1 to 11.2 for remineralization, based on data obtained in the North-
east Atlantic Ocean (Körtzinger et al., 2001) (assuming the average composition of phy-
toplankton and the respiration of organic matter with a combination of 52% protein, 36%
polysaccharide, and 12% lipid). We tested the range of RO:N from 8 to 12 in the study.

Unlike most of the previous parameters (e.g. LT in Fig. 2.7) that improve the RMSE of
NO3 and PO4 by increasing correlation and decreasing deviation at the same time, RO:N
(See Fig. 2.8) decreases the RMSE of NO3 and PO4 by increasing both correlation in NO3
and PO4, yet increasing deviation of NO3 and decreasing deviation of PO4. However, for
the RMSE of O2, RO:N behaves similarly to the previous parameter (e.g. LT in Fig. 2.7).
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Figure 2.8.: Sensitivity of oxygen cycle parameters: the molar ratio between oxygen and
nitrogen. The shapes square, star, triangular and diamond denote NO3, PO4, O2, and dFe
respectively. The color purple, green, and yellow represents the low-cast, ref, and high-cast
respectively. The observational data are located at point (1,0) and model performance is indicated
by proximity to this point. The red dashed circles denote contours of equal RMSE and the
interval between two neighboring line is 0.1.

2.3.6. Temperature parameters

A lot of biogeochemical processes are temperature sensitive, e.g., phytoplankton growth,
respiration, organic matter remineralization. Take the formulation of maximum potential
growth rate of the ordinary phytoplankton (Jmax

O ) and diazotroph (Jmax
D ) in KMBM2 for

example:
Jmax

O = abcT f elimO,Jmax
D = abcT f elimD, (2.11)

where T is the in situ temperature. Scaling factors b and c for temperature-dependent
processes originated in Eppley (1972). Together with a, they describe the relationship
between phytoplankton growth rate and temperature. However, these two parameters
characterize all temperature-dependent biological and chemical processes in KMBM2.
The value of b and c were optimized in a 1D model with local data sets in Oschlies and
Schartau (2005) and are left unchanged in this study.

2.4. Conclusions

Increasing numbers of parameters present increasing challenges for parameter tuning, as
model complexity increases. It is important to systematically assess existing parameter
uncertainties and sensitivities.

In this chapter, it is shown that changing single parameter values within a tested range
results in relatively similar model fitness (against global distributions of NO3, PO4, O2,
and dFe) compared to reference values that have been hand-tuned to reproduce surface
nutrient distributions. This provides a perspective on the practise of model hand-tuning
against surface nutrient fields, which for practical reasons is typically done on individual
parameters. Nevertheless, a majority of parameters could potentially be calibrated to fur-
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ther improve the model RMSE against observations.

Another key finding from this study is that most parameters are not able to improve model
performance with respect to reproducing the global dissolved iron distribution. This may
be due to poor model formulation of certain key processes, e.g., Völker and Tagliabue
(2015) point out that an explicit dynamic ligand cycle in a biogeochemical model can
improve the performance of the iron model. This might also be due to missing processes
of the iron cycle, e.g., Beghoura et al. (2019) theorize missing fluxes of iron from the con-
tinental shelf. This might be due to the inadequate temporal and spatial coverage of Fe
measurements. Caution is therefore advised when using Fe concentration data in global
biogeochemical calibration studies in their current state.

Through the literature and sensitivity study, we prepared ourselves for the parameter cal-
ibration study presented in the next chapter. Because the calibration framework (Kriest
et al., 2017) is not tested for calibrating more than six parameters at the same time, it was
important to choose parameters that are sensitive for global distributions of nitrate, phos-
phate, and oxygen, e.g., a, g0

Z . We avoided choosing mathematically identical parameters
to calibrate at the same time, e.g., θ and α . We also chose a wide range of parameters
from different domain (e.g., phytoplankton parameters, zooplankton parameters, detritus
parameters, oxygen parameters), e.g., a parameter set as a (phytoplankton physiology),
KP

Fe (phytoplankton nutrient limitation), g0
Z (zooplankton) ω i

Det (detritus), Korg
Fe (iron cy-

cle), and RO:N (oxygen).
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3. Hierarchy of calibrated global models reveals improved
distributions and fluxes of biogeochemical tracers in
models with explicit representation of iron

This chapter is based on the paper “Hierarchy of calibrated global models reveals im-
proved distributions and fluxes of biogeochemical tracers in models with explicit rep-
resentation of iron” published in the journal Environmental Research Letters. Citation:
Wanxuan Yao, Karin F Kvale, Eric Achterberg, Wolfgang Koeve, Andreas Oschlies (2019)
Environ. Res. Lett. 14 114009, doi:10.1088/1748-9326/ab4c52.

3.1. Abstract

Iron is represented in biogeochemical ocean models by a variety of structurally differ-
ent approaches employing generally poorly constrained empirical parameterizations. In-
creasing the structural complexity of iron modules also increases computational costs and
introduces additional uncertainties, with as yet unclear benefits. In order to demonstrate
the benefits of explicitly representing iron, we calibrate a hierarchy of iron modules and
evaluate the remaining model-data misfit. The first module includes a complex iron cy-
cle with major processes resolved explicitly, the second module applies iron limitation
in primary production using prescribed monthly iron concentration fields, and the third
module does not explicitly include iron effects at all. All three modules are embedded
into the same circulation model. Models are calibrated against global data sets of NO3,
PO4 and O2 applying a state-of-the-art multi-variable constraint parameter optimization.
The model with fully resolved iron cycle has a marginal better (up to 4.8%) skill in rep-
resenting global distributions of NO3, PO4 and O2 compared to models with implicit or
absent parameterizations of iron. We also found a slow down of global surface nutrient
cycling by about 30% and a shift of productivity from the tropics to temperate regions for
the explicit iron module. The explicit iron model also reduces the otherwise overestimated
volume of suboxic waters, yielding results closer to observations.

3.2. Introduction

Historically, global biogeochemical models have generally been becoming more complex.
There is some justification for this; for example by a reduced misfit in global models using
multiple phytoplankton functional types versus single-phytoplankton models (Friedrichs
et al., 2007). However, increasing structural complexity requires careful assessment, if
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anything is to be learned from the modelling study (Anderson, 2005). Models are also
becoming more complex with respect to biogeochemical processes. Similar model-data
misfits remaining after parameter optimization are possible for both structurally simple
and complex biogeochemical ocean models (Kriest, 2017), but resulting nutrient path-
ways, i.e. routes taken by nutrients between particulate and dissolved pools, can differ
substantially (Friedrichs et al., 2007; Löptien and Dietze, 2017). Biogeochemical differ-
ences arising due to differences in nutrient pathways can increase with climate change
forcing (e.g. Kvale et al., 2015; Laufkötter et al., 2016), further underscoring the need for
careful assessment as part of model development. Differences in nutrient pathways may
also be relevant when modeling higher trophic levels, including fish (Pauly and Chris-
tensen, 1995; Stock et al., 2017).

Iron modeling forms an excellent example of the challenges mentioned above. An insuf-
ficient supply of the trace metal iron limits primary production in over one-third of the
surface ocean (e.g. Boyd et al., 2007; Moore et al., 2013; Boyd and Ellwood, 2010) and
also controls di-nitrogen fixation in nitrate-limited ocean regions (Schlosser et al., 2014).
Iron is therefore considered an important regulator of the strength of the soft tissue pump
(Volk and Hoffert, 1985) and, via atmospheric CO2, of the climate (Joos et al., 1991).
Consequently, earth system models (including all CMIP5 models; Laufkötter et al., 2015)
include some parameterization of the marine iron cycle. However, a comparison of 13
global ocean biogeochemistry models against a compilation of dissolved iron (dFe) mea-
surements showed that all of the models had clear deficits in reproducing many aspects of
the observed patterns (Tagliabue et al., 2016). The authors emphasized that iron scaveng-
ing parameters are particularly poorly constrained. Iron scavenging (the adsorption of dFe
onto particle surfaces) is commonly hand-tuned to achieve a good model fit to observed
dFe concentrations (resulting in global mean model water column concentrations of 0.58
± 0.14 µmol m−3 across the range of models, Tagliabue et al., 2016). Tuning a model
to dFe using the iron scavenging parameterization has unclear consequences for model
behavior. Pasquier and Holzer (2017) calibrated a simple steady-state model against mul-
tiple data fields (dFe, PO4, Si(OH)4 and chlorophyll) and found that they could achieve a
similar model misfit (differing by less than 1%) when applying a wide range of assumed
external iron source strengths, however, resulting in differing parameter values of the iron
module. The Pasquier and Holzer (2017) study advanced our understanding of the sen-
sitivity of simulated nutrient distributions to specific parameterizations of the iron cycle.
The impact of including iron models of different structural complexity on the cycling of
nutrients in a seasonally varying model environment is as yet un-quantified.

Nickelsen et al. (2015) introduced a dynamic iron module into an earth system model of
intermediate complexity and hand-tuned model parameters against surface macro-nutrient
observations and sparse observations of iron concentrations. The module resolved major
components of the marine iron cycle, e.g. iron sources including aerosol deposition, detri-
tal remineralization and sedimentary release, and iron sinks including biological uptake,
iron scavenging and colloid formation. The focus of this earlier effort was on exploring
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the impact of an explicit iron cycle on model sensitivities to environmental change, while
the hand-tuning ensured that overall model performance for present-day ocean state was
not affected negatively by the addition of the iron module.

In this study we present calibrations of three variants of a global model of ocean biogeo-
chemical cycles (dynamic iron cycle, Nickelsen et al. 2015; prescribed iron mask, Keller
et al. 2012; without iron, disabled iron limitation in Keller et al. 2012). Model variants
share the same physical circulation but differ in their representation of the micro-nutrient
iron. We calibrate against oceanic observations of NO3, PO4 and O2, using a recently
developed framework (Kriest et al., 2017). Our aim was to assess whether, and to what
extent, the incorporation of Fe-related processes in the model improves the model skill of
simulating NO3, PO4 and O2 as well as global indicators of biogeochemical cycles (de-
scribed below). While it is generally assumed that the inclusion of an explicit iron cycle
improves the capability of marine biogeochemical models to simulate distributions and
fluxes of biogeochemical tracers also other than iron, this has, to our knowledge, not yet
been demonstrated in a quantitative manner.

3.3. Materials and Methods

3.3.1. Model description

Our ocean model is a coupling of the University of Victoria Earth System Climate Model
(UVic ESCM, version 2.9; Weaver et al., 2001; Eby et al., 2013) with the Transport Matrix
Method (TMM; Khatiwala, 2007) architecture (an “offline” physical circulation, Kvale
et al. 2017, see appendix). For the biogeochemical ocean model component, we deploy
different versions of the Kiel Marine Biogeochemistry Module (KMBM), which differ
in their representations of iron. The first one utilizes a full dynamic iron cycle (FeDyn;
Nickelsen et al., 2015), while the second one utilizes prescribed monthly dFe surface
concentration fields (FeMask; Keller et al., 2012), which is output from the Biology Light
Iron Nutrient and Gas model (BLING), coupled with MOM4p1 circulation (Galbraith
et al., 2010), regridded to UVic2.9 ESCM grid by Keller et al. (2012), and the third one
includes no representation of the iron cycle (NoFe). NoFe is created by turning off the
iron control on primary production in FeMask. Detailed descriptions of FeDyn can be
found in Nickelsen et al. (2015); FeMask and NoFe in Keller et al. (2012). In FeDyn, we
also include hydrothermal vents as an additional source of dFe to the deep ocean. The
hydrothermal iron flux data was compiled by Tagliabue et al. (2010).

3.3.2. Calibration framework

The calibration framework used in this study is adapted from Kriest et al. (2017). It con-
tains three components; TMM, a biogeochemical model (either FeDyn, FeMask, or NoFe)
and the Covariance Matrix Adaption Evolution Strategy (CMA-ES) (see appendix, Kriest
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et al., 2017; Hansen, 2006). CMA-ES is an evolutionary algorithm mimicking natural
selection to search for an “individual” (a set of parameter values) that minimize the data-
model misfit. It starts with a random set of individuals (the first generation) and evaluates
the model-data misfit of each individual. Individuals with lowest misfit are more likely to
be present in the next generation, but random mutations are also permitted, that explore
the search space with a mutation rate and intensity computed from the convergence be-
havior of previous generations. In our study, each individual is represented by a set of
parameters used for a 3000 model-year model spin-up and subsequent computation of the
model-data misfit. The CMA-ES stops when a pre-defined upper limit of the number of
generations is reached or when successive generations do not yield a further reduction in
the model-data misfit. The individual with the lowest model-data misfit is then the cali-
brated parameter set. All model spin-ups are performed with the same transport matrices
as used by Kvale et al. (2017, derived from online simulations of the UVic ESCM; see
appendix).

3.3.3. Misfit function

Following Kriest et al. (2017), we define the misfit (JT ) of the model as the sum of the vol-
ume weighted Root Mean Square Error (RMSE) between simulated and observed annual
mean concentrations of the tracers NO3, PO4 and O2 (World Ocean Atlas 2013; Garcia
et al., 2013a,b). Volume weighting of the RMSE puts relatively more weight on the ocean
interior than the surface ocean model-data misfit. The misfit function JT is calculated as:

JT =
M

∑
j=1

J j =
M

∑
j=1

1
o j

√
N

∑
i=1

(mi, j−oi, j)2 Vi

VT
,M = 3 (3.1)

(3.2)

where j = 1, ..,M = 3 denotes tracers NO3, PO4 and O2; and i = 1, ...,N denotes the
location of each model grid cell, N = 87307 for the UVic ESCM; VT is the total volume
of the model ocean and Vi is the volume of the respective grid cell; o j is the global average
observed concentration of the respective tracer; mi, j and oi, j are the modeled and observed
concentrations of tracer j at location i, respectively. Note that, in order to allow for a fair
comparison between models with and without an iron cycle, dFe is not included in the
misfit function.
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Table 3.1.: The parameters chosen for each calibration, their observational value and calibration
boundary settings. The parameters chosen for each calibration are marked with

√
.

Parameter Description Observation Cali. bound uncalibrated value Unit
NoFe FeMask FeDyn

a Maximum growth rate at 0◦C 0.04 - 0.60a 0.30 - 0.75 0.600
√

0.600 0.600 d−1

µ∗P Microbial loop recycling rate 0.001 - 0.035 0.015
√

0.015
√

0.015 d−1

KP
Fe Ordinary phyto. half-satu. of Fe-limitation 0.035 - 1.14bc 0.04 - 1.14 - 0.1

√
- µmol Fe m−3

KP
Femax Maximum KP

Fe 0.035 - 1.14bc 0.04 - 1.14 - - 0.4
√

µmol Fe m−3

KD
Fe Diazotrophs half-satu. of Fe-limitation 6.29 - 17.2 de 0.05 - 1.50 - 0.1

√
0.1
√

µmol Fe m−3

g0
Z Maximum grazing rate at 0◦C 0.06 - 1.9 f 0.2 - 2.0 0.4

√
0.4
√

0.4
√

d−1

ω i
Det Sinking speed slope 0.024 - 0.107gh 0.001 - 0.160 0.06

√
0.06
√

0.06
√

d−1

Korg
Fe POM dependent scavenging 0.079 - 6.62i j 0.225 - 6.750 - - 0.45

√

RO:N Molar O : N ratio 8.1 - 11.2k 8.0 - 12.0 10
√

10
√

10
√

aLe Quéré et al. (2005). bTimmermans et al. (2004). cPrice et al. (1994). dBucciarelli et al. (2013) unpublished data.
eJacq et al. (2014). f Calbet and Landry (2004). gBerelson (2001). hJackson et al. (2015). iHoneyman et al. (1988).
jLerner et al. (2016). kKörtzinger et al. (2001).

3.4. Results and discussion

3.4.1. Improvement of misfit and biogeochemical indicators after calibration

For the dynamic iron model (FeDyn) we find a marked improvement by 8.6% for the total
misfit after calibration, compared to the hand-tuned version of FeDyn (FeDyn0). Indi-
vidual misfits JNO3 and JPO4 are reduced by 20.7% and 9.7%, respectively (Tab. 3.2),
compared to FeDyn0. This significant gain in the model’s ability to reproduce the ob-
servational pattern of NO3 and PO4, comes at the expense of an increasing misfit JO2

(5.8%), i.e. the ability to reproduce the observed patterns of O2, after calibration. In
our calibration, the objective is to minimize the overall misfit, which produced a trade-
off between individual components of the misfit function, leading to an increase in JO2 .
In order to assess whether a better overall misfit against observations of biogeochemical
tracer concentrations improves the representation of the marine biogeochemical fluxes,
we diagnosed several global indicators, i.e. net primary production (NPP, GtC yr−1), ex-
port production (Export, GtC yr−1), flux of organic carbon at a depth of 2 km (FPOC2km,
GtC yr−1), denitrification (Denit, PgN yr−1), the volume fraction of the ocean with oxy-
gen concentrations less than 5 mmol m−3 (OMZ5, ‰) and the volume fraction of ocean
with oxygen concentrations less than 50 mmol m−3 (OMZ50, %), and compared them
to observational or synthetic data. Three out of six indicators (Denit, FPOC2km, OMZ5)
show improvements for FeDyn against the hand-tuned FeDyn0 by getting closer to the
observational data range (figure 3.1(a)). The estimations of Export are similar. Although
NPP is increased by 4.5% after calibration, both the calibrated and hand-tuned models
fall within the range of observational data. While the calibration improves the simulation
of the OMZ5 by decreasing its volume by 73.6%, a reduction by 42.4% of OMZ50 size
worsens the description of the volume fraction of hypoxic waters where O2 is less than
50 mmol m−3.
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Table 3.2.: A comparison of the misfit from optimized model spin-ups. Values for uncalibrated
FeDyn (FeDyn0) are calculated diagnostically (by us) and have not been used in the tuning
process of Nickelsen et al. (2015). The minimum value of each column is marked in bold.
Experiment JNO3 JPO4 JO2 JT
NoFe 0.1575 0.1305 0.1786 0.4667
FeMask 0.1537 0.1293 0.1803 0.4632
FeDyn 0.1457 0.1254 0.1730 0.4442
Hand-tuned
FeDyn0 (0.1838) (0.1389) (0.1635) (0.4862)

NPP

Denit

FPOC2km

Export

OMZ5

OMZ50

57
44

0.19

0.04

0.49
0.31

16
1.8

1.44

0.01

5.87
3.32

NPP

Denit

FPOC2km

Export

OMZ5

OMZ50

57
44

0.19

0.04

0.49
0.31

16
1.8

1.44

0.01

5.87
3.32

(a) (b) 

Obsercation high 
Bound 

FeMask 

Observation Low Bound NoFe FeDyn 

Uncalibrated FeDyn 

Figure 3.1.: Model global annual fluxes and oxygen minimum zone size against their respective
observational data. We plot six global indicators on lineal axis pointing to the pole and the units
are GtC yr−1 (NPP), PgN yr−1 (Denit), GtC yr−1 (FPOC2km), GtC yr−1 (Export), ‰(OMZ5), %
(OMZ50). The dash-dotted (dotted) line denotes the lower (upper) boundary of the observational
value. The solid lines present the model annual mean values. (a) shows the comparison between
un-calibrated FeDyn (magenta) with calibrated (blue); (b) shows the comparison between three
calibrated models, FeDyn, FeMask (green) and NoFe (red); the observational data are from Carr
et al. (2006, NPP), Kriest and Oschlies (2015, Denit, compilation of rates from other studies
referred to in their Table 2), Honjo et al. (2008, FPOC2km and Export), Lutz et al. (2007, Export),
Dunne et al. (2007, Export) and Garcia et al. (2013b, OMZs). Here we use 2.5 (7.5) mmol m−3 as
the lower (upper) boundary value for OMZ5 and 40 (60) mmol m−3 as the lower (upper) boundary
value for OMZ50 Conversion between different elements followed C : N : P = 106 : 16 : 1.
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3.4.2. The calibrated dynamic iron model has the best skill

When comparing the misfits from different calibrations, FeDyn with a full dynamic iron
cycle has a misfit JT 4.8% smaller than NoFe, and 4.1% smaller than FeMask (Tab. 3.2).
Also for the individual components ( JNO3 , JPO4 , and JO2 ) FeDyn provides the small-
est misfit against observations. The most significant difference is in JNO3 , with FeDyn
having a 7.5 (5.2)% smaller JNO3 than NoFe (FeMask). This improvement may be re-
lated to the improvement in OMZ5, and associated Denit, in FeDyn, described below.
However, even the smallest JT (FeDyn) still amounts to about 15% of global mean tracer
concentrations of each tracer, which is on par with the calibration result from Kriest et al.
(2017, conducted using a somewhat simpler biogeochemistry coupled to a different cir-
culation) and considerably larger than the 5% obtained for PO4 by Pasquier and Holzer
(2017). This is not unexpected because their study utilized an inverse model coupled with
a data-assimilated, steady circulation (Primeau et al., 2013), where PO4 had been used
already as part of the constraint for obtaining a circulation that can optimally represent
the tracer field. The misfit for FeMask and FeDyn are around 15.4% and 15.6% of global
mean tracer concentrations, respectively. This indicates that the differences between our
biogeochemical models are smaller than the differences between either model and obser-
vations. We believe that this relates to biases in our physical circulation model (see figure
A.1), which would also be consistent with the considerably smaller PO4 misfit obtained
by Pasquier and Holzer (2017) for their PO4-constrained circulation field. In our model,
annually-averaged basin vertical profiles of macro-nutrients and O2 (figure A.1) display
the circulation bias reported in Kvale et al. (2017); a deep ocean (>2000 m) that is gener-
ally too old (according to the radiocarbon), which produces an overestimation of NO3 and
PO4, and an under-estimation of O2 in the deep ocean basins. The Pacific O2 profile is
affected by an over-estimate of deep vertical mixing in the Southern Ocean (not shown).
Even with calibration, these biases cannot be completely overcome.

For the six biogeochemical indicators, half of them (Denit, OMZ5 and NPP) improved
with respect to observations after the inclusion of iron modules, two (FPOC2km and OMZ50)
became worse and Export was essentially unchanged (figure 3.1(b)). The indicators most
sensitive to iron are NPP and OMZ5: experiment FeDyn resulted in a reduction of NPP
by 31.4% and OMZ5 by 71.9% compared to NoFe. Between the two models with iron,
FeDyn shows lower FPOC2km (3.6%), OMZ5 (50.6%) and OMZ50 (23.5%) than FeMask.
The former two values reflect improvements compared to observations, while the latter
does not. When considering all indicators equally, the simulation of biogeochemical in-
dicators is improved when iron modules are included, and a fully dynamic iron cycle
outperforms a model with an iron mask. Both misfits (Tab. 3.2) and biogeochemical in-
dicators are improved when a full dynamic iron cycle is used.

An interesting feature of the calibrations is the different behavior of OMZ50 and OMZ5
upon the inclusion of an explicit representation of the iron cycle, namely an improved
agreement of the OMZ5 volume with observations while the agreement deteriorates for
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the OMZ50 volume. Both volumes decreased after the calibration of biogeochemical pa-
rameters (improving the OMZ5 bias but exacerbating the underestimation of the OMZ50
volume with respect to NoFe). The OMZ volume is determined by a combination of phys-
ical and biogeochemical processes (Kriest et al., 2012; Kriest and Oschlies, 2015). The
circulation is held constant across all model experiments, with only the biogeochemical
parameters allowed to vary. The calibrations utilize global misfit weighted by ocean vol-
ume, which gives little consideration to the OMZ volume that comprises less than 4% of
the global ocean. However, OMZ5 waters have a special role as featuring the only perma-
nent sink of NO3 (via denitrification) in our model. The OMZ5 volume therefore strongly
impacts the global nitrogen inventory and associated nitrate distributions (Landolfi et al.,
2013; Kvale et al., 2019). The calibration against observed O2 and NO3 distributions em-
phasized the improvement of JNO3 , via improved OMZ5 volume. In contrast, there is no
such control via simulated NO3 distributions on the OMZ50 volume.

3.4.3. Calibrated parameters and uncertainties

The calibrated parameter values and their range within a 1% increase in misfit around
the minimum of the misfit function JT for the respective calibrations define a measure of
uncertainty of the calibrated parameters and are provided in Tab. 3.3. Also shown are
the resulting uncertainties in NPP and Export. All parameters and fluxes are constrained
within a relatively small range. The more tightly constrained parameters are the increase
of sinking speed with depth and the molar O : N ratio. Their uncertainty ranges amount
to 9.7-13.8% and 2.9-7.0% in the different calibrations, with calibration results for NoFe
having the largest uncertainty. This is due to the higher misfit of NoFe, which, via our 1%
misfit criterion increases the absolute misfit difference and therefore may lead to a larger
range of parameter values consistent with a 1% misfit increase. The less constrained pa-
rameters are the microbial loop recycling rate, the diazotrophic half-saturation of iron and
the iron scavenging rate. However, those parameters also have a relatively large prior pa-
rameter range used as input in the calibration. Interestingly, estimates of the tracer fluxes,
such as NPP and Export are relatively well constrained, despite large uncertainties in in-
dividual parameters (bottom rows of Tab. 3.3). For each model, the uncertainty range in
NPP is diagnosed from the ensemble of simulations and parameter combinations with a
misfit function value less than 1% larger than the minimum of the cost function. The thus
estimated uncertainties amount to 7.9-14.9% for NPP and 7.0-9.5% for Export (bottom
rows of Tab. 3.3).

An encouraging result of the calibration is that NPP and Export, which are not explicitly
included in the misfit function, turn out to be well constrained and in good agreement
with independent observational evidence. Some optimal parameters appear to be portable
across model configurations (e.g., see the close agreement between ω i

Det values). How-
ever, other parameters are model dependent (e.g., calibrated g0

Z values vary up to 126%
between models).
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Table 3.3.: Calibrated parameter value and their resulting fluxes ranges with 1% of misfit. Here
we show the range of parameter values and simulated NPP and Export diagnosed from all
simulations that yield not more than a 1% increase of the misfit function with respect to its global
minimum. The parameter values that are kept fixed during the calibration are put in parentheses.
The unit of NPP and Export is Gt C yr−1. See Tab. 3.1 for the units of the individual parameters.

NoFe FeMask FeDyn
Parameter value range∗ value range∗ value range∗

a 0.698 0.650 - 0.780 (0.060) (0.060)
µ∗P 0.0157 0.0142 - 0.0212 0.0012 0.0000 - 0.0020 (0.015)
KP

Fe - 0.050 0.045 - 0.071 -
KP

Femax - - 0.585 0.520 - 0. 598
KD

Fe - 0.406 0.387 - 0.494 0.377 0.326 - 0.479
g0

Z 1.282 1.223 - 1.474 0.668 0.551 - 0.691 0.567 0.526 - 0.685
ω i

Det 0.065 0.063 - 0.072 0.062 0.058 - 0.064 0.060 0.059 - 0.065
Korg

Fe - - 0.427 0.208 - 0.510
RO:N 10.44 10.18 - 10.91 9.54 9.34 - 9.62 10.502 10.27 - 10.58
Fluxes
NPP 75.9 70.1 - 81.44 49.1 44.0 - 49.9 52.0 50.4 - 54.5
Export 6.3 5.8 - 6.4 6.8 6.4 - 7.0 7.1 6.7 - 7.2
∗ Here is obtained by sampling model runs within 1% range of smallest misfit for the
respected calibration

3.4.4. The impact of including an iron module on surface ocean nutrient pathways

The different models reveal different surface ocean biogeochemical pathways (figure 3.2).
Although the use of volume-weighted model-data misfits in the model calibration empha-
sizes fitness in the deep ocean, the biogeochemical parameters selected for the calibration
reflect mostly upper-ocean processes. The differences in NPP are the most prominent,
with NPP being much lower in FeDyn and FeMask (52.0 and 49.1 GtC yr−1) compared to
NoFe ( 75.9 GtC yr−1). However, the corresponding total nutrient recycling (sum of the
microbial loop recycling, zooplankton excretion and remineralization) also slows, which
leads to relatively similar export production rates (6.3-7.1 GtC yr−1) out of the euphotic
zone (130 m) for all three calibrated models. The similarity of Export estimations be-
tween calibrations is likely linked to the calibration setup, which uses the same circula-
tion to achieve the same observational distribution of tracer concentrations and, therefore,
is likely to produce similar values of export production. Kriest (2017) calibrated two
no-iron prognostic models with identical physical circulation against observational data,
and found similar values of export production of between 6.0-7.4 GtC yr−1. In our cali-
brations, the inclusion of iron seems to slightly increase Export, nevertheless our global
number (7.1 GtC yr−1 in FeDyn) is still lower than the steady state model calibration from
Pasquier and Holzer (2017, 9.5-11.0 GtC yr−1) using a different circulation model. Our
1% misfit range of NPP and Export of respective calibrations can be found in Tab. 3.3.

The three calibrated model configurations result in similar Export through different sur-
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Figure 3.2.: A NPZD plot comparing the surface nutrient pathway in three calibrated models.
NoFe is red, FeMask is green and FeDyn is blue. The boxes represent nutrient (N), phytoplankton
(P), zooplankton (Z) and detritus (D) and their inventory in the euphotic zone for each calibration
are marked with numbers (unit PgN) in the box with respective color. The thicknesses of the
arrows is approximately proportional to the associated flux and all fluxes are in unit of PgN yr−1).
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face nutrient pathways. Zooplankton in our model grazes not only on phytoplankton but
also on detritus and itself. The net nutrient flux from zooplankton to detritus represents
sloppy feeding plus zooplankton mortality minus grazing on detritus. Increasing the zoo-
plankton grazing rate increases the flux in both directions, with the net effect reducing
the percentage of nutrient that goes directly from zooplankton to detritus, e.g., NoFe has
the highest grazing rate and only 20.1% of NPP goes to detritus through zooplankton,
comparing to 25.3% in FeMask and 27.9% in FeDyn. A higher grazing rate also reduces
the standing stock of phytoplankton and reduces phytoplankton loss via mortality. Hence,
despite the differences in NPP, detritus production rates are similar in the three calibra-
tions (3.3 PgN yr−1 in NoFe, 3.2 PgN yr−1 in FeMask and 3.2 PgN yr−1 in FeDyn). In
all our calibrations, the remineralization rate at 0◦C and its dependence on temperature is
identical. The higher remineralization flux in NoFe is due to the high productivity in the
tropical (warmer) region in that configuration (figure 3.3(a) and (d)). The higher reminer-
alization of detritus keeps nutrients in the surface ocean. In combination with the higher
phytoplankton growth rate and higher grazing rate this accelerates the surface ocean nu-
trient cycling (47.3% faster when comparing NoFe to FeDyn).

Differences in surface ocean nutrient cycling and pathways such as identified here may
have substantial implications when projecting future changes to ecosystem services, e.g.,
sustainability and resilience of fisheries, since catches are closely related to NPP, trophic
energy pathways and transfer efficiencies (Stock et al., 2017).

3.4.5. Geographical shifts in NPP, Export and surface NO3

The geographical distributions of simulated marine biogeochemical fluxes also differs
across calibrations. The NPP reductions per area are 150 gC m−2 yr−1 for the Pacific, 30
gC m−2 yr−1 for the Atlantic, and 60 gC m−2 yr−1 for the Indian Ocean, when comparing
FeDyn to NoFe. The Pacific Ocean is most impacted by iron limitation, since it hosts
three major HNLC regions, the subpolar North Pacific, tropical Pacific, and part of the
Southern Ocean (Pitchford, 1999; Cullen, 1995). However, the reductions of NPP in the
Southern Ocean and North Pacific are small compared to the tropical Pacific (see figure
3.3(a)). The large reduction of NPP in the tropical Pacific in FeDyn is due to the reduction
of nutrient recycling as compared to the NoFe model (described in section 3.4.4), where a
higher phytoplankton growth rate and higher grazing rate accelerate nutrient recycling in
the warm tropical waters in NoFe. This recycling is reduced in FeDyn via iron limitation
on primary production, as well as this model having generally lower biological rates. Re-
duction of NPP in the tropical Pacific, caused by the inclusion of a dynamic iron module
and regional iron limitation, results in higher annual mean euphotic zone NO3 concen-
trations (by up to 8 mmol m−3) in the east Pacific upwelling region (see figure 3.3(c)).
This residual NO3, which has not been exported into the Pacific OMZ, can be utilized
further downstream of the equatorial upwelling system, where iron is less limiting (e.g.
the subtropical regions). Meanwhile, higher global Export in FeDyn (see figure 3.3(b))
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(a) (b) (c) 

(d) (e) (f) 

Figure 3.3.: Difference of annual mean NPP, Export and euphotic zone NO3 concentration
between calibrations. Note that after iron limitation is introduced, not all regions reveal a reduced
NPP (e.g., temperate region in the Southern Ocean, North Pacific and East Equatorial Pacific).
This is due to the strong grazing control on phytoplankton in those regions in NoFe.

produces lower annual-mean euphotic zone NO3 concentrations (by up to 14 mmolm−3)
in the rest of the surface ocean (e.g., equatorial Atlantic, see figure 3.3(c)).

Bopp et al. (2013) report that the different CMIP5 models show little agreement in sim-
ulated trends in primary production in eastern equatorial regions despite all models ac-
counting for iron limitation. In our calibrated iron models (FeDyn and FeMask), we also
see different changes in NPP and NO3 concentrations in this region (figure 3.3), which
suggests that the available observations of NO3, PO4 and O2 together with a volume-
weighted cost function might not be sufficient to constrain the model dynamics in this
region.
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3.5. Conclusions and future work

This study describes a range of advantages of explicitly including iron in a global bio-
geochemical ocean model by comparing calibrated models that employ a hierarchy of
different iron implementations. The models with explicit consideration of iron perform
better compared to the model without iron in two respects: (a) improved representation
of macro-nutrient and oxygen distributions with around a 4.5% reduction of total model
misfit, and (b) generally improved estimations of global indicators of biogeochemical cy-
cles. The inclusion of a calibrated iron module produces more realistic global NPP, which
is around 33% smaller than in the model without iron. It also produces a more realistic
suboxic volume (O2 is less than 5 mmol m−3), which is reduced by 72.0 (43.3) % in the
dynamic iron model (iron mask model) compared to the no-iron model. A more realistic
suboxic volume benefits the global nitrate distribution by constraining denitrification rates
and is achieved in the iron models via a combination of changes in both tropical export
production and oxygen demand for organic particle remineralization.

We therefore conclude that it is worthwhile to include a dynamic iron cycle in biogeo-
chemical models for research questions relevant to distributions of macro-nutrients, oxy-
gen, NPP and very low oxygen thresholds. However, modeling of water masses with
somewhat higher oxygen concentrations (regions with O2 less than 50 mmol m−3), re-
mains problematic. Furthermore, for each individual model, calibration improved the
model performance against chosen metrics compared to the hand-tuned model, regardless
of the structural model complexity. In our case, this improvement was generally larger
than the differences between the calibrated models differing in the representation of the
iron cycle. This is an important point, because not only does inclusion of iron improve the
model performance, but also does the calibration itself offer substantial model improve-
ments that cannot generally be achieved with hand-tuning. Systematic model calibration
also reveals, which parameters are portable across biogeochemical model structures (in
our instante, the rate of increase of the sinking speed with depth) and which are not (e.g.,
the grazing rate).

We also found that the iron scavenging parameter in our calibration is less well con-
strained then other parameters. This may be improved when we use direct iron measure-
ments as an extra observational constraint. However, in order to better reproduce observed
patterns of dissolved iron, we may need a more sophisticated ligands parameterization, as
indicated by Völker and Tagliabue (2015). Ligands can keep dissolved iron in solution
instead of being scavenged (Gledhill, 2012), which can directly impact the iron scaveng-
ing parameter estimation. As Buck et al. (2015, 2017) point out, ligands have different
iron-binding strengths and life spans; Pham and Ito (2018, 2019) suggest ligands may
be responsible for subsurface maxima of dissolved iron. Our model assumes a constant
ligand concentration, which probably underestimates the control of ligands on our model
biogeochemistry. It would be interesting to calibrate a more complex representation of
ligands in the model in the future and to investigate if this can further improve the model
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performance.

The surface nutrient pathways differ across calibrated models, particularly with respect
to total NPP. These differences arise from both the differences in model structure and the
calibrated parameter values. Whether different nutrient pathways result in significantly
different model responses to transient forcing (i.e. a changing climate) remains an open
question. The fact that different optimal nutrient pathways arise in models of different
complexity and model structure despite an identical calibration objective, demonstrates
that surface processes such as microbial loop recycling cannot straightforwardly be con-
strained by seasonally cycling patterns of biogeochemical tracer concentrations. Lastly,
the high sensitivity of simulated tropical Pacific NPP and Export to model structure em-
phasizes the importance of iron limitation in this region.

After the benefit of including an explicit representation of the iron cycle has been demon-
strated in the current study, future work will investigate the effect of including direct iron
measurements in the calibration process of such models. The impact of calibration will
also be studied with respect to the simulated biogeochemical responses under a changing
climate.
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4. Simulated future trends in marine nitrogen fixation are
sensitive to model iron implementation

This chapter is based on the manuscript “Simulated future trends in marine nitrogen
fixation are sensitive to model iron implementation” submitted to the journal Global Bio-
geochemical Cycles in October 2020.

4.1. abstract

Biological nitrogen fixation is an important oceanic nitrogen source, potentially stabi-
lizing marine fertility in an increasingly stratified and nutrient-depleted ocean. We es-
timate future changes to the marine nitrogen cycle from three biogeochemical models,
calibrated against observed nutrients and oxygen data, using a business-as-usual RCP8.5
atmospheric CO2 trajectory to the year 2100. The first model neglects explicit iron effects
on biology (NoFe), the second utilizes prescribed, seasonally-cyclic iron concentrations
and associated limitation factors (FeMask), and the third contains a fully dynamic iron
cycle (FeDyn). Global marine nitrogen fixation increases by 71.1% with respect to the
preindustrial value by the year 2100 in NoFe, while it remains stable (0.7% decrease in Fe-
Mask and 0.3% increase in FeDyn) in iron models. In NoFe, warming-enhanced primary
production outpaces increased zooplankton grazing to increase export production, which
decreases water column oxygen concentrations and expands oxygen deficient zones . En-
hanced denitrification in these oxygen deficient zones decreases the downstream nitrate
supply with respect to phosphate, promoting the fixation of nitrogen across the tropical
ocean. In models with iron, the additional bottom-up control of phytoplankton growth
provided by iron limitation in the upwelling regions decreases the regional export pro-
duction, decreasing the size of the oxygen deficient zone, and mitigates the downstream
nitrogen fixation response under global warming.

4.2. Introduction

Marine ecosystems provide crucial services to humanity, yet are under pressure due to
climate change. Most global earth system models agree on a future ocean with increas-
ing stratification and decreasing nutrient re-supply to the surface mixed layer, particularly
in low and mid-latitudes (Cabré et al., 2015). How marine ecosystems will respond to
these changing conditions is uncertain. The growth of phytoplankton is controlled by
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nutrient and light limitation, temperature, and grazing pressure Parsons et al. (1984). Dif-
ferences in model parameterization can lead to wide-ranging ecosystem responses to tran-
sient forcing (e.g., Taucher and Oschlies, 2011; Kwiatkowski et al., 2014). Climate model
intercomparison reveals that while ocean surface temperature, pH and global oxygen (O2)
content show relatively similar trends across models, the change in simulated global Net
Primary Production (NPP) by the end of the 21st century varies widely both in magni-
tude and sign, with particularly large differences in low latitude NPP trend (Bopp et al.,
2013). This spread in model projections of NPP is attributed to differences in param-
eterization of surface nutrient re-supply pathways, e.g., the remineralization of organic
particles, zooplankton grazing and microbial loop recycling, in addition to the strength of
nutrient limitation realized in the different models (Laufkötter et al., 2015; Landolfi et al.,
2017).

Nitrogen (N) is an important nutrient in the marine ecosystem. In an increasingly nutrient-
limited surface ocean, processes that could add “new” N are potentially important for the
maintenance of ocean fertility. The biological fixation of dinitrogen (N2) by diazotrophs is
a major natural source of fixed N to the ocean (140 T gNyr−1, Gruber and Galloway, 2008;
Karl et al., 2002). Newly fixed N becomes biologically available to non-diazotrophic
phytoplankton (Mulholland, 2007). Earth system models produce a range of N2 fixation
trends under climate change, which arise from differences in model structure (Wrightson
and Tagliabue, 2020).

Improving the constraints on future N2 fixation trends requires an improved understand-
ing of the processes critical for modern ocean N2 fixation. Spatial patterns of N2 fixation
are thought to be determined by three key factors: denitrification and its impact on macro-
nutrient ratios, iron availability, and grazing pressure. The denitrification (and anammox)
that occurs in low oxygen environments (such as in tropical upwelling zones) changes
the relative availability of nitrate (NO3) and phosphate (PO4) in the surface ocean down-
stream (Deutsch et al., 2007; Weber and Deutsch, 2014). The resulting stoichiometric
excess phosphate (positive P∗, defined as PO4 - NO3/16, Deutsch et al., 2007) might
provide diazotrophs with a competitive advantage relative to other types of phytoplank-
ton. This competitive advantage is hypothesized to explain why rates of N2 fixation are
enhanced in the NO3-depleted low latitude surface ocean (Tyrrell, 1999; Deutsch et al.,
2007; Garcia et al., 2015).

At the same time, iron (Fe) is essential for all phytoplankton as it is needed to form a
range of cellular enzymes that are associated with photosynthesis and respiration. How-
ever, diazotrophs additionally require iron for producing the N2 fixation enzyme nitroge-
nase (Raven, 1988; Kustka et al., 2003b; Tagliabue et al., 2017; Zehr and Capone, 2020),
causing diazotroph growth to be particularly sensitive to a lack of iron. For diazotrophs,
the supply of iron is so essential that its availability helps to define the biogeography of
N2 fixation (Ward et al., 2013; Moore et al., 2009; Schlosser et al., 2014).
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Iron availability and denitrification might also be linked in the ocean. Biological pro-
ductivity is limited by iron availability over one-third of the surface ocean, including the
Eastern Tropical Pacific (ETP) upwelling zones (Moore et al., 2013). This limitation can
impact particulate organic matter export (Martin, 1990). Therefore, a change in iron avail-
ability in a highly productive upwelling zone might alter particulate organic matter export
and thereby influence the extent and intensity of oxygen deficient zones (ODZs) and of
denitrification. In their modeling study, Buchanan et al. (2019) showed that an increase
in iron availability in the ETP can lead to a larger ODZ, and a downstream enhancement
of diazotroph biomass and N2 fixation. They inferred that this process could have con-
tributed an additional 7-16 ppm of carbon dioxide (CO2) sequestration in the tropical
ocean in the Last Glacial Maximum (Buchanan et al., 2019).

In addition to iron availability and denitrification, top-down control of diazotrophy by
zooplankton grazing might also influence the global patterns of N2 fixation (Wang et al.,
2019). The growth rate of diazotrophs is generally lower than that of other phytoplankton
(Edwards et al., 2015; Fu et al., 2014), as N2 fixation is 25% more energetically costly
compared to direct uptake of NO3 from the surrounding water (Knapp et al., 2012). Yao
et al. (2019) recently demonstrated in a model study that for high zooplankton grazing
rates, diazotroph biomass can be subject to top-down control. Strong zooplankton graz-
ing was found to prevent diazotrophs inhabiting the ETP, despite high P∗ and when iron
was not limiting in their model (Yao et al., 2019).

Here we examine what controls the global N2 fixation response to global warming in three
marine biogeochemical models with different representations of the marine iron cycle, all
of which perform similarly with respect to reproducing observed NO3, PO4 and O2 dis-
tribution (Yao et al., 2019). All three models were individually subjected to parameter
optimization and their preindustrial steady-states were assessed in Yao et al. (2019). We
first describe the models and the new transient global-warming experiments. Then, we
compare the different simulated responses of N2 fixation to global warming. Next, we
examine the impact of ODZ development and denitrification on N2 fixation. We link the
development of ODZs to in situ export production trends via the different assumptions
about nutrient pathways in the different models, and make some recommendations for
further model improvements.

4.3. Method

4.3.1. model description

In this study, we use the University of Victoria Earth System Climate Model (UVicESCM,
version 2.9; Weaver et al., 2001; Eby et al., 2013). The UVicESCM is an earth sys-
tem model of intermediate complexity. It contains four components: a simple one-layer
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atmospheric model, a terrestrial model (Meissner et al., 2003), a sea-ice model and a
three-dimensional ocean general circulation model. All components have a horizontal
grid resolution of 3.6 degree in meridional and 1.8 degree in zonal direction. The at-
mospheric model is based on an energy-moisture balance scheme (Fanning and Weaver,
1996), which calculates heat and water fluxes between the atmosphere and the ocean, land
and sea ice dynamically, while using prescribed (NCAR/NCEP) winds. A thermodynamic
sea-ice model (Bitz and Lipscomb, 1999) is applied, while constant continental ice sheets
are prescribed. The ocean component is the Modular Ocean Model 2 (MOM2). It has
19 vertical layers with increasing thickness from 50 m near the surface to 500 m in the
deep ocean. The advection scheme is a non-linear second-order Flux-Corrected Transport
scheme (Weaver and Eby, 1997).

4.3.2. biogeochemical models and parameterization

We apply three variants of the marine biogeochemical component in the UVicESCM,
which differ in their treatment of the iron cycle. All of them are nutrient-phytoplankton-
zooplankton-detritus (NPZD) models with two types of phytoplankton, ordinary phyto-
plankton and diazotrophs, one zooplankton, and detritus. In the models, the growth of
phytoplankton is governed by nutrients, light and temperature. In all three models, di-
azotrophs grow slower than ordinary phytoplankton but can also fix N2 to meet their N
demand when NO3 is limiting.

The first model contains no representation of the iron cycle (NoFe, created by disabling
iron limitation in model presented by Keller et al., 2012). The second model variant
makes use of a prescribed seasonally periodic iron concentration mask (FeMask; Keller
et al., 2012), which is re-gridded from the output of the Biology Light Iron Nutrient and
Gases model (BLING; Galbraith et al., 2010). The third variant includes a fully dynamic
iron cycle (FeDyn; Nickelsen et al., 2015), which resolves major sources and sinks of iron
in the ocean, e.g., dust deposition, benthic release, particle scavenging, colloid formation,
remineralization as well as hydrothermal release (Yao et al., 2019). In the models that
include iron (FeMask and FeDyn), both diazotroph and ordinary phytoplankton growth
rates are reduced when iron is limiting, in addition to the usual controlling factors, e.g.,
macro-nutrient(s), light and temperature. In the model without iron (NoFe), the growth
rates of diazotrophs and ordinary phytoplankton do not depend on the iron concentration.
Details, including equations, of each model configuration can be found in Nickelsen et al.
(2015, FeDyn) and Keller et al. (2012, FeMask and NoFe).

Biogeochemical parameters of all three model variants were calibrated individually for
each model using present-day global climatologies of NO3, PO4 and O2 (World Ocean
Atlas 2013; Garcia et al., 2013b,a). The details of the calibration can be found in Yao
et al. (2019), which produces three differently structured models with similar global mis-
fits to NO3, PO4 and O2. We apply the optimal parameter sets from that steady-state
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Figure 4.1.: Simulated change in 5-yearly averaged global marine NPP (a) and diazotroph
primary production (b) between 1800 and 2100 for all models: NoFe (red), FeMask (green) and
FeDyn (blue).

calibration to the transient global warming runs in this study (table B.1).

4.3.3. model experiments

All models are integrated for ten thousand years with pre-industrial (year 1800) climate
boundary conditions to reach equilibrium. A prescribed historical and business-as-usual
RCP8.5 atmospheric CO2 concentration forcing (van Vuuren et al., 2011) is then applied
from year 1800 to 2100, but with climatological seasonally cycling NCAR/NCEP wind
fields. The preindustrial physical circulation and circulation responses are identical in all
three model configurations. Atmospheric iron deposition flux (Luo et al., 2008), which is
a preindustrial climatological estimate of monthly iron deposition, is not changed during
the transient experiment in FeDyn. We do not include atmospheric N deposition in this
study, which was found to be of minor importance in an earlier study by Landolfi et al.
(2017).

4.4. Results and Discussion

4.4.1. Trends in global NPP and diazotroph primary production show inter-model
differences

Global total primary production in year 1800 is 74.8 (NoFe), 49.4 (FeMask), and 50.4
(FeDyn) Gt C yr−1. In all simulations, NPP decreases with time (figure 4.1a), in agree-
ment with the trends of most CMIP5 models (Laufkötter et al., 2015; Bopp et al., 2013).
In the year 2100, the largest absolute decline is found in NoFe (5.6 Gt C yr−1) and the
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largest percentage decline in FeMask (9.16%).

Global diazotroph primary production in year 1800 is 0.6 (NoFe), 0.3 (FeMask), and 0.4
(FeDyn) Gt C yr−1 (figure 4.1b). In contrast to global NPP, diazotroph primary produc-
tion increases in all simulations (by 0.02 to 1.0 Gt C yr−1 between 1800 and 2100; figure
4.1b). The largest percentage increase is found in NoFe (177%) and the smallest in FeDyn
(4.2%). When compared with total NPP, the relative importance of diazotroph primary
production to total NPP increases between 1800 to 2100. In 1800, diazotroph primary
production contributes 0.76% (NoFe), 0.57% (FeMask), and 0.75% (FeDyn) to global
NPP and in 2100 it increases to 2.3% of global NPP in NoFe, 1.1% in FeMask and 0.82%
in FeDyn.

4.4.1.1. Trends in N2-fixation diverge between models

The simulated pre-industrial N2 fixation rates are between 30.3 and 54.1 T gN yr−1 (fig-
ure 4.2.a). The calibrated NoFe has the smallest preindustrial N2 fixation rate, which
is also much smaller than earlier, hand-tuned versions of the UVicESCM that applied
different parameter values and also did not include iron (UVicESCM version 2.7, 316
T gN yr−1, Riche and Christian, 2018; UVicESCM version 2.8 & 2.9, 150 T gN yr−1,
Oschlies et al.,2019 and Keller et al., 2012; UVicESCM version 2.9 with addtional struc-
tual changes including benthic denitrification, 110 - 126 T gN yr−1, Landolfi et al., 2017).
Applying a dynamic iron cycle (FeDyn) in the model results in the largest preindustrial
N2 fixation rate among the three models. However, even the FeDyn N2 fixation rate is
in the lower range of observations and model estimates (between 89 and 213 T gN yr−1;
Landolfi et al., 2018). Note, that independent estimates of the N2 fixation rate were not
used as an explicit constraint in the calibration of Yao et al. (2019). Furthermore, none of
the models include benthic denitrification, which could increase global total denitrifica-
tion and enhance global N2 fixation (Weber and Deutsch, 2014). The simulated evolution
of N2 fixation in response to global warming differs considerably between simulations
(figure 4.2.a&b). While N2 fixation increases by 21.6 T gN yr−1 (71%) in NoFe between
1800 and 2100, fixation rates remain almost unaffected by global warming in FeMask
and FeDyn. Landolfi et al. (2017) reported an increase of 0.3% in N2 fixation due to the
increasing PO4 limitation for the same simulated period in a version of UVicESCM with
prescribed iron concentrations. Another similar result is found in a model comparison
study by Wrightson and Tagliabue (2020), where the only model that had a strong in-
crease in N2 fixation (58 T gN yr−1) between years 1800 and 2100 is a model with neither
iron nor phosphate limitation on (diagnosed) N2 fixation. However, two models with nei-
ther iron nor explicit diazotrophs in their study showed large decreases in N2 fixation (38
– 50.1 T gN yr−1) over this time period. Most of their models with representation of iron
limitation project decreasing N2 fixation (up to 23.2 T gN yr−1; Wrightson and Tagliabue,
2020) while we find the N2 fixation trend in FeMask and FeDyn to be almost unaffected.
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Figure 4.2.: Simulated running 5-year-averaged global N2-fixation rates (a), their temporal
changes (b), temporal changes of denitrification (c) and the changes in ODZ volume (d, change in
the percentage of the total ocean volume) between 1800 and 2100. Note: we define ODZ as
regions where O2 concentration is below 5 mmol m−3.
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Figure 4.3.: Surface (0-130 m) Surface N cycle (number before + or - sign) and its trend (number
after + or - sign) in the Eastern Tropical Pacific (Longitude: 115W:60W, Latitude: 8S:20N)
between years 1800 and 2100. The unit for inventory is T gC and for fluxes is T gC yr−1. The
thickness of the arrow is approximately proportional to the respective flux. Colors denote
different models: NoFe (red), FeMask (green), and FeDyn (blue).

4.4.2. The trends of the Eastern Tropical Pacific ecosystem response to warming differ

We next look at differences in the model responses to global warming in the ETP, due to
its apparently large impact on global N2 fixation trends (discussed below).

As the temperature increases, NPP, remineralization, microbial loop recycling, and other
temperature-sensitive fluxes accelerate accordingly (figure 4.3). In all models, the surface
ocean nutrient recycling pathways through enhanced and shallower detrital remineraliza-
tion and the enhanced microbial loop gain importance under warming. Also, the increase
in phytoplankton potential growth rate is greater than the increase in zooplankton poten-
tial grazing rate (which is capped above 20 ◦C (Keller et al., 2012) in all models. Hence,
total plankton biomass (ordinary phytoplankton, diazotrophs and zooplankton) increases
in all models in the ETP.

In the NoFe model, light limitation due to phytoplankton self-shading is the dominant
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control on phytoplankton growth in the ETP (figure B.1). Grazing control on the biomass
is also stronger compared to the other models (NoFe has the highest optimized maximum
grazing rate at 0◦C, see table B.1). With ocean warming, the increase in phytoplankton
potential growth rate is larger than the increase in zooplankton potential grazing rate in
the ETP. This creates a 23% higher total plankton biomass in the region, which leads to a
35% higher net detritus production (sloppy feeding of zooplankton plus plankton mortal-
ity and lysis, minus zooplankton grazing on detritus, figure 4.3). Warming also enhances
detrital remineralization, however, a 41% increase in detrital remineralization (figure 4.3)
is not enough to keep up with the 401.0 T gC yr−1 increase in net detritus production.
Therefore, export production in the ETP increases 15% (figure 4.3), contributing to an
ODZ volume increase.

Phytoplankton are nutrient limited in the ETP (by Fe and NO3, figure B.1) in both models
with iron, which makes their production more sensitive to decreasing nutrient resupply
when water stratification intensifies. In FeDyn and FeMask, euphotic zone detrital rem-
ineralization accounts for around 23% of the NPP compared to 17.2% in NoFe (figure
4.3). Warming in the ETP increases production in FeDyn and FeMask, but also particle
remineralization and microbial loop nutrient recycling. The net effect is a decrease in ex-
port production in both models (5.1% for FeDyn and 0.8% for FeMask, figure 4.3). The
optimized microbial loop constant is larger in FeDyn compared to FeMask (table B.1),
and this causes a larger decline in export production in the ETP in this model (figure 4.3).
In both iron models there is a reduction in ODZ volume in the ETP (figure B.2.h&i). This
has global consequences for N-cycle coupling.

4.4.3. The decoupling of N2-fixation and diazotroph primary production in models with
iron

In the NoFe model, we find increasing N2 fixation correlates with an increase in di-
azotroph primary production, which is intuitive as diazotrophs fix N2 to support their
growth when NO3 is in short supply. In the tropics (30S:30N), global warming increases
the temperature-dependent phytoplankton (both diazotrophs and ordinary phytoplankton)
potential growth rate and the detritus remineralization rate by around 40% from pre-
industrial to year 2100, which accelerates the surface nutrient cycle and promotes phyto-
plankton growth in oligotrophic waters. At the same time, elevated temperatures in the
tropical upwelling zones increase export production (figure 4.4.a) and particle reminer-
alization, which decreases water column oxygen and increases denitrification, producing
increasingly elevated P∗ (figure 4.5) conditions downstream that favor diazotrophs and
promote N2 fixation.

However, in FeMask and FeDyn, diazotroph primary production increases over time but
N2 fixation does not. This is because diazotroph primary production and N2-fixation can
be decoupled (Knapp et al., 2012). In our models, diazotrophs can utilize NO3 when it

59



4.4 Results and Discussion Future trends in N2 fixation

11

11

1111
11

11

11
111111

11

11

11
111111

11

11

1111
11

11

11
111111

11

11

11
111111

11

11

1111
11

11

11
111111

11

11

11
111111

Figure 4.4.: Change in annual export production at 130 m depth (years 2100 minus 1800; from
left to right, NoFe, FeMask, FeDyn). Unit for the color scale is gC m−2 yr−1. The solid thick
contour line denotes 0, and the solid (dashed) contour denotes positive (negative), the interval is 8
gC m−2 yr−1. The dashed red rectangles represent the Eastern Tropical Pacific, Atlantic and Bay
of Bengal regions. Note: the Caribbean region is excluded from the calculations for the box in
the Eastern Tropical Pacific.
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Figure 4.5.: The change of annually averaged P∗ concentration (mmol m−3) at 350 m depth
between years 1800 and 2100. The solid thick contour line denotes 0, and the solid (dashed)
contour denotes positive (negative) values, the interval of contour is 0.1 mmol m−3. While PO4
and NO3 were used as data constraints in the model calibration study (Yao et al., 2019), P∗ itself
was not.
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is available. Similar to NoFe, surface nutrient cycling is enhanced by warming in the
oligotrophic regions for FeMask and FeDyn (including diazotroph primary production).
However, persistent iron limitation in the tropical upwelling zones (figure B.1) mitigates
the particle export response to regional warming (figure 4.4; the net export in the three
ODZ regions declines by 66.5 T gC yr−1 for FeMask and 69.0 T gC yr−1 for FeDyn by
year 2100). In line with these trends in particle export, a net contraction of the ODZ
volume occurs in both models, which reduces total denitrification (figure 4.2.c&d). This
decline in denitrification over time results in reduced P∗ (figure 4.5) for the downstream
surface ocean, which tends to suppress the temperature-induced growth rate increase of
diazotrophs and the associated N2 fixation in the stratified, oligotrophic regions. The
strength of this effect is subject to model parameter differences. How sensitive the mod-
elled denitrification response is to fluctuations in water column oxygen depends on the
prescribed O:N ratio, which was determined in the parameter calibrations (Yao et al.,
2019) and varies between 9.54 and 10.30 among the models (table B.1).

4.4.4. FeDyn v.s. FeMask

We find no significant differences in the global N2 fixation trends between FeDyn and
FeMask models over the time period simulated. This may be due to the models having
relative similar parameter values, or to compensating effects for iron concentration in the
dynamic iron model (e.g. iron scavenging and remineralization). The iron scavenging
and colloid formation can quickly remove iron from the dissolved phase, which keeps
the change in iron concentration small in the ETP (0.4% increase). This small change is
not able to qualitatively change the model response in export production in the upwelling
zone, hence there is little impact on N2 fixation trend. However, we do see regional
differences in other quantities, such as export production trends in the Southern Ocean,
which suggest that differences may be significant in other respects. In addition, FeMask
has prescribed surface iron concentrations, but surface iron concentrations are expected
to increase with climate warming (Fu et al., 2016). These dynamic changes are not repre-
sented in FeMask.

However, FeDyn also has deficiencies worth mentioning, with the most prominent being
its poor skill in reproducing observed iron concentrations (Yao et al., 2019). Considering
the global averaged 0.57-year turnover time in FeDyn (compare to other models ranging
from a few years to more than 500 years; Tagliabue et al., 2016), the dissolved iron con-
centration depends strongly on local iron sources, e.g., dust deposition, sediment releases,
and hydro-thermal activity. Sediment release is the largest iron source in our model and
better parameterization might be beneficial. A recent laboratory study showed that certain
types of diatoms can reduce their iron requirement under higher temperatures and main-
tain their growth rate (Jabre and Bertrand, 2020). This finding suggests a more flexible,
even a temperature dependent iron demand parameterization, might be appropriate to in-
clude in the future. Likewise, the Fe dust deposition is projected to increase in the future
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Figure 4.6.: A comparison of two different model responses to tropical warming and water
column stratification, with (right side) and without (left side) explicit consideration of iron
limitation. The upwelling ecosystem is controlled by a combination of top-down grazing and
light limitation when iron does not limit primary production (left side). As the temperature
increases, upwelling is reduced (“-“ in the center of the figure). In the scenario not considering
iron (left part of the figure) primary production increases faster than grazing pressure, which
leads to increased particle export (+) and higher remineralization (+). Higher temperatures and
increased remineralization intensify water column ODZs (+) and associated denitrification (+).
Elevated denitrification leads to higher N2 fixation, and an increase in diazotroph primary
production downstream (+). However, including iron limitation (right side) mitigates the export
production response to warming in the upwelling ecosystem. Export production declines (-), and
the ODZ volume also shrinks (-). More oxygen in the water column leads to less denitrification
(-) and reduced P∗, which suppresses N2 fixation downstream despite temperature-driven
increases in diazotroph primary production.

(Hamilton et al., 2020), which we did not include in FeDyn for this study.

Wrightson and Tagliabue (2020) also compiled a list of non-iron model related poten-
tially significant drivers for N2 fixation, e.g., CO2 fertilization on diazotrophs, and an
upper thermal threshold for optimal growth temperature for phytoplankton, which are not
yet implemented in our model and should be explored in the future.

4.5. Conclusions

The results presented here demonstrate divergent trends in future global N2 fixation and
denitrification that are determined by the representation of bottom-up and top-down phy-
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toplankton growth limitation in tropical upwelling regions (schematic in figure 4.6). When
iron limitation is neglected, warming induces positive feedbacks of enhanced regional ex-
port production and denitrification that triggers enhanced N2 fixation across the central
and western basin. Iron limitation mitigates the export production response to warming
and even produces a net decline in denitrification in the ETP, leading to essentially no net
change in global marine N2 fixation. That the N2 fixation responses diverge between the
three models tested, despite all models simulating an increase (albeit, of variable magni-
tude) in diazotroph primary production illustrates the potential for a global decoupling of
these two seemingly co-dependent factors.

That the N2 fixation trends hinge upon the treatment of iron limitation in the tropical up-
welling zones highlights the importance of model structure. This finding is particularly
salient considering all models have similar global misfits with respect to state variables
NO3, PO4, and O2 in steady-state, and suggests flux and rate data may be just as (or
even more) relevant for constraining models with calibration techniques. Our finding of a
strong connection between global N2 fixation rates and iron limitation in upwelling zones
furthermore suggests a more inter-connected view between two controlling factors in N2
fixation, iron limitation and denitrification. From a global view, spatial patterns of N2
fixation are not only controlled by iron availability in oligotrophic regions (as proposed
by Ward et al., 2013), but also by the iron limitation upstream, which regulates the deni-
trification (and hence, P∗) pattern. Lastly, our study demonstrates a role of temperature in
determining N2 fixation patterns.

In our earlier manuscript we demonstrated a correlation between denitrification and N2
fixation as well as globally balanced rates in all model steady states (Yao et al., 2019).
However, this linkage is reduced when climate warming is applied. As temperature in-
creases, temperature-sensitive rates regulating bottom-up and top-down control on export
production respond differently. The net result is a decreasing sensitivity of N2 fixation
to denitrification (seen particularly in the models with iron) that can to lead to at least a
temporary imbalance in global rates. Furthermore, there is growing evidence that non-
primary producers may play a roll in N2 fixation (Moisander et al., 2017), and that N2
fixation in key cyanobacterial diazotophs may not be stimulated by the lack of NO3 (Mills
et al., 2020). Both of these factors can contribute further to the decoupling between N2
fixation, denitrification and diazotrophs primary production. The long-term implications
of potential N2 fixation and denitrification imbalance would be an interesting topic wor-
thy of further study.
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Iron plays an important role in global marine biogeochemistry, yet the benefits of imple-
menting a complex iron model into a biogeochemical model have been unclear. Disre-
garding the extra computing expenses that comes with increasing complexity, the tuning
of parameters in relatively less complex biogeochemical models is already a challenge for
modellers with a limited pool of independent data sets as constraints. How wise is it to
introduce more complexity by adding an iron cycle into a biogeochemical model?

In this thesis, I aimed to elucidate the impact of iron models with different complexities
for global biogeochemical cycles, both in steady state and with transient climate change.
I selected two representations of iron cycling in the UVic 2.9; one prescribes iron concen-
trations (FeMask), and another contains a complex iron cycle (FeDyn). A third version of
the model ignores the impact of iron on phytoplankton growth (NoFe). I calibrated each
variation of the model against the same set of global observations of nitrate, phosphate,
and oxygen concentrations and found differences in the resulting surface nutrient path-
ways in the pre-industrial climate among models. I also performed transient simulations
with all three calibrated models and found diverse nitrogen fixation responses towards
warming among models.

In the preparation of model calibration, I performed a sensitivity test of the UVic 2.9 in
Chapter 2. A literature search for parameters in the UVic 2.9 shows that some of the val-
ues have not been updated since the earlier release of KMBM (e.g., the maximum growth
rate constant at 0◦C, Schmittner et al., 2005) and some refer to measurements which date
back more than 30 years (e.g., the iron scavenging parameters are from Honeyman et al.,
1988). Some parameters cannot be directly measured in the field (e.g., the microbial loop
recycling rate, one parameter that describes the whole microbial community and its im-
pact on the organic matter in surface ocean ecosystem). Despite this, and the fact that
most parameters are hand-tuned against surface nutrient fields, the correlation from the
model version by Nickelsen et al. (2015) is around 0.85 to 0.9 against whole ocean nitrate,
phosphate and oxygen distributions. However, a more comprehensive sensitivity test of
the parameters shows potential for a few parameters to achieve better model fitness (up
to 0.95). This indicates that the model ability to reproduce observational data will benefit
from parameter calibration.

When comparing the full dynamic iron cycle model against the current iron observational
data, it is found that parameters are insensitive for the model misfit. This shows how much
potential there is for improvement in the field of iron modelling. This might also indicate
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needs for improvements in data coverage and spacial interpolation. Models with interme-
diate complexity are not designed to simulate local or regional spatial scales, therefore
greater spatial (and temporal) iron observational data are needed. Meanwhile, isotope
data also help to improve understanding of fluxes and pathways in the iron cycle.

In the follow-up model calibration study, an 8.6% improvement of global integrated misfit
against nutrient and oxygen climatologies compared to the previously hand-tuned version
(Nickelsen et al., 2015) was achieved. Furthermore, in this study, through the compari-
son between the three calibrated versions of UVic 2.9 it is shown that the model with a
full dynamic iron cycle has a marginal (up to 4.8%) better skill of reproducing biogeo-
chemical distributions in the pre-industrial, steady-state climate compared to the others.
The model with a full dynamic iron cycle also has advantages over the other two models
with respect to independent metrics, e.g., net primary production and oxygen deficit zone
volume. As the calibration tries to fit the models to the observational data as close as it
can, maybe it is not that surprising that biogeochemical models coupled with the same
circulation could end up with similar model misfits. However, due to the differences in
model complexity, all models have different surface nutrient pathways, which represents
very different pictures of how marine ecosystems function. These results offer the ques-
tion whether those different nutrient pathways can produce different responses to climate
change, despite similar performance with respect to the applied metrics at steady-state.

From the calibrations performed for this thesis, I conclude that hand-tuning may be not
sufficient for handling more complex biogeochemical models. The calibration framework
applied in this thesis has shown promising model misfit improvements, yet was limited to
five or six parameters per model (only a small portion of the total number of parameters).
Also, biogeochemical parameters are only part of what determines biogeochemical dis-
tributions. Calibration of the biogeochemical parameters may not be enough to overcome
all bias in the ocean circulation model (e.g., a too weak formation and northward prop-
agation of Antarctic Intermediate Waters and the shift of the oxygen deficit zone from
the Arabian Sea to the Bay of Bengal). This means that the resulting biogeochemical pa-
rameter values may reflect circulation dependency. However, in the study by Kriest et al.
(2020), they show that some biogeochemical parameters can be transferable to another
model with similar circulation.

In Chapter 4, I compared transient simulations (over the 21st century) from the three
calibrated versions of UVic 2.9. Simulated nutrient pathway differences lead to similar
global trends of NPP and export production from year 1800 to 2100 and there are no
significant differences in marine carbon uptake between models (ranging from 2017 to
2040 GtC accumulated for the whole simulated period). However, they produce different
regional export production responses to warming in the upwelling regions, which creates
disagreement in the change of the oxygen deficit zone volume. As the oxygen deficit zone
is where denitrification occurs in the model, this disagreement leads to different nitrogen-
to-phosphorus supply ratios downstream. Hence, different trends in nitrogen fixation in
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the downstream oligotrophic regions are projected. This shows that iron not only im-
pacts the marine nitrogen cycle by its availability in oligotrophic regions, where nitrogen
fixation occurs, but also by regulating export production in the upwelling regions. This
advances our understanding of how iron influences the global marine nitrogen cycle.

All model versions used in this thesis have similar global misfits against observed nitrate,
phosphate and oxygen fields in steady-state, yet present different trends in the transient. I
conclude that iron models are an important component of global biogeochemistry, despite
their current poor performance at reproducing observed iron concentrations. Given the
different trends are related to nitrogen fixation, I conclude that the simulation of iron is
important for studies on future ocean fertility (e.g., fishery management). However, I find
no significant changes in the ocean carbon uptake related to the different implementations
of iron in model. This indicates that iron may not be the bottleneck of the soft tissue
carbon pump under the high emission scenario until year 2100 studied here.

When comparing models that include iron, transient simulations are qualitatively similar
in global model response of nitrogen fixation, which might suggest that a model with a
prescribed iron concentration field is sufficient for projecting nitrogen cycle trends over
the 21st century. Less complexity means lower computational demands and less param-
eter uncertainty, which may make a more simplistic iron implementation more desirable.
Nevertheless, the model with a prescribed iron concentration field has different trends in
net primary production and export production in the upwelling regions comparing to the
model with a full dynamic iron cycle. This may come from unrealistic iron availability
in the model with prescribed iron concentrations. This approximation might lead to more
strongly diverging model differences over longer period simulations.

The models presented in this thesis show different surface nutrient pathways after cali-
bration against global distributions of nitrogen, phosphorus, and oxygen. This indicates
that the existing concentration data used for model calibration may not be enough to un-
ambiguously constrain the fluxes within the marine ecosystem, which creates uncertainty
in the system behavior in the face of change. Biogeochemical flux data are rare but still
beneficial to be incorporated as criteria in future model calibration studies.

5.1. Outlook

In the thesis, I calibrated only a portion of the total parameters in the UVic 2.9. I suggest
a second calibration with another selection of parameters in order to see if a set of newly
calibrated models behave the same way as the models in this thesis under the same forcing
settings. The current calibration of the iron cycle is focused on the iron scavenging and
the phytoplankton iron uptake rates, which are relatively insensitive for the model misfit
against current iron observational data sets. In the next calibration, I suggest testing a
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large range of iron source fluxes, which are sensitive to model misfit against iron observa-
tions (Pasquier and Holzer, 2017), so that the iron observational data can be assimilated.
This may provide insight on how to improve our iron model.

I found in this thesis that a more complex iron model has a marginally better performance
at reproducing the observational patterns of nitrate, phosphate, and oxygen. However,
the most complex model in this thesis is still a simplification of the iron cycle. Would
an additional increase in complexity (e.g., inclusion of a more sophisticated ligand rep-
resentation) bring additional gain in performance? Which is the bottleneck in model per-
formance, model complexity or model calibration capacity? Considering that the misfit
differences between calibrated models are smaller than the differences for the same model
before and after the calibration, I speculate that the latter is more likely.

In the model examined in this thesis, phytoplankton have a fixed ratio between iron and ni-
trate for its biomass, which is an assumption inherited from Redfield stochiometry. How-
ever, in reality, phytoplankton can take up more iron than needed when the environment
is iron replete (Iwade et al., 2006; Chen et al., 2011; Shire and Kustka, 2015; Twining
et al., 2021) and phytoplankton can recycle biogenic iron from their own cells to support
growth under iron deficiency (Louropoulou et al., 2019). Not like nitrogen nor phospho-
rus, which are the building blocks of organic material, iron appears to be more like the
building crew, or a catalyst of production. It seems that the iron quota in phytoplankton
may be strongly influenced by the environment. If that is the case, then the impact of pro-
jected increasing iron availability in the future (Hamilton et al., 2020) may be amended by
a future enhanced iron quota in phytoplankton. I suggest including a flexible iron quota
in the next version of the iron model.

It seems that iron scavenging cannot be constrained by the current observational dissolved
iron concentration data. The dissolved iron concentration is a result of interplay among
ligands, iron sources, and sinks. The sinks include scavenging and biological uptake. The
sources such as sedimentary flux are hard to estimate without a prior estimation of the
scavenging strength and the biological uptake flux. Hence I suggest measuring or esti-
mating iron scavenging in more isolated environments, such as laboratory experiments or
in the deep ocean hydrothermal plumes, where biological processes are absent.

From the 1800s to year 2100, models with simple and complex iron implementations have
similar trends in nitrogen fixation. However, due to the differences in nutrient pathways in
the Eastern Tropical Pacific region, the differences in detritus export have increased (See
Fig. 3.2) and may lead to larger differences of nutrient inventory in the surface ocean, and
hence impact global marine productivity (See Fig. 4.1, the models have different rates
of decrease in global net primary production). Would this lead to different sensitivities
to further warming? As the net community production will bounce back under the sce-
nario of zero carbon dioxide emission after year 2300 (Oschlies et al., 2019), would the
implementation of iron in that model impact the recovery time? Those questions can be
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investigated through a set of simulations under identical forcing with a longer integration
time.

Lastly, this thesis emphasizes that the tropical upwelling regions, such as the Eastern
Tropical Pacific, can be one of the key factors to determine the ocean nitrogen inven-
tory with climate change. Hence, I suggest improving our understanding of the marine
ecosystems in those regions and their responses towards warming (e.g., export production
change and oxygen deficient zone volume evolution).
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A. Supporting Information for ’Hierarchy of calibrated
global models reveals improved distributions and fluxes
of biogeochemical tracers in models with explicit
representation of iron’

A.1. Calibration framework

Efforts into objective calibration of biogeochemical model parameters in prognostic ESMs
are hindered by (a) the millennial time scales involved in whole ocean biogeochemical
cycles, which require long model integration times and (b) the lack of suitable parameter
calibration techniques. A solution to these obstacles exists in the form of offline methods
that can use prescribed circulation and atmospheric boundary conditions, e.g. for sea-
sonally cyclic conditions with the Transport Matrix Method (Khatiwala, 2007, TMM;) or
data-assimilated, steady circulation (Primeau et al., 2013). The TMM is sufficiently fast to
be combined with methods of parameter optimization. Recently, Kriest et al. (2017) used
the TMM together with a Covariance Matrix Adaption Evolution Strategy (CMA-ES;
Hansen, 2006) to calibrate a pre-selected subset of parameters of a global ocean biogeo-
chemical model against available oceanic observations of PO4 and O2.

An equilibrated circulation field is extracted from the UVic ESCM, creating an “offline”
version of the UVic ESCM. The advantage of the offline model is a reduction of the
model “spin-up” computing time by 2 orders of magnitude. This is made possible by
two features of the TMM: the avoidance of time-consuming circulation computation and
the ability to utilize parallel computing resources compared to the serial code of UVic
ESCM 2.9. A comparison of the online and offline model performance is described in
detail in Kvale et al. (2017). In the extraction of the circulation field, instead of FCT, the
Up-Wind3 convection schema (Holland et al., 1998; Griffies et al., 2004) is used and the
forcing is set to be pre-industrial setting (year 1800).

A.1.1. Calibration parameter selection

We calibrate three different iron modules using the same physical transport. The mis-
fit function of JT is applied for FeDyn, FeMask and NoFe. We also compare to the
hand-tuned FeDyn from Nickelsen et al. (2015, denoted as FeDyn0). The number of bio-
geochemical parameters increases with increasing model complexity (from 30 in NoFe,
to 34 in FeMask, and to 46 in FeDyn). We first conducted a parameter sensitivity study
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A.2 Calibration spin-up configuration Appendix

and chose six parameters for calibration (KP
Femax, KD

Fe, g0
Z , ω i

Det , Korg
Fe and RO:N in Fe-

Dyn; for definitions see Tab. 3.1, for formulations see Nickelsen et al., 2015; Keller et al.,
2012). This parameter set contains some of the most uncertain (few or no measurements
available) and sensitive biogeochemical model parameters. At the same time, it provides
a large coverage of control in the different domains, e.g., iron, nitrogen, oxygen, phyto-
plankton, and zooplankton, of the model’s biogeochemistry. For the other calibrations,
we try to keep the parameter choices as similar to FeDyn as possible. Hence, for FeMask,
we chose KD

Fe, g0
Z , ω i

Det and RO:N which are also presented in FeDyn. However, since
FeMask does not represent the iron scavenging process, we left out Korg

Fe and replaced it
with µ∗P (defined in Tab. 3.1). µ∗P determines the rate of microbial loop recycling, which
influences the surface nutrient concentration, and thus impacts the nutrient limitation on
phytoplankton growth. Also, the ordinary phytoplankton has a fixed iron uptake satura-
tion KP

Fe. In the FeDyn, Nickelsen et al. (2015) implemented the flexible iron saturation
depending on biomass, which is described in three parameters, maximum iron saturation
(KP

Femax), minimum iron saturation (KP
Femin) and the biomass when iron saturation starts

to increase (Pmax) (see equation 4-6, Nickelsen et al., 2015). For NoFe, two iron half-
saturation parameters are not in the model, which meant there was only macro-nutrient
limitation control on phytoplankton growth. Hence, we added a, phytoplankton maxi-
mum growth rate at 0◦C (a), to the parameter set, so that the growth of phytoplankton is
regulated in the calibration. The exact parameter set for each calibration and the param-
eter boundaries are listed in Tab. 3.1. The other parameters, which are not in the set, are
unchanged from Nickelsen et al. (2015) and their values of are listed in Tab. A.1.

A.2. Calibration spin-up configuration

In our calibration, we run each calibration for 120 generations, or until the parameters
converged. The number of individuals in each generation is 10, following the set up of
Kriest et al. (2017). Each individual is integrated for 3000 model years with pre-industrial
forcing (year 1800), and the vertical diffusion coefficient is increased from 0.15 to 0.43
cm2 s−1, in order to mediate the strength reduction of the Meridional Overturning circu-
lation (MOC) resulting from the advection scheme switch.

All calibrations were run at the Berlin facility of the North-German Supercomputing Al-
liance, on Intel Xeon IvyBridge computer nodes, 24 cores per node. For each individual
run, 4 nodes were used for the parallel computation and it takes around 7 hours for a sin-
gle 3000 year spin-up.

Calibrations converged within different numbers of generations due to the differences in
model complexity. FeDyn converged within 120 generations and NoFe converged after
only 100 generations. FeMask still had a small drift for g0

Z approaching 120 generations.
But the calibration was terminated after 120 generations, since the variance of JT was at
the magnitude of 10−5 in the last 10 generations, which indicated the calibration results
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Appendix A.2 Calibration spin-up configuration

from those generations are equally good. All calibration trajectories for the parameters
are shown in the figure A.2,A.3 and A.4. We then selected the best parameter set (listed in
Tab. 3.1), as the individual with the smallest JT for each calibration. We next integrated
the models using the optimal parameter sets with pre-industrial forcing for 9000 model
years to achieve equilibrium, and diagnosed the different components of misfit, elemental
fluxes, and oxygen minimum zone (OMZ) volumes for comparison.
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A.2 Calibration spin-up configuration Appendix

Figure A.1.: Comparison between the annual basin-wide averaged nutrient and oxygen profiles
in different basins from different calibrated models. Differences between the calibrated models
are generally smaller than the differences between the models and observations. For example, in
the Atlantic basin, the differences between calibrated models are much smaller (around 1
mmol m−3 for NO3, 0.1 mmol m−3 for PO4 and 5 mmol m−3 for O2) than the differences between
models and observations (around 6.5 mmol m−3 for NO3, 0.6 mmol m−3 for PO4 and 20
mmol m−3 for O2). The similarities between the profiles of the three calibrated models suggest
that they have approached some optimal limit for the given calibration setup. Additional
improvements may require a better representation of the circulation and mixing processes.
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Appendix A.2 Calibration spin-up configuration

Figure A.2.: Parameter trajectories in calibration of NoFe. The dashed straight lines denote the
parameter calibration boundaries and the solid straight line denotes the uncalibrated parameter
value. The bold black line is the average parameter value in each generation and the thin red lines
shows the maximum and minimum value parameter value in each generation.
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Figure A.3.: Parameter trajectories in calibration of FeMask. The notation follows figure A.3.
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Figure A.4.: Parameter trajectories in calibration of FeDyn. The notation follows figure A.3.
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Table A.1.: The parameters chosen for each calibration, their observational value and calibration
boundary settings.

Parameter Description Value Units NoFe FeMask FeDyn
1.Phytoplankton ( PO, PD)
a Maximum growth rate parameter at 0◦C 0.6 d−1 √ √ √

mPO PO mortality rate 0.03 d−1 √ √ √

µ∗P Microbial loop recycling rate 0.015 d−1 √ √ √

cD Diazotrophs’ handicap 0.4
√ √ √

light limitation
kw Light attenuation due to water 0.04 m−1 √ √ √

kc Light attenuation through phytoplankton 0.047 m−1 (mmol N m−1)−1 √ √ √

kI Light attenuation through sea ice & snow 5.0 m−1 √ √ √

PAR Fraction of photosynthetically active radiation 0.43
√ √ √

θmin Maximum Chl:C ratio, extreme iron limitation 0.01 gChl (gC)−1 √ √

θmax Maximum Chl:C ratio, abundant iron 0.04 gChl (gC)−1 √ √

α Initial slope of the P-I curve 0.1 (W m−2)−1 d−1 √ √

αmin Minimum chlorophyll specific initial slope in PI-curve 18.4 µgC (gChl)−1 (W m−2)−1 s−1 √

αmax Maximum chlorophyll specific initial slope in PI-curve 73.6 µgC (gChl)−1 (W m−2)−1 s−1 √

Macro-nutrient limitation
KN Half saturation constant for N uptake 0.7 mmol N m−3 √ √ √

RP:N Molar P:N ratio 0.0625
√ √ √

KP Half saturation constant for P uptake KN RP:N µmol m−3

Iron limitation
KP

Fe Half-saturation constant for PO iron limitation 0.1 µmol Fe m−3 √

KP
Femin Minimum KP

Fe 0.04 µmol Fe m−3 √

KP
Femax Maximum KP

Fe 0.4 µmol Fe m−3 √

Pmax PO biomass above which KP
Fe increases 0.15 mmol N m−3 √

KD
Fe Half-saturation constant for Diaz Iron limitation 0.1 µmol Fe m−3 √ √

RFe:N Molar Fe:N ratio for iron uptake 66.25 µmol Fe (mol N)−1 √

2. Zooplankton (Z)
g0

Z Maximum grazing rate at 0◦C 0.4 d−1 √ √ √

ge
Z Z growth efficiency 0.4

√ √ √

γ Z assimilation efficiency 0.7
√ √ √

mZ Z quadratic mortality 0.06 (mmol N m−3)−2 d−1 √ √ √

KGraze half-saturation constant for Z grazing 0.15 mmol N m−3 √ √ √

ψPO Z preference for PO 0.3
√ √ √

ψPD Z preference for PD 0.1
√ √ √

ψZ Z preference for other Z 0.3
√ √ √

ψDet Z preference for Det 0.3
√ √ √

3. Detritus (Det)
µ0

Det Det remineralization rate at 0◦C 0.055
√ √ √

ω0
Det Sinking speed of Det at surface 14 m d−1 √ √ √

ω i
Det Depth dependent sinking speed slope 0.06 d−1 √ √ √

Carbonate
RC:N Molar C : N ratio 6.625

√ √ √

RCaCO3:POC CaCO3 over nonalgal POC production ratio 0.03
√ √ √

DCaCO3 CaCO3 remineralisation e-folding depth 6500 m
√ √ √

4.Iron (Fe)
LT Total ligand concentration 1 µmol lig m−3 √

KFeL Fe-ligand stability constant 105.5 (mmol lig m−3)−1 √

RFe:Psed Molar Fe : P for sedimentary iron source 0.004
√

O2min Minimum O2 concentration for aerobic oxidation 5 mmol O2 m−3 √ √ √

Korg
Fe Organic-matter dependent scavenging rate 0.45

√

Korg
Fe s Organic-matter particle scaling for scavenging 0.58

√

Kcol
Fe Fe colloidal production and precipitation rate 0.005 d−1 √

5. Oxygen (O2)
RO:N Molar O : N ratio 10

√ √ √

6. Temperature dependency
b Scaling factor b for temperature dependent process 1.066

√ √ √

c Scaling factor c for temperature dependent process 1.0 (◦C)−1 √ √ √
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B. Supporting Information for ’Simulated future trends in
marine nitrogen fixation are sensitive to model iron
implementation’

B.1. Nutrient and light limitation on phytoplankton growth

The nutrient limitation factor is defined in the model as a function of nutrient concentra-
tion and phytoplankton nutrient uptake half-saturation rate:

XLim(Oor D) =
CX

CX + kX(Oor D)
(B.1)

, X is NO3, PO4 or Fe, CX is the concentration of X and kX(Oor D), is the phytoplankton
half-saturation of the uptake rate for X . Light limitation is derived from Keller et al.
(2012, [for NoFe and FeMask) and Nickelsen et al. (2015, for FeDyn) as:

Llim(Oor D) =
α(Oor D)I√

(J2
max(Oor D)

+(α(Oor D)I)2)
(B.2)

, where α(Oor D) is the initial slope of the photosynthesis-irradiance curve (in FeDyn,
α(Oor D) is dependent on FeLim(Oor D) , details see Nickelsen et al., 2015), I is the in situ
irradiance and Jmax(Oor D) is the in situ maximum potential growth rate.

Jmax(Oor D) = a ·Ftemp(OorD) (B.3)

a is the phytoplankton growth rate constant at 0 ◦C. Ftemp(OorD) is a temperature factor for
biological process.

FtempO = exp(T/Tb) (B.4)

FtempD =Cd ·max(0,a(exp(T/T b)−2.61)) (B.5)

T is the situ temperature and Tb is the e-folding temperature of biological rates, Cd is a
handicap for diazotroph growth and the 2.61 temperature scaling is to inhibit diazotrophs
growth below 15 ◦C.

The iron is not incorporated in the nutrient minimum function but as a factor that directly
governs the growth rate. The in situ growth rate of ordinary phytoplankton (JO) and
diazotrophs (JD) are defined as:

JO = min(NO3limO,PO4limO,LlimO) ·FeLimO ·a ·FtempO (B.6)
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Figure B.1.: The most limiting growth factor for ordinary phytoplankton in all models in the
years 1800 (upper) and 2100 (lower).

JD = min(PO4limD,LlimD) ·FeLimD ·a ·FtempD (B.7)

More details of model equations can be found in Keller et al. (2012, FeMask and NoFe)
and Nickelsen et al. (2015, FeDyn).
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Appendix B.1 Nutrient and light limitation on phytoplankton growth

Figure B.2.: Annually averaged total NPP, export, and oxygen concentration (depth 350 m) in the
Eastern Tropic Pacific. Color shading represents the difference between year 2100 and 1800 and
contours show simulated values in year 2100. The unit for NPP and export production is
gC m−2yr−1 and the unit for O2 concentration is mmol m−3. The interval between neighboring
lines are 50 gC m−2yr−1 for NPP, 2 gC m−2yr−1 for export, and 5 mmol m−3 for O2.
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B.1 Nutrient and light limitation on phytoplankton growth Appendix

Table B.1.: The biogeochemical parameter values for each model. Summarized from Yao et al.
(2019).

Parameter Description NoFe FeMask FeDyn Units
1.Phytoplankton (PO, PD)
a Maximum growth rate parameter at 0◦C 0.698

√
0.6 0.6 d−1

mPO PO mortality rate 0.03 0.03 0.03 d−1

µ∗P Microbial loop constant 0.0157
√

0.0012
√

0.015 d−1

cD Diazotrophs’ handicap 0.4 0.4 0.4
light limitation
kw Light attenuation due to water 0.04 0.04 0.04 m−1

kc Light attenuation through phytoplankton 0.047 0.047 0.047 m−1 (mmol N m−1)−1

kI Light attenuation through sea ice & snow 5.0 5.0 5.0 m−1

PAR Fraction of photosynthetically active radiation 0.43 0.43 0.43
θmin Maximum Chl:C ratio, extreme iron limitation 0.01 0.01 gChl (gC)−1

θmax Maximum Chl:C ratio, abundant iron 0.04 0.04 gChl (gC)−1

α Initial slope of the P-I curve 0.1 0.1 (W m−2)−1 d−1

αmin Minimum chlorophyll specific initial slope in PI-curve 18.4 µgC (gChl)−1 (W m−2)−1 s−1

αmax Maximum chlorophyll specific initial slope in PI-curve 73.6 µgC (gChl)−1 (W m−2)−1 s−1

Macro-nutrient limitation
KN Half saturation constant for N uptake 0.7 0.7 0.7 mmol N m−3

RP:N Molar P:N ratio 0.0625 0.0625 0.0625
KP Half saturation constant for P uptake KN RP:N KN RP:N KN RP:N µmol m−3

Iron limitation
KP

Fe Half-saturation constant for PO iron limitation 0.05
√

µmol Fe m−3

KP
Femin Minimum KP

Fe 0.04 µmol Fe m−3

KP
Femax Maximum KP

Fe 0.406
√

µmol Fe m−3

Pmax PO biomass above which KP
Fe increases 0.15 mmol N m−3

KD
Fe Half-saturation constant for Diaz Iron limitation 0.406

√
0.377

√
µmol Fe m−3

RFe:N Molar Fe:N ratio for iron uptake 66.25 µmol Fe (mol N)−1

2. Zooplankton (Z)
g0

Z Maximum grazing rate at 0◦C 0.4 0.4 0.4 d−1

ge
Z Z growth efficiency 1.282

√
0.668

√
0.567

√

γ Z assimilation efficiency 0.7 0.7 0.7
mZ Z quadratic mortality 0.06 0.06 0.06 (mmol N m−3)−2 d−1

KGraze half-saturation constant for Z grazing 0.15 0.15 0.15 mmol N m−3

ψPO Z preference for PO 0.3 0.3 0.3
ψPD Z preference for PD 0.1 0.1 0.1
ψZ Z preference for other Z 0.3 0.3 0.3
ψDet Z preference for Det 0.3 0.3 0.3
3. Detritus (Det)
µ0

Det Det remineralization rate at 0◦C 0.055 0.055 0.055
ω0

Det Sinking speed of Det at surface 14 14 14 m d−1

ω i
Det Depth dependent sinking speed slope 0.065

√
0.062

√
0.060

√
d−1

Carbonate
RC:N Molar C : N ratio 6.625 6.625 6.625
RCaCO3:POC CaCO3 over nonalgal POC production ratio 0.03 0.03 0.03
DCaCO3 CaCO3 remineralisation e-folding depth 6500 6500 6500 m
4.Iron (Fe)
LT Total ligand concentration 1 µmol lig m−3

KFeL Fe-ligand stability constant 105.5 (mmol lig m−3)−1

RFe:Psed Molar Fe : P for sedimentary iron source 0.004
O2min Minimum O2 concentration for aerobic oxidation 5 5 5 mmol O2 m−3

Korg
Fe Organic-matter dependent scavenging rate 0.427

√

Korg
Fe s Organic-matter particle scaling for scavenging 0.58

Kcol
Fe Fe colloidal production and precipitation rate 0.005 d−1

5. Oxygen (O2)
RO:N Molar O : N ratio 10.439

√
9.541

√
10.502

√

6. Temperature dependency
b Scaling factor b for temperature dependent process 1.066 1.066 1.066
c Scaling factor c for temperature dependent process 1.0 1.0 1.0 (◦C)−1
√

: parameter value optimised for the model.
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