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IV Deutsche Kurzfassung der Arbeit

Deutsche Kurzfassung der Arbeit
Das Stromnetz erfährt in Folge der Integration von Erneuerbaren Energien und der Elek-
trifizierung des Verkehrs- und Wärmesektors tiefgreifende Veränderungen. Diese neuen
Ressourcen sind typischerweise nicht planbar und abhängig von externen Faktoren (z. B.
Wetter, Nutzerverhalten). Beide Aspekte führen zu schwerer vorhersehbarer Energieerzeu-
gung und -bedarf und begünstigen so eine erhöhte Leistungsvariabilität. Folglich werden
Störungen und das Aufrechterhalten der Versorgungsqualität herausfordernder, da schon
geringe Leistungsungleichgewichte zu großen Frequenzschwankungen mit schnellen Tran-
sienten führen. Um diese Probleme zu bewältigen, benötigt das Energiesystem ein Infras-
trukturupgrade sowie ein verbessertes Regelungssystem. In dieser Hinsicht können Hoch-
spannungsgleichstromübertragungssysteme (HGÜ) die Regelbarkeit des Stromnetzes erhö-
hen und so die Integration zuvorgenannter Technologien fördern.

Diese Arbeit erweitert den Stand der Technik für HGÜ, indem die Modellierung, Regelung
und der Schutz von HGÜ basierend auf modularen Multilevelumrichtern mit Fokus auf die
Erbringung von Netzdienstleistungen für das Übertragungsnetz adressiert werden.

Studien zu HGÜ-Regelungs- und Schutzkonzepten erfordern eine akkurate Modellierung in
stark voneinander abweichenden Zeitbereichen. Diese Arbeit stellt daher als ersten Schritt
eine Richtlinie zur Bestimmung des notwendigen Modellierungsdetailgrads leistungselek-
tronischer Komponenten in Abhängigkeit des betrachten Stromnetzphänomens vor.

Ausgehend von der geeigneten Modellierung für Stromnetzstudien, präsentiert diese Ar-
beit einen Ansatz zur HGÜ-basierten Primärfrequenzregelung, welcher den Lastbedarf flex-
ibler, spannungsabhängiger Lasten mittels kontrollierter Blindleistungseinspeisung und ent-
sprechender Netzspannungsregelung anpasst. Diese Lösung ermöglicht eine schnelle und
akkurate Leistungsbalancierung und minimiert so die Frequenzschwankungen im Übertra-
gungsnetz sowohl in der asynchronen als auch in der netzintegrierten HGÜ-Anwendung.

Eine zentrale Herausforderung für HGÜ ist eine geeignete Auslegung des Schutzsystems
und insbesondere der Gleichstromschutzschalter, welche eine Analyse der Fehlerströme für
eine Vielzahl an Netzzuständen und Parametern erfordern. Diese Arbeit nutzt das erworbene
Wissen zu Modellierung und Regelung der HGÜ, um eine schnelle und akkurate Methodik
zur Fehlerstromschätzung für modulare Multilevelumrichter-basierte HGÜ zu entwickeln.
Unter Einbeziehung der HGÜ-Regelung ermöglicht der Algorithmus akkurate Prognosen
des Maximalwerts sowie der Steilheit der Stromtransiente mit im Vergleich zu simulations-
basierten Verfahren stark verkürzter Rechenzeit.

Zuletzt wird in dieser Arbeit ein weiteres HGÜ-Schutzkonzept basierend auf einer hybri-
den Mischzellenumrichtertopologie ohne zusätzliche Schutzschalter untersucht, welches mit
der minimal notwendigen Anzahl bipolarer Zellen eine mit Schutzschaltern vergleichbare
Fehlerklärung und tolerierbare Zellüberspannungen erzielt.
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English Summary
The electrical grid is undergoing large changes due to the massive integration of renewable
energy systems and the electrification of transport and heating sectors. These new resources
are typically non-dispatchable and dependent on external factors (e.g., weather, user pat-
terns). These two aspects make the generation and demand less predictable, facilitating a
larger power variability. As a consequence, rejecting disturbances and respecting power
quality constraints gets more challenging, as small power imbalances can create large fre-
quency deviations with faster transients.

In order to deal with these challenges, the energy system needs an upgraded infrastructure
and improved control system. In this regard, high-voltage direct current (HVdc) systems can
increase the controllability of the power system, facilitating the integration of large renew-
able energy systems.

This thesis contributes to the advancement of the state of the art in HVdc systems, address-
ing the modeling, control and protection of HVdc systems, adopting modular multilevel
converter (MMC) technology, with focus in providing services to ac systems.

HVdc system control and protection studies need for an accurate HVdc terminal modeling
in largely different time frames. Thus, as a first step, this thesis presents a guideline for
the necessary level of deepness of the power electronics modeling with respect to the power
system problem under study.

Starting from a proper modeling for power system studies, this thesis proposes an HVdc
frequency regulation approach, which adapts the power consumption of voltage-dependent
loads by means of controlled reactive power injections, that control the voltage in the grid.
This solution enables a fast and accurate load power control, able to minimize the frequency
swing in asynchronous or embedded HVdc applications.

One key challenge of HVdc systems is a proper protection system and particularly dc cir-
cuit breaker (CB) design, which necessitates fault current analysis for a large number of grid
scenarios and parameters. This thesis applies the knowledge developed in the modeling and
control of HVdc systems, to develop a fast and accurate fault current estimation method for
MMC-based HVdc system. This method, including the HVdc control, achieved to accu-
rately estimate the fault current peak value and slope with very small computational effort
compared to the conventional approach using EMT-simulations.

This work is concluded introducing a new protection methodology, that involves the fault
blocking capability of MMCs with mixed submodule (SM) structure, without the need for
an additional CB. The main focus is the adaption of the MMC topology with reduced number
of bipolar SM to achieve similar fault clearing performance as with dc CB and tolerable SM
over-voltage.



VI Used symbols and abbreviations

Used symbols and abbreviations

General symbols

General symbols

u(t), u Time-variant variable
û Peak value
U Constant value, average value
ũ Phasor
U Matrix
∆ Variation
(s) Laplace domain operator
(t) Time domain operator

Superscripts

∗ Reference
i i-th component

Subscripts

0 Initial value
a,b,c Phase a, b, c
ac Alternating current
b Base value for power, voltage, and current
dc Direct current
d,q Rotating dq-reference frame components
l Lower arm component
ll Line-to-line component
max Maximum value
min Minimum value
nom Nominal value
n Negative pole component
p Positive pole component
ph Phase-to-neutral component
SM Submodule
u Upper arm component
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Special symbols

αc,ac MMC output current controller closed-loop bandwidth
αi,ac MMC output current controller integral part bandwidth
αWdc MMC dc bus energy controller proportional part bandwidth
αi,Wdc MMC dc bus energy controller integral part bandwidth
β Phase constant
χ Load active power to voltage sensitivity
δ Angle between sending and receiving end voltages
δθ PWM carrier phase shift between the upper and the lower arm in the MMC
φm,ac MMC output current controller phase margin
θx Generators rotational angle of the x-th area
θ i PWM carrier phase shift of i-th submodule
ρf Frequency droop per unit decrement of the active power
ΣRon Sum of submodule IGBT on-state resistances
τline Time constant of transmission line pi-section representation
τx Internal dynamic state of the turbine transfer function of the x-th area
ω Angular grid frequency, nominal angular speed of rotation
ω1 Angular grid frequency in area 1
ω2 Angular grid frequency in area 2
ωg1 MMC angular grid frequency fundamental component
ωr Rotor speed of synchronous generators
ωs MMC angular sampling frequency
ξ Traveling wave reflection coefficient
ζ Traveling wave refraction coefficient
a Symmetrical optimum dynamic coefficient
A Updated network incidence matrix without virtual nodes
At Network incidence matrix
At1 Real node columns of network incidence matrix
At2 Virtual node columns of network incidence matrix
Az Bipolar network incidence matrix
Az1 Real node columns of bipolar network incidence matrix
cline Equivalent line capacitance per unit length
Carm Equivalent MMC arm capacitance of series connected FBSM
Cc MMC dc side equivalent capacitance
Cdc HVdc bus capacitor
Ceq Equivalent MMC capacitor (of simplified MMC average value model)
Cline Lumped equivalent line capacitance
Cpar Parasitic cable capacitance
CSM MMC submodule capacitance



VIII Used symbols and abbreviations

d∆dc Differential power controller proportional gain
dω Virtual friction constant
dω1 Area 1 power oscillation damping controller proportional gain
dω2 Area 2 power oscillation damping controller proportional gain
ddc Vdc-P-droop control proportional gain
df Vdc- f -droop control proportional gain
didc Vdc-Idc-droop control proportional gain
dIE Emulated inertia controller proportional gain
dp P- f -droop control proportional gain
D Load damping constant
Er Receiving end grid voltage
Es Sending end grid voltage
f Grid frequency
FHP Turbine power fraction of high pressure section
FLP Turbine power fraction of low pressure section
gx Internal dynamic state of the governor transfer function of the x-th area
G Isochronous governor proportional gain
Gac MMC output current controller electrical plant transfer function
Gc,ac MMC output current controller closed-loop transfer function
Gcir MMC circulating current controller electrical plant transfer function
Gdelay Modulation and computation delay transfer function
GPI,ac MMC output current PI-controller transfer function
Go,ac MMC output current controller open-loop transfer function
GWdc MMC dc bus energy controller electrical plant transfer function
Gx Governor transfer function of the x-th area
H System inertia constant
HIE Emulated system inertia constant
ibij Branch current from node i to node j

in negative pole of multi-terminal HVdc model
ic Circulating current MMC
ici Injected current from i-th MMC in multi-terminal HVdc model
id MMC output current d-component
idc DC current
idc,bus DC bus input current
iij Branch current from node i to node j

in positive pole multi-terminal HVdc model
il Lower arm current MMC
ipar Current through parasitic cable capacitors
iq MMC output current q-component
itrip Converter fault current trip threshold



Used symbols and abbreviations IX

is Phase (output) current MMC
iSM MMC submodule current
isMMC,i Source current from i-th MMC in multi-terminal HVdc model
iu Upper arm current MMC
ix Internal dynamic state of the rotor inertia and load damping transfer

function of the x-th area
Ir Receiving end current
Is Sending end current
Ix Rotor inertia and load damping transfer function of the x-th area
J Moment of inertia of rotating masses
kbal Decentralized MMC submodule balancing controller proportional gain
ki,ac MMC output current controller integral gain
ki,cir MMC circulating current controller integral gain
ki,Wdc MMC dc bus energy controller integral gain
kp,ac MMC output current controller proportional gain
kp,cir MMC circulating current controller proportional gain
kp,Wdc MMC dc bus energy controller proportional gain
kVdc Droop-constant of the Pdc-Vdc-droop control
kVdci Droop-constant of the Idc-Vdc-droop control
K Network capacitance matrix
Kfp Load active power to frequency dependency
Kp Load active power to voltage dependency
lfault Fault distance to terminal
lline Equivalent line inductance per unit length
L Updated network inductance matrix without virtual nodes
Larm Arm inductance MMC
Lc MMC dc side equivalent inductance
Ldc DC current limiting inductance
Leq Equivalent inductance of simplified MMC average value model
Lf MMC ac-side filter inductance
Lline Lumped equivalent line inductance
Lt Network inductance matrix
Lsc Short circuit path inductance
m Modulation index
mdc MMC dc modulation index
mMOV Number of bypassed dc CB main breaker modules
mo MMC over-modulation index
M Equivalent system inertia
ncd Number of CDSM in one MMC arm
ncs Number of CSSM in one MMC arm
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nf Number of FBSM in one MMC arm
nf,n Number of negative state FBSM in one MMC arm
nh Number of HBSM in one MMC arm
ni i-th node in multi-terminal HVdc model
nl MMC lower arm insertion index
ni

l MMC insertion index of i-th submodule in lower arm
nMOV Number of dc CB main breaker modules
nmt Number of converter terminals in multi-terminal HVdc system
nSM Total number of MMC submodules per arm
nu MMC upper arm insertion index
ni

u MMC insertion index of i-th submodule in upper arm
pi Per unit share of constant current load
pp Per unit share of constant power load
px Proportional share of frequency support in the x-th area
pz Per unit share of constant impedance load
P Active power
P39bus HVdc active power set-point in IEEE 39-bus system
P∆ Differential power in multi-terminal HVdc systems
Pcm Common power in multi-terminal HVdc systems
Pdc,bus DC bus input power
Pe Synchronous generators’ electrical power
Pkundur HVdc active power set-point in Kundur benchmark system
PL Load active power consumption
Pm Synchronous generators’ mechanical power
Po Terminal output power in multi-terminal HVdc systems
Pr Receiving end active power
Q Reactive power
Qr Receiving end reactive power
rline Equivalent line resistance per unit length
R Governor frequency droop constant
R Updated network resistance matrix without virtual nodes
Rarm Arm resistance MMC
Rc MMC dc side equivalent resistance
Req Equivalent resistance of simplified MMC average value model
Rf MMC ac-side filter resistance
Rline Lumped equivalent line resistance
Rt Network resistance matrix
Rsc Short circuit path resistance
S Apparent power
Si i-th switch of MMC submodule
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Srated Nominal power rating of synchronous generators
t Time
td Communication delay of primary frequency regulation
top DC CB operating time
T Fundamental period
Tac MMC output current controller electrical plant time constant
TCH Turbine main inlet volume time constant
Tdelay Modulation and computation delay time constant in MMC
Te Synchronous generators’ electrical torque
TG Governor time constant
Ti,ac MMC output current controller time constant
Ti,cir MMC circulating current controller time constant
Ti,Wdc MMC dc bus energy controller time constant
Tm Synchronous generators’ mechanical torque
Tp Load recovery time constant
TRH Turbine reheater time constant
Ts MMC sampling period
Tx Turbine transfer function of the x-th area
vac AC voltage, grid voltage
varm MMC arm voltage
varm,dc MMC dc-side arm voltage
vc Inner voltage MMC
vci Voltage across equivalent capacitor

of i-th MMC in multi-terminal HVdc model
vdc DC voltage
vpar Voltage across parasitic cable capacitors
vl Lower arm voltage MMC
vll,ab Line-to-line voltage between phase a and phase b
vldc Lower arm dc voltage
vn0 Voltage between ac neutral point and dc side ground
vs Output side emf MMC
vu Upper arm voltage MMC
vudc Upper arm dc voltage
vxn Phase-to-neutral voltage of phase x

Vac MMC output current controller electrical plant proportional gain
V Σ

SM Sum capacitor voltage MMC
Vc,i MMC submodule capacitor voltage of i-th capacitor
VL Load voltage at point of connection
VPL Arrester protection voltage level
Vo MMC submodule output voltage
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VSM Nominal MMC submodule voltage
Wac Effective AAC ac-side energy
Wdc Effective MMC/AAC dc bus energy
WMMC MMC energy equilibrium
x Position at the line
xfault Fault position at the line
Xac Lumped equivalent transmission line impedance
Y Turbine control valve position
Yline Lumped equivalent admittance of

transmission line pi-section representation
Zc Characteristic line impedance
Zl Equivalent wave impedance of transmission line
Zline Lumped equivalent impedance of

transmission line pi-section representation
Zx Equivalent wave impedance at point x

Abbreviations

AAC alternate arm converter
ac alternating current
ADSM asymmetrical double submodule
AFCE analytical fault current estimation
ASB auxiliary semiconductor breaker
AVR automatic voltage regulation
BESS battery energy storage system
CB circuit breaker
CCSM cross-connected submodule
CIGRE Conseil International des Grands Reseaux Electriques
CDSM clamp double submodule
CSSM clamp single submodule
dc direct current
DBSM diagonal bridge submodule
DSO distribution system operator
EMT electro-magnetic transient
ENTSO-E European Network of Transmission System Operators for Electricity
ESS energy storage system
FACTS flexible ac transmission system
FB full-bridge
FC flying capacitor
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FF feed forward
FRT fault ride through
HB half-bridge
HCMC hybrid cascaded multilevel converter
HMMC hybrid modular multilevel converter
HA-MMC hybrid arm modular multilevel converter
HV high-voltage
HVac high-voltage alternating current
HVdc high-voltage direct current
IE inertia emulation
IEEE Institute of Electrical and Electronics Engineers
IGBT insulated gate bipolar transistor
LCC line commutated converter
LV low-voltage
LVRT low-voltage ride through
MMC modular multilevel converter
MMCC modular multilevel cascade converter
MOSFET metal oxide semiconductor field-effect transistor
MOV metal oxide varistor
MSB main semiconductor breaker
MTdc multi-terminal high-voltage direct current
MV medium-voltage
NPC neutral point clamped
OHL overhead line
OLTC on-load tap changer
PCC point of common coupling
P2G pole-to-ground
P2N pole-to-neutral
P2P pole-to-pole
PE power electronics
PFR primary frequency regulation
PI proportional-integral
PLL phase-locked loop
POD power oscillation damping
PR proportional-resonant
PV photo-voltaic
RCB residual current breaker
RES renewable energy system
RoCoF rate of change of frequency
SCDSM series connected double submodule



XIV Used symbols and abbreviations

SM submodule
ST Smart Transformer
STATCOM static synchronous compensator
TIV transient interruption voltage
TSO transmission system operator
U-FBSM unipolar full-bridge submodule
UFMS ultra-fast mechanical switch
VDE Verband der Elektrotechnik Elektronik Informationstechnik e. V.
VDL voltage-dependent loads
VSC voltage source converter
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1. Introduction

The European Network of Transmission System Operators for Electricity (ENTSO-E) state
in 2019 [1]:

High voltage direct current (HVdc) is an increasingly important technology
for transferring electrical power in the European transmission grid.

In this sense, HVdc systems play a key role in the future development of the European
(see Fig. 1.1) and worldwide power system [2]. System operators all over the world see
HVdc systems as a possibility to tackle the current and future challenges in the electrical
grid (compare worldwide installed capacity in Fig. 1.2), which are introduced by the global
trends towards decarbonization, large scale integration of renewable energy systems (RES)
with fluctuating power generation, and electrification of transport and heating sectors [1].
The decommissioning of conventional rotating power plants, moreover, leads to low system
inertia and the agglomeration of the RES power plants in remote grid areas requires bulk
power transfer over large distances. In this scenario, the HVdc’s advanced functionalities
are considered essential for the secure and efficient grid operation in the future. In addition,
from a non-technical perspective, HVdc can help to establish a transnational energy market,
potentially also combining different synchronous areas [1].

To date, HVdc systems are mostly applied to connect two asynchronous, non-embedded ac
systems or for bulk power transfer through overhead transmission lines and submarine ca-

Fig. 1.1: HVdc installations in Europe (Status 2019/2020) [2].
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Fig. 1.2: Global trend of total MW capacity of HVdc installations 1997-2020 [2].

Fig. 1.3: Cost breakdown for HVac and HVdc systems (adapted from [4]).

bles [1]. In these applications, HVdc systems present a number of advantages over their
high-voltage alternating current (HVac) counterpart. First, HVdc systems eliminate the reac-
tive power requirement and reduce the operational losses, which enables long-distance power
transmission through cables or overhead lines. Also, the power transfer capability of a single
conductor is higher and the HVdc can be installed with reduced right of way, since only a
maximum of two instead of the three ac conductors are required [2, 3]. Moreover, the HVdc
systems enable asynchronous active power transfer and independent reactive power provi-
sion, which prevents cascading failures and can help to stabilize the grid. However, due to
the much more complex system equipment, such as transformers, circuit breakers and protec-
tion components and especially the high costs of the power electronics parts, HVdc systems
are only economically rational beyond a certain break-even distance [1]. The break-even
distance varies with technical and non-technical constraints (e.g. easier permitting process,
more open space to place transmission lines), so that the two technologies compete within a
certain range as indicated in Fig. 1.3.
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1.1. Motivation of advanced HVdc-based grid services

Especially the growing technology readiness of modular multilevel converter (MMC)-based
HVdc systems, which to date reach voltage levels of up to ±500 kV and power transmission
capacity of up to 3000 MW per terminal, facilitates the provision of grid services to guaran-
tee power supply continuity and grid stability under the future grid scenario. Depending on
the application of the HVdc system, it is more suited for active power related services, which
is the case for long HVdc corridors or interconnectors, or the provision of reactive power
related services, valid for embedded HVdc systems in highly meshed ac grids [5]. Many
different services have been proposed in the last couple of years to address classical power
system problems, such as power flow control and curative congestion management [5, 6],
voltage and reactive power control both in steady-state [7] and dynamic condition [8, 9], and
damping of power oscillations to increase the rotor angle stability [10, 11, 12]. Moreover,
HVdc systems are also highly suitable to support the active power and frequency control
[13, 14, 15] and emulate virtual inertia [16, 17, 18], especially under low inertia conditions,
which result from the de-commissioning of conventional power plants [19], and can act as a
black-start resource for grid restoration purposes [20, 21].

However, the provision of frequency services with HVdc systems, such as primary frequency
regulation and inertia emulation, has one common drawback: If no additional source of
energy by e.g. either wind farms or battery energy storage systems is provided, unwanted
disturbances occur in the supporting grid areas [15]. Moreover, embedded HVdc systems,
which by definition inhabit both terminals in the same synchronous area and thus the two
terminal frequencies are strongly coupled [22], are to date not suitable to damp frequency
oscillations by simple active power modulation, as the HVdc itself is not a source of energy
[5].

Flexible, voltage-dependent loads have already been considered in the balancing of load de-
mand and power generation as well as for the provision of services for a couple of years [23]
and shaping their power consumption by controlled grid variation has seen several applica-
tions with static var compensators [24], synchronous condensers [25], and smart transform-
ers [26]. Thus, it is a logical consequence to extend this concept to HVdc systems to fully
exploit their potential in frequency service provision. What has to be noted, is that the neces-
sary change in the grid voltage to shape the loads’ power consumption by HVdc systems is
restricted by the current grid codes of ENTSO-E [27] and technical requirements for HVdc
connection of the German association Verband der Elektrotechnik Elektronik Information-
stechnik e. V. (VDE) [28]. Thus, further potential is seen in multi-terminal HVdc systems,
in which the power flow can be controlled flexibly [29, 30] and the frequency support can be
provided from different loads in the different connected areas.
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1.2. Motivation of analytical design methods for HVdc circuit breakers

One key challenge since the beginning of HVdc systems is their protection in the event of
a short circuit fault. While in ac systems the current naturally crosses through zero, in dc
systems an artificial zero crossing must be created to avoid large arc and to guarantee save
fault current interruption. Moreover, the low line impedance of dc systems leads to high
fault currents with fast transients, which poses additional challenges to the protection system
[31].

Depending on the chosen protection philosophy, i.e. if it is allowed to shut down the whole
HVdc system (non-selective), subparts of it (partially-selective) or just the faulted line (fully-
selective), the primary protection scheme can be based on ac circuit breakers (CB), integrated
in converters with fault blocking capability, or based on dc CB, which form the only fully-
selective solution [32]. Several different types of dc CB have been proposed, which are
passive resonant mechanical breakers [33], active current injection mechanical breakers [33],
solid-state breakers [34] or the most-promising technology: hybrid dc CB [35]. While the
mechanical breakers suffer from comparably long opening times of the mechanical switch,
pure solid-state breakers are to date not commercially available and introduce high on-state
losses. Thus, the current focus lays on the development of hybrid dc CB, which combine
the high efficiency of mechanical switches with the fast switching properties of solid-state
devices. To date only a few hybrid dc CB designs are commercially available [36, 37, 38].
The requirements on dc CB are manifold [31, 39, 40] and it is of utmost importance to
evaluate the performance of newly introduced designs as well as the proven ones in a large
number of different grid scenarios considering different parameters related to the breaker
design itself, as well as the grid operating condition, and secondary technology such as
communication infrastructure.

For such purpose, analytical fault current estimation methods are introduced, which can
facilitate and speed up the design process of dc CB and hence already save costs in the ini-
tial stage of development of dc CB. The recent methods to estimate fault currents in multi-
terminal HVdc (MTdc) systems can be classified in three types, which are to simulate (e.g.
using EMT-simulations) all the possible fault conditions and then evaluate the worst-case
scenario [41], the classical analytical approach based on traveling wave analysis [31, 42],
and lastly an analytical estimation based on circuit analysis through coupled linear differen-
tial equations [43, 44]. However, EMT-simulation based methods are very time consuming
and rely on detailed models of converters and transmission systems, which require data not
always available due to property restrictions. Indeed, traveling wave analysis is seen as the
potential standard in fault current estimation. Nevertheless, it requires the solution of lengthy
equations to obtain the exact time-domain solution, which are also valid only in the temporal
and spatial proximity of the fault, and thus the approach might be impractical to analyze
the individual parameter’s impact on the protection design [42]. In contrast, using mesh
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analysis based on linear differential equations is regarded as a simple yet accurate approach
to determine the most relevant design parameters, fault current slope and maximum peak
current, and gives the possibility to investigate multiple parameter variations in short time.
However, a clear drawback of existing methods in this field is that they are either applicable
only to conventional voltage source converter systems [43] or use oversimplified models of
the MMC, which leads to inaccurate estimation results in multi-terminal systems [44].

Hence, it has been identified as an of yet open research field, an analytical fault current
estimation method for modular multilevel converter-based MTdc systems, which facilitates
parameter variation analysis with reasonable computational effort and is also applicable not
only to a single fault scenario or HVdc system configuration, but can be extended to analyze
different ones, such as pole-to-pole and pole-to-neutral faults in symmetrical monopole and
bipolar HVdc configurations.

The HVdc CB - being a component of relatively high costs - can be not only applied for its
conventional purpose, the fault clearing process, but can also be involved in the reclose and
restart function after a temporary fault happened. In order to achieve a faster restoration and
to avoid multiple reclosing attempts in the event of permanent faults, recently adaptive auto-
reclosing strategies have been proposed [45], which identify the fault type prior to initiating
the reclosing operation using either the MMC [46] or a hybrid dc CB based on full-bridge
architecture in the main breaker path [47]. Thus, it is interesting to investigate, if the same
functionality can be also implemented in different dc CB designs, for example in the modular
dc CB presented by ABB [36].

1.3. Motivation of modular multilevel converter-based HVdc protection

Despite using additional protection equipment such as dc CB, another possible protection
method is to embed the dc fault blocking in the converter station [48]. The conventional
MMC using half-bridge submodules (SM) is vulnerable to dc faults, because it behaves as
an uncontrolled diode rectifier in the blocked state feeding the fault point [49].

Thus, MMCs, which inhabit the fault blocking feature, must provide reverse-biased voltage
in the blocked state in order to prevent uncontrolled current flow from the ac to the dc side
during the fault [50]. This requires special considerations in the SM, for which several
designs, among others the full-bridge SM [50], clamped-double SM [50], or cross-connected
SM [49] have been developed. However, these bipolar or asymmetric SM, due to their higher
number of switches, increase the converter losses in normal operation and involve higher
investment costs than the cost-efficient half-bridge SM.

Hence, new converter architectures have been proposed, which combine the SM with fault
blocking ability with half-bridge SM. If both SM types are used in both converter arms, the
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topology is known as hybrid MMC [49, 51] and if the SM types are only used in separate
arms, e.g. the bipolar SM in the upper arm and the half-bridge SM in the lower arm next to
the ground pole, it is defined as hybrid arm MMC [52]. The hybrid arm topology is beneficial
compared to the hybrid MMC due to its superior performance under ac faults [53].

For the hybrid MMC, it has already been shown that the fault blocking function can be also
enabled with a reduced number of bipolar SM in order to further reduce the costs of the
system [51], which is vital, since the industry involved in the operation of HVdc systems
is very cost-sensitive, so that even fractions of a percent in efficiency improvements are
important [54]. It is left to be demonstrated, what is the minimum number of SM in a hybrid
arm MMC - from an operational perspective - to obtain the fault blocking capability, while
maintaining high efficiency.

1.4. Research proposal

The aim of the thesis is to investigate the services HVdc systems can provide to the ac grid
and to analyze the protection concepts of MTdc systems. Control solutions to implement
frequency regulation with minimum impact on the power system and the HVdc system itself
are developed. Moreover, the fault currents in HVdc systems are analyzed in order to deter-
mine and evaluate criteria for the design of HVdc CB under different grid conditions. Lastly,
an adapted design of the hybrid arm MMC is presented to achieve fault blocking capability
with increased efficiency in normal operation.

Target I: Development of a control solution for HVdc-based primary frequency regulation

and inertia emulation

The first objective is the development and design of an HVdc-based primary frequency regu-
lation and virtual inertia emulation scheme, which has minimum impact on the supporting ac
areas in terms of frequency and voltage disturbances. Moreover, the scheme should be effec-
tive in suppressing frequency oscillations in both asynchronous HVdc interconnectors and
embedded HVdc systems forming parallel, hybrid connection with an existing HVac grid.

It is proposed to shape (upward and downward) the power consumption of voltage depen-
dent loads in the proximity of the HVdc terminals by varying the grid voltage amplitude in
order to raise additional source of energy for the frequency support, which is independent
from the synchronous generators and thus does not affect the supporting area’s frequency.
The effectiveness of the proposed control scheme is analyzed for both asynchronous HVdc
interconnectors and embedded HVdc systems considering also the limitations imposed by
the current grid codes and power system condition. Furthermore, the control scheme is ex-
panded to MTdc systems, in which the focus is laid on the optimal selection of the frequency
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support share. Adjusting the droop coefficients relative to the estimated load voltage depen-
dence (also known as sensitivity), allows the provision of the same frequency service with
less impact on the grid voltage in the supporting areas and lower reactive power injection.

Target II: Analytical fault current estimation in multi-terminal HVdc systems for HVdc circuit

breaker design

The second research objective is to investigate the fault current behavior in MMC-based
MTdc systems and suitable dc CB designs to protect such systems. A generalized list of
criteria is developed from the numerous existing studies to evaluate the suitability of hybrid
HVdc CB designs for a given grid scenario. The assessment of these criteria requires the
development of a fault current estimation method for dc CB design purposes, which allows
complex parameter variation analysis with limited computational effort for various fault sce-
narios in an MMC-based MTdc system. Mesh analysis with linear differential equations and
modified average value model of the MMC is targeted to estimate the fault currents. In order
to overcome the limitations of existing methods, the power flow in the converter during the
fault time is included by considering the outer control loops. Moreover, it is analyzed how
the fault current estimation can be extended to bipolar HVdc configuration, in which both
pole-to-pole and pole-to-neutral faults can be investigated. Detailed parameter analysis is
presented, which allows the evaluation of the suitability of recent dc circuit breaker designs
for given grid and fault conditions. Additionally, adaptive auto-reclosing schemes are ana-
lyzed and the modular hybrid dc CB shall be exploited to inject active dc voltage pulses in
the grid, in order to analyze the fault type by means of traveling wave analysis. In case of
permanent faults, the same approach can be used to locate the fault position and in case of
temporary faults, a smooth dc voltage build-up is presented by sequentially switching the dc
CB main breaker modules off.

Target III: Analysis of the fault blocking capability of hybrid arm modular multilevel con-

verter with reduced number of bipolar submodules

As the third research contribution, the fault blocking capability of MMC will be analyzed
and an adapted topology of the hybrid arm MMC is targeted, which includes the minimum
required number of bipolar SM, here the established full-bridge SM are chosen, to achieve
acceptable fault clearing performance in terms of clearing time and SM over-voltage and
reduced on-state losses. The minimum number of SM as well as the worst-case SM over-
voltage will be derived analytically based on the fault operation sequence of the hybrid arm
MMC.
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Fig. 1.4: Structure of the thesis and related publications.

1.5. Structure of this thesis

The topics investigated in this thesis are organized into six chapters as depicted in Fig. 1.4
along with their associated publications.

Section 2 provides the necessary theoretical basis for the presented work. HVdc system
applications and configurations are explained, as well as the different possibilities to control
and protect (multi-terminal) HVdc systems. Additionally, the fundamental operation of the
MMC in HVdc terminals and its basic controller design is presented, which is used in the
simulation models throughout this thesis. Moreover, a guideline to model power electronics
in power system studies is presented, which deals with power system stability problems and
is used to define the necessary deepness of modeling for the primary frequency regulation
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method presented in Section 3.

In Section 3, at first, an overview on HVdc grid services is given, which focuses on the con-
trol implementation and highlights the shortcomings of existing methodologies, especially
referring to frequency regulation aspects. In the following, a HVdc-based primary frequency
regulation method is presented, which is based on the control of voltage dependent loads
and thus overcomes the limitation of undesired frequency disturbances in supporting ar-
eas, which are present in the state of the art methodologies, and is applicable not only to
asynchronous but also to embedded HVdc systems, which is demonstrated analytically and
proven with PSCAD/EMTDC simulations. Necessary fundamentals on load modeling and
control as well as the power system representation for frequency control studies are given.
Finally, a combination of primary frequency regulation and inertia emulation (referred to as
enhanced frequency support) is proposed for MTdc systems, considering optimized share of
the frequency support respecting the estimated load power to voltage sensitivity.

Section 4 deals with design requirements of HVdc CB and analytical fault current estima-
tion methods to evaluate those. It is proposed an analytical fault current estimation method
based on coupled differential equations and mesh analysis, which accurately determines the
current slope and maximum fault currents for pole-to-pole and pole-to-neutral faults in sym-
metrical monopole and bipolar HVdc configurations. The section is concluded by proposing
an adaptive auto-reclosing strategy and fault type identification using the modular hybrid dc
CB.

HVdc systems can be protected either by using dc CB as presented in Section 4 or by em-
ploying fault blocking capability of the MMC in the HVdc terminals. A new perspective is
put on the design of hybrid arm MMC, for which the minimum number of bipolar SM to
achieve fault blocking capability with increased on-state efficiency is evaluated analytically
from the converter’s fault operation sequence in Section 5.

Finally, Section 6 is dedicated to the summary of this thesis, followed by the conclusion and
future research.

1.6. List of publications

The list of scientific papers associated with this thesis are given as follows:

Journal publications

J1 M. Langwasser, G. De Carne, M. Liserre and M. Biskoping, "Primary Frequency
Regulation Using HVDC Terminals Controlling Voltage Dependent Loads," in IEEE
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2. Fundamentals of VSC-HVdc systems and modular
multilevel converters

Modern HVdc systems can be classified in line-commutated converter HVdc (LCC-HVdc)
using thyristor bridges in current source converter topology and voltage-source converter
HVdc (VSC-HVdc) using forced-commutated power electronic switches such as high-voltage
IGBTs [1]. A typical arrangement of a LCC-HVdc converter terminal using the 12-pulse
thyristor bridge is shown in Fig. 2.1.

VSC-HVdc systems exist with three-different converter topologies (see terminal arrange-
ment in Fig. 2.2). While the first commercial VSC-HVdc applications were built adopting
two-level converters (like the Gotland HVdc project installed by ABB in 1997 [55]), also
three-level neutral point clamped (NPC) converters are in use (MurrayLink Australia [4]).
To date, most new VSC-HVdc installations are based on variants of the MMC. What dif-
fers among the manufacturers is the basic SM configuration. The technology of ABB, also
known under the brand name HVdc Light, is based on series-connected insulated gate bipolar
transistors (IGBT) in a double SM configuration, while Siemens and General Electric (for-
merly Alstom) use the MMC in its conventional structure without serialization in half-bridge
(Siemens, known as HVdc Plus) and full-bridge (GE/Alstom, known as HVdc MaxSine) SM
configuration [56, 4].

Table 2.1 summarizes the comparison between LCC- and VSC-HVdc systems.

As can be seen, VSC-HVdc systems present a number of advantages in comparison to their
LCC counterpart [57], which are

• Independent active and reactive power control (no reactive power compensation is
required)

• AC voltage support either in STATCOM mode or also while transmitting active power

Fig. 2.1: Typical arrangement of 12-pulse LCC-HVdc terminal (modified from [1]).
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Fig. 2.2: Typical arrangement of VSC-HVdc terminal with 2-Level VSC, 3-Level NPC (single phase
representation), and MMC.

• Fast active power reversal by reversing the current direction (dc voltage polarity is kept
the same)

• Reduced filtering requirement and thus smaller footprint

• Service provision to the ac grid, such as black-start capability, low-voltage ride through
(LVRT), fast frequency and damping support through power modulation

• Possibility to operate in grid-forming mode and thus enabling the transition from grid-
connected to islanded operation

• Construction of multi-terminal grids because of constant voltage polarity and enhanced
control functions

Nevertheless, both technologies will co-exist in the future, each with its specific application.
The classic LCC-HVdc systems, due to their technological readiness, higher efficiency and
lower operational costs will be applied at very higher power and voltage ratings, whereas the
VSC-HVdc will be used in applications, in which the higher controllability and flexibility to
provide services to the ac grid is of greater value [54].

The focus of this thesis, on one hand lies on the services HVdc systems can provide to the
ac grid (which are only realizable with VSC-HVdc) and on the other hand on the protection
using dc CB and MMC. That is why in the remainder of this section only the fundamentals
of VSC-HVdc systems, their terminal configuration based on MMC, their control schemes,
and protection are explained.
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Table 2.1: Comparison between LCC- and VSC-HVdc systems [56, 1].

LCC-HVdc VSC-HVdc

Power electronic Thyristor, IGBT,
technology turn on capability only turn on/turn off
Commercially

1954 1997
established since
Power rating ≤ 10,000 MW ≤ 4,500 MW
Voltage rating ±1,100 kV ±500 kV

Filtering requirement
High, due to low-order harmonics Low (kHz-range)

(e.g. 11th and 13th)

Footprint
Very high Lower

(dominated by harmonic filters)

Control
2-quadrant operation 4-quadrant operation

(always consumes reactive power) (independent P/Q control)
AC network strong ac network Possibility to operate
requirements (SCR>3) with weak or islanded network

AC faults
Commutation failure, Fault ride through capability

Loss of power transmission for and maintains active
several hundred ms power transfer

DC faults
Can extinguish dc faults Depends on converter topology

by control action (fault blocking or feeding)
Losses 0.7% 2-Level: 1.5%, MMC: <1%
Dynamic overload

High Low
capability

MTdc operation
Difficult Easier

(power flow reversal (power flow reversal involves
requires voltage polarity change) current polarity change)

2.1. VSC-HVdc applications

In the following section, the different existing VSC-HVdc applications are introduced to
give a basis for the later study cases regarding HVdc protection and service provision to
the ac grid. In the European network development plan [58], a threefold of HVdc systems,
namely

• Asynchronous HVdc interconnector

• Embedded HVdc

• HVdc offshore wind integration

has been considered as possible solution towards a more controllable and reliable grid (see
Fig. 2.3). MTdc grids, with respect to several point-to-point-connections, can dispatch the
power flexibly among the terminals without limitations imposed by the ac power flow and
thus are foreseen to become inevitable for the control and operation of the future power
transmission system. Fig. 2.4 summarizes the schematic illustration of the different HVdc
applications, while in the first case the ac areas can be either a meshed ac system or an
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Fig. 2.3: HVdc applications in power system (modified from [5]).

isolated ac system (e.g. for offshore wind), the other cases always represent a meshed ac
grid.

Asynchronous HVdc interconnector The most prominent application of HVdc to date
are asynchronous HVdc interconnectors, which are used to transmit bulk power between
two (strong) asynchronous ac grids. A practical example is given by the asynchronous HVdc
interconnector between Germany and Denmark in Fig. 2.5(a). The flexibility, compactness
and dynamic performance of VSC-HVdc makes it a favorable solution of transmission sys-
tem operators worldwide to meet the growing challenges of network development [5]. Typ-
ical future applications are seen in megacities power infeed and the connection of remote
islands [5].

Embedded HVdc The Joined CIGRE Working Group C4/B4/C1.604 [22] gives the fol-
lowing definition of an embedded HVdc system:

An embedded HVdc system is defined as a dc link with at least two ends being physically
connected within a single synchronous ac network. With such a connection, it can perform
not only the basic function of bulk power transmission, but also, importantly, some additional
control functions within the ac network such as power flow control, voltage control, system
stability improvement and the mitigation of system cascading failure.

In [5], three applications of embedded HVdc systems are defined:

The first case, embedded HVdc forming a hybrid parallel HVdc-HVac interconnection (sche-
matic shown in Fig. 2.4(b)) is used to increase the transmission capacity of the combined cor-
ridor and to enhance the grid controllability with limited right of way for new infrastructure.
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(a) (b)

(c) (d)

Fig. 2.4: Schematic illustration of HVdc applications: (a) Asynchronous HVdc interconnector (or
HVdc offshore wind integration), (b) Embedded HVdc: Parallel, hybrid HVdc-HVac, (c)
Embedded HVdc: Long HVdc corridor, (d) Multi-terminal HVdc.

An additional power transfer increase is achieved, since the HVdc can control the reactive
power and ac voltage at both ends and thus allows the operation of the HVac line closer to
its limits. Shorter HVdc lines in grids with higher degree of meshing and parallelism are
better suited for reactive power based grid services, while active power-based support has
only marginal influence due to the strong synchronous coupling between the two terminals
[5].

The second case, schematically illustrated in Fig. 2.4(c), are long distance corridors to con-
nect remote renewable energy generation or remote load centers within the same synchronous
area. This scheme is best suited for bulk power transmission and active power related grid
services, because it effectively reduces the power flow in any ac line, which residues between
the two HVdc terminals [5]. A practical example of embedded HVdc is given by the planned
HVdc corridors in Germany in Fig. 2.5(b).

The third case shows that embedded HVdc can be applied as back-to-back HVdc schemes to
mesh grids and provide high power flow controllability. Thus, embedded back-to-back HVdc
schemes can be seen as an alternative to phase shifting transformers or FACTS devices in
an overall power flow management of an interconnected grid, particularly because of their
independent active and reactive power controllability [22].

HVdc offshore wind integration In offshore wind application, a large amount of electric
power aggregated from the wind turbines must be fed to the on-shore power system. The
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(a) (b)

Fig. 2.5: Examples of HVdc applications: (a) Asynchronous HVdc interconnector (Germany - Den-
mark), (b) Embedded HVdc links in Germany.

focus of this connection are cable systems (for submarine transmission and limited right
of way on-shore), for which HVac suffers from the excessive reactive power drawn by the
cable capacitances. Thus, the maximum length of HVac cables is restricted (usually to about
200 km for the typical 150 kV [59]). HVdc instead is suitable for bulk power transmission
over long distances. Moreover, the HVdc decouples the offshore from the onshore grid,
preventing cascading failures, and offers independent control of active and reactive power,
which enables a variety of control objectives in both the offshore and onshore grid and allows
a flexible configuration of the offshore wind farm grid irrespective of the wind turbine type
[59]. In [60], a technical and economical analysis has proven the benefits of HVdc offshore
wind integration with respect to its HVac counterpart.

Multi-terminal HVdc The development and construction of MTdc grids is mainly driven
by the large-scale integration of renewable energy into the existing ac power system and the
potential of international energy markets in the context of so-called supergrids [61]. Super-
grids based on HVdc technology can form a new additional backbone for the power system
[62]. One can distinguish two main types of MTdc: MTdc systems, which comprise of more
than two terminals without dc meshes and real MTdc grids, which denote a dc transmission
system based on more than two converters with at least one meshed dc path and hence pro-
viding multiple power-flow paths between two grid terminals [61]. MTdc systems will likely
grow organically from existing HVdc links and offshore wind integration [61, 63].

A recent realization of MTdc is the Zhangbei HVdc power transmission project in China,
which utilizes MMC at a rated voltage of ±500 kV to form a ring network of four intercon-
nected converter stations. The system is designed for a total transmitted power of 4.5 GW
[64].
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(a)

(b)

Fig. 2.6: Asymmetrical monopolar HVdc configurations: (a) with ground electrode return, (b) with
metallic return conductor.

2.2. VSC-HVdc terminal configurations

To date, three main terminal configurations of VSC-HVdc systems are installed, which are
asymmetrical monopole, symmetrical monopole and bipolar configurations [4].

2.2.1. Asymmetrical monopole configuration

The asymmetrical monopole configuration for a point-to-point HVdc link is shown in Fig. 2.6.
This scheme consists of one high voltage conductor (cable or overhead line) and eventually
one neutral conductor. In normal operation, the current flows through the high voltage con-
ductor. The return path is formed by either the ground or sea electrodes (Fig. 2.6(a)) if
substantial ground currents are allowed and the HVdc link is grounded at both terminals or
the metallic ground conductor (Fig. 2.6(a)), which is usually grounded at a single end [4].

In most cases, the ground return currents are not allowed due to environmental concerns.
The neutral conductor avoids the ground currents, however, involves higher losses compared
to the ground return configuration. The neutral conductor must be rated for the full current,
but can have - especially for submarine installations - lighter insulation, since it does not
require to withstand the full dc voltage, but only the voltage drop along the conductor and the
temporary over-voltage in case of failure. Thus, the costs and also the probability of dielectric
failures are lower as compared to the high voltage conductor. In overhead transmission line
systems, a possibility to reduce the corona-effects, is to choose the high voltage conductor
with negative polarity [4].

Two major drawbacks are present in asymmetrical monopole HVdc configuration. On one
hand, the dc side of the HVdc link is grounded (dc voltage is asymmetric) and therefore
the ac side transformer must withstand continuous dc stress of half the rated dc voltage and
special transformer designs have to be applied. On the other hand, in case of failure (e.g.
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Fig. 2.7: Symmetrical monopole HVdc configuration

short circuit or component outage) or maintenance, the whole HVdc system must be shut
down and the power transfer is completely disrupted [4].

2.2.2. Symmetrical monopole configuration

Fig. 2.7 shows the symmetrical monopole configuration of a point-to-point HVdc system,
which is the commonly used configuration for VSC-HVdc systems nowadays. The two dc
terminals of the converters are connected to the positive and negative pole. The dc voltage
potential of both poles is equal, i.e. Vdc

2 , but with opposite polarity. So, in contrast to the
asymmetrical monopole configuration, the dc voltage is symmetrical in this case and no
steady-state dc voltage stress is applied on the ac transformers and standard transformer
design can be used. Various grounding options (e.g. high impedance grounding) can be used
to ground the system on the dc side at the midpoint of the shunt capacitors. The grounding
configuration has large impact on the fault currents in case of pole-to-ground faults [4].

Even though the two high voltage conductors are rated at full current and isolated to the
full dc voltage, in case of failure, similar to the asymmetrical monopole, the system cannot
remain in operation by using the earth as return path. The critical drawback, is that in case of
pole-to-ground faults, the healthy pole voltage can - in theory - raise to a maximum voltage
of 2 times the pre-fault voltage. To be noted that the pole-to-pole voltage will stay constant
at Vdc but with a displacement between the poles. To avoid the heavy over-voltage and
potential insulation breakdown in the healthy pole, the whole system must be shut down in
case of fault, resulting in complete loss of power transfer [4].

2.2.3. Bipolar configuration

In Fig. 2.8, the two possibilities of bipolar HVdc point-to-point configuration are depicted,
with ground electrode return (Fig. 2.8(a)) or with metallic return conductor (Fig. 2.8(b)). In
general, the bipolar structure is the connection of two asymmetrical monopoles sharing the
same ground pole, which is the midpoint of the two converters. On the ac side, each converter
is connected to a separate transformer and thus the two converters are operated in parallel
from the ac grid perspective. Similar to the asymmetrical monopole configuration, the two
transformers will experience steady-state dc stress and hence special transformer designs are
required [4].



20 2. Fundamentals of VSC-HVdc systems and modular multilevel converters

(a)

(b)

Fig. 2.8: Bipolar HVdc configurations: (a) with ground electrode return, (b) with metallic return
conductor.

The bipolar HVdc configuration uses two high voltage conductors with equal dc voltage
rating of Vdc of opposite polarity. One converter is connected to the positive pole, while
the other is connected to the negative pole. In normal operation, the two poles are balanced
and the current is circulating among them. The pole currents have equal amplitude, but
opposite flow direction, e.g. by convention forward in the positive pole and backward in
the negative pole (return path). Hence, in normal operation, no current is flowing through
the neutral conductor or the ground electrodes. This configuration is also referred as rigid
bipolar. As shown in (Fig. 2.8(b)), a metallic neutral conductor can be used to connect the
two ground poles (of rectifier and inverter end of the HVdc link) in order to avoid substantial
ground currents. This can be either necessary due to environmental reasons or also to avoid
degradation of the ground electrodes, which occurs for long term use of the ground path in
conduction state [4].

In bipolar systems, the two converters can be operated independently. Thus, if one converter
or pole is under fault or maintenance, in order to increase the system’s reliability, the system
can be continuously operated with half power transmission capacity using the remaining pole
and the neutral conductor (or where it is allowed the ground electrodes) as return path for
the current. In this case, the system continues to operate as asymmetrical monopole with
half power rating. The high expenditures for bipolar systems limit their application to HVdc
systems of very high power rating, where the capacity of a single monopole is not sufficient.
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Table 2.2: HVdc terminal configurations.

Asymmetrical Symmetrical
Bipolar

monopole monopole
ground metallic ground metallic
return return return return

Costs low medium medium medium high
Earth

high low low high low
Environmental current
impact No. of

low medium medium medium high
conductors

Transmission capacity 1 p.u. 1 p.u. 1 p.u. 2 p.u. 2 p.u.
DC voltage polarity −Vdc/0 −Vdc/0 +Vdc

2 /−Vdc
2 Vdc/0/−Vdc Vdc/0/−Vdc

Redundancy No No No
Yes Yes

(1 p.u.) (1 p.u.)

Bipolar HVdc configuration can also be seen as a future extension of existing monopole
configurations. In that case, the two monopoles can also be operated fully independently
using the metallic ground as return path in normal operation as well [4].

Table 2.2 provides a comparison among the presented terminal configurations.

2.3. HVdc terminals based on modular multilevel converter

The application of conventional two- or three-level converters in HVdc systems has several
disadvantages. The low number of discrete output voltage levels leads to significant har-
monic content in the ac waveform around the switching frequency and multiples of it [65].
In low-voltage systems, a high switching frequency is used to mitigate lower order harmonics
in the spectrum and reduce the effect on the ac waveform quality. However, due to the rel-
atively high blocking voltage of several kilo-volts for each individual semiconductor device
(e.g IGBT), the high switching frequency in HVdc systems leads to high switching losses.
Hence, to prevent negative effects of the harmonics on system, excessive filter equipment
has to be installed. The second drawback is that the maximum blocking voltage of currently
available semiconductor devices is limited, thus, a series connection of hundreds of semicon-
ductors is required to realize a high-voltage converter for HVdc. The principle of operation
of two-level converters is to switch the output phase voltage between the two poles of the
dc side, which implies a high voltage difference in case of HVdc systems. Moreover, in
order to keep the switching losses low, the commutation time must be kept small, which, in
consequence, results in high dv

dt and significant stress on the insulation [65].

Employing MMC in the terminals of VSC-HVdc transmission systems instead, has several
advantages. In the MMC, the modular structure, i.e. connecting multiple SM with low rated
voltage in series in stacks, eases scalability to different voltage and power ratings and offers
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Fig. 2.9: Three-phase topology of MMC based on half-bridge submodules in symmetrical monopole
HVdc configuration.

high power efficiency. In fact, due to the higher level of discrete voltage steps in the output
voltage, the amplitude of harmonics is reduced. The second effect is that not every switch
is involved in every transition of the output voltage. Consequently, the pulse frequency (of
the modulation) by which the output voltage is changed can be increased without increas-
ing the effective switching frequency of the semiconductor devices. Likewise, the harmonic
spectrum is shifted towards higher harmonic frequencies, which results in high quality wave-
forms at the ac side and a significant reduction of the ac filter size [66], while keeping the
switching losses of the converter low [65].

2.3.1. Fundamental operation of the MMC

Fig. 2.9 shows the three-phase MMC topology based on half-bridge SM in symmetrical
monopole configuration, in which the dc midpoint is grounded. This topology is also known
as modular multilevel cascade converter (MMCC) as defined by Akagi or more precisely
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considering the employment of half-bridge SM (which are also known as chopper cells) and
the circuit configuration as modular multilevel cascade converter based on double-star chop-
per cells (MMCC-DSCC) [67]. Nevertheless, Akagi states that using the general term MMC
is allowable [67] and hence, will be used in the remainder of this thesis.

The circuit consists of three phase legs (green) with a midpoint connection between the two
arms (red). These midpoints are the ac terminal of the converter. In each arm a number n of
SM is connected in series, in which the commutation is performed internally. In each arm
a small arm inductor is implemented, which avoids unreasonably large switching harmonics
in the arm currents [65]. The arm resistance represents the losses in the arm inductors (and
the SM) and is usually small. The capacitors connected at the dc side are a lumped model
representation of the pole-to-neutral capacitance of the positive and negative dc pole cables
or OHL. In steady state, the dc bus is assumed to be balanced between the two poles [65].

The principle operation of the MMC is based on the control of the SM, in such a way that
the combination of voltages inserted by the SMs form the desired ac and dc side voltage of
the converter. The sum of the upper and lower arm voltage is approximately maintained at
the pole-to-pole dc side voltage, while the difference of upper and lower arm voltage results
in the alternating voltage at the ac side [65]. To fulfill such requirements the upper and lower
arm voltages in the MMC in steady state are given by

vu =
vdc

2
− v̂s cos(ωt)

vl =
vdc

2
+ v̂s cos(ωt) , (2.1)

where vdc represents the dc side voltage and vs = v̂s cos(ωt) the output-side emf of the con-
verter, since there is no explicit ac-side voltage in the MMC [65]. It has to be noted that
symmetrical voltages are assumed, so that the three output phases are shifted by 0 rad, −2π

3

rad, and 2π

3 rad in the phase, respectively. Thus, the converter operation can be expressed on
a phase-by-phase basis and the equations are given without the explicit phase notation. The
arm currents in steady state are obtained by

iu = ic +
îs
2

cos(ωt)

il = ic−
îs
2

cos(ωt) , (2.2)

where ic represents the circulating current and is = îs cos(ωt) the ac phase current. The mean
value of the three phase arm currents adds up to the dc side current idc [65]. Assuming bal-
anced ac bus voltages vac and purely dc circulating current (i.e. the second order circulating
current is ideally controlled to zero) it follows

iu =
idc

3
+

îs
2

cos(ωt)
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il =
idc

3
− îs

2
cos(ωt) . (2.3)

From the KVL at the upper and lower arm of the MMC and assuming a balanced dc bus, the
following can be obtained

vac =
vdc

2
− vu−Rarmiu−Larm

diu
dt

vac =−
vdc

2
+ vl +Rarmil +Larm

dil
dt

. (2.4)

Adding and subtracting these terms leads to the dynamics of output and circulating current,
respectively [65]:

Larm

2
dis
dt

=
−vu + vl

2︸ ︷︷ ︸
vs

−vac−
Rarm

2
is

Larm
dic
dt

=
vdc

2
− vu + vl

2︸ ︷︷ ︸
vc

−Rarmic . (2.5)

Following the definitions of the output-side emf vs and internal voltage vc in (2.5), the maxi-
mum output voltage is obtained, when all SM in the lower arm are inserted and all SM in the
upper arm are bypassed, while the minimum is obtained for the opposite, i.e.

vu = 0, vl = vΣ
SM,l, ⇒ vmax

s =
vΣ

SM,l

2

vu = vΣ
SM,u, vl = 0, ⇒ vmin

s =−
vΣ

SM,u

2
. (2.6)

To keep the circulating current in average at a pure dc value, the internal voltage must be
chosen equal to vc≈ vdc

2 [65]. Thus, in order to maximize the ac voltage magnitude according
to (2.6), the sum of capacitor voltages in the SM string in both arms in average should be
equal to the dc-side voltage:

V Σ
SM =Vdc . (2.7)

The sum capacitor voltage should usually be equally distributed among the SMs, so that

VSM =
V Σ

SM
nSM

=
Vdc

nSM
. (2.8)

It should be noted that this is the ideal case. In practice, the insertion of the SM will lead to
charging and discharging processes of the SM capacitors depending on the current direction,
which reflect in capacitor voltage ripple around the nominal value given by (2.8) [65].

In the following, the averaged dynamic model of the MMC will be derived based on [65].
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The fundamental operation of the MMC implies that at each time instant the appropriate
number of SM is inserted to generate the desired voltage waveform and apply the control
laws. At each time instant, the SM insertion indices can only attain two different values,
whereas ni

u,l = 1 inserts the ith capacitor in the upper/lower arm and ni
u,l = 0 bypasses it

[65].

Thus, the upper and lower arm voltages can be obtained with:

vu,l =
nSM

∑
i=1

ni
u,lv

i
SMu,l . (2.9)

The mean value of all capacitor voltages is considered equal. To ensure that the individ-
ual differences in the capacitor voltages are balanced, a decentralized SM energy balancing
controller can be implemented. Hence, the individual differences can be neglected in the
dynamic model of the converter and can be replaced with their common mean value as in
(2.8):

vu,l =
nSM

∑
i=1

ni
u,lv

i
SMu,l ≈

nSM

∑
i=1

ni
u,l

V Σ
SM
n

=
V Σ

SM
n

nSM

∑
i=1

ni
u,l . (2.10)

The individual SM insertion indices can be averaged for one arm, which results in the per-
arm insertion indices:

nu,l =
1

nSM

nSM

∑
i=1

ni
u,l . (2.11)

The per-arm insertion indices can obtain nSM + 1 discrete values. However, assuming nSM

is a sufficiently large number, the insertion indices can be assumed continuous in the range
[0 . . .1] [65]. Thus, the upper and lower arm voltages can be expressed with:

vu,l = nu,lV Σ
SMu,l . (2.12)

Substituting (2.12) in (2.5) results in:

Larm

2
dis
dt

=
−nuV Σ

SMu +nlV Σ
SMl

2︸ ︷︷ ︸
vs

−vac−
Rarm

2
is

Larm
dic
dt

=
vdc

2
−

nuV Σ
SMu +nlV Σ

SMl
2︸ ︷︷ ︸
vc

−Rarmic . (2.13)

Adding and respectively subtracting the underbraced expressions in (2.13), the per-arm in-
sertion indices can be solved based on the output and internal voltage of the MMC. Replacing
the output and internal voltage with their respective references (available from the phase cur-
rent and circulating current controller output, respectively) finally results in the ideal per-arm
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insertion indices [65]:

nu =
v∗c− v∗s
V Σ

SMu
(2.14)

nl =
v∗c + v∗s
V Σ

SMl
. (2.15)

Despite the output and circulating currents, the SM capacitors add 2n more state variables
to the MMC dynamic model by their capacitor voltages. In high-voltage systems, the large
number of SM in the MMC would result in immense computational effort to solve a set
of differential equations with such a high order [65]. However, under the assumption of
continuous per-arm insertion indices, it is possible to average the individual SM voltages

CSM
dvi

SMu,l

dt
= ni

u,liu,l , for i = 1,2, . . . ,N (2.16)

by one sum capacitor voltage per arm [65]:

CSM

nSM

∑
i=1

dvi
SMu,l

dt︸ ︷︷ ︸
dvΣ

SMu,l/dt

=
nSM

∑
i=1

ni
u,liu,l . (2.17)

The equation (2.17) can be simplified to:

CSM

nSM

dvΣ
SMu,l

dt
= nu,liu,l . (2.18)

Substituting the arm currents in (2.18) with the output and circulating current, finally results
in:

CSM

nSM

dvΣ
SMu
dt

= nu

(
is
2
+ ic

)
(2.19)

CSM

nSM

dvΣ
SMl
dt

= nl

(
− is

2
+ ic

)
. (2.20)

2.3.2. MMC-HVdc terminal inner control loops and controller design

Fig. 2.10 provides an overview of an MMC control system applied to the terminals of the
HVdc system, where the controllers marked in green are further elaborated on in the follow-
ing.

Phase (output) current controller The phase or output current controller will operate in
the dq-reference frame, to enable decoupled control of active and reactive power. The first
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Fig. 2.10: Overview of the inner MMC-terminal control system [65].

part of the control plant of the phase current controller evolves from the dynamics of the
output current controller in (2.5) and considering an additional ac side filter it follows:

Gac(s) =
is(s)

vs(s)− vac(s)
=

2
s(2Lf +Larm)+(2Rf +Rarm)

, (2.21)

in which the transfer function from vs(s) to is(s) is the reference transfer function and the grid
voltage vac(s) is a disturbance, which can be (partially) canceled using a feed-forward (FF)
term. The FF term has to be filtered by a first-order low-pass filter to avoid the propagation
of high order harmonics in the control. It should be remarked that the output voltage follows
its reference with a certain delay

vs(s) = e−sTdelayv∗s (s)≈
1

1+ sTdelay︸ ︷︷ ︸
Gdelay(s)

v∗s (s) , (2.22)

which is introduced by the computation delays in digital signal processors, field-program-
mable gate arrays, and in the analog-to-digital conversion process (summing up to the sample
period Ts), and the switching delay of the pulse-width modulation (PWM) equal to Ts

2 , thus
Tdelay =

3Ts
2 .

Thus, the overall control plant has second-order dynamic behavior, i.e. PT2-behavior. How-
ever, the time constant of the filter and arm inductors is much larger than the time constant
introduced by the delay between output voltage and its reference (in the order of one hun-
dred). For such a system in [68], the use of proportional-integral (PI)-controller

GPI,ac(s) = kp,ac +
ki,ac

s
(2.23)

tuned with the technical optimum is proposed. The aim of the technical optimum is to keep
the magnitude of the closed-loop frequency response at one and the phase of the closed-loop
frequency response at zero for frequencies as high as possible. Likewise, a small overshoot
in the step response and fast reference tracking are ensured.

As the first condition, the time constant of the controller is set equal to the larger time con-
stant of the control plant (the one of the filter) to compensate it and guarantee high dynamics,
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i.e.

Ti,ac = Tac =
Lf +

Larm
2

Rf +
Rarm

2

. (2.24)

The control gain is selected, such that the magnitude of the reference transfer function is kept
at one for frequencies as high as possible, from which the second condition evolves:

kp,ac =
Tac

2VacTdelay
, (2.25)

with Vac =
1

Rf+
Rarm

2
being the gain of the control plant. The integral gain of the controller

follows from (2.24) and (2.25):

ki,ac =
kp,ac

Ti,ac
. (2.26)

The open-loop transfer function is achieved with the product of controller and control plant
transfer functions:

Go,ac(s) = GPI,ac(s) ·Gac(s) ·Gdelay(s) . (2.27)

The closed loop transfer function can be obtained accordingly with

Gc,ac(s) =
Go,ac(s)

1+Go,ac(s)
. (2.28)

In [65], an alternative controller design is presented to achieve higher control bandwidth at
the cost of a lower stability margin. First, it is assumed that the time constant of the filter
and arm inductors is much larger than the time constant introduced by the delay between
output voltage and its reference, so that the control plant can be approximated as first-order
transfer function. To design the PI-controller, first, only the proportional part is considered.
A further simplification is made by neglecting the impact of the usually small arm and fil-
ter resistances (which is valid since the circuitry shows almost inductive behavior at high
frequencies). Consequently, the closed loop transfer function results in a first-order system
with bandwidth equal to αc,ac =

kp,ac

Lf+
Larm

2
, i.e. the closed loop transfer function’s magnitude

equals |Gc,ac ( jαc,ac)| = 1√
2

and it holds Gc,ac(0) = 1. The closed-loop bandwidth is an im-
portant parameter of the control tuning, since it determines the exponential convergence rate
of the system, i.e. how the variable (in this case the phase current) will react to a reference
step. In fact, the time constant of the reference tracking is the inverse of the closed-loop
bandwidth.

Even though in the first consideration the total time delay of computation and modulation
was neglected, this is not generally valid, which constraints the maximum closed-loop band-
width, which should be chosen according to αc,ac ≤ ωs

10 , in which ωs is the angular sampling
frequency.

Taking into account the beforehand neglected total time delay of computation and modula-
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(a) (b)

Fig. 2.11: Phase (output) current controller design: (a) Open-loop Bode-plot, (b) Closed-loop step
response.

tion, the open loop transfer function (assuming pure P-control) can be expressed by

Go,ac(s) =
kp,ac

s
(

Lf +
Larm

2

) · 1
1+ sTdelay

=
αc,ac

s
· 1

1+ sTdelay
. (2.29)

The cross-over frequency is determined as the value of ω , for which the magnitude of the
open loop transfer function is equal to one (i.e. |Go,ac( jωc)|= 1), which evaluating (2.29) is
obviously αc,ac. Then, the phase margin can be calculated as

φm,ac = π− argGo,ac( jωc) = π− argGo,ac( jαc,ac) =
π

2
−αc,acTdelay . (2.30)

Choosing the bandwidth at the upper limit αc,ac =
ωs
10 , the phase margin results in φm,ac = 36◦,

which according to [65] is small but often still acceptable.

The bandwidth of the integral term in the controller αi,ac determines the exponential conver-
gence rate of the adjustments made by the integral-part to obtain accurate reference tracking
with zero steady-state error. According to [65], the bandwidth of the integral term should be
chosen much smaller than the bandwidth of the proportional control term, so that the closed-
loop system will be dominated by the proportional control part. A typical selection shall
be smaller than the fundamental frequency (e.g. in the range of tens or hundreds of rad/s).
Finally, the integral gain is then obtained from

ki,ac = 2αi,ackp,ac . (2.31)

The resulting open-loop Bode-plots and closed-loop step responses of controller designs
with technical optimum and upper limit design are shown in Fig. 2.11(a) and Fig. 2.11(b),
respectively.
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Fig. 2.12: Phase (output) current controller in dq-reference frame [65].

The overall control structure of the phase (output) current controller is depicted in Fig. 2.12,
in which in addition to the controller, plant and aforementioned feed-forward with filter, a
de-coupling term to diminish the cross-coupling effects between the d and q-components
introduced by the current derivative in the control plant is considered. Moreover, the ac
voltage reference must be limited (e.g. to Vdc

2 ), which in turn requires an anti-wind-up. The
shown anti-wind-up structure is of the back-calculation type, so that the difference between
the saturated reference minus the ideal reference is multiplied with 1

kp,ac
and fed-back to the

input of the integral part of the controller.

Arm-balancing (internal) control The arm-balancing or internal control of the MMC
comprises of the control of the sum-capacitor voltages (i.e. the arm voltages) and the circu-
lating current controller. The aim of the sum-capacitor voltage control is to ensure that the
sum-capacitor voltages in each arm converge to their desired mean value Vdc. The circulating
current controller is implemented to control the charging and discharging process of the SM
capacitors and depends on the chosen type of sum-capacitor voltage controller.

In the following, direct voltage control, which is also known as direct modulation, is applied.
The goal is to find the upper and lower arm insertion indices as in (2.15). For direct voltage
control the sum capacitor voltages in the upper and the lower arm are replaced with their
ideal mean value Vdc:

nu =
v∗c− v∗s

Vdc
(2.32)

nl =
v∗c + v∗s

Vdc
. (2.33)

The benefit of the direct voltage control is that it results in an inherently asymptotic stable
system and has low computational complexity. On the other hand, parasitic components (at
twice the fundamental frequency) appear in the output and internal voltages, which have to
be suppressed by the output and circulating current controllers [65].

The control plant of the circulating current controller can be obtained from the current dy-
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namic equations given by (2.5). It follows:

Gcir(s) =
1

s ·Larm +Rarm
. (2.34)

Similar to the output of the phase current controller, the internal voltage also equals its ref-
erence with a delay. In addition, a parasitic component ∆vc is considered, which implies
switching harmonics and for direct voltage control includes a component of twice the funda-
mental frequency (i.e. a second order harmonic):

vc = e−sTdelayv∗c +∆vc ≈
1

1+ sTdelay︸ ︷︷ ︸
Gdelay(s)

+∆vc . (2.35)

Thus, the circulating current controller should be designed to act on the second harmonic,
which can be either achieved with a proportional-resonant (PR) controller with resonant part
at the second harmonic acting on the phase quantities like in [65] or with a PI-controller
in dq-reference frame, rotating at twice the fundamental frequency to cancel the second
harmonic and ensure accurate reference tracking. The control law is given by

v∗c =
Vdc

2
−Rarmi∗c︸ ︷︷ ︸

FF

−kp,cir

(
1+

1
sTi,cir

)
(i∗c− ic) , (2.36)

in which a FF term can be applied, which compensates for the resistive voltage drop and the
dc voltage term in order to increase the control dynamics. The reference of the circulating
current is set to one third of the desired dc current value. The plant structure is very similar
to the phase current control plant and thus, the technical optimum is applied to tune the
circulating current control parameters as well. The resulting open-loop bode-plot and closed-
loop step response are shown in Fig. 2.13(a) and Fig. 2.13(b), respectively.

Fig. 2.14 and Fig. 2.15 summarize the control circuits of the circulating current controller
and the direct voltage control, respectively.

DC voltage (dc energy) control The model for the dc bus (assuming that no additional dc
bus capacitor is installed and the shunt capacitors of the cable or overhead line are neglected,
thus, only the equivalent contribution of the SM capacitors is considered) results in:

6CSM

nSM︸ ︷︷ ︸
Ceq

dvdc

dt
= idc,bus−

P
vdc︸︷︷︸
idc

. (2.37)
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(a) (b)

Fig. 2.13: Circulating current controller design: (a) Open-loop bode-plot, (b) Closed-loop step re-
sponse.

Fig. 2.14: Circulating current controller in dq-reference frame rotating at twice the fundamental fre-
quency [65].

Fig. 2.15: Direct voltage control [65].

Multiplying both sides of (2.37) with vdc delivers

Ceqvdc
dvdc

dt
= vdcidc,bus−P⇒

Ceq

2
dv2

dc
dt

= vdcidc︸ ︷︷ ︸
Pdc,bus

−P , (2.38)

where idc,bus and Pdc,bus are the dc bus input current and power, respectively (e.g. to ac-
count for the incoming power flow of other converters in MTdc systems). Considering the
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definition of the effective dc bus energy Wdc =
Ceqv2

dc
2 it results in:

dWdc

dt
= Pdc,bus−P⇒Wdc(s) =

(
Pdc,bus(s)−P(s)

)
· 1

s
. (2.39)

The dc bus current and power can be regarded as disturbance variables and thus neglected in
the reference transfer function. The closed-loop transfer function of the inner output current
control loop tuned with the technical optimum can be approximated with

Gc,ac(s)≈
1

1+ s ·2Tdelay
. (2.40)

Thus, the transfer function of the control plant can be obtained with

GWdc(s) = Gc,ac(s) ·
1
s

(2.41)

and has an IT1 behavior. Considering a PI-controller to ensure zero static gain under the
presence of a disturbance (e.g. the dc bus power), in total, it results in an open-loop transfer
function with two integral parts (one of the controller and one of the electrical plant), which
according to [68] requires the control parameter tuning with the symmetrical optimum to
remain stable. The aim of the symmetrical optimum is to obtain the maximum phase margin
at the cut-off frequency and similar to the technical optimum to keep the magnitude of the
reference transfer function at one for frequencies as high as possible. The general tuning is
then obtained with

Ti,Wdc = a2 ·2Tdelay (2.42)

and
kp,Wdc =

1
a
· 1

2Tdelay
. (2.43)

The parameter a can be tuned to account for the trade-off between stability (high a) and
dynamic performance (low a), where a = 2 is the standard choice. Iterative tuning in the
simulation has revealed that a = 5 is better suited in the specific case of the dc energy control
of the MMC under study to provide better damping performance, which results in control
parameters kp,Wdc = 66.67 and ki,Wdc = 888.9. Fig. 2.16 depicts the open-loop bode-plot and
closed-loop step response for standard symmetrical optimum and tuning with a = 5. The
control structure is shown in Fig. 2.17.

An alternative controller design has been presented in [65]. Starting from equation (2.39) it
has been assumed that the inner current control loop is significantly faster and thus that the
power instantaneously follows the reference. Hence, combining the control law

P∗ = αWdc

(
1+

αiWdc

s

)
(Wdc−W ∗dc) (2.44)
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(a) (b)

Fig. 2.16: DC bus energy controller design: (a) Open-loop bode-plot, (b) Closed-loop step response.

Fig. 2.17: DC voltage (dc energy) controller [65].

with (2.39) results in the closed loop transfer function

Wdc =
αWdc (s+αiWdc)

s2 +αWdcs+αWdcαiWdc
W ∗dc +

s
s2 +αWdcs+αWdcαiWdc

Pdc,bus . (2.45)

The term related to the dc bus power has zero static gain in the closed loop transfer function,
if the integral gain of the controller is larger than zero, and thus the dc voltage can still follow
its reference with zero static error [65].

At first, pure P-control is assumed. Thus, the closed-loop transfer function is of high-pass
character and it is sufficient to choose the P-bandwidth below the grid fundamental angular
frequency, i.e. αWdc < ωg1 [65]. Assuming as second step a PI-control, the poles in the
closed-loop transfer function exist at

s =
αWdc

2

(
−1±

√
1− 4αiWdc

αWdc

)
. (2.46)

To ensure sufficient damping, the imaginary part should be kept smaller than the real part,
which results in the requirement for the I-part bandwidth αiWdc <

αWdc
2 . A possible para-

metrization for a test converter similar to the converter under study in this thesis is given in
[65] with αWdc = 50 rad/s, which is close to the symmetrical optimum design with higher
damping coefficient (a = 5).



2. Fundamentals of VSC-HVdc systems and modular multilevel converters 35

Modulation and submodule balancing For simplicity’s sake, it is assumed that the MMC
in this thesis uses a phase-shifted carrier modulation. The multilevel waveform is based on
nSM two-level PWM waveforms, whose carriers are symmetrically phase shifted to allow for
harmonic canceling within the phase arms [65]. The phase shift can be obtained from

θ
i = 2π

i−1
nSM

, where i = 1, . . . ,nSM . (2.47)

The phase shift of the upper arm carriers with respect to the lower arm carriers differs by an
offset ∆θ , which can be chosen depending on the desired harmonic suppression in either ac
or dc side. While an offset of ∆θ = 0 is suitable to obtain lowest harmonic distortion on the
ac side, in the case of an odd number of SM and ∆θ = π

nSM
in the case of an even number

of SM. To reduce the dc side harmonic content in any case, the offset should be chosen to
∆θ = π [65].

Using a phase-shifted carrier modulation, the switching pattern is fully defined by the mod-
ulation scheme and no additional SM selection is required. However, there is no inherent
balancing function in this modulation scheme, which makes individual (distributed) SM en-
ergy balancing necessary [65]. The goal of the balancing is to achieve equal power distribu-
tion among the SM. Distributed and centralized balancing methods exist [69]. The central-
ized balancing scheme is directly combined with the modulator and can be combined with
nearest-level modulation, which - for practical HVdc systems - is the preferred solution due
to their extremely high number of SM, which makes distributed balancing schemes com-
plex. In the centralized scheme, the modulator provides the necessary number of inserted
SM, which are in the second step selected depending on the capacitor voltage and arm cur-
rent direction (sorting algorithm). As mentioned in [70], a possible drawback of centralized
balancing schemes is that additional switching actions may be required. The distributed SM
energy balancing is based on a closed-loop control of the individual SM voltages. Thus, a
modification in the modulation signal is caused, which requires a sufficiently high switching
frequency [69, 70].

The per-arm insertion indices, which are computed by the internal arm balancing and phase
current control, are offset by an additional term proportional to the normalized deviation of
the ith capacitor voltage vi

SMu,l from its ideal value Vdc
nSM

:

n∗iu,l = ni
u,l + kbal

Vdc
nSM
− vi

SMu,l
Vdc
nSM

. (2.48)

The proportional gain kbal is dimensionless and its sign must be chosen equal to the sign of
the corresponding arm current in order to allow the convergence of the individual capacitor
voltages. In order to avoid the introduction of disturbances in the modulation, the propor-
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tional gain must be chosen small. A general rule is kbal << 1 and the tuning can be made
iteratively [65].

2.4. Fundamentals of HVdc control: External control loops and HVdc
grid control

The main objective in HVdc networks is to control the node dc voltage in order to dictate
the power flow through the dc lines. This does not only include the normal operating con-
dition, in which small deviations due to different voltage drops across the lines have to be
adjusted, but also disturbance conditions, in which larger imbalances in the dc voltage as a
consequence of e.g. converter outages shall be compensated. Usually, the dc voltage control
is based on local dc voltage measurements. However, a common system voltage feedback
can also be used as modification. At first, the reference direction of HVdc power and current
have to be defined. It is assumed that the power and current in inverter mode are positive,
while in rectifier mode they are negative. In consequence, regular ac frequency droop curves
have a negative slope and regular dc voltage droop curves have a positive slope.

In [71], a general classification of the control dependent on the control base of the outer loop
controller has been made: Current-based and power-based control approach.

The current-based approach makes use of a I-V-characteristic, thus, a linear relationship be-
tween the dc voltage and current and consequently a non-linear relationship between power
and dc voltage is considered. The advantage of this kind of control is that the control be-
havior is linear, i.e. a voltage deviation will reflect in equivalent current deviation, which is
intuitive as the droop in this case has similar relation as the dc line impedance. The control
in this case is the same for all voltage deviations from any reference value [4].

In contrast, the power-based approach makes use of linear P-V-characteristic and hence
power-voltage relation is linear. From a power system point of view this control approach,
even though the control characteristic is non-linear, is more intuitive, since it resembles the
frequency regulation in ac grids. Moreover, the main advantage of the power-based approach
is that it can easily be integrated with the existing vector control strategies with outer voltage
or power loop and fast inner current loop.

The control is imposed by three different limits related to the converter and dc system, which
are 1) dc voltage limits, 2) power limits and 3) dc current limits. The dc voltage is restricted
on the upper limit by the insulation of the switching components and the equipment (such
as cables) connected to the dc side. The lower limit is determined by the limitation of the
converter’s modulation signal, which depends on the converter topology and the converter
control implementation. The maximum power is limited by the semiconductor ampacity,
which limits the ac current flowing through the converter and hence the power, if constant ac
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(a) (b)

Fig. 2.18: Converter and system limits (Power limit: dashed, dc voltage limits: dashed-dotted, dc
current limits: dotted): (a) I-V curve, (b) P-V curve.

voltage is assumed. The third limitation is imposed by the maximum dc current limit, which
is based on the current ratings of dc connected equipment.

Fig. 2.18 demonstrates the three limitations in the I-V and P-V curves, where the limits
shown are valid for both control approaches: current- and power-based. The limits values
have been selected for illustrative purposes and do not necessarily represent realistic HVdc
converter limits.

2.4.1. HVdc converter external control strategies

In the following, first, the main external converter control strategies [72, 4] are described,
from which afterward the grid control strategies of MTdc systems are derived. The external
converter control strategy defines the control set-points, either dc voltage or active power, of
the before described inner converter control loops.

Voltage droop control In the voltage droop control a linear relationship between the dc
voltage and the control base (current or power) is used (see Fig. 2.19), which can be mathe-
matically expressed by

∆Pdc =
1

kvdc
∆vdc (2.49)

∆idc =
1

kvdc,i
∆vdc . (2.50)

The droop constants kvdc and kvdc,i define the slope of the I-V or P-V characteristic, respec-
tively [4]. Droop coefficients can be adapted considering limited converter ampacities and
the operating condition [30]. The droop constant is the inverse of the actually implemented
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(a) (b)

Fig. 2.19: Droop control (I-droop: green, P-droop: purple): (a) I-V curve, (b) P-V curve.

(a) (b)

Fig. 2.20: Constant current (green) and constant power (purple) control: (a) I-V curve, (b) P-V curve.

proportional controller dvdc or dvdc,i, respectively. It has to be noted that in this section, the
notation based on the droop constant is used, in order to stay consistent with the usual def-
initions of the general control strategies, while in the following sections the notation based
on the proportional gain is applied to refer to the practical implementation.

Constant current/power control The constant current/power control depicted in Fig. 2.20
can be regarded as a special case of the droop control, with infinite droop constant (or zero
proportional gain). This is represented with vertical line in the I-V or P-V curve, which
indicates that the current or power do not change, whenever the dc voltage changes. The
usual implementation is done with PI controller tracking the respective control reference
(current or power) [4].
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(a) (b)

Fig. 2.21: Constant voltage control: (a) I-V curve, (b) P-V curve.

Constant voltage control The constant voltage control represents the case of the droop
control with zero droop constant (see Fig. 2.21). It is obvious that an implementation with
infinite proportional gain would result in instability and hence is unrealistic. Usually this
converter control is based on PI controller to keep the dc voltage constant at its reference
value. This is also known as dc slack bus control. In the I-V and P-V curves, this control
is represented by a horizontal line, which indicates the same control behavior irrespective of
the control base, current or power [4].

Voltage margin control The voltage margin control as presented in [56] is a combination
of constant current/power control and constant voltage control as shown in Fig. 2.22. In
the normal operating state, i.e. if the voltage is within the normal operating margin, the
converter is controlled in constant current or power mode. If the voltage reaches the limits
of the voltage margin, the control is switched to constant voltage control mode, clamping the
voltage at the limit of the voltage margin to prevent further voltage deviation.

Deadband droop The deadband droop control is based on a similar operating principle as
the voltage margin control, such that in normal operation condition the converter controls the
current or power to a constant reference and switches its control mode, if the voltage exceeds
the predefined margin [4]. However, in contrast to the voltage margin control, outside the
normal operating voltage margin, a droop control is applied (see Fig. 2.23). Thus, the voltage
margin control can be seen as special case of the deadband droop with zero droop constant.

Undeadband droop The most general form is the undeadband droop control, which ap-
plies two different droop control constants in normal and disturbed operating condition [4].
This gives rise to the possibility to independently optimize the droop constant for normal
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(a) (b)

Fig. 2.22: Voltage margin control: (a) I-V curve, (b) P-V curve.

(a) (b)

Fig. 2.23: Deadband-Droop control (I-droop: green, P-droop: purple): (a) I-V curve, (b) P-V curve.

and disturbed operation. Indeed, it is desirable to increase the voltage control contribution of
remaining converters, if another converter fails, such that higher droop constants are chosen
outside the voltage margin as shown in Fig. 2.24. The undeadband droop control improves
the control dynamic performance [73]. From this consideration, the deadband droop control
is the special case with infinite droop under normal condition and the voltage margin con-
trol is an undeadband droop with infinite droop under normal and zero droop in disturbed
operation.

2.4.2. HVdc grid control strategies

Based on the converter control strategy definitions in Subsection 2.4.1, the following dc grid
control strategies can be established for MTdc grids.



2. Fundamentals of VSC-HVdc systems and modular multilevel converters 41

(a) (b)

Fig. 2.24: Undeadband-Droop control (I-droop: green, P-droop: purple): (a) I-V curve, (b) P-V
curve.

Centralized voltage control The centralized voltage control is also known as master-slave
control or dc slack control, referring to the definition of the main converter control modes
applied in this case. One converter - the master or dc slack bus - operates in constant voltage
control mode. Usually, the converter connected to the strongest grid is chosen as master
converter having to compensate the active power mismatch of the whole grid. The other
converters - the slave or power control bus - control the current or power exchange with the
ac grid constant to its nominal value, which is similar to the control strategy applied in HVdc
point-to-point connections. The main drawback of the centralized voltage control is the fact
that only one converter has to account for all changes in the power flow. Thus, this control
strategy is generally only applicable to small multi-terminal networks, also because the slack
converter has to compensate all losses in the network, which increase for large networks. No
back-up control is foreseen in this control approach, if the master converter fails [4].

Distributed voltage control In the distributed voltage control, the droop control is applied
to several converters in the network [4]. It is not necessary that all converters participate in
the voltage control, indeed droop-controlled converters can be combined with constant cur-
rent or power-controlling converters (e.g. if the respective converter terminal is connected
to offshore wind-farms and tries to supply the maximum available power to the grid). A
combination with dc voltage controlling converters is usually not feasible. This is due to the
fact that the power is shared among the different droop-controlled converters based on their
droop constant relative to the others. A small droop constant leads to a large power share.
The constant dc voltage control, in fact, represents a droop constant of zero, which coun-
teracts the principle of the distributed voltage control, since the main power flow is directed
towards the voltage controlling converter and the power distribution effect of the droop con-
trol will be limited. Only the voltage drops across the lines (i.e. the losses) determine the
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operating points of the droop-controlled converters in this case, which results in small control
contribution [4].

Centralized voltage control with centralized back-up This grid control approach needs a
replacement of the constant power control in at least one converter by voltage margin control.
If the voltage deviates significantly, i.e. if the master converter fails, it will hit the voltage
margin, which switches the control of the respective converter from constant power control
to constant dc voltage control at the limit of the voltage margin. The task to control the dc
voltage can be handed back and forth between different converters. In large networks, the
risk for contingencies also in normal operation is comparably high, which results in frequent
changes of the control modes and highly non-linear system behavior. In consequence, the
local dc voltage measurements does not longer give valid insights on the general system state
[4]. Moreover, the approach is limited by the dc voltage operating range, which is usually
approximately±10% around the nominal voltage value and thus in the number of converters
in the system. This is necessary on one side to avoid adverse control interactions between
two terminals introduced by too small voltage margins [56], and on the other side, to avoid
that the total voltage deviation in the end might become too large if high voltage margins are
chosen [4].

Centralized voltage control with distributed back-up Being the deadband droop control
implemented in several formerly constant current / power controlling converters instead of
the voltage margin control, the back-up control can be distributed among several converters.
If the master converter fails, the voltage control is not given to a single converter as in the
case before, but to all deadband droop-controlled converters. Nevertheless, the centralized
voltage control with distributed back-up is also not applicable for large systems, where the
individual converter rating is much smaller than the system rating. In this case, the operation
outside the deadband is likely to appear very frequently, if the master converter hits its limits
[4].

Distributed voltage control with distributed back-up In order to distribute the voltage
control in both normal and disturbed conditions, the undeadband droop control can be ap-
plied. Even though, a distributed voltage control does not necessarily require an additional
back-up control scheme, the different droop constants can be beneficial, since it allows the
converter to maintain an operation close to its reference in normal condition (small droop)
and increase the voltage control contribution during large disturbances by applying higher
droop outside the normal operating margin [4].

Table 2.3 summarizes the presented grid and converter control strategies.
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Table 2.3: HVdc grid control strategies.

Grid control Centralized Distributed
Back-up None Centralized Distributed None Distributed

Converter
Master-slave

Voltage Deadband
Droop

Undeadband
control margin control droop droop
Applicable Point-to-point /

Small
Small /

Large Large
grid size Small Medium
Disturbance

None Low
Low /

Medium High
security Medium

2.5. Fundamentals of modeling power electronics in grid integration
studies

Studying power electronics (PE) in grid integration studies is a non-trivial task due to the
complexity of the devices, especially in HVdc systems, where the number of switches in
equipment is large, and due to non-linear behavior such as saturation, limits and tripping,
and the different control layers involved. On one hand, the need for large network studies
affects the computational time, which is especially relevant in the commissioning and design
stage of new equipment, when intensive analysis is required. On the other hand, PE-related
phenomena, such as reduced inertia and reduced transient stability margin due to the constant
power behavior and resonances between cables and PE as well as the participation of PE-
based generation and controllable loads in service provision, must be represented well in grid
integration studies. Thus, the way of modeling a power converter is important to account
for the trade-off between the risk of under/overestimation of the system response to certain
phenomena and computational effort of too detailed simulation models, which would limit
the application especially in real time simulations and thus delay projects already in the
design and planning stage.

This thesis incorporates studies of different time scales of the involved phenomena, ranging
from less than ms-range for dc fault phenomena to several seconds for the frequency regula-
tion and virtual inertia emulation. For this reason, in the following, a guideline to accurately
model power electronics in grid integration studies is presented based on [74], which differ-
entiates the power electronics models in terms of complexity and typology, in order to tackle
correctly the addressed problems.

In the following, three main aspects are used to define the complexity of power electronics-
based resources in the grid, which are

• Power converters (topologies, thermal characteristic)

• Hardware (dc link, ac filters)

• Control (inner and outer loops, phase-locked loop (PLL))
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Fig. 2.25: Complexity of a power electronics-based resource: power converter (red), hardware (or-
ange), control (blue).

As Fig. 2.25 shows, the modeling of the power converter can involve the representation of
the semiconductor switches with their detailed model, optionally expanded by their ther-
mal behavior, or the simplified equivalent model by means of controlled voltage and current
sources. The hardware part is related to the passive components, such as inductors, resistors
and capacitors in the dc link and ac filter, which can be represented in detail, considering
e.g. their damping and temperature effects, or simply by equivalent ideal inductance, re-
sistance and capacitance. Models with higher degree of deepness respect the controllers
design (e.g. proportional, integral, derivative, resonant, etc) and the transient tracking of the
error between the reference and measured variable, while simplifying approximations (e.g.
first-order transfer functions) can be used in large timescales to include only the controller
dynamic.

The proposed scale describes for each stage, which component has to be represented and
with which necessary degree of deepness it has to be represented with consideration of the
power systems model to be adopted. The scale ranges from A+ being the most accurate
model, in which the switching and thermal behavior of the converter is respected to F being
the least complicated model with steady-state constant voltage constant impedance modeling
(see Fig. 2.26).

To describe the scale the following parts have to be evaluated:

Power converter representation: The most accurate representation of the power converter is
its switching model, in which different semiconductor technologies (e.g. IGBT, Thyristors
or MOSFETs) can be considered. In the average value model, the converter is condensed to
controllable voltage (ac) and current sources (dc) with equivalent filter, which can emulate
the converter’s harmonic behavior up to the half of the switching frequency. The simplest
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Fig. 2.26: Modeling deepness scale for power electronics grid-integration studies.

representation is the phasorial model of the converter, in which only a current source with
slowest control dynamics is included.

The thermal model characterizes the thermal behavior of semiconductors and passive com-
ponents in the converter. Only if the highest level of detail in the converter is needed, for
example in reliability analysis, it has to be considered.

The converter control is defined by the inner and outer control loop. While the fast inner
loop is usually implemented as current controller, for the outer loop, which provides the cur-
rent reference for the inner loop, various control schemes can be implemented depending on
the targeted application and service. Examples of the outer loop are among others: Active
or reactive power control, dc voltage controller, ac rms voltage controller and the droop con-
troller in HVdc systems. The control loops can be represented in full detail, including the
actual control scheme with proportional, integral (or resonant) and derivative (e.g. for the
current controller in HVdc systems [57]) terms or with simplified models, which take into
account only the control loops’ dynamic, representing it for example as first order transfer
function. This model type is particularly relevant for linear analysis of the converter plant
and stable and robust outer loop controller design (e.g. then applied for the optimally tuned
inner current controller). If necessary, more complex control structures can involve also mul-
tiple resonant controller at harmonic frequencies of interest to study the harmonic rejection
capability or multi-frequency power transfer [75].

A detailed representation of the PLL is requested, only if the impact of non-synchronous
phenomena such as unbalances or harmonics is considered. To include the contribution of the
PLL in the converter dynamics, a simplified model can be used, approximating the PLL with
a second order equivalent transfer function. This approach includes the PLL bandwidth in the
converter control and stability study, without increasing the complexity of the simulation.
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Fig. 2.27: Grid-integration studies and sub-problem modeling deepness classification depending on
the voltage level.

Passive elements like filters and dc capacitors only have to be modeled, if their bandwidth
falls into that of the phenomenon under study. In general, it can be concluded that the ac
filter should be included, if the current controller is represented in detail and high frequency
interactions are considered (above 1 kHz). For dynamics higher than a few Hz (e.g. 2nd

harmonic power variation in three-phase unbalanced or single phase systems) the dc link
capacitor detailed model is required.

In the last column, the modeling of power system is considered, which has to be adapted
depending on the deepness of the PE model itself. A detailed model of the power system
(frequency-dependent and high order modeling of devices) is only needed, if a detailed rep-
resentation of the PE with full switching model is foreseen. For phenomena involving low
frequency (< 50 Hz) interactions, the system can be represented with less details as multi-
machine model. Static models, which contain just the system constraints and limits, can be
only applied in grid planning studies.

The scale benefits from its modularity, which allows the model allocations to be changed
in the future. New scientific trends and results can be incorporated by scaling up or down
the respective entry. The idea behind the presented guideline is to link a specific modeling
deepness to the power system problem or phenomenon under study. As depicted in Fig. 2.27,
the process starts with the definition of the general problem and then targets the sub-problem
under investigation with respect to its frequency range.

The most detailed model is required by electromagnetic transient (EMT) simulations, which
use time-steps in the order of hundreds of nanoseconds up to tens of microseconds. The
aim of EMT-simulations is to investigate phenomena from dc up to tens of kHz with very
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fine resolution, such as semiconductor switching harmonics, modulation strategies or fault
blocking of multi-level converters (e.g. in HVdc terminals) and lightning impact on the
power system. If reliability studies are carried out, the thermal model of the components can
optionally be included.

Small-signal analysis investigates the system’s response to small perturbations in order to an-
alyze unstable or under-damped modes as a result of control interactions or resonances [76].
Specific sub-problems of the small-signal analysis are given by harmonic stability, which is
mostly related to control interactions of the inner current controllers and PLL with the pas-
sive components in the grid [76, 77], sub-synchronous resonances [78, 79], and inter-area
oscillations. Harmonic stability studies require the highest level of details, i.e. detailed mod-
els of the fast acting inner current controller, PLL and outer power or voltage control loops
are necessary [80]. Additionally, to investigate the whole harmonic frequency range, even
the converter switching properties have to be included [81]. In sub-synchronous resonance
studies, the phenomena frequency range (5− 55 kHz) may interfere with the bandwidth of
the inner current or voltage controller, which have to be considered in the model accord-
ingly. Inter-area oscillations studies, instead, due to the slower transients to be analyzed
(0.1− 5 Hz), need to incorporate only the outer control loops. PLL synchronization and
dc-link capacitor must be taken into account due to their dynamics with similar bandwidth
to the inter-area oscillations [82]. A special case is the MMC-HVdc system, which also re-
quires more details in the converter model itself due to the more complex structure and con-
trol involving different inductor and capacitor interactions with different sub-synchronous
dynamic responses. Another reason for detailed modeling is that simplifications in the cir-
culating current suppression and voltage balancing control can change the sub-synchronous
characteristic of the MMC model [83, 84].

DC voltage stability also relates to small-signal stability, in the sense of interactions between
the interface ac/dc-converters and their controllers themselves and the converters and passive
components in the grid [85]. Suitable examples in high voltage grids, are point-to-point [85]
or multi-terminal VSC-HVdc systems [86], in which the injection of a large amount of power
by the dc voltage controlling converter leads to negative values of the converter’s power de-
pendent equivalent admittance. If this coincides with the dc cable grid resonance, poorly
damped oscillation modes result. This poses a risk of instability. DC instabilities are located
mostly in the harmonic frequency range, but well below the switching frequency. Thus,
small-signal methods, such as frequency domain impedance analysis [87] or time-domain
modal analysis of the linearized system model [86] can be applied. In these models, average
value models of the converter can be used, neglecting the PWM switching transients or rep-
resenting them by first order delay transfer function [85, 88]. In the article [74], it is shown
that in dc stability studies (here related to control instability phenomena induced by the dc
voltage controller) the full-switching model gives only marginal accuracy improvements in
the transients, while oversimplification (e.g. fixed dc voltage source instead of controlled
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current source and equivalent dc capacitor for a two-level converter) ignores the effect at
all. Thus, accurate representation of the outer loop (dc voltage or droop) controllers is of
special importance, while the optimally tuned inner current controller can be approximated
with first order transfer function. The inclusion of the PLL is important, because otherwise
low-frequency modes may be overlooked [86].

Transient stability studies (for example LVRT studies and short circuits) refer to the power
system’s capability to remain stable after certain disturbances, such as faults or imbalances.
In these studies usually large networks with high number of buses and machines are consid-
ered, which requests reduced modeling complexity in each component to avoid large com-
putational effort compared with EMT simulations. Moreover, EMT simulations suffer from
the difficulty to initialize the model for a given load flow scenario [89]. An example for
HVdc system transient stability modeling is given in the CIGRE B4.57 technical brochure
[90]. The models can be divided into phasor domain and average value models [91]. Power
system stability studies using phasor domain models, by default, assume fundamental fre-
quency and are based on the assumption that the small time constant of inner current control
loops is irrelevant and thus only the outer loop is considered, while the inner loop is replaced
with the current reference. Hence, to study transient stability with fast phenomena in the
order of tens or hundreds of milliseconds, generic average value models have to be used, in
which despite the outer loop, the inner current loop is represented at least with its first-order
approximation. In contrast to HV system simulations, in which the inclusion of outer con-
trol loops (e.g. power loop) is sufficient to achieve satisfactory accuracy, in medium-voltage
(MV) or low-voltage (LV) systems, the synchronization loop should be additionally included
to account for the possible source of instability caused by slow (or too fast) PLL bandwidth
[92]. This increased modeling accuracy, however, may have an impact on the computational
time of large simulations, in which a large number of ac/dc converters are considered.

In frequency stability analysis, the capability of the power system to react on frequency dis-
turbances and control the system frequency is studied. Frequency control (here: primary
frequency regulation) involves dynamics in the order of seconds. Studies related to fre-
quency control often take only into consideration the mechanical equations of the generation
units and the power control loop of the power sources [93]. Thus, detailed model of the PE
converter outer loop control (active power flow) is necessary to verify its impact on system
frequency, while the inner control loops and the hardware modeling do not necessary ask for
additional complexity due to their fast dynamics (tens or hundreds of milliseconds). Consid-
ering this, HVdc systems, which interconnect two different ac areas, can be approximated
only with the frequency-power-droop curve, while the dynamics of turbines and governors
are regarded for the generators as representation of the power system. This simplification
allows the analysis of the HVdc-based primary frequency regulation in very short time (few
seconds) without losing accuracy compared to rms phasor models or EMTDC simulations.
In contrast in low-voltage grids, particularly in microgrids, the frequency control involves
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much faster dynamics, which requires a detailed representation of PLL and dc link capacitor
[94].

Scheduling and optimization involve a steady-state view on the system, i.e. the load flow,
which is used in system planning or to initialize other, more complex simulations like EMT
or transient stability simulations. Thus, accurate models of the power converters are not
needed, and each component can be represented as current injection at the connection bus.
In order to decrease the problem size, the resources, such as local loads and renewable gen-
eration, are usually grouped as unique active load. In this case, the generated power by the
renewable energy system (RES) is subtracted from the loads’ power consumption. However,
problems arise if the load has a voltage-dependent power consumption [95]. Especially in
LV grids, as simplification of the outer loop controllers, the active and reactive power depen-
dence on grid voltage variations of specific loads can be added, to account for the difference
in the power variation of the equivalent bus, when it is subject to voltage variations.

2.6. Fundamentals of HVdc protection

The general philosophy of the protection in HVdc grids coincides with the one in ac grids.
However, the constraints that are imposed by the equipment in dc and ac grids are fundamen-
tally different. In ac grids, the protection equipment has to ensure that the fault is cleared
before the large synchronous generators lose synchronism during severe disturbances. In
HVdc grids, instead, the protection times are constrained by the power electronics equip-
ment, which is much more vulnerable and hence requires much faster protective action. DC
grids also impose smaller line impedance and hence the fault propagates rapidly through the
HVdc grid, which makes a fast fault identification and clearing necessary in order to avoid
large outages and as consequence long restoration time. Another reason for fast clearing is
the minimization of the effect of dc faults on the ac transmission grid. HVdc system are
usually included in the power flow management and to provide services to the grid. Thus,
the temporary loss of the converter controllability in the blocked state during the dc side fault
should be kept as small as possible to not interfere with the save operation of the transmission
grid and avoid cascading failures [4].

In the following subsection, the fundamentals of HVdc grid protection are briefly summa-
rized. First, it is given an overview of typical fault types in HVdc grids, which is followed
by brief explanations of the protection methodologies (more details can be then found in the
respective sections on dc circuit breaker (Section 4) and MMC-based protection (Section 5)).
Finally, different HVdc grid protection philosophies are explained in order to classify the
protection methodologies from a power system point of view.
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Fig. 2.28: Fault types in HVdc grids.

2.6.1. Fault types in HVdc grids

The fault types in dc grids can be divided into the following categories [4]:

• Pole-to-ground faults

• Pole-to-neutral faults

• Pole-to-pole faults

• Bus faults

• Neutral-to-ground faults

Fig. 2.28 shows the fault types’ location at one terminal of a generalized bipolar HVdc con-
figuration.

In the case of pole-to-ground faults (Type (1) in Fig. 2.28), one pole is connected to the
ground through a specific fault impedance. The steady-state overcurrent and undervoltage
greatly depends on the grounding circuit in this case. In low-impedance grounded asym-
metric or bipolar systems, the pole-to-ground fault results in large overcurrents through the
grounding electrodes, while the pole voltage is clamped to low value. In high-impedance
grounded symmetrical or bipolar systems the steady-state fault current is theoretically zero.
However, the pole-to-ground fault defines a new ground reference, such that on the healthy
pole an overvoltage of up to twice the nominal value can occur [4].

Pole-to-neutral faults (Type (2) in Fig. 2.28) can occur in bipolar systems or symmetrical
monopole systems with metallic return path. This fault type presents similar characteristics
as a pole-to-ground fault [4].

The pole-to-pole faults (Type (3) in Fig. 2.28) refer to a connection of the positive and the
negative pole through a specific fault impedance. The fault response for both low- and high-
impedance grounded systems is similar in this case, because for all configurations a direct
path for the fault current exists. This leads to very high overcurrent and low undervoltage,
which makes the pole-to-pole fault the most severe fault type in HVdc systems [4].
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Bus faults (Type (4) in Fig. 2.28) exist in all above mentioned types and show similar general
characteristics as the equivalent pole fault. The difference is that not only a single transmis-
sion line, but the whole bus, potentially involving multiple lines in a multi-terminal HVdc
system, is lost. Thus, the impact of bus faults is considered to be more severe [4].

Neutral-to-ground faults (Type (5) in Fig. 2.28) generally do not involve large overcurrents
or undervoltages [4].

2.6.2. HVdc grid protection methodologies

The existing HVdc grid protection methodologies to interrupt and clear the dc-side short-
circuit fault of an MMC-HVdc system can be summarized as follows.

• AC CB-based

• DC CB-based

• Converter-blocking based

In the protection methodology using ac CB, mechanical ac CBs are installed at each con-
verter to interrupt and clear the dc fault [96]. Additionally, slow dc side disconnectors are
employed to finally isolate the faulted line, whose location can be determined during the
opening time of the ac CB. This protection methodology is particularly slow, due to the de-
lay introduced by the mechanical breakers, which take several cycles (e.g. 2- 3 cycles) of the
fundamental frequency to interrupt the fault. During the opening time of the ac CB, the free-
wheeling diodes of the MMC form an uncontrolled rectifier circuit in the blocked state of the
converter. Hence, these diodes should be designed to tolerate the high fault current for a few
fundamental cycles, or additional measures, such as thyristor-based bypass circuits, have to
be considered to avoid large over-dimensioning of the diodes. In consequence of this pro-
tective action, the whole HVdc grid has to be de-energized, resulting in an outage of several
cycles. Modular multilevel converters, which submodule capacitors remain charged during
the blocked state, can help to regain the proper operation of the HVdc grid after fault clear-
ance. Due the total loss of power transfer and the relatively long outage time, this protection
methodology is only applicable for small scale multi-terminal HVdc grids or point-to-point
HVdc interconnectors [4].

Employing dc CB in the grid protection, allows the splitting of the HVdc grid into different
protection zones. In each zone a primary protection should clear the fault first and back-
up protection schemes are considered in the case of primary protection failure. Fast acting
dc CB must be installed at each end of a protection zone (inside the protection zone any
of the three described methodologies can be applied), or in case full selectivity is desired
(defining each transmission line as single protection zone) at each end of a transmission line
or cable [32]. Planning the protection system, the trade-off between number of dc CB (and
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thus cost and coordination complexity) and the impact of the disturbance on the dc grid has
to be carefully solved. Different dc CB concepts have been presented in the literature, i.e.
the passive or active resonant mechanical dc CB, the solid-state dc CB (whose technology is
not sufficiently mature to date) and the hybrid dc CB, which combines the mechanical and
solid-state devices to achieve fast fault clearing and low on-state losses. More details on the
different dc CB designs and the general requirements can be found in Section 4. Besides the
dc CBs, converters with fault blocking capability, superconducting fault current limiters, or
isolated dc/dc converters also can be used to isolate the faulted grid section [4].

The third protection methodology is to embed the dc-fault blocking in the HVdc converter
station. Therefore, MMC with fault blocking capability have to be used. A detailed overview
on suitable MMC architectures and submodule topologies can be found in Section 5. Inter-
rupting the converter fault current at the dc side, results in a temporary loss of the whole dc
power flow, unless options to split the grid in different protection zones and sub-grids are
considered. The main advantage of this methodology is that the converter can block almost
instantaneously once the fault is detected, which ensures extremely fast fault interruption
[4].

2.6.3. HVdc grid protection philosophies

In general, as presented in [4] the HVdc protection system should fulfill three main objec-
tives:

• Minimize the impact of faults in the grid functioning

• Avoid damage of faults to components

• Ensure safe operation of the system

From this general consideration, the article [97] has gathered six criteria to describe an HVdc
grid protection philosophy.

1. Reliability: The reliability of the protection system is defined by two factors. First, the
dependability of the protection system, which means that the protection system should
apply the correct action to faults, which require this kind of protective action. Second,
the protection system should be secure, thus should not act, if the situation does not
require protective action.

2. Speed: The HVdc protection has to act particularly fast to avoid damage on the com-
ponents and to limit the impact of disturbances on the grid operation. Moreover, it
must be guaranteed that the protection system limits the fault current to the maximum
interruptable current.
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3. Sensitivity: The HVdc protection system must be sensitive, hence, must be able to
detect every fault in the HVdc grid. Special demand is imposed by high-impedance
faults.

4. Selectivity: The protection system should be preferably split in protection zones, in
order to allow only the faulted zone to be isolated. A protection zone can be either a
single transmission line or cable or also a dc subgrid.

5. Robustness: The protection system must be able to react in degraded condition. In-
deed, if the primary protection fails, the back-up protection must be able to success-
fully clear the fault and isolate the faulted zone. Redundancy in the protection equip-
ment, such as additional modules in the breaker or MMC, aid to increase the robustness
of the protection system.

6. Stability: The stability is related to the speed of the fault recovery process and is
mainly determined by the system outage time after fault. The system must reach stable
operation condition in acceptable time after the fault.

The fundamental difference in the HVdc grid protection philosophy is defined by the selec-
tivity criterion. It has to be noted that it must not be confused with the selectivity of the
protection equipment, which has to be able to correctly identify the fault section and fault
location even in the case of non-selective protection philosophy in order to facilitate a re-start
of the healthy remaining part of the grid. Three HVdc grid protection philosophies have been
defined in [32] and are shown in Fig. 2.29:

• Non-selective

• Partially selective

• Fully selective

The non-selective fault detection and clearing philosophy defines the complete HVdc system
as one single protection zone. Hence, in case of a dc side fault, from the moment of the fault
detection, the whole HVdc grid will be de-energized. Before the HVdc grid is de-energized,
the faulty line (or faulty subgrid) is identified and after de-energization, slow mechanical
disconnectors can be applied to isolate the line. Finally, the remaining healthy part of the
HVdc grid is restored to normal operation reestablishing the converters’ pre-fault operation
[32].

In the partially selective protection philosophy, the HVdc grid is divided into several smaller
protection zones or sub grids in order to limit the impact of the disturbance on the dc grid
and avoid losing the entire HVdc grid. Therefore, the healthy zones are quickly isolated from
the faulty part and the major part of the HVdc system stays in operation. Suitable devices to
split the dc grid are HVdc circuit breakers, fault current limiters (e.g. superconducting fault
current limiters) and isolated dc/dc converters. Within the faulted subgrid any of the above
presented protection methodologies can be adopted [32].
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(a) (b)

(c) (d)

(e)

Fig. 2.29: Overview on HVdc grid protection philosophies: (a) Non-selective with ac CB, (b) Non-
selective with converter blocking, (c) Non-selective with dcCB, (d) Partially selective,(e)
Fully selective.

In the fully selective protection philosophy, the protection zones are defined such that each
individual dc branch or node can be protected. To achieve full selectivity, HVdc CBs must
be installed at each lines’ end. The HVdc CB must be capable to trip immediately and isolate
the line, if the fault happens at the specific line (primary protection) and additionally serve
as back-up protection for faults in adjacent lines. The fully selective protection philosophy
has the lowest impact on the dc system and the ac grid stability due to comparably low loss
of power transmission and short outage time. However, at the expense of high costs for the
high number of individual HVdc CBs and high coordination effort [32].

A preferred protection philosophy cannot be generally defined, since it is highly dependent
on the considered HVdc grid design and the HVdc’s desired functionality to the overall
transmission system [32].
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2.7. Summary and conclusions of the section

The section has provided - in a comparative manner - the fundamental knowledge on HVdc
applications, configurations, control and protection. Regarding the preferred control and
protection concept for HVdc grids, no general recommendation can be given, and both the
control as well as the protection must be chosen case by case. Special focus has been given
to the operation of the MMC in the HVdc terminal and the design of the inner terminal
controllers, i.e. the converter control, which will be used in the detailed simulation models
throughout this thesis, has been presented. Thus, this section forms the theoretical basis for
the following research contributions on HVdc grid services and HVdc system protection us-
ing dc CBs and MMC. Moreover, a guideline for modeling power electronics (e.g. in the
terminals of an HVdc system) in various grid integration studies for wide frequency band
(from high frequency ac harmonic stability to steady-state load-flow studies) has been pro-
posed, in which the model complexity differs by factors such as power converter representa-
tion, inner and outer control loops, PLL and passive components (ac filters, dc capacitors).
The scale is highly modular, such that the respective entry for each power system problem
or sub-problem can be scaled up or down to account for new trends in power electronics
modeling. The guideline can serve as a reference for future power electronics studies and is
used as a reference for the frequency control studies in Section 3.
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3. HVdc service provision to ac grids

The landscape of the German power system is changing. Large-scale installation of wind
power generation in the North, while the relevant industrial loads still being in the South
near the de-commissioned large conventional power plants, raises the need for a grid infras-
tructure upgrade to maximize the bulk power transfer over large distances and to increase
the controllability of the power system. HVdc systems, both point-to-point (interconnectors
and embedded) and multi-terminal grids, are foreseen as possible solution to enable a more
controllable and reliable power system [58].

The following section aims to introduce the services the HVdc systems can provide to the
ac grid. First, an overview of conventional grid services is given with insights on the im-
plementation benefits and challenges. It is revealed that frequency services, such as primary
frequency regulation and inertia emulation, cause unwanted disturbances in the supporting ac
areas, if no other source of energy is included. Then, to avoid the large-scale implementation
of batteries for that reason, this work proposes the HVdc-based control of voltage-dependent
loads to participate in the frequency regulation and to relief the burden of supporting areas
generators as originally presented in [98]. The concept is applied in HVdc interconnectors
and embedded HVdc systems. Finally, based on [99], a control approach is developed, to
optimally share the frequency support among the different areas of a multi-terminal HVdc
system.

3.1. Overview of HVdc grid services

Grid services or also known as ancillary services are all services, which the grid operator
needs, to guarantee a certain level of power supply continuity and which are beneficial for
the grid [4]. In the following section, the grid services, which HVdc systems can conven-
tionally provide to the ac grid to preserve its integrity and stability are summarized and their
implementation challenges and opportunities are explained. According to [4] these are:

• Power flow control and congestion management

• (Steady-state) voltage control / reactive power control

• Black start and restoration

• Rotor angle stability control and power oscillation damping

• Active power/frequency control and reserves

– Primary frequency regulation

– Secondary frequency regulation

• DC transmission reserve
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A special focus is laid on the provision of primary frequency regulation and virtual inertia
emulation as part of the active power control.

3.1.1. Power flow control and congestion management

In the future power grid, large-scale wind and solar implementation far-off the load cen-
ters will require a bulk transmission of the renewable power over large distances [6]. This
scenario of relatively fast-changing power generation landscape and delayed grid expansion
measures increases the risk for congestion, i.e. the scheduled generated power cannot be
transferred to the demand centers due to overloading of specific grid areas or assets. In con-
sequence, the dispatched active power of the power plants must be adjusted, resulting in so
called re-dispatch costs [5]. These conventional measures to avoid congestion in the power
grid are of preventive nature.

In contrast, employing HVdc systems in the grid increases the control flexibility with low
reaction times and hence provides the option for easy and secure curative actions after the
congestion occur. This curative approach enables higher loading in normal operation, reduc-
ing the costs of preventive measures like re-dispatch [100]. The main feature of the HVdc
system is to increase the power flow capability between two remote points. Especially long
links can effectively reduce the loading of the parallel ac lines and hence increase the overall
power transfer [5]. As an example, in [6] it is shown that by replacing an overloaded ac line
with long distance HVdc corridor the system operating limit can be boosted by up to 70 %.
It is clear, that the location of the HVdc system in the network is of utmost importance to
increase its effects on the power flow controllability. The article [6] introduces a ranking for
the HVdc location in the power system based on so-called distribution factors, which deter-
mine the influence of an ac line replacement by HVdc system on the loading of the most
critical line in the grid.

The fast power flow controllability of the HVdc system - also with the capability to reverse
the power flow - supports preventive measures as well as the system’s curative response to
contingencies and helps to avoid cascading failures in the power system [5]. This dynamic
congestion management gains in importance with increasing amount of renewable and dis-
tributed power generation, whose fluctuating nature essentially requires the high dynamic
management of the power flow to relieve congestion in the network [101].

3.1.2. Steady-state grid voltage support and fault ride through

In conventional ac systems, the charging current of ac lines (either overhead or cables) must
be compensated and to enable a stable power transfer, reactive power compensation may be
needed depending on the length of the ac line. In the German case, the primary sources of
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reactive power are large nuclear and coal-fired power plants, which are intended to be shut
down in the near future.

In consequence, to avoid reactive power deficit and following voltage limit violations in
specific geographic areas, HVdc systems should participate in the steady-state grid voltage
support by reactive power provision. Not only that the HVdc power transmission itself does
not require any reactive power, but the stations can operate in STATCOM mode to com-
pensate reactive currents independently at both connection points to further boost the power
transfer capacity of the ac grid [7]. This STATCOM requirement is already included in the
grid codes for integrating HVdc systems into the power system depending on the voltage and
power level [5].

As stated in [5], the efficiency of the reactive power support in contrast to the efficiency of
the active power provision (as explained in Subsection 3.1.1) is higher for short HVdc links.
Hence, it is more favorable to employ e.g embedded HVdc in systems with high degree of
parallelism and meshing, where the short length of the link allows reactive power provision
from both sides. A long link instead, since the voltage can be only locally influenced by
reactive power, has limited impact on the voltage control in remote parts of the ac system far
away from the terminals.

The HVdc systems are providing a large share of the power supply and a disconnection would
result in serious power stability problems. Thus, it is important that they stay connected and
operational during temporary grid voltage disturbances (such as faults or large load changes)
and provide continuously the system support [5, 8]. This feature, known as fault ride through
(FRT) (or in the particular case of a voltage dip: LVRT), shall be combined with controlled
fast fault current injection as stated in recent grid codes. In this case, the control priority is
shifted from active power to reactive power and - if needed - the active power transmission
can be reduced. Thus, the HVdc converter terminal can support the grid by injecting posi-
tive sequence reactive currents during and after voltage sags and negative sequence currents
during unbalanced faults [9]. Grid faults result in low voltage conditions at the converter
terminal. Hence one requirement is to support the grid voltage recovery by injecting positive
reactive current proportionally with the grid voltage deviation from 0.9 pu. Another task
is the injection of negative sequence currents, which, despite reducing the voltage negative
sequence during the asymmetric fault, facilitate the operation of protection relays. Provision
of reactive currents during fault ride through would be needed in time ranges of 150 ms to
trigger protection schemes and support the voltage of the ac grid. Dynamic voltage support
after the FRT continues the support up to approximately 1s [100].
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3.1.3. Black start and system restoration

In extreme cases, a power mismatch between load and generation can result in large under-
or over-frequency deviations potentially triggering a cascade of failures, which finally can
result in regional or national blackouts. In the recent example of the Italy blackout in 2003
[102], several interconnection lines tripped resulting in a generation deficit of 6400 MW
and generators disconnection due to under-frequency conditions. After such kind of wide-
area power outage, which affects several control areas and might not give the possibility
of voltage and power provision from neighboring transmission system operators (TSO), a
black-start of the power system must be performed, i.e. restarting the power plants and
connecting the loads under the condition of zero power supply. Typically the black-start is
initiated by pump storage hydro power plants, whose large generators are started by smaller
diesel generators beforehand. However, providing a large amount of standby capacity (up
to 10 % of the station power is typically required) is costly. In this conventional black-start
process, first the voltage is established by synchronous generators in the black-start facilities,
which are operated with excitation system and automatic voltage regulation (AVR). Second,
the power balance during the connection of loads or generators and hence the frequency
control is assured by the governor control acting on the prime mover of the turbine.

Instead, two different VSC-HVdc applications, i.e. HVdc asynchronous interconnector be-
tween two areas [20] or HVdc for offshore wind connection [21], can be used as black-start
facility. The asynchronous HVdc interconnector also functions as firewall of the system
against the failure propagation. The HVdc system in black start mode works in grid-forming
control mode (e.g. as a voltage controlled oscillator) to provide effective voltage and fre-
quency stabilization in the affected ac grid, while the dc voltage is maintained by the terminal
connected to the non-affected area. In [20], it has been proven by field tests in Estonia, that
the HVdc can provide the electrical auxiliary power to start-up dead thermal power stations
and synchronize the established island grid with the HVdc converter station being the only
ac supply. If the black-start procedure is finished (i.e. the ac voltage is established and other
assets in the dead grid, such as transformer, ac lines, loads and generators are re-energized),
the HVdc control switches back to the grid-following mode. As reported in [20], a smooth
transition can be achieved by applying the measured active and reactive power as initial
set-points.

The article [103] summarizes the black-start sequence of the HVdc system as follows: Orig-
inally, the HVdc system is in standby mode and the ac breakers in both terminals are open.
Then, the ac breakers of the non-affected terminals are closed and the converter is switched
on to energize the dc line and build up the dc voltage. The affected terminal converter is
energized from small battery energy storage systems (BESS) or in specific cases from the
dc line itself. Afterward, the ac CB between the terminal and the transformer in the affected
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area is closed and the voltage is ramped up to smoothly energize the transformer. Finally,
the ac breaker to the busbar is closed, which re-energizes the dead main ac grid.

Applying the HVdc as standby facility for black-start and ac grid restoration is beneficial in
terms of the following aspects [20]: 1) HVdc provides direct control on the voltage, instead
of relying on the excitation system with slow dynamics in the generators, which additionally
involves under- or overexcitation problems. 2) The HVdc grid forming controller allows
a gradual ac voltage increase, which avoids high transformer inrush currents. 3) After the
black-start procedure, the HVdc can smoothly balance the power mismatch upwards and
downwards to assist during the loads’ pick-up and hence speed up the restoration process
and avoid the risk of under-frequency load tripping [21]. Moreover, it is not longer necessary
to adapt the governor control during the initial phase of the restoration in small island net-
work. 4) Instead of the large standby capacity, the HVdc system only requires small BESS
to be installed next to the converter terminal to initially re-start the control and protection
equipment.

In [21], the black start support with HVdc system interconnecting a large offshore wind farm
with the main power grid is analyzed. In this case, the on-shore converter stations builds
up the voltage to establish the electrical island, from which the mainland power grid can
be resupplied. The auxiliary power for the start-up process of thermal power plants is in
this case provided by the offshore wind farm, which requires changes in the control strategy
of the offshore converter station to match the power generation of wind turbines with the
onshore network demand.

3.1.4. Power oscillation damping

Traditionally, power system stability problems are related to the synchronous operation of
the large synchronous generators, which is determined by the generator rotor angle and the
power-angle relationship [104]. In this sense, the rotor angle stability is the ability of the
synchronous machines of a power system to remain in synchronism. The rotor angle stability
can be further split into transient stability (which is related to the power system’s behavior
after severe disturbances, such as three-phase faults) and small-signal stability (which is
related to minor changes in load or generation) [104]. Following a disturbance in the system,
it is as an example assumed that one generator runs faster than another, which results in a
difference in their angular positions. In consequence, part of the power is transferred from
the slow to the fast machine, which equalizes the angles (stable operation). However, if the
angle separation becomes too large, the power transfer can be reduced and the angles further
separate, which causes loss of synchronism and hence instability.

The change in the electrical torque (in power system stability analysis the terms torque and
power are used simultaneously, as their per unit values are almost equal [104]) following
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the disturbance can be expressed with two terms, one related to the angle difference, which
is called synchronizing torque and another one related to the frequency difference, which is
referred as damping torque. While a too small synchronizing torque leads to an aperiodic
drift (i.e. steady increase) of the rotor angle, a lack of damping torque results in oscillatory
instability (i.e. rotor oscillations of increasing amplitude). As stated in [104], the main small-
signal stability problem in today’s power systems is related to the insufficient damping of
oscillations.

This effect can occur either between one machine and the rest of the system or between
groups of machines. The swinging of one generation station with respect to the rest of
the system is referred as local (or intra-area) modes, while swinging of groups of machines
against machines in other parts of the power system are known as inter-area modes, which are
usually caused by two or more groups of closely coupled machines, which are interconnected
by weak lines.

As result low-frequency electro-mechanical oscillations occur (i.e. intra-area and/or inter-
area oscillations), which are mainly dependent on the system inertia and damping (of the
rotating masses of turbines and alternators), the governor control and synchronous gener-
ators’ excitation system and the power system topology itself. These oscillations usually
occur in a frequency range from a fraction to a couple of Hertz, e.g. 0.1−0.7 Hz for inter-
area modes and 0.7−2 Hz for intra-area modes. The conventional approach is to use power
system stabilizers in the large synchronous generators [104]. However, with the replacement
of conventional power plants with renewable ones and a decreasing system inertia, new solu-
tions must be found to provide adequate damping and avoid growing oscillations as possible
result of disturbances (faults, loss of a line, etc.) and also in normal operating condition.

HVdc systems often bridge large distances and hence have strong influence on the dominant
power system modes, which makes them an excellent choice for power oscillation damping
(POD). POD can be achieved with active and reactive power modulation, and a variety of
different approaches have been presented in the last years. In the following only a brief
description of the general implementation in HVdc links and multi-terminal HVdc systems
is provided. For further details refer for example to the review on POD controllers in [10].

The power flow of HVdc systems can be modulated in proportion to the observed frequency
deviation between the two ends of the line [11] or also implemented as decentralized control
relying only on the local frequency measurement [11, 12]. Another possibility is to use
real-time wide area measurements available from the growing number of installed phasor
measurements units [10].

The article [11] introduces a concept called ’virtual friction’ as POD control based on ac-
tive power modulation in asynchronous HVdc interconnectors, which couples two lightly
damped ac transmission systems. The control is based on the principle of differential and
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common power, which allows the POD control action to be decoupled from the HVdc grid
voltage regulation. The differential power is defined as

p∆ =
po1− po2

2
(3.1)

and describes the power transmission across the HVdc line from one terminal to the other.
The common power is given by

pcm =−(po1 + po2) (3.2)

and is proportional to the energy stored in the dc capacitors and hence used for the dc voltage
control. The two terminal output powers po1 and po2 can be obtained from (3.1) and (3.2)
by

po1 = p∆−
pcm

2
(3.3)

po2 =−p∆−
pcm

2
. (3.4)

To provide the damping of power oscillations, a droop control is added to the steady-state
reference of the differential power P∗

∆0 as in:

P∗∆ = P∗∆0 +dω (ω1−ω2) , (3.5)

in which dω is the virtual friction constant acting on the difference of the two area frequen-
cies. This control concept is based on communication between the two terminals to exchange
the frequency and power references. To avoid control instabilities introduced by a potential
communication delay, in [11] it is proposed to use only the local frequency measurement and
add additional dc voltage droop term with proportional gain d∆dc in the differential power
controller as in

P∗∆ = P∗∆0 +2dω (ω∗1 −ω1)−d∆dc (V ∗dc− vdc) . (3.6)

Thus, the mismatch in the differential power references (and consequently in the grid fre-
quencies) can be observed by the local dc voltage deviation from its reference.

In [12], the POD is implemented in a multi-terminal HVdc system. The preferred choice of
POD control implementation in this case is the pairing of two terminals of the MTdc system.
Thus, the identical reference for the power modulation is applied to two different terminals,
but with opposite sign. The power reference for this control scheme is obtained from a
superior wide area control system. Pairing two terminals has several advantages, which are:
decoupling the POD control from the HVdc voltage control (i.e. the power transmission
for the POD does not influence the droop-based HVdc voltage control and the dc voltage is
kept approximately constant) ; offering the possibility to predefine different pairing options
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and pre-calculate their references for several contingencies and offering the possibility for
redundant pairings and thus increasing the reliability of the control. Moreover, it is shown in
[12] that pairing results in the highest power oscillation damping effect.

The implementation of the POD controller is as follows, taking into account that proportional
controllers are deemed sufficient assuming instantaneous response of the HVdc system to
observed frequency deviations [12]:

P∗ = P∗0 +dω1ω1 +dω2ω2 . (3.7)

It has been revealed in [12] that the feedback of the machine offering the smallest inertia
and hence is opposed to the largest frequency swing can be sufficient (hence dω2 = 0 can be
assumed in (3.7)). In larger interconnected systems with multiple machines, also the location
of the machine with respect to the MTdc system must be considered [12].

The article [12] compares different pairing options depending on the transmission grid struc-
ture, in which the MTdc system is embedded. It has been found, that in symmetric networks
(i.e. two areas with similar load/generation profile) parallel damping should be used, which
means that two terminals, of which one is located in each of the respective areas, are paired
and the energy to damp the oscillations is exchanged between the two areas. In contrast, in
asymmetric networks, in which a large discrepancy exists between the load/generation pro-
file, perpendicular damping is preferred, i.e. pairing one terminal in the network in which the
disturbance is observed with one terminal in a network, which is not directly coupled with
the disturbed one. In this case, the energy to damp the power oscillations is obtained from
this asynchronously connected network.

3.1.5. Primary frequency regulation

Directly connected prime movers of conventional generation contribute directly with their
rotating energy to the system inertia [105]. In fact, the system inertia constant H is propor-
tional to the prime movers’ speed of rotation squared and hence proportional to the stored
rotating energy in the system, which can be mathematically expressed by

H =
1
2Jω2

Snom
, (3.8)

where J is the moment of inertia in kgm2 of the rotating mass, ω is the nominal speed of
rotation in rad

s and Snom is the nominal power rating of the machine in MVA. Typical values
of the inertia constant lie between 2 and 9 s. The inertia determines the system’s reaction to
a power mismatch between generation and load following either of three causes:

• Loss of generation (generator, importing HVdc, ...)
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• Loss of load

• Normal variations in load and generator output

The system dynamic response can be expressed by the Rate of Change of Frequency (RoCoF)
[105]:

d f
dt

=
∆P
2H

, (3.9)

which in turn influences the minimum (or maximum) frequency nadir.

In the last years, an ongoing trend can be observed shifting the energy production share from
large conventional generators to renewable ones, such as wind and solar power plants. Due
to their power electronics grid interface, those resources do not provide rotational inertia
contribution to the grid. Consequently, the system’s damping during power unbalances is
reduced and faster and larger frequency transients occur, compared to before, when the en-
ergy was uniquely produced by conventional generators. Recently, the two major frequency
incidents in Continental Europe [106] and UK [107] have placed special emphasis on this
issue.

In [19], a practical example of the German transmission grid is given, in which the conven-
tional generators offer an aggregated inertia H=6 s, which is dropping to H=3-4 s during the
wind and photovoltaic (PV) plant production peaks. In consequence, the power imbalance
occurring after a specific disturbance in the ac grid (such as loss of infeed from RES or
large generator or load (dis)connect) or in a possible dc grid or connection (such as converter
outage) will lead to increased frequency deviation from the nominal value [15], e.g. from
400 mHz to more than 550 mHz [19].

Conventionally, the primary frequency regulation (PFR) is provided by the governors of syn-
chronous machines adapting their power output linearly with the frequency deviation during
the disturbance. However, the effectiveness of the control action is constrained by the tur-
bine’s slow dynamic (tens of seconds range). The same service can be provided using VSC
based HVdc systems. Those systems can increase the controllability of the grid, varying
their power output rapidly (within hundreds of ms) following a frequency disturbance. The
frequency support with HVdc systems can be provided from three main sources of energy,
which are energy from de-loading of wind turbines (mostly large offshore wind farms), en-
ergy from another asynchronous area (only in case of HVdc interconnector or multi-terminal
HVdc) or energy from the dc capacitors of the HVdc converter and line. As explained with
more details in Subsection 3.2, especially the energy provision from another area is limited
due to the impact on the power balance and hence grid frequency in supporting areas. There-
fore, in this thesis another source of energy to provide the primary frequency regulation, i.e.
energy from voltage dependent loads is considered. An existing field application of the pri-
mary frequency regulation by HVdc systems is the Caprivi Link Interconnector HVdc Light,
connecting weak grids such as the Namibian and Zambian ones [55, 108].
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The implementation of the primary frequency regulation in the HVdc controller can be clas-
sified in two main types: 1) Power-frequency (P- f )-droop in the power-dc voltage (P-Vdc)-
droop control and 2) dc voltage-frequency (Vdc- f )-droop in the dc voltage-power Vdc-P-
droop control of multi-terminal HVdc systems. In this thesis, the first case will be adapted
for the slave converter’s active power control in an HVdc interconnector. Special cases of
the PFR are its implementation in power-synchronization controller of HVdc interconnector
and in the MMC arm energy controller of an MMC-HVdc system.

Power-frequency (P- f )-droop in the power-dc voltage (P-Vdc)-droop control Multi-
terminal HVdc systems can be controlled with P-Vdc-droop to share the burden of dc voltage
control and enhance the system resilience towards converter overload or outages. More
details on the converter and grid control in multi-terminal HVdc systems can be found in
Subsection 2.4.1 and Subsection 2.4.2, respectively. The power reference of the active power
controller is linearly adjusted based on the observed dc voltage deviation at the respective
terminal [109]. The article [13] extends this control concept to a dual droop controller to
enable the PFR option as shown in Fig. 3.1:

P∗ = P∗0 −dvdc (V ∗dc−Vdc)+dp ( f ∗− f ) . (3.10)

The dual droop controller requires special attention to control stability, since the frequency
and voltage droop constants act in opposite directions on the active power reference and
hence could cause undesired oscillation degrading the control performance in both dc voltage
and frequency. As a solution, the paper proposes to rescale the proportional gain of the
frequency droop controller dp,i of respective converter i with respect to the ratio of the inverse
of the voltage droop parameter dvdc,i of respective converter i to the average of the inverse of
voltage droop of the nmt other converters in the MTdc system, which prioritizes the frequency
control over the dc voltage control and hence allows the MTdc control system to meet the
system operator requirements:

dp,i = dp,i0

(
1−

dvdc,i

∑
nmt
j=1 dvdc,j

)
, (3.11)

where dp,i0 is the original proportional gain of the frequency droop control.

In [29], this concept, also referred as selective power routing, is extended to the case, where
certain areas connected to the MTdc system cannot participate in the provision of inertial
and primary frequency support, due to e.g. operation rules, limited power capabilities of the
converter terminal or economic constraints. In this case, only a limited number of terminals
adapt their power set-points (away from the agreed market set-point) to provide the frequency
support, while the other - non-participating - terminals change their control from (P-Vdc)-
droop to constant power control to ensure a proper transition to emergency mode. This is
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Fig. 3.1: Primary frequency regulation with power-frequency (P- f )-droop in the power-dc voltage
(P-Vdc)-droop control [13].

due to the fact that the change in the MTdc power flow following the frequency support
action will also affect the losses in the MTdc system. If all converters remain in (P-Vdc)-
droop mode, the additional losses are shared by all converters, potentially endangering the
constrained ones. The droop-control based implementation can be carried out with minimal
communication.

In [110], the primary frequency regulation effectively acts in a similar way as in above de-
scribed methods. However, in this case the necessary change in active power reference is
computed with model predictive control (respecting e.g. the limits of the dc voltage and
converter ampacity). The model predictive control changes the active power reference along
a trajectory from its original agreed set-point to the new set-point with balanced frequency
in a finite number of steps.

DC voltage-frequency (Vdc- f )-droop in the dc voltage-power Vdc-P-droop control An-
other possible - although with reference to [4] not conventional - way to operate a converter
station in an HVdc system is based on the Vdc-P-droop control. In [14], it is proposed to
use the dc voltage as global measurement to determine power balance of dc terminals in the
same way as frequency is used for power balancing in ac systems. In this case, the dc voltage
set-point is linearly adjusted with the deviation of the active power from its reference. How-
ever, this control strategy decouples the dc grid from the surrounding ac power grids, as the
droop-controlled converter terminals behave as constant power node in the ac grid. In [14],
it is proposed to combine the Vdc-P-droop with an Vdc- f -droop to exchange primary reserves
within the MTdc system and provide frequency regulation to the ac system (see Fig. 3.2).
The dc voltage control set-point of the respective controller V ∗dc is derived as follows:

V ∗dc =V ∗dc,0−ddc (P∗−P)−df ( f ∗− f ) , (3.12)
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Fig. 3.2: Primary frequency regulation with dc voltage-frequency (Vdc- f )-droop in the dc voltage-
power Vdc-P-droop control [14].

Fig. 3.3: Alternative primary frequency regulation with power-frequency (P- f )-droop in the dc
voltage-power Vdc-P-droop control [15].

with V ∗dc,0 being the nominal dc voltage set-point, and ddc and df the proportional gains of
the Vdc-P-droop and the Vdc- f -droop controller, respectively. The control parameter df can
be obtained with df =

ddc
ρf

, whereas ρf represents the desired amount of frequency droop per
unit increment of the active power.

A similar control concept has been developed in [15] as shown in Fig. 3.3, emphasizing the
constraints of the autonomous power sharing for primary frequency regulation. It is revealed
that the dc voltage set-point variation must be limited to e.g. ±5 % and that sharing the
burden of frequency support results in a distribution of the frequency deviation amongst
the formerly asynchronous ac areas, which in turn requests for an optimal tuning of the
individual droop parameters in order to reduce the import/export of power by the HVdc
converters in the surrounding ac systems.
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Fig. 3.4: Primary frequency regulation with dc voltage-frequency (Vdc- f )-droop in the dc voltage-
power Vdc-P-droop control with firm control switching [111].

In the case of MTdc systems interconnecting a large offshore wind farm with the onshore ac
grid, a cascading control mechanism can be implemented to transfer the energy from rotat-
ing mass of wind turbines [111] or de-loading of wind turbines through the MTdc system to
provide frequency service in the onshore ac grid [112]. As mentioned in [13] for the case
of (P-Vdc)-droop controlled systems, a parallel operation of multiple droop controllers acting
on the same quantity, will result in control interactions and degradation of both controllers’
performances. Hence, to give priority to the frequency support in case of emergency, the
grid side converters change the dc voltage control with respect to the frequency, i.e. the Vdc-
P-droop is deactivated and discretely switched to Vdc- f -droop mode as shown in Fig. 3.4.
The wind side converters change the frequency of the offshore ac grid depending on the dc
voltage variation (resulting from the grid side converters’ control action), where the wind tur-
bine controllers are equipped with de-loading control responding to the frequency deviation
and time derivative of the frequency deviation to provide primary frequency regulation and
emulated inertia simultaneously. In [111], additional energy is extracted from non-affected
asynchronously-connected onshore ac areas operating also in Vdc- f -droop mode during the
contingency. After the frequency resettlement, the control of converters connected to non-
faulty supporting onshore areas is switched to an active power-frequency droop control to
provide the necessary wind turbine recovery power and to avoid a further frequency drop in
the affected onshore area. However, similar to the frequency support provision from asyn-
chronous areas, this causes undesired frequency drop in the non-affected areas.

As alternative to firm switching of the control mode, in [30], an adaptive droop control is
proposed, which adjusts the dc voltage droop constant and as consequence its reference au-
tonomously depending on the frequency deviation, resulting in a redistribution of the MTdc
power flow to provide the PFR (see Fig. 3.5). In this case, a Vdc-Idc-droop control is im-
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Fig. 3.5: Primary frequency regulation with adaptive Vdc-Idc- f -droop control [30].

Fig. 3.6: Primary frequency regulation with synchronous generator emulation control [113].

plemented. The gain of the adaptive droop controller is calculated based on a linearization
(first-order approximation) of the inertia emulation controller (as presented in [16]), which
is referred to as Vdc-Idc- f -droop:

V ∗dc =V ∗dc,0 +(didc +dfi) Idc , (3.13)

with dfi = 2HIESnom
CdcV ∗dc,0

· f− f ∗
f ∗ being the proportional gain of the adaptive droop controller, which

varies depending on the frequency deviation.

Special cases In [113], an HVdc interconnector between two asynchronous areas is as-
sumed. The HVdc system is operating in synchronous generator emulation control (a kind
of power synchronization control) with the aim to share the spinning reserve responsibility
of the conventional generators, i.e. to provide primary frequency regulation (see Fig. 3.6):

ω
∗ = ω

∗
0 −

1
1+T s

P−
(
P∗0 −dvdc

(
V ∗dc−Vdc

))
dp

, (3.14)
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with T being the time constant of the first-order inertia element. In steady state, the syn-
chronous generator emulation control resembles a ( f -P)-droop (i.e. the frequency deviation
from its reference is proportional to the active power deviation from its reference).

To avoid frequent changes of the control set-points under small and routine load variations,
a sample-and-hold unit with a certain frequency deadband is implemented. The ( f -P)-droop
is implemented in both converters of the HVdc system, however, with opposite sign of the
droop constant. It has to be noted that in order to maintain a stable dc voltage also a (P-
Vdc)-droop is implemented in both converters in parallel with the PFR controller. Since, the
active power is a local measurement variable, the control implementation can be considered
communication free. As a result, the HVdc system behaves like an ac line interconnecting the
two areas, which synchronizes the two (formerly asynchronous) grids and lets the supporting
grid frequency experience a large drop. As possible solution, it is proposed a firm under
frequency load shedding and a limitation of the maximum admissible active power, which
constraints the PFR performance.

A special case for primary frequency regulation of HVdc systems is the embedded HVdc
system, which residues in one synchronous ac area and hence no energy is available from
asynchronous systems interconnected with the HVdc, since the frequencies at both HVdc ter-
minals are coupled and the simple power transfer does not have an impact on the frequency
in this case. Instead in [114], it is proposed to use the capacitive energy of the MMC-terminal
stations to provide simultaneous support of primary frequency regulation and system inertia
emulation. The energy is extracted by changing the set-point of the MMC arm energy con-
troller and hence varying the dc voltage level of the MMC SM within an acceptable range
and exchanging their energy with the faulty ac grid.

Implementation in active power loop In this thesis, following the state of the art, an
external droop controller is applied for the HVdc-based primary frequency regulation, which
adapts the power set-point of the slave terminal (i.e. the active power controlling terminal)
of the HVdc interconnector to an ac frequency variation. The frequency is extracted from
the grid voltage measurements through PLL. Without loss of generality it is assumed that
the faulty area is labeled with 1 and the supporting area with 2. Assuming a frequency
disturbance ∆ f1 = f ∗1 − f1 at the HVdc terminal 1 in Area 1, the measurement signal is send
to terminal 2, where the active power reference of the HVdc terminal 2 controller is varied
following a droop curve with slope 1

dp
, with P∗20 being the agreed market power set-point:

P∗2 = P∗20 +∆P1 = P∗20 +dp ( f ∗1 − f1) . (3.15)

In order to prevent the controller from acting on small and routine load/generation unbal-
ances, where only small deviations around the frequency nominal value occur, a dead-band
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Fig. 3.7: Inertia emulation implemented in dc voltage controller [16].

droop-control is used for the primary frequency regulation. During the control a communi-
cation delay has to be considered, which is caused by the distance between the two terminals
(e.g. td = 5 ms).

The same controller can be implemented also with Area 2 frequency deviation as input [55,
108]. The control principle will remain the same, such that a frequency deviation would
cause a linear change of active power reference. However, the sign of the droop constant
will be opposite to the PFR acting on Area 1 frequency.

3.1.6. Inertia emulation

Due to the lack of synchronous inertia in the grid, HVdc systems have to support not only the
primary frequency regulation but could also improve the system’s initial response emulating
virtual inertia. Considering the conventional master-slave control of HVdc interconnector,
the inertia emulation control can be implemented either in the dc voltage controlling terminal
(master) or in the power controlling terminal (slave).

The article [16] proposes the inertia emulation control implementation as dc voltage set-point
variation in the master terminal of point-to-point HVdc (see Fig. 3.7). The energy to support
the RoCoF in the grid in this case only comes from the dc capacitance of the HVdc connec-
tion (and not from the connected ac areas), which could require significant oversizing of the
capacitors [17] to increase the available virtual inertia limited by the maximum permissible
dc voltage variation. The approach in [16] computes the relation between the dc voltage
set-point and frequency based on the similarity of dynamics of synchronous machine (fre-
quency dynamics) and dc capacitor (dc voltage dynamics) equalizing their respective power
equations

2HIE

f0
· d f

dt
=

CdcVdc

Snom
· dVdc

dt
. (3.16)

HIE denotes the emulated virtual inertia, f0 the nominal grid frequency, Vdc the dc voltage
and Snom the rated apparent power of the HVdc system.

The measurement of the frequency derivative d f
dt is sensitive to noise amplification and can

cause control instabilities. Hence, [16] proposes to cancel the dependence on the frequency
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Fig. 3.8: Derivative-based inertia emulation implemented in dc voltage controller [17].

derivative by integrating both sides of (3.16):

2HIE · f
f0

=
CdcV 2

dc
2Snom

+K1 , (3.17)

with K1 being the integration constant, which can be obtained inserting the nominal operating
point of frequency f0 and dc voltage Vdc,0 in (3.17):

K1 =
2HIE · f0

f0
=

CdcV 2
dc,0

2Snom
= 2HIE . (3.18)

The time constant of the emulated virtual inertia with inserting (3.18) in (3.17) and mathe-
matical manipulation results in:

HIE =

1
2

CdcV 2
dc,0

Snom

[(
∆Vdc
Vdc,0

+1
)2
−1
]

2∆ f
f0

. (3.19)

Finally, the control set-point of the dc voltage controller can be obtained with:

V ∗dc =

√
4SnomHIE

Cdc f0
· f − 4SnomHIE

Cdc
+V 2

dc,0 . (3.20)

A similar control strategy is applied in [17] in the master terminal of a multi-terminal HVdc
system with the extension of a dc voltage set-point variation depending on the frequency
derivative. This method requires the measurement of the frequency derivative. However, it is
demonstrated a further improvement of the RoCoF. As alternative to the capacitor oversizing,
it is proposed to implement a droop controller in the slave terminals, which adapts the power
set-points proportionally to the requested change in the dc voltage. However, this would
cause a temporary power mismatch in the ac areas connected to the slave terminals similar
to the effect of conventional droop-based primary frequency regulation as explained in more
details in Section 3.2.
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Fig. 3.9: Derivative-based inertia emulation implemented in power controller of ESS and primary
frequency regulation by supplementary power modulation control in HVdc [18].

In contrast to the above mentioned methods, [18] presents a derivative control based inertia
emulation, which acts on the power set-point of additionally installed energy storage system
(ESS). The active power set-point of the ESS is changed proportionally to the frequency
derivative (i.e. the RoCoF) with a droop constant. The HVdc system in this case is working
with the supplementary power modulation control in parallel with an HVac transmission line
and the HVdc active power is varied proportionally to the grid frequencies in both areas and
the ac power flow to provide frequency service as shown in Fig. 3.9.

Similar to the behavior of a synchronous generator and following the inertia emulation strat-
egy in [18], an additional power reference term can be also added in the slave control of the
HVdc system itself, which is proportional to the derivative of the frequency variation in one
area. Without loss of generality the supported area is labeled as Area 1 and the supporting
area as Area 2 in the following:

P∗2 = P∗20 +dp ·∆ f1 +dIE
d
dt

∆ f1 , (3.21)

being P02 the agreed market set-point and dp the proportional gain of the primary frequency
regulation.

The proportional gain of the emulated inertia controller dIE is selected to add the desired
virtual inertia HIE based on the following equation

dIE = HIEP1,nom/ f1,nom . (3.22)

The article [115] provides a comparison of virtual synchronous machine implementation
(i.e. emulated swing equation) in the power controlling slave terminal and inertia emulation
based on the dc-bus capacitor dynamics (implemented in the dc voltage controlling master
terminal). The inertia emulation control in the master terminal is referred to as virtual syn-
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chronous control (i.e. self-synchronization mechanism utilizing the similarities between the
dynamics of dc capacitor and machine).

The article [116] compares the inertia emulation implementation with d f
dt -droop and three

types of virtual synchronous machines by Power-Hardware-in-the-Loop experiments carried
out with small-scale emulation of MMC-based point-to-point HVdc interconnector of two
asynchronous ac areas. It is evaluated in particular the inertia emulation control performance
with respect to the equivalent grid inertia (i.e. strong and weak or islanded grid condition). It
is revealed that all evaluated implementations can provide the similar inertial response in the
weak grid, while differences in the dynamic response and stability properties are obtained in
strong grid conditions.

3.1.7. Research questions

The power flow of HVdc systems between two remote asynchronous areas can be adjusted
to provide primary frequency regulation during disturbances (e.g. load/generator disconnect
or loss of RES power infeed) in order to reduce the required amount of spinning reserve, to
diminish the operating costs and increase the penetration of RES. While this action reduces
the power deviation in the area affected by the disturbance, it causes a temporary power im-
balance in the other healthy ac area, leading to a frequency variation of up to 500 mHz [15]
and endangering the system stability. Industrial documents [55, 108] showed that this repre-
sents a huge restriction in frequency regulation depending on the strength of the supporting
grid.

Moreover, the existing control strategies are mostly applied in case of asynchronous areas
connection, giving the possibility to extract energy from one area and transmit it to the other
or offshore wind farm connection, in which the energy can be extracted from the de-loading
of the wind turbines to provide the frequency support. However, modern power systems,
being limited in building new infrastructure, embed HVdc systems in ac grids, forming hy-
brid HVdc-HVac interconnections within a single synchronous control area [117]. Practical
examples are the SuedLink and SuedOstLink projects in Germany [118], both 2 GW un-
derground cable HVdc links. These links are designed to transmit the energy from the wind
power plants in the north of Germany toward the southern industrial load centers, to compen-
sate the missing energy from decommissioned nuclear and gas power plants. Both projects
are co-operated by two different TSOs, demonstrating that HVdc applications are not only
limited to single-operator systems.

To overcome these limitations, an HVdc based primary frequency regulation strategy should
be designed, which minimizes the impact on supporting ac areas and can be generalized to
both asynchronous HVdc interconnectors (e.g., between Germany and Denmark - Fig. 2.5(a)
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and embedded HVdc systems forming a parallel, hybrid connection with existing HVac grid
(in green in Fig. 2.5(b)), such as planned HVdc corridors in Germany (in pink in Fig. 2.5(b)).

3.2. Primary frequency regulation with HVdc systems controlling
voltage dependent loads

In the following section, a primary frequency regulation with HVdc terminals controlling
voltage dependent loads (PFR-VDL), e.g. industrial aluminum or steel plants or HV sub-
stations [119], is proposed. The HVdc terminal connected to the healthy area exploits the
loads’ voltage-power characteristic [23] and varies the grid voltage amplitude to shape (up-
ward and downward) the loads’ active power consumption in order to balance the power
variation required by the fault-affected area. The PFR-VDL extracts the needed energy for
the frequency support, not from the generators (with following frequency deviation) but from
the voltage-dependent loads in the healthy area.

This technique has seen several applications with static var compensators [24], synchronous
condensers [25], Smart Transformers [26] and load tap changers. The latter, however, seem
more suitable for secondary/tertiary frequency control, due to their relatively slow dynamic
that is more appropriate for conservation voltage reduction [120].

First, the general background of the loads voltage-power characteristic and the implemen-
tation of PFR-VDL approach by HVdc-terminals are explained. Afterward, the PFR-VDL
performance (i.e. its application benefits and limitations) in both asynchronous HVdc inter-
connector and embedded HVdc (simplified with a parallel, hybrid connection with HVac) is
evaluated analytically with a state-space representation of a simplified two-area system. The
results are verified by means of PSCAD EMTDC simulations of the two-area system and
finally validated with large interconnected IEEE 39 bus system.

3.2.1. Fundamentals of primary frequency regulation controlling voltage dependent
loads

Load modeling In dynamic power system analysis, the load modeling, i.e. the mathemat-
ical representation of the load power to voltage (or frequency) dependency is a critical task.
Even though the individual load data might be available, the estimation of the aggregated
load characteristic is challenging. In [121], an industry survey among the TSO and Distri-
bution System Operators (DSO) in Europe has been conducted to identify conventionally
applied load models. Results show that the load active power consumption is modeled in
43% of the cases with a static constant power, current or impedance behavior. 21% of the
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loads are modeled combining the three polynomials (called ZIP-model), 10% use static expo-
nential load modeling, 16% ZIP plus induction machine and 8% detailed composite model.
The more complex models including the simplified representation of induction machines or
the load recovery, however, are not suitable for real-time application.

The exponential load model describes the load active (and reactive power) dependency on the
voltage variation with a reduced number of parameters. In the following, only the equations
for active power are presented, since the focus of the primary frequency regulation is the
balance of active power consumption and generation. The load active power consumption P

with respect to the grid voltage variation is given by

P = P0 ·
(

V
V0

)Kp

, (3.23)

where V is the rms value of the grid voltage, P0 is the active power consumption at the
nominal rms voltage V0 and Kp is the active power to voltage dependency coefficient. The
advantage of the exponential load model is its simplicity, since only one parameter for the
active power (and another one for the reactive power) have to be identified. The simplic-
ity can, however, also lead to less accurate results, if large power variations are measured
[122].

The polynomial ZIP-model is an aggregate load model that combines different responses of
the load power variation on voltage changes, including the static constant power, current and
impedance terms:

P
P0

= pz ·
(

V
V0

)2

+ pi ·
(

V
V0

)1

+ pp ·
(

V
V0

)0

, (3.24)

where pz, pi and pp are the constant impedance, constant current and constant power per

unit share of the total nominal aggregated load, thus pz+ pi+ pp = 1. The main drawback is
that dependencies higher than constant impedance are difficult to be represented with the ZIP
model and higher order equations become necessary. A possible example is the transformer
dependency to reactive power, which can reach values up to 4 p.u. to 7 p.u. [123].

Applying the Taylor expansion, polynomial ZIP-models (including the static constant power,
current and impedance models) can be expressed by their equivalent exponential parameters
following the relation given in [121]:

Kp =
pp ·0+ pi ·1+ pz ·2

pp + pi + pz
. (3.25)

The main advantage in using the exponential model over the polynomial model is the reduced
number of parameters and hence a simpler representation of the loads’ behavior without
losing in accuracy, normally. In total, static exponential load modeling can express more
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than 70% of all used dynamic load models and hence is best suited as unified model to
represent aggregate loads [119].

Load voltage sensitivity In general, the load power consumption can be expressed as

P = P(V, f , t,P0) (3.26)

which indicates the load consumption dependence on the rms voltage and frequency (in per

unit). The term t is the time dependency due to load restoration and P0 is the nominal condi-
tion at a given grid voltage, which depends on the amount and type of connected equipment.
To be noted that in the following the load dependence to frequency, which can be expressed
with the linear coefficient Kfp as follows

P = P0 ·
(

Kfp
f − f0

f0

)
(3.27)

is neglected and it is considered that the frequency (at the load’s point of connection) is left
unchanged at its nominal value f0 in the remainder of this section.

A general expression for the load active power to voltage sensitivity, i.e. the deviation of the
load consumption dP following a variation in the grid voltage rms value dV from its nominal
value, can be found with

χ =

dP
P0
dV
V0

. (3.28)

To calculate the load sensitivity to voltage for the exponential model, the power expression
in (3.23) has to be differentiated with respect to the voltage. It follows

dP
dV

= Kp ·P0 ·
(

V
V0

)Kp−1

· 1
V0

. (3.29)

Evaluating (3.29) in the nominal voltage, i.e. V =V0 results in

dP
P0
dV
V0

= Kp . (3.30)

And thus, in case of exponential load model, the load active power to voltage sensitivity is
equal to the respective dependency exponent. It can be easily found that

Pi

V Kp
i

=
P0

V Kp
0

(3.31)
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and consequently
dP
Pi
dV
Vi

= Kp (3.32)

for any arbitrary operating point i. From (3.32), it can be concluded that the active power to
voltage sensitivity is independent of the initial operating point condition.

For ZIP-model instead the power derivative over voltage from (3.24) follows as

dP
dV
· 1

P0
= pi + pz

V
V0

. (3.33)

Again evaluating it in the nominal operating point V =V0 results in

dP
P0

dV
= pi + pz . (3.34)

Even considering pp + pi + pz = 1, the mathematical problem given by (3.34) is under-
defined, since three parameters must be identified from which two are independent. Hence,
to estimate the load sensitivity at least one parameter must be assumed known a priori or
dependent on the other ones. However, as stated above, each ZIP-model can be transformed
into an exponential model, for which the single parameter can be easily identified.

The load power to voltage sensitivity generally depends on the loading conditions, such as
weather, season or day-time [119, 124], and the composition of the aggregated load, which
represents hundreds or thousands of individual devices connected to the same substation.
Table 3.1 summarizes the results of several studies - industry surveys in Europe and America
[119, 121] and measurements in Serbian medium voltage (MV) grids [124] and Guadeloupe
island [125] - which have been carried out with the aim to identify the sensitivity of aggre-
gated and large individual power system loads. As reported in [119], residential loads exhibit
a sensitivity (expressed with equivalent exponential parameter Kp) varying between Kp = 0.9
in summer and Kp = 1.7 in winter and commercial loads lay in the range of Kp = 0.5 . . .0.8.
The world median is assumed to be Kp = 1, which represents constant current behavior. In-
dependent of the voltage level, the authors of [121] have concluded from an industry survey
among Americas network operators, that the equivalent sensitivity is between Kp = [1 . . .1.5].
These assumptions are confirmed by measurements in medium voltage grids [124], where
the aggregated load (dominated by residential loads) shows a mean value of Kp = 1.35. In
[24], the average load active power to voltage sensitivity in transmission grids is equal to
Kp = 1.3, while measurements in Guadeloupe island showed a sensitivity Kp = 1.5 for pri-
mary substations [125].

This thesis considers active power to voltage sensitivity Kp = 1.8, in line with the results of
[119], where the highest share of load participating in frequency services (59 %) are indus-
trial aluminum plants with average load sensitivity Kp = 1.8. However, the general positive



3. HVdc service provision to ac grids 79

Table 3.1: Real grid load sensitivities Kp.

Load type Equivalent Kp Reference

Commercial (summer/winter) 0.5 / 0.8 [119]
Residential (summer/winter) 0.9 / 1.7 [119]

America HV average 1.0 - 1.5 [121]
HV aggregated load 1.3 [24]
MV aggregated load 1.35 [124]
Primary substations 1.5 [125]

Steel mills 0.6 [119]
Industrial aluminum plants 1.8 [119]

effects involving the loads in the frequency support provision by HVdc systems are not im-
peded by a lower load sensitivity. It only reduces the operation margin of the frequency
support provision, since the same active power contribution requires larger voltage varia-
tions.

Load identification and control Two approaches have been adopted to identify the load
sensitivity, namely the measurement-based and component-based approach. The measure-
ment-based approach relies on the field data available from e.g. phasor measurement units
[126] and digital fault recorders at representative substations and feeders [121, 127]. The
main benefit is the availability of a large set of data due to its worldwide application. How-
ever, the measurements can only be conducted for specific grid disturbances (with limited
grid impact) [128] and require a relatively long data history to provide general results. Af-
terward, the obtained data is fitted to the actual load models. As mentioned in [129], another
drawback is the confidentiality of the obtained data of the load itself. Instead, it is proposed
to estimate the voltage sensitivity by instantaneous measurements of load active and reactive
power and frequency deviations at the grid connection point of the load and neighboring
buses. In the component-based approach, the response of individual load components in
the laboratory is collected and aggregated in (sub-)classes of models, which take into ac-
count different loading conditions [124, 130]. The aggregation is performed with weighted
averaging or curve fitting techniques.

In average over 50% of load identification is performed based on offline measurement data
processing. While this is suitable for load identification in steady-state or dynamic stud-
ies, the missing capability to provide real time information on the load status limits their
application in determination of proper corrective actions in grid disturbance situation.

Flexible, voltage-dependent loads have been considered as a valid contributor to the bal-
ancing of load demand and power generation. During contingency situations, an additional
power reserve can be raised, which reduces the need for energy storage systems and limits
the degradation effects on synchronous generators. The loads power consumption can be
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Fig. 3.10: HVdc control scheme with additional PFR-VDL.

Fig. 3.11: HVdc slave-converter control: Outer control loops.

shaped through controlled voltage variations, a service that can be considered for economic
dispatch, primary frequency regulation and contingency reserves [131].

PFR-VDL algorithm implementation As starting point, it is assumed a point-to-point
HVdc system (see Fig. 3.10), in which one converter - the master - is controlling the dc
voltage constant (in Fig. 3.10 it is the converter connected to area 1) and the second converter
- the slave - is operating in constant active power control mode (in Fig. 3.10 it is the converter
connected to area 2) to exchange the active power with the ac grid. In both converters the
reactive power can be controlled independently using decoupled vector control in the dq-
reference frame.

In the following, as depicted in Fig. 3.10, the PFR-VDL algorithm is implemented in the
slave converter of the point-to-point HVdc. For simplicity, only the outer loops of the slave
converter control are shown in Fig. 3.11, while inner current loop, PLL and the modulation
are neglected in the following figures and explanations.

The first step of the PFR-VDL algorithm is the implementation of the primary frequency
regulation introduced in Subsection 3.1.5 and repeated in Fig. 3.12. A dead-band droop con-
trol with proportional gain dp and a dead-band of e.g. 100 mHz is applied for the PFR to
prevent frequent control actions for small deviations around the nominal frequency value re-
sulting from small and routine load variations. Both the active power P∗2 and reactive power
set-points Q∗2 are limited by the maximum converter ampacity.
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Fig. 3.12: HVdc primary frequency regulation in slave-converter control.

For a proper integration of voltage dependent loads in the primary frequency regulation of
HVdc systems, it is vital to obtain real time knowledge on the actual status of the load.
Hence, the online load active power sensitivity to voltage identification as originally pro-
posed in [132] is used. The concept is based on the measurement of the loads reaction in
terms of active power consumption PL following a controlled voltage disturbance in the grid
(see Fig. 3.13). In this case, the HVdc terminal applies a controlled reactive power injection
to the grid that influences the load voltage amplitude VL. This methodology allows the load
power sensitivity to voltage Kp estimation in real-time, whenever it is needed or at regular
time intervals (e.g. every few minutes see Fig. 3.16). The discretization of (3.30) gives:

Kp =

PL(tk)−PL(tk−1)
PL(tk−1)

VL(tk)−VL(tk−1)
VL(tk−1)

, (3.35)

where PL(tk), PL(tk−1), VL(tk), and VL(tk−1) are the active power and voltage measurement
at a certain time step tk and its previous one tk−1. Focusing on the application in high voltage
grids, in this study, it can be assumed that the load sensitivity does not vary substantially
within the chosen time resolution (minutes range). Following the results of [133], in which it
is demonstrated that in MV grids the load sensitivity varies in tens of minutes or hours, in HV
grids a slower variation can be expected. The approach only relies on local measurements
collected during the voltage and power variation at the interested HV substation (i.e. the con-
trolled load), where the load sensitivity value is evaluated and sent to the HVdc controller
with a specific time stamp. Hence, a fast communication is not required, but the conven-
tional communication infrastructure (e.g. using Ethernet technology with data transmission
rate of 100kSamples/s and speed in the range of hundreds of microseconds for sampled val-
ues [134]) can be employed, which is to a large extent vendor specific and in the future
can potentially adopt similar structure as defined by the IEC 61850 for digital substations
[134].

Knowing this sensitivity, the load active power consumption can be influenced varying the
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Fig. 3.13: HVdc-based load sensitivity identification.

Fig. 3.14: HVdc-based control of voltage dependent loads.

voltage in Area 2 in per-unit by ∆VL/V0:

∆VL

V0
=

∆P1

PLKp
=

dp ·∆ f1

PLKp
, (3.36)

where ∆P1 is the power variation requested by the droop controller dp to compensate the
frequency error ∆ f1 in Area 1.

As shown in Fig. 3.14, the HVdc terminal 2 injects a controlled amount of reactive power
Q∗2 in order to provoke a variation in the load voltage ∆VL and consequently a change of the
loads active power consumption:

Q∗2 = (V ∗ac +∆VL︸ ︷︷ ︸
V ∗L

−VL)

(
kp,V + ki,V

1
s

)
, (3.37)

where VL and V ∗L represent the load voltage actual and reference value, respectively.

In order to handle the power quality challenge, the grid voltage variation in the PFR-VDL
is only applied as short-term action and is activated as additional reference only in abnor-
mal frequency conditions. After frequency resettlement, the grid voltage and HVdc reactive
power reference are restored to their pre-fault nominal values. Moreover, grid voltage varia-
tion limits of current ENTSO-E network codes for secure grid operation (0.9−1.118 pu) [27]
or the stricter constraints of maximum voltage step-change due to reactive power injection
in the technical requirements for grid connection of high voltage direct current systems (i.e.
±0.02 p.u. [28]) are respected and due to the real time identification of the load sensitivity,
it is known beforehand the requested voltage variation at the load point and the compliance
with the grid voltage constraints can be checked in advance.
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Fig. 3.15: HVdc PFR-VDL control loops in slave-converter control.

Fig. 3.16: Timeline of HVdc PFR-VDL application in frequency disturbance case.

The overall control scheme of the PFR-VDL algorithm is shown in Fig. 3.15 and its impl-
mentation timeline with respect to conventional grid frequency control in Fig. 3.16.

After some time, the automatic generation control (secondary frequency control) slowly re-
stores the ac frequencies to their nominal or scheduled values, i.e. by that time the load
difference is entirely balanced by the generators [113]. In case the two interconnected grids
residue in different control areas also the HVdc voltage and interchange power between the
control areas are brought back to the original contracted value, while in the case the inter-
connected grids are considered as one control area only the dc voltage is restored.

Load recovery After the disturbance and control action of PFR-VDL, certain loads will
slowly recover and on-load tap changers (OLTC) will restore the voltage. Typically, this ac-
tion starts one minute after a drop in voltage occurred and the voltage restoration is completed
within another one or two minutes [119]. Measurements in medium voltage distribution net-
work in Serbia have confirmed a load recovery time constant around Tp = 398.1 s for voltage
step up and Tp = 221.5 s for voltage step down [124].

The PFR-VDL is a short-term action applied for approximately the first ten seconds after the
disturbance (see Fig. 3.16), which leads to the conclusion that the load recovery phenomenon
can be neglected and the use of static exponential modeling is justified.
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Fig. 3.17: General structure of generating unit.

3.2.2. Analytical results of primary frequency regulation with HVdc systems
controlling voltage dependent loads

To evaluate the HVdc PFR-VDL performance analytically and ease the results replication,
the simplified transmission grid benchmark with two areas and two machines presented in
[104] is considered. This model is an accurate representation of the system with the mini-
mum required level of details for frequency control studies [74].

Model derivation: Equivalent ac area modeling In each area there is assumed one gen-
erating unit, which has the general structure depicted in Fig. 3.17. A load change in this
system, will cause an instantaneous change in the electrical torque of the generator, resulting
in a mismatch between the electrical Te and the mechanical generator torque Tm, which in
turn results in a variation of the rotor speed ∆ωr determined by the equation of motion:

∆ωr = (Tm−Te)
1

2Hs
. (3.38)

To study the frequency control in power systems, it is preferred to express the generator
dynamic relationship in terms of power rather than torque:

P = ωrT . (3.39)

Now considering a small deviation around the nominal operating point gives:

P = P0 +∆P (3.40)

T = T0 +∆T (3.41)

ωr = ωr0 +∆ωr . (3.42)

Inserting (3.42) in (3.39) gives:

P0 +∆P = (ωr0 +∆ωr)(T0 +∆T ) . (3.43)
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Fig. 3.18: Equivalent model of generators frequency response to a load change.

Neglecting higher order terms in (3.43) results in

∆P = ωr0∆T +∆ωrT0 . (3.44)

Evaluating (3.44) for the difference between the mechanical and electrical power leads to:

∆Pm−∆Pe = ωr0 (∆Tm−∆Te)+∆ωr (Tm0−Te0) . (3.45)

Considering that in steady-state the electrical and mechanical torque are equal and assuming
the angular frequency in per unit, i.e. ωr0 = 1, (3.45) simplifies to

∆Pm−∆Pe = ∆Tm−∆Te . (3.46)

And thus the generators frequency response to a load change (summarized in Fig. 3.18) can
be expressed with:

∆ωr = (∆Pm−∆Pe)
1

Ms
, (3.47)

where M = 2H represents the equivalent system inertia created by the rotating machines.

Resistive loads (such as lighting) are independent of frequency changes, while the electrical
power of motor loads (such as pumps) changes with the frequency due to changes in the rotor
speed. In aggregate the load response to frequency deviation can be expressed with

∆Pe = ∆PL +D∆ωr , (3.48)

where ∆PL is the non-frequency sensitive load change and D is the load damping constant,
which expresses the percent change in the load for one percent change in the frequency and
typically obtains values of D = [1...2]. Thus, in absence of a speed governor the system
response to power variation is determined by the equivalent system inertia constant and the
damping constant, which is summarized in Fig. 3.19.

If two or more generators are connected to the same system, an isochronous governor (ideal
integral plant with gain G, which restores the frequency automatically back to its nominal
value following a disturbance) cannot be used anymore, since all generators had to have
exactly the same speed settings [104]. Hence, an additional droop feedback must be consid-
ered as shown in Fig. 3.20. The governor dynamic is simulated with a first order low pass
filter representation with time constant TG = 1

GR . The constant − 1
R represents a proportional



86 3. HVdc service provision to ac grids

(a) (b)

Fig. 3.19: Equivalent model of load response to frequency deviation: (a) Structure, (b) Transfer func-
tion.

(a) (b)

Fig. 3.20: Equivalent model of governor with frequency-droop characteristic: (a) Structure, (b) Trans-
fer function.

Fig. 3.21: Representation of one area with equivalent machine and load, reheat steam turbine and
governor.

frequency controller, in which the frequency droop R determines the steady-state frequency-
load characteristic of the generating unit. It has to be noted that usually in load frequency
control studies, the inter-machine oscillations are neglected and all machines in one area are
aggregated in one equivalent machine.

Considering now the relative response rate of the reheat steam turbine by its transfer function
between the turbine torque (or power, if ωr0 = 1) and the control valve position Y :

∆Pm

∆Y
=

1+ sFHPTRH

(1+ sTCH)(1+ sTRH)
. (3.49)

TRH, FHP, FLP and TCH represent the reheater time constant, power fraction of high and low
pressure section and time constant of the main inlet volume of the turbine, respectively. This
study only focuses on reheat steam turbine generator systems, while there exist several dif-
ferent types of turbines with different time constants and transients, resulting in smoother
or more oscillating frequency behavior. However, it can be assumed that the general im-
pact of HVdc frequency control will not differ substantially from case to case. The overall
representation of one area with equivalent machine can be expressed as in Fig. 3.21.
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Model derivation: Equivalent transmission system modeling The second step of the
model derivation is the transmission line representation. Assuming a loss-less line, the volt-
age phasor at the sending end Ẽs with respect to the voltage and current phasor at the receiv-
ing end Ẽr and Ĩr, respectively, the characteristic line impedance Zc and θ = βx, where β is
the imaginary part of the wave propagation constant, also known as phase constant, and x is
the position at the line, according to [104], can be expressed with

Ẽs = Ẽr cosθ + jZcĨr sinθ . (3.50)

Let δ be the angle, by which the sending end voltage Ẽs is leading the receiving end voltage
Ẽr. This angle is also known as load or transmission angle and represents the angular sepa-
ration between the machines of two areas. Assuming Ẽr as reference phasor, the sending end
phasor can be also expressed with:

Ẽs = Ês · ejδ = Ês (cosδ + j sinδ ) . (3.51)

Expressing the receiving end current phasor in (3.50) by the active and reactive power and
the receiving end voltage leads to:

Ẽs = Ẽr cosθ + jZc sinθ
Pr− jQr

Ẽ∗r
, (3.52)

where Ẽ∗r is the complex-conjugated voltage phasor. By equating the real and imaginary
parts of (3.51) and (3.52) it can be obtained:

Ês cosδ = Êr cosθ +Zc sinθ
Qr

Êr
(3.53)

Ês sinδ = Zc sinθ
Pr

Êr
. (3.54)

Rearranging (3.54) results in the active power expression

Pr =
ÊsÊr

Zc sinθ
sinδ . (3.55)

For short lines, it can be assumed sinθ = θ and thus it follows

Zc sinθ = Zcθ = Zcβx =

√
lline

cline
·ω ·

√
llinecline · x = ωlline · x = Xac , (3.56)

with lline and cline being the equivalent line parameters per unit length of the frequency de-
pendent line model. Thus, in general the power transmission across a transmission line can
be expressed with

Pr =
ÊsÊr

Xac
sinδ , (3.57)
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Fig. 3.22: Two-area system scheme with HVac interconnection.

Fig. 3.23: Two-area system scheme with single HVdc interconnection (black), and parallel, hybrid
HVdc-HVac interconnection (red) and PFR-VDL.

Table 3.2: Parameters of two-area grid.

R TG FHP TRH TCH FLP

0.05 0.2 s 0.3 7 s 0.3 s 0.7

M D Kp E1 Xac

13 s 1 1.8 1 0.022

and assuming small angular separation between the two areas’ machines sinδ = δ

Pr =
ÊsÊr

Xac
δ , (3.58)

Combining two areas with their representation given by Fig. 3.21 with the ac transmission
line model obtained in (3.58), leads to the overall system scheme shown in Fig. 3.22.

State-space model In the following, instead of the original 2 HVac tie lines, the two ac
areas are interconnected with the HVdc cases under investigation: asynchronous HVdc in-
terconnector (black) and embedded parallel HVdc-HVac lines (red) as in Fig. 3.23, in which
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Ê1 is the amplitude of the voltage phasor at the sending end and it is assumed for the receiv-
ing end voltage Ê2 = 1 with an optional variation introduced by the HVdc control of voltage
dependent loads. The two areas system parameters are listed in Table 3.2.

The dynamics of fast transient HVdc power electronics part and inner control circuits have
time constants much smaller than the mechanical time constants relevant for the frequency
analysis in the power system [18]. Hence, it is fair to assume the HVdc power control
ideal, which results in simplified representation of the HVdc system only respecting its outer
loop frequency power droop gain dp. A similar assumption is valid for the dynamics of
the control of voltage dependent loads, which are well outside the bandwidth of frequency
control studies [74]. Thus, a linear relationship between frequency and load voltage can be
assumed, which is added by the control gain of voltage dependent loads dv and load voltage
sensitivity Kp additionally in this scheme.

In order to account for different grid connection and control schemes in the theoretical anal-
ysis of the system frequency response to a power variation ∆P1 (input of the system), a state
space model of the test system in Fig. 3.23 has been developed.

Recapitulating the transfer function of each x-area system:

Ix(s) =
1

Mxs+Dx
(3.59)

Gx(s) =
1

1+ sTG,x
(3.60)

Tx(s) =
1+ sFHP,xTRH,x

(1+ sTCH,x)(1+ sTRH,x)
, (3.61)

where Ix(s) represents the rotor inertia and load damping, Gx(s) the governor and Tx(s) the
turbine transfer functions.

The state-space model of the overall scheme results to be (3.62):

A =
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− D2
M2

1
Xac

− 1
Xac
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

(3.62)

B =
[
0 0 −1 0 0 0 0 0 0 0

]T
C =

[
0 0 1

M1
0 0 0 0 0 0 0

0 0 0 1
M2

0 0 0 0 0 0

]
D =

[
0
0

]
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Fig. 3.24: Case I: Analytical calculation of frequency variation in Area 1 (blue) and Area 2 (red) w/
(’Droop’) and w/o (’No Droop’) HVdc primary frequency regulation for 10% active power
load step in Area 1.

The dynamic state vector and the output vector are composed respectively of:

x =
[
g1 g2 i1 i2 Θ1 Θ2

dτ1
dt τ1

dτ2
dt τ2

]T
(3.63)

y =
[
∆ω1 ∆ω2

]T
, (3.64)

with ∆ωx being the frequency variation induced by load/generation mismatch, Θx the rota-
tional angle and gx, ix and τx the internal dynamic states of the governor, rotor inertia and
turbine of the respective area x.

Case I: Asynchronous connection with single HVdc interconnection The first study
case is an asynchronous HVdc interconnector (depicted in black in (3.62)). After t = 1s,
a disturbance is created in Area 1 by applying an active power load step of ∆P1 = 10%.
With the conventional control (e.g. master-slave), the HVdc system works at constant power
mode to keep the exchanged power between the two ac systems constant at its contracted
value irrespective of the disturbance (marked with ’No Droop’ in Fig. 3.24). In contrast,
as Fig. 3.24 shows, the implementation of primary frequency regulation control by using a
frequency-power-droop characteristic, allows the HVdc system to react on the detected fre-
quency disturbance and to change its power request accordingly (marked with Droop). In
constant power mode, the HVdc decouples the two ac areas and does not participate in the
frequency regulation. The power mismatch in Area 1 leads to a large frequency drop be-
low 49.5Hz, while the Area 2 is unaffected in this case. On the contrary, implementing a
frequency-power droop curve (proportional gain dp = 20) enables the HVdc system to mod-
ify its power demand proportionally with the frequency variation, which limits the frequency
nadir to 49.8Hz. However, as can be noticed from Fig. 3.24, increasing the transmitted power
of the HVdc system as primary frequency regulation measure causes a temporary power im-
balance and frequency variation of up to 49.6Hz in Area 2, which is a critical drawback of
the droop control action.

As solution to the above mentioned problem, the primary frequency regulation through con-
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(a)

(b)

Fig. 3.25: Analytical calculation of (a) frequency variation in Area 1 (blue) and Area 2 (red) and (b)
load active power and voltage variation with droop frequency regulation and with HVdc
PFR-VDL in HVdc interconnector (Case I) for 10% active power load step in Area 1.

trol of voltage dependent loads as described in Subsection 3.2.1 can be additionally imple-
mented in the HVdc terminal controller. The HVdc system can shape the voltage at the loads’
point of coupling with the power system and consequently vary the active power consump-
tion in order to partially balance the power variation request coming from the HVdc PFR. It
is obvious that by extracting the same amount of power from the loads in Area 2 as requested
by the HVdc PFR in Area 1, the HVdc terminal power can be completely balanced. Since
the spinning reserve burden in this case is shared between the local generators and the nearby
voltage dependent loads, additional operational reserve is raised and the frequency regula-
tion service is made independent from the network inertia. As result, the frequency in Area 2
remains unchanged during the whole transient window (Fig. 3.25(a)). In order to guarantee
a correct variation of load power consumption (see Fig. 3.25(b)), the load active power to
voltage sensitivity Kp is estimated beforehand and the load voltage is changed accordingly
(see Fig. 3.25(b)). This is vital to limit the load voltage drop (here to only 4%), which gives
high operational margin of the PFR-VDL application.

Case II Embedded HVdc forming a hybrid parallel HVdc-HVac interconnection As
second use case, an embedded HVdc forming a hybrid parallel HVdc-HVac interconnection
is considered. The additional equations to describe this implementation scheme are depicted
in red in (3.62).

In the embedded scenario, the two grid frequencies are not independent due to the syn-
chronous coupling by the parallel ac line through E1/Xac. Hence, a simple power transfer
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(a)

(b)

Fig. 3.26: Analytical calculation of (a) frequency variation in Area 1 (blue) and Area 2 (red) and (b)
load active power and voltage variation with droop frequency regulation and with HVdc
PFR-VDL in parallel, hybrid HVdc-HVac (Case II) for 10% active power load step in Area
1.

in droop mode has only limited impact on the frequency in both areas, which is dropping
to 280mHz. As can be concluded from Fig. 3.26(a) and Fig. 3.26(b) the PFR-VDL instead
is effective also in embedded HVdc keeping the frequency oscillation in both areas above
180mHz. In contrast to asynchronous HVdc interconnectors, not only the HVdc power, but
the overall HVdc and HVac contribution affects the frequency in both areas.

In Fig. 3.27 the effect of increasing share of VDL control action dv is analyzed. From the
trajectory of the poles of the transfer function from active power load step ∆P1 to frequency
variation ∆ω1 three effects can be observed for high dv: 1) a pole movement toward the
imaginary axis, corresponding to a marginally reduced system stability, 2) a pole movement
away from the real axis, indicating a reduction in system damping at higher frequencies
(around 0.5Hz), and 3) a pole movement toward the real axis, with an increase of the damping
at lower frequencies (around 0.1Hz). This results effectively in a reduced frequency nadir in
both areas.

Discussion on the load sensitivity Effectively, the loads’ power consumption variation
by the PFR-VDL results in additional, virtual damping in the power system. The available
spinning reserve from the loads for a given change in the voltage depends on the loads’ sen-
sitivity towards voltage variations Kp and as consequence, the maximum frequency deviation
in Area 2 varies linearly with Kp. In Fig. 3.28, three different inertia cases have been consid-
ered: H = 6.5 s of conventional generators in Kundur benchmark; H = 5 s with mixed gen-
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Fig. 3.27: Case II: Pole-Map of the closed-loop transfer function from active power load step ∆P1 to
Area 1 frequency variation ∆ω1 with increasing VDL control gain dv = [0%dp . . .100%dp].

(a)

(b)

Fig. 3.28: Analytical calculation of (a) Maximum frequency deviation in Area 2 with PFR-VDL and
(b) Improvement of PFR-VDL compared to Droop control with varying load voltage sen-
sitivity and grid inertia for 10% active power load step in Area 1 and ±0.02 p.u. voltage
constraint.

eration (as reported in [135]) for North American and European HV transmission network
benchmark; and H = 3 s during wind and PV plant production peaks [19]. A tight constraint
on the grid voltage (e.g. ±0.02 p.u. as requested by the current technical requirements for
grid connection of high voltage direct current systems, [28]) limits the efficiency of the PFR-
VDL in suppressing the undesired frequency deviation in supporting area 2. In Fig. 3.28(b)
as best-case example, primary aluminum plants offer highest sensitivity of Kp = 1.8, which
results in frequency oscillation damping by 180 mHz (high inertia) to 250 mHz (low inertia).
However, as Fig. 3.28(b) shows, even for low-sensitivity loads (such as commercial loads in
summer with a sensitivity of Kp = 0.5), improvements in frequency nadir of up to 50 mHz
compared to conventional droop-based primary frequency control can be observed.

A future grid scenario with nearly 100% power electronics interfaced loads, may result in
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Fig. 3.29: Two-area four-generator system with single HVdc (black) and parallel, hybrid HVdc/HVac
(red) interconnection.

close to zero load active power to voltage sensitivity. These constant-power loads, however,
exhibit a negative incremental impedance [136], which reduces the system damping and
results in instability or unacceptable oscillatory response [137]. Hence, modifications in
the load dynamic characteristics (e.g. parallel resistive loads [137]) or changes in the load
control are likely to be required, which results in average voltage sensitivity Kp > 0 also in
nearly 100% power electronics interfaced grids.

3.2.3. Simulations results: Simplified test system - HVdc interconnector

In the following, simulation results of EMTDC simulations in PSCAD environment are pre-
sented to verify the PFR-VDL improvements in HVdc-based frequency support. In order
to simplify the results replication, the two-area benchmark transmission grid model estab-
lished in [104] has been adopted, replacing the two original ac lines with single asynchronous
HVdc interconnector (Case I) or with parallel, hybrid HVdc-HVac line (Case II) as shown in
Fig. 3.29. The system’s and HVdc’s nominal parameters are listed in Table 3.3 and Table 3.4,
respectively.

Each ac grid area consists of two machines, which include mechanical-hydraulic governor,
steam turbine, synchronous generator and Ac2A-type exciter, and cable connections, which
are represented with single PI-equivalent. The shunt capacitors of the cables are included
in the dc capacitors of the converter equivalent model. The loads in this simulation are
modeled as static exponential loads [104]. Following [74], a common modeling approach
for power electronics in grid control studies is to use their average value model, in which
the transient switching behavior of the converter is averaged within one switching interval.
Consequently, both the inverter and rectifier of the HVdc system are modeled with controlled
voltage source with series ac filter on the ac side. The source reference input is defined by
the modulation waveform calculated by the HVdc controller. To represent the power flow
from ac to dc, assuming a loss-less converter, a controlled current source with parallel dc
capacitor is implemented in the dc side of the average value model.
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Table 3.3: Initial set-points of generating units and loads of the two-area grid.

G1: P1 = 530MW Q1 = 185MVar Et1 = 1.03∠20.2◦

G2: P2 = 530MW Q2 = 235MVar Et2 = 1.01∠10.5◦

G3: P3 = 550MW Q3 = 176MVar Et3 = 1.03∠−6.8◦

G4: P4 = 560MW Q4 = 202MVar Et4 = 1.01∠17.0◦

Bus 7: PL7 = 967MW QL7 = 100MVar QC7 = 200MVar
Bus 9: PL9 = 1,167MW QL9 = 100MVar QC9 = 350MVar

Table 3.4: Parameters of HVdc system.

Length Vdc,nom Vac,nom Snom Pkundur P39bus

660 km 400 kV 220 kV 500 MVA 100 MW 270 MW

Fig. 3.30: Case I: Simplified test system: System frequency in Area 1 (blue) and Area 2 (red) w/
(Droop) and w/o (no Droop) HVdc frequency regulation.

In Fig. 3.30, at t = 15 s, a load step of 300 MW / 90 MVAr, which corresponds to around 8 %
of the system rating (3600 MVA), is applied in area 1 to validate the PFR-VDL performance
in HVdc systems. Two possible control modes of the HVdc system are considered: keep-
ing the power transmission constant at the contracted value (indicated with ’No Droop’ in
Fig. 3.30); or frequency-power droop control mode (as depicted in Fig. 3.10) to linearly adapt
its power output following the frequency disturbance (marked with ’Droop’ in Fig. 3.30).

If the HVdc system operates in constant power mode, it does not participate in the frequency
regulation and hence a large frequency deviation of up to 49.2 Hz occurs in the affected area
1. Instead, adapting the HVdc output power linearly with the frequency deviation, limits the
negative frequency peak (i.e. frequency nadir) to 49.6 Hz as shown in Fig. 3.30. As con-
sequence of the increased HVdc power transfer (Fig. 3.31(b)), the supporting area 2 experi-
ences a temporary power imbalance and following frequency disturbance of 49.7 Hz, which
forces the generators to ramp up to restore the power balance and stabilize the frequency.

Voltage-dependent loads can serve as additional power reserve in order to decrease the im-
pact of the HVdc primary frequency regulation on the supporting area 2. The presented
PFR-VDL algorithm is based on two steps. First, the load active power sensitivity to volt-
age is identified (at t = 5 s). Therefore, the HVdc terminal modifies the load voltage along
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a pre-defined profile by controlled reactive power injection (Fig. 3.31(b)) and the change in
the loads’ power consumption is recorded. The load voltage and active power measurement
data are sampled in the same place (e.g. at HV substation) and synchronized, which implies
no communication delay. Once the sensitivity is known, as second step, the HVdc system
applies the PFR-VDL control action, if the detected frequency deviation exceeds the dead-
band of 100 mHz. The a-priori knowledge of load power to voltage sensitivity ensures that
the load voltage variation, shown in Fig. 3.31(c), provokes a change in the load active power
consumption matching exactly the required active power for the HVdc-based primary fre-
quency regulation in area 1. Since the high voltage grid is mainly inductive, the voltage is
sensitive to reactive power, which allows PFR-VDL control also with limited ampacity of
the HVdc converter.

The effect of PFR-VDL action is shown in Fig. 3.31(a). The support on area 1 frequency is
similar to the conventional droop control approach. However, the essential benefit of PFR-
VDL application is that the frequency oscillation in supporting area 2 is reduced and the
generators’ primary frequency control is supported with high dynamics. Taking additional
energy from nearby voltage dependent loads, reliefs the burden of the generators G3 and
G4 to balance the energy deficit in area 2 as demonstrated with the generators’ active power
plots with and without load participation in Fig. 3.31(d). It is visible that in both transient and
steady-state conditions the increase in the output power is smaller. Although only marginal
improvements with respect to the pre-disturbance condition can be noticed in steady-state,
the transient power overshoot (i.e., 3 %) can be avoided and a smoother governor control
action can be applied.

In Fig. 3.32, the two area frequencies are depicted for the case of parallel, hybrid HVdc-HVac
line assuming the same disturbance condition as before. In accordance with the findings of
[15], it can be observed an inter-area mode in the two coupled frequencies, which was not
triggered in the isolated, asynchronous interconnection. The PFR-VDL has an impact on the
frequencies in two ways. First, the initial frequency drop is reduced by 80 mHz. Second, the
post-disturbance inter-area oscillations are damped and steady-state conditions are reached
earlier.

It can be argued that the proposed PFR-VDL approach can be only applied to voltage de-
pendent loads in the proximity of the HVdc terminal. In the following, the PFR-VDL per-
formance depending on the electrical distance between the load and the PFR-VDL control
point is analyzed. Therefore, additional transmission lines of 0 km, 25 km and 50 km are
introduced at the load bus in the benchmark simulation model. In order to get a fair compar-
ison, the steady-state voltage and frequency condition at the load point is equalized for the
different transmission line cases by adapting the generators initial set-points and the capac-
itor value at bus 9 of the Kundur grid. First, it can be noticed from Fig. 3.33 that the HVdc
active power transmission and area 1 grid frequency are unchanged in all cases, indicating
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(a)

(b)

(c)

(d)

Fig. 3.31: Simulation results of PFR-VDL application in HVdc interconnector (Case 1) in the simpli-
fied test system: (a) Grid frequency in Area 1 (blue) and Area 2 (red), (b) HVdc active and
reactive power, (c) Load active power and voltage and (d) Generator active power.

that the same primary frequency support can be provided to the affected area 1. However, two
differences can be seen, if the line length changes. To compensate for the voltage drop across
the transmission line, a small increase in the reactive power needed to influence the voltage
amplitude can be observed. Moreover, the frequency nadir is slightly improved with longer
lines. The reason can be found in higher losses in longer lines that decrease for a reduced
load consumption. Hence, the total power mismatch to be compensated by the generators is
reduced compared to the case with no transmission line.
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Fig. 3.32: Case II: Simplified test system: System frequency in Area 1 (blue) and Area 2 (red) with
and without HVdc PFR-VDL.

(a)

(b)

Fig. 3.33: Electrical distance variation between HVdc terminal and load: (a) Grid frequency in Area
1 (blue) and Area 2 (red) and (b) HVdc reactive power variation with 0km (solid), 25km
(dashed) and 50km (dotted) transmission line.

3.2.4. Simulations Results: Large interconnected system - IEEE 39 bus system

The following section aims to validate the PFR-VDL application in embedded HVdc in a
large interconnected system. Simulations results in modified IEEE 39-bus network [138] are
carried out. As shown in Fig. 3.34, the HVdc replaces the ac line between bus 27 (terminal 1)
and bus 26 (terminal 2) with identical active power flow of−270.4 MW. While the generators
and HVdc system use the same type of modeling as in the simplified Kundur benchmark, the
transmission lines in this case are represented with the Bergeron-model.

At t = 35 s a disturbance is created in the network by disconnecting the bus 39 from the
main system, including the generator G1, the connected load and the lines 1−39 and 9−39,
which results in a grid-wide over-frequency event. The PFR-VDL application in embedded
HVdc system is analyzed for two different study cases. First, in Fig. 3.35, it is assumed that
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Fig. 3.34: Modified IEEE 39 bus system with HVdc system replacing the ac line between bus 27
(terminal 1) and 26 (terminal 2).

the system is dominated by conventional generators and hence offers the comparably high
nominal inertia of H = 6 s. The second case (Fig. 3.36) considers higher penetration of RES
(wind and PV) and consequently reduced aggregated inertia of H = 3 s.

By definition, in embedded HVdc systems, the two connection points residue in the same
synchronous area and hence their frequencies are strongly coupled [139]. Consequently, a
change in the active power transfer is ineffective to damp the frequency oscillation and an
additional source of energy is required. Thus, in the following only the HVdc-based control
of voltage dependent loads is analyzed.

Without the control of voltage dependent loads (indicated with no support in Fig. 3.35 and
Fig. 3.36) the grid frequency in Fig. 3.35(a) increases up to 50.11 Hz in the case of H = 6 s,
due to the sudden load/generation active power mismatch. If the control of voltage depen-
dent loads is activated, the HVdc injects reactive power (Fig. 3.35(b)) to vary the voltage at
the loads point of common coupling (PCC) (Fig. 3.35(c)). As consequence of the voltage
variation, in Fig. 3.35(c) results an observable increase in the active power consumption of
the controlled load at bus 26, which raises additional operational reserve for the frequency
support. The PFR-VDL action does not only reduce the drop in frequency by 30 mHz, corre-
sponding to a 30 % frequency nadir improvement with respect to the case without PFR-VDL,
but, as theoretically analyzed in Subsection 3.2.2, also increases the system damping, leading
to a reduced post-disturbance oscillation in the frequency (Fig. 3.35(a)).

Since the voltage is a local parameter, the HVdc system can directly influence only the volt-
age at its PCC through the reactive power injection. Assuming multiple voltage dependent
loads connected in the proximity of the HVdc terminal, the change in voltage will not only
control a single particular load, but will also partially affect the active power consumption
of other voltage dependent loads at connected buses (28 and 29, Fig. 3.35(c)). In contrast to
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(a)

(b)

(c)

(d)

Fig. 3.35: Frequency event in IEEE 39-bus system in high inertia condition (H = 6 s) w/o (’no sup-
port’) and w/ PFR-VDL with 0.9−1.118 pu (’PFR-VDL’) and±0.02 pu voltage limitation
(’±0.02 pu’):(a) Grid frequency, (b) HVdc active and reactive power, (c) Load active power
and voltage and (d) Generator reactive power.

[113], in which the additionally requested energy for frequency support is obtained through
firm load shedding, the proposed algorithm only requires soft load reduction, making the
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participation of multiple voltage dependent loads actually beneficial for PFR performance.
Moreover, the PFR-VDL control is a short-term action, activated only for few seconds to sta-
bilize the frequency after the disturbance. As soon as the frequency resettles, the automatic
voltage regulation (AVR) of the generators restores the voltage by reactive power injection
as depicted in Fig. 3.35(d).

The HVdc grid voltage controller in the terminal 2 is active in all cases independent of the
PFR-VDL action to support the grid voltage. Since, the grid voltage in the entire system
experiences a sudden change following the frequency disturbance, in the first seconds after
the fault, small HVdc reactive power injection can be noticed also with deactivated PFR-
VDL.

A high renewable energy penetration reduces the system inertia and hence causes faster and
larger frequency deviation after the disconnection of bus 39 (see Fig. 3.36(a)). Nevertheless,
the HVdc PFR-VDL is effective in reducing the frequency nadir from original 50.14 Hz to
50.10 Hz, which corresponds to ≈ 30 % reduction also in low inertia condition. However,
in absolute values the HVdc system must compensate a larger imbalance requiring higher
grid voltage variation, i.e. 5.5 % in Fig. 3.36(c) compared to 4 % in the high inertia case in
Fig. 3.35(c)) and hence higher reactive power injection (i.e. plus 50 MVAr in Fig. 3.36(b)).

The maximum-step change in voltage through reactive power injection is constrained by
±0.02 pu as stated in the current technical requirements for grid connection of HVdc sys-
tems. This scenario is analyzed in Fig. 3.35 and Fig. 3.36 with dotted lines for the same
two study cases, conventional high inertia grid and renewable generation dominated low in-
ertia grid. Although a constraint on the permissible grid voltage variation will reduce the
PFR-VDL influence on the frequency nadir, Fig. 3.35 and Fig. 3.36 demonstrate that still a
positive damping effect on the frequency is obtained for both cases. If the inertia is low, the
frequency oscillation is reduced by ≈ 30 mHz compared to 40 mHz in the unlimited case,
and if the inertia is high ≈ 20 mHz compared to 30 mHz damping are achieved. Since lower
amount of reactive power is injected by the HVdc, the generators reactive power response is
released (see Fig. 3.35(d) and Fig. 3.36(d)).

3.3. Optimization of frequency support with multi-terminal HVdc
systems

Multi-terminal HVdc systems connect multiple ac areas and allow for improved power flow
control, which in turn provides multiple sources of energy and higher flexibility for both the
primary frequency regulation and the inertia emulation.

In MTdc systems, the droop characteristic of the individual terminals can be tuned to opti-
mally share the burden of frequency support among the terminals. Hence, in the following it
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(a)

(b)

(c)

(d)

Fig. 3.36: Frequency event in IEEE 39-bus system in low inertia condition (H = 3 s) w/o (’no sup-
port’) and w/ PFR-VDL with 0.9−1.118 pu (’PFR-VDL’) and±0.02 pu voltage limitation
(’±0.02 pu’):(a) Grid frequency, (b) HVdc active and reactive power, (c) Load active power
and voltage and (d) Generator reactive power.

is evaluated, how the MTdc can optimally provide primary frequency regulation and inertia
emulation with minimal impact on the frequency and voltage in connected areas by means
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Fig. 3.37: MTdc master-slave control scheme with additional primary frequency regulation and iner-
tia emulation controlling voltage dependent loads.

of adapting the droop coefficients.

In fact, it is proposed to optimally share the frequency support respecting the estimated
load sensitivity in each connected area. This implies that terminals connected to loads with
the highest sensitivity provide the highest share of frequency support. Consequently, the
control margin for both upward and downward frequency support is increased and the voltage
deviation in the supporting areas as well as the reactive power injection of the HVdc terminal
are reduced without delimiting the frequency damping in the faulty area.

3.3.1. Analytical results of optimized frequency support in MTdc systems

In the following section, the analytical investigation of enhanced frequency support with
MTdc systems is performed. It is assumed that the MTdc system is controlled in master-
slave mode, hence one terminal - the master - controls the dc voltage and the other (in this
case two) terminals - the slaves - control their active power exchange with the ac grid (more
details in Subsection 2.4.2). Additionally, the slave terminals are equipped with droop-based
primary frequency regulation and derivative term based inertia emulation as explained in
Subsection 3.1 and shown in Fig. 3.37. In red is shown the control of voltage-dependent
loads as additional operational reserve as explained in Subsection 3.2.1.

The analysis is carried out in an adapted model of the Kundur benchmark [104], extending
it to a three-area, three-machine system with MTdc interconnection (Fig. 3.38). While by
using simplified benchmark systems the results can be more easily replicated, this model
maintains the necessary accuracy for frequency stability studies [74]. The detailed model
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Fig. 3.38: Three-area three-generator system scheme with MTdc grid.

parameters are given in Table 3.2. For sake of simplicity, it is assumed that the two areas
connected to the slave terminals show the same dynamics and damping and vary only in
terms of their load power to voltage sensitivity. Area 2 contains low-sensitive loads (i.e.
commercial loads in winter, Kp2 = 0.8) and area 3 is assumed to include high-sensitive loads
(industrial aluminum plants, Kp3 = 1.8 [119]).

In the first study case, the improvements in frequency disturbance response of primary fre-
quency regulation by MTdc compared to the case in which no support is given are analyzed
with the assumption of equal power sharing between the two supporting terminals. The
main objective of the analysis is the determination of power support share (also compared
to cases where only one terminal is allowed to participate). Hence, it is assumed that the
total amount of power provided by the (maximum two) supporting areas equals the power
provision, which was assumed in the previous section by only one area.

The MTdc system is effective in limiting the frequency nadir in area 1 (from 49.4 Hz to
49.8 Hz) by applying the PFR control action. However, two challenges can be observed in
Fig. 3.39(a). The initial RoCoF cannot be improved, since no inertia contribution is provided
by the droop control and similar to the study cases before, the supporting areas suffer from
large transient power mismatch and frequency deviation.

To tackle the first problem, the HVdc controllers’ power reference is adapted proportionally
(gain dIE) to the derivative of the frequency variation, which emulates virtual inertia in the
faulty system (for further details refer to Subsection 3.1 ). In Fig. 3.39(b), the emulated
inertia HIE is changed from 0 to 10 s, resulting in a RoCoF improvement of 0.15Hz

s .

Although, this control action leads to noticeable improvements in the initial frequency re-
sponse in area 1, a further deterioration of the frequency dip in supporting areas can be
observed (dotted lines in Fig. 3.39(c)).

However, applying additionally the control of voltage dependent loads with the method es-
tablished in Subsection 3.2.1 and represented with parameter dv in Fig. 3.38, the power mis-
match and consequently the frequency in the supporting areas can be balanced, while the
same frequency regulation is achieved in the faulty area 1 (solid lines in Fig. 3.39(c)).
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(a)

(b)

(c)

Fig. 3.39: Analytical results of grid frequency variation in the three areas 1 (blue), 2 (red) and 3
(green):(a) with and without MTdc primary frequency regulation (PFR), (b) with mtdc
PFR and varying inertia emulation (IE), (c) PFR + IE with or without control of voltage
dependent loads.

Fig. 3.40: Load voltage variation in the two supporting areas 2 (red) and 3 (green) with MTdc PFR-
VDL and IE with and without optimal power sharing.

The optimization of the MTdc control providing frequency support has two main objectives.
First, the minimum frequency deviation in supporting areas should be achieved (by using
voltage-dependent loads) and second, being the focus of the following derivation, the voltage
deviation in the two supporting areas originating from the load control action should be
minimized. Obviously, the global minimum is obtained, if the grid voltage in both areas is
varied by the exact same amount ∆VL2 = ∆VL3. Hence, applying the control law (3.36) for
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both areas results in

p2 ·∆P1 ·V02

PL2Kp2
=

p3 ·∆P1 ·V03

PL3Kp3
⇒ p2

p3
=

V03
V02

PL3
PL2
· Kp3

Kp2

, (3.65)

with p2 and p3 being the proportion of frequency support given by the areas 2 and 3, respec-
tively. The basic optimization constraint is that full frequency support can be provided in
area 1. Mathematically, this translates into p2 + p3 = 1. Thus, from (3.65) it follows

p2

p3
=

1− p3

p3
=

V03
V02

PL3
PL2
· Kp3

Kp2

⇒ p3 =
1

1+
V03
V02

PL3
PL2
·

Kp3
Kp2

. (3.66)

Assuming equal initial load active power and voltage, (3.66) simplifies to

p3 =
Kp3

Kp2 +Kp3
(3.67)

and thus
p2 =

Kp2

Kp2 +Kp3
. (3.68)

Fig. 3.40 depicts the effect of the optimal sharing. While in the case, the power share is kept
equal, the low sensitive area experiences a voltage dip of more than 4 %, the optimal sharing
results in an limitation by 1.7 % and hence overall minimized grid voltage deviation, which
also reduces the needed reactive power injection of the HVdc station.

3.3.2. Simulation results of optimized frequency support in MTdc systems

In the following, PSCAD/EMTDC simulations in a multi-terminal three-area adaption of the
benchmark grid established in [104] and shown in Fig. 3.41 are conducted to prove the ef-
fectiveness of the proposed optimization for MTdc primary frequency regulation and inertia
emulation controlling nearby voltage dependent loads. The same modeling as explained in
Subsection 3.2.3 is used and the system’s parameters can be found in Table 3.3 and Table 3.4,
assuming area 2 and area 3 being equal, except for the aggregated load active power to volt-
age sensitivity. It is supposed that area 2 comprises loads with low voltage sensitivity (e.g.
commercial loads in winter, Kp2 = 0.8), while area 3 consists of high-sensitive loads, such
as primary aluminum plants with Kp2 = 1.8, thus, in total, going in line with the average
sensitivity in high-voltage grids as stated in Table 3.1.

The following control actions are studied:

• Case A: no MTdc frequency support
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(a) (b)

Fig. 3.41: Three-area six-generator system with MTdc grid:(a) System representation and (b) Repre-
sentation of one area.

• Case B: MTdc PFR (dp = 100), no IE

• Case C: MTdc PFR and IE (HIE = [1,5,10] s)

• Case D: MTdc PFR, IE and control of VDL (terminal 2, low load sensitivity Kp = 0.8)

• Case E: MTdc PFR, IE and control of VDL (terminal 3, high load sensitivity Kp = 1.8)

• Case F: MTdc PFR, IE and control of VDL equally shared among terminal 2 & 3

• Case G: MTdc PFR, IE and control of VDL optimally shared among terminal 2 & 3
depending on estimated load sensitivity

The system is disturbed by a 300 MW / 90 Mvar load step at the time t = 15 s, which corre-
sponds to around 8% of the 3600 MVA system rated power. If the MTdc system continues
to supply the same power as before the disturbance (Case A), the frequency in affected area
1 cannot be supported and hence drops to 49.3 Hz. Equipping the MTdc terminals with the
primary frequency droop regulator (Case B) and varying the power flow linearly with the fre-
quency deviation, supports the affected area damping and improves the frequency nadir by
300 mHz. It has to be noted that a dead-band of 100 mHz has been implemented, to prevent
the MTdc system from acting under small and regular frequency variations. However, the
droop control action cannot emulate virtual inertia in the grid and hence can only improve the
frequency nadir but not the RoCoF. Moreover, as already stated in Subsection 3.2.2, the sup-
porting areas 2 and 3 suffer from transient power mismatch and large frequency deviations
of 130 mHz.

To emulate inertia, in the MTdc active power controllers an additional term proportional to
the frequency gradient is included (Case C). As Fig. 3.43 demonstrates, the inertia in faulty
area 1 can be increased virtually (additional inertia varied stepwise from 0 s to 10 s), which
limits the RoCoF and also helps to further reduce the frequency nadir by up to 50 mHz.
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Fig. 3.42: System frequency in the three areas 1 (blue), 2 (red) and 3 (green) with and without MTdc
primary frequency regulation.

Fig. 3.43: System frequency in area 1 with emulated inertia HIE = 0 s (red), HIE = 1 s (solid blue),
HIE = 5 s (dashed blue) and HIE = 10 s (dotted blue).

Fig. 3.44: System frequency in the three areas 1 (blue), 2 (red) and 3 (green) with MTdc frequency
support (FS) and with or without control of voltage dependent loads (VDL).

The MTdc system can control the grid voltage at its terminals to shape the power consump-
tion of nearby voltage dependent loads (e.g. industrial aluminum plants or primary sub-
stations). The control action involves two steps: First, the load active power to voltage
sensitivity is estimated at t = 5 s. This knowledge guarantees a proper adjustment of the grid
voltage to extract the exact required amount of power for the frequency support in the second
step (Case F). What differs compared to conventional primary frequency regulation or iner-
tia emulation (Case C), is the fact that the energy reserve is no longer given exclusively by
the generators, but also by the nearby voltage dependent loads, which maintains the power
balance in supporting areas and the frequency variation can be limited to < 50 mHz, while
the same frequency support (PFR + IE) can be provided to area 1 (see Fig. 3.44). Moreover,
a smoother governor control action can be applied, since the transient overshoot in the gen-
erators active power after the disturbance can be relieved by 1.5 % in both areas assuming
equal machine rating (Fig. 3.45).
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Fig. 3.45: Generators active power in the two supporting areas 2 and 3 with MTdc frequency support
(FS) and with or without control of voltage dependent loads (VDL).

(a) (b)

(c)

Fig. 3.46: System frequency in the three areas with FS-VDL:(a) Case D, (b) Case E and (c) Case F.

So far, the support is shared by the two terminals equally. However, MTdc systems offer
the possibility to route the power flow and hence give additional degree of freedom for the
frequency support. In Fig. 3.46, the frequency in the three areas is depicted, while area 1 is
supported only from area 2 (Case D), area 3 (Case E) and equally from both areas (Case F).
In all cases, 80 MW total active power is transmitted to area 1 (Fig. 3.47) to guarantee the
same support in the affected area. Despite small changes, which are related to the losses in
the ac grids, the average frequency disturbance is also equal.

However, a remarkable difference in the three cases exists in the required grid voltage change
(Fig. 3.48) to create the load power consumption variation (Fig. 3.49) and hence in the HVdc
reactive power injection to the grid (Fig. 3.50).

In cases D and E, it is assumed that only one area can participate in the frequency support,
due to technical or economic constraints. It is obvious, that supplying the full power re-
quest from only the low-sensitive area, requires the biggest variation in the voltage of 6 %
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Fig. 3.47: MTdc active power variation with frequency support and control of voltage dependent
loads (FS-VDL) in the two supporting terminals.

Fig. 3.48: Load voltage variation with FS-VDL in the two supporting areas and zoomed view of Cases
F (green) and G (black).

and highest reactive power injection of 140 Mvar. On the contrary, high sensitive loads can
provide the same amount of power with 3 % voltage variation and 60 Mvar reactive power
injection. The second optimization goal, was to reduce the frequency deviation. In the afore-
mentioned two cases, only the generators and loads of one area are used to compensate the
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Fig. 3.49: Load active power variation with FS-VDL in the two supporting areas and zoomed view of
Cases F (green) and G (black).

MTdc power request, which leads consequently to larger frequency oscillations in the sup-
porting area also in the presence of load control (Fig. 3.46). Hence, it is favorable to share
the frequency support among the areas, also because each individual load has to provide less
power and hence the maximum grid voltage variation of each area will be kept smaller. Nev-
ertheless, under the assumption of equal support sharing (p2 = p3 = 0.5), the low-sensitive
loads still have to provide comparably high amount of active power and thus suffer from volt-
age variation of around 3 %, which leaves room for optimization. Moreover, the relatively
large variation in the voltage requires unnecessary high reactive power injection.

As derived in Subsection 3.3.1, using the estimated value of load active power to voltage
sensitivity, the frequency support can be optimally distributed among the supporting termi-
nals (Case G). The goal is to achieve the same total active power reserve with the lowest
overall grid voltage disturbance and lowest total amount of reactive power, such that compli-
ance with local voltage constraints set by the grid operator and terminal converter ampacity
limits can be guaranteed. If the support is shared with the ratio given by (3.67) and (3.68)
(i.e. p2 = 0.3077, p3 = 0.6923), the maximum voltage variation that occurs in the sup-
porting areas is limited by 1.2 % compared to the equal load power extraction as shown in
Fig. 3.48. This results in reactive power saving of 20 Mvar, i.e. 25 % in comparison with
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Fig. 3.50: Mtdc reactive power variation with FS-VDL in the two supporting terminals and zoomed
view of Cases F (green) and G (black).

Fig. 3.51: System frequency in the three areas with FS-VDL for Case G (p2 = 0.3077, p3 = 0.6923).

case F (Fig. 3.50). As depicted in Fig. 3.51, the frequency oscillation damping in affected
and supporting areas, respectively, remains unchanged.

3.4. Summary and conclusions of the section

HVdc systems can provide a variety of services to the ac grid, which are congestion man-
agement, reactive power provision for steady-state voltage support and fault ride through,
black-start capability, primary frequency regulation and virtual inertia emulation. In this sec-
tion, possible benefits and challenges of the respective control implementation in the HVdc
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systems are discussed with special emphasize on the frequency related grid services.

Indeed, HVdc systems can vary their dc power flow proportionally with the frequency de-
viation or with the gradient of the frequency deviation to contribute with high dynamics to
primary frequency regulation and emulate virtual inertia in the grid, respectively. However,
as a consequence of the fast control action temporary active power imbalances and frequency
deviations in the supporting areas arise. Instead of installing costly energy storage systems as
reserve capacity, this work proposes an HVdc-based primary frequency controller acting on
voltage-dependent loads as solution to overcome the conventional controller limitations and
relief the burden on the supporting areas’ generators. Only applied as a safety measure in the
case of a frequency contingency, the HVdc terminal is controlled to inject reactive power in
order to influence the grid voltage and consequently shape the power consumption of nearby
voltage-dependent loads (e.g. HV substation, industrial aluminum or steel plant). As conse-
quence, while the area 1 frequency is still adequately damped, the frequency oscillation in
area 2 is limited, compensating the local power imbalance.

Taking the energy not only from the generators but also from the loads of the supporting
area enables additional upward and downward operational reserve. Hence, embedded HVdc
system, which otherwise, due to the synchronous coupling of the areas at both sides of the
link, cannot participate in the primary frequency regulation, are enabled to support the grid
frequency nadir also in case of strict grid voltage constraints.

While the load control action improves the grid’s post-disturbance frequency behavior, it can
possibly interfere with maximum permissible voltage variations given by the current techni-
cal requirements for grid connection of HVdc systems. In this section, it is demonstrated,
that in the case of multi-terminal systems, the share of the frequency support can be optimally
adjusted considering the areas’ load power sensitivity to voltage. This results in minimum
impact on the grid voltage (and hence minimum required reactive power injection), while
providing the same additional damping to the affected and supporting grid.

The improvements of the load control application have been analyzed theoretically using
state-space models and validated in PSCAD/EMTDC simulations considering asynchronous
HVdc link and embedded HVdc systems in large interconnected grid.

The primary frequency regulation controlling voltage dependent loads has been only ap-
plied in the active power controlling terminals of HVdc system with the master-slave control
approach by now. However, multi-terminal HVdc systems are likely to be controlled with
dc-voltage or active power droop to enhance the supply security in case of converter or line
outages. Hence, in the future, it is important to investigate the load control implementation
in droop-controlled MTdc systems, also considering the possible interferences with the dc
voltage droop controller, which were already mentioned for the conventional primary fre-
quency regulation in [13]. Also, the load control in the affected area itself, which does not
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involve any change in the HVdc power transmission and hence does not require participation
of other connected areas can be included in the future scenario.

The primary frequency regulation controlling voltage dependent loads has been considered
as application case for the dynamic capacity of HVdc systems [100]. VSC-HVdc systems
have the capability to operate temporarily outside their nominal active and reactive power
(P/Q) specification under certain conditions. The usage of the HVdc dynamic capacity is
intended to provide grid services and ensure a more efficient and secure grid operation,
which should be studied in more details also considering real field data as intended in the
Kopernikus-project ENSURE "New ENergy grid StructURes for the German Energiewende"
[140].

While the HVdc-based control of voltage dependent loads has been already investigated for
primary frequency regulation in asynchronous interconnectors and embedded HVdc, another
interesting application can be foreseen in offshore wind farm connections. As stated in
[111], after the frequency support, the wind turbine recovery can cause temporary power
imbalance and noticeable frequency deviations in the offshore grid, which can be potentially
compensated extracting the required energy from the voltage dependent loads.
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4. Design of dc circuit breakers

In HVdc systems, breaking the current in a short circuit event is challenging. In contrast to ac
grids, in the dc equivalent a natural zero crossing of the fault current does not exist. Hence,
a dc circuit breaker must create an artificial zero crossing to interrupt the fault current safely
and to avoid large arc. Moreover, the dc grid offers low line impedance, which leads to high
fault currents with fast transients. In this regard, the design and development of suitable
dc CBs is seen as a pivotal step towards future MTdc grids. In the following section, first
a generalized list of requirements for dc CB is developed and recent dc CB designs are
reviewed. These findings are based on [141]. Then, to evaluate dc CB designs with the
proposed criteria, an accurate and computational efficient fault current estimation method
based on coupled linear differential equations and modified average value model of the MMC
considering its control is presented based on [142]. The third subsection introduces the use
of modular hybrid dc CB for fault identification and adaptive auto-reclosing as presented in
[143].

4.1. Requirement analysis of high voltage dc circuit breakers

The basic requirement of HVdc CB is the capability to create a local current zero at the rated
fault current without a re-strike of the mechanical interrupters or thermal overload of power
electronic components [31]. Following this assumption, the main design criteria as reported
in [31] are

• the maximum current the breaker can interrupt

• the interruption time

• the generation of sufficient counter voltage to initiate the fault current suppression

• the energy absorption capability

• the capability to withstand the rated dc voltage for a certain duration after the fault
current interruption

• the dielectric withstand to ground

The rated fault clearing sequence, i.e. the possibility of auto-reclosing and frequent switch-
ing, is determined by the capability to withstand the current, voltage, or energy stress multi-
ple times before thermal runaway or insulation breakdown.
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4.1.1. Generalized qualitative criteria to evaluate high-voltage dc circuit breaker

The most important design parameters that a test routine should proof are the rated short
circuit current (for instance, up to 11 kV as stated in [31]) with adequate di

dt , the voltage
stress after fault current interruption that the dc CB has to withstand (i.e. the rated system
voltage, for instance, up to 320 kV [31]) and the energy stress (i.e. the energy the dc CB has
to dissipate in the worst case fault condition; as example, in [31] it is mentioned 18.5 MJ
for 150 mH dc side inductance and 11 kA maximum current), which under test conditions
should be equivalent to the energy stored in the current limiting inductance as well as the
energy supplied from the rest of the system in real operation condition [31]. Therefore, fault
current envelopes, which are used in standardized dc CB testing, require in their simplest
form the knowledge about peak fault current and maximum current derivative [39].

The article [34] states as main dc CB requirements the operating time, maximum current
interruption capability, and absorbed energy and defines dc CB operational graphs to visu-
alize the interdependence of these parameters. The dc CB design is not only influenced by
the capability to clear the fault, but also by the chosen protection philosophy. As stated in
Subsection 2.6.3, HVdc protection philosophies are clustered in fully selective, partially se-
lective and non-selective, which sets the fault ride through scenario of the MMC [34]. A fully
selective protection system, which is the focus of this section, does not allow any converter
to be blocked, since the power flow in the remaining part of the grid as well as the ac grid
support (in the sense of continuous ac voltage and reactive power support, i.e. STATCOM
functionality as explained in Subsection 3.1.2) must be maintained. A partial selective pro-
tection would allow the temporary blocking of local converters, e.g. those connected to the
faulted grid protection zone, while a non-selective protection allows temporary shutdown of
the whole HVdc system and hence allows for blocking of both local and remote converters.
The design parameter, which is mostly influenced by the choice of protection philosophy, is
the size of fault current limiting devices (e.g. inductors). If temporary blocking of local con-
verters is allowed, the fault current limiting requirement is reduced, which could save costs
and enhance the dynamic controllability of the HVdc system [144]. In this case, the size of
the minimum inductor is set to prevent the converter with the lowest rating from blocking
and other inductors in the grid are scaled down inversely to other converters’ power rating
[34].

In [145], the influence of the protection philosophy on the energy dissipation requirement
is studied also under the consideration of the maximum current rating and the time from
fault occurrence to interruption. In addition, this work lists as important requirements the
commutation time and sufficient counter voltage capability of the arrester to demagnetize
the grid inductance and drive the short circuit current to zero.

The article [40] discusses grid integration aspects of high-voltage dc CB. As main aspects,
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Table 4.1: Criteria and measures to evaluate the dc CB concepts.

Criteria Description Assessment measure

Interruption time

Time from beginning of detection Analytical fault
to current zero (including detection time, current estimation (AFCE),
trip signal communication, breaking EMT-simulation
and clearing time) (grid + ICT)

Voltage rating Nominal arrester voltage Specification

Current rating Max. current conduction in normal operation Specification

Max. fault switch-off current Peak fault current AFCE,
(higher than converter trip threshold current) EMT-simulation (grid)

Transient interruption Peak counter-voltage across dc CB EMT-simulation (stand.)voltage (TIV) after current interruption

Max. dv/dt Rate of rise of TIV EMT-simulation (stand.)

Max. di/dt Rate of rise of fault current AFCE,
EMT-simulation (grid)

On-state power losses Accumulated losses Calculation
of the main current path (semiconductor design)

Chip area Accumulated area Calculation
of used Silicon in semiconductors (semiconductor design)

Energy absorption capability Max. fault energy AFCE,
absorbed by the varistor EMT-simulation (stand.)

Dielectric withstand to ground Insulation in blocked state EMT-simulation (stand.)

Need for fault current limiter
Additional active or passive devices to limit AFCE,
the fault current rise (in case of limited EMT-simulation (grid)
current capability or large interruption times)

Switching sequence

Auto-reclosing function and no. of

Specificationswitching events until thermal runaway
or (in case of single switch-off)
restoration time and effort

Bi-directional
current breaking capability

Capability of conducting Specification, AFCE,
and breaking the fault current EMT-simulation (grid)
in case of reversed current flow

System level delay times
Time from fault occurrence to EMT-simulation
interruption start (algorithm detection time (grid + ICT)
and communication time for the trip signal)

the energy absorption capability of the arrester and the minimum size of dc current limiting
inductance are analyzed considering the impact of the ac grid, dc lines, and also the delay
time of the breaker to initiate a first negative di

dt , i.e. to start the fault clearing period. The
articles [73] and [146] describe the main design requirements on the basis of a generic me-
chanical dc circuit breaker considering pole-to-pole (P2P) and pole-to-ground (P2G) faults:
arrester voltage rating, peak fault current, dc inductance, dc CB opening time and energy
absorption. Moreover, the on-state power losses are mentioned, but - due to the simplicity of
the dc CB model - not analyzed.

To facilitate a performance evaluation of future and new dc CB designs from the variety of
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different criteria in the literature, a generalized list of qualitative criteria is established in
Table 4.1. These criteria focus on hybrid dc CB, as it is the most promising CB technology
for future high voltage dc grids. Additionally, measures to assess the suitability of a dc CB
design in a given network are proposed.

4.1.2. High-voltage dc circuit breaker topologies

In this subsection different HVdc circuit breaker topologies will be classified and a brief
description of their fault interruption principle will be presented.

Passive resonance mechanical circuit breaker Most practically realized HVdc CB con-
sist of three branches: nominal current branch, commutation branch and energy absorption
branch [147]. In the passive resonance mechanical CB the commutation branch is a series
resonance circuit of capacitor and inductor (Fig. 4.2(a)), in which the arcing voltage of the
mechanical switch excites a current with increasing amplitude oscillating at the natural fre-
quency. If this oscillating current exceeds the system fault current, a current zero crossing
occur in the nominal branch and the mechanical switch can interrupt the fault. The current
continues to flow in the commutation branch, charging the capacitor until the threshold value
of the energy absorbing element is reached. Finally, the current flows only in the resistive
branch and decreases to zero. Preferably, metal oxide varistors (MOV) are used, which start
to conduct only after a certain threshold voltage is exceeded and hence do not require an
additional insertion device [147]. This CB topology generally requires 20-40 ms to inter-
rupt the fault current [33], whereas the required interruption time for a HVdc grid should be
significantly lower.

Active resonance mechanical circuit breaker Alternatively, the active resonance me-
chanical CB, also known as active current injection circuit breaker (see Fig. 4.2(b)), uses in
the commutation branch a pre-charged capacitor in series with a reactor and thyristor switch
to inject instantly a high frequency oscillating counter current (several kHz), that creates a
local current zero in the mechanical interrupter of the normal current branch much faster than
in the passive resonance CB. The energy absorption branch consists of several parallel stacks
of metal oxide surge arresters, which are designed to clamp the peak TIV (hence, limiting the
CB’s recovery voltage) and to absorb the fault inductive energy. This scheme can typically
interrupt dc faults within 8-10 ms [33].

Solid-State circuit breaker The solid-state CB is comprised of series connected power
semiconductors in the main current path with parallel energy absorption arrester Fig. 4.2(c).
The high dynamics of the power electronic switches provide excellent fault clearing times (in
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microseconds range) without an electric arc [34]. However, due to the large series number
of semiconductors in the main current path, the on-state losses of pure solid-state circuit
breakers are extremely high, reaching up to 30 % of the converter losses [35] and hence
making this topology unattractive for practical HVdc applications to date.

Hybrid circuit breaker To comply with the requirements of minimum on-state losses and
minimum interruption time, the most recent approaches use a combination of mechanical
switch and solid-state devices to clear the short circuit current. These hybrid CB generally
consist of three branches to guarantee zero-current switching and hence no arc creation:
a low impedance main current branch with ultra-fast mechanical switch (UFMS) in series
with a bidirectional auxiliary semiconductor breaker (ASB), a commutation path with main
semiconductor breaker (MSB), and an energy absorption path with MOV (see Fig. 4.3). All
hybrid dc breakers are equipped with a mechanical residual current breaker (RCB) in series
with the main CB to interrupt the residual current (i.e. leakage current flowing through
the MOV) and to isolate the faulted system from HVdc grid, if the fault is identified to be
permanent.

The auxiliary switch has lower voltage rating (in the range of the on-state voltage of the
main switch) than the main breaker, resulting in lower on-state resistance and lower losses
(i.e. 0.01% of the converter losses) in comparison with a solid-state dc CB during normal
operation. This is possible due to the decoupling of the auxiliary switch from the line by
means of the UFMS, which carries the TIV.

In recent literature, main breaker switches are comprised of either series connections of IG-
BTs with anti-parallel diodes (Hybrid 1) [36], series stacks of H-bridges (Hybrid 2) [38]
(Fig. 4.3(a)), or bi-directional thyristors [37] (Hybrid 3, Fig. 4.3(b)). The first two have
building block-based designs, which makes them easily scalable to higher system voltages
without design changes in the semiconductor part. In [36] each main breaker segment is
parallel connected with an individual MOV bank (so called modular hybrid CB). Due to the
pure semiconductor MSB and modular MOV this topology offers adaptive auto-reclosing
function and multiple fault interruptions.

After detection of the fault, the ASB opens first, avoiding the electrical arc creation across
the mechanical switch when opening it, and the current commutates in the main breaker path.
As proposed in [36], in order to reduce the impact of the mechanical switch opening delay
(usually around 2 ms), the fault detection can be proactive, i.e. the first signal is sent to the
ASB when a current increase is noted and the final trip signal to open the MSB is sent if
e.g. a predefined overcurrent is reached. If the final trip signal is sent and the contacts of
the UFMS are fully separated, the MSB opens, finally conducting the current to the arrester
path, where the energy is absorbed (operational principle in Fig. 4.1).
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(a) (b)

Fig. 4.1: Schematic operational principle of proactive hybrid dc CB (Hybrid 1) [36]: (a) Hybrid dc
CB currents, (b) Hybrid dc CB voltages.

(a) (b)

(c)

Fig. 4.2: Schematic topologies of dc circuit breakers: (a) Passive resonance mechanical CB, (b) Ac-
tive current injection CB and (c) Solid-state CB.

In [38] the counter-voltage to conduct the current to the commutation path is created by
charging the SM capacitor after turning off the SM IGBTs, instead of using a snubber circuit
as in [36]. The counter voltage to initiate the current commutation in the topology pre-
sented in [37] is generated by charging series connected capacitors in the MSB path. Each
stage is charged to a lower opposing voltage than the previous one, so that a counter current
is injected in the previous stage to form current zero for mechanical switch and thyristors
switch-off, respectively. Although this thyristor-based topology is equipped with passive
components in the MSB path, multiple fault interruptions without noticeable restoration time
are achievable as well. Indeed, the capacitors are charged and immediately discharged during
the commutation process.

As a basis of following analysis, the proposed ratings of recent HVdc CB solutions in terms
of main evaluation criteria are shown in Table 4.2. The values of solid-state (anticipated,
since to date, no commercial design is available) and active resonant dc CB have been taken



4. Design of dc circuit breakers 121

(a)

(b)

Fig. 4.3: Topologies of hybrid dc circuit breakers: (a) Modular IGBT-based hybrid CB (left: Hybrid
1, right: Hybrid 2), (b) Thyristor-based hybrid CB (Hybrid 3).

Table 4.2: DC breaker technologies comparison. (− indicates no available information.)

Hybrid 1 Hybrid 2 Hybrid 3 Solid-State Active Passive
Res. Res.

Interruption time
3.5 ≤ 4 5 1 - 3.3 8 - 10 20 - 40

in ms
Voltage rating in kV 320 200 120 ≤ 800 ≥ 320 −
Max. fault switch-off test. 9

17
test. 5.3

5 10 −
current in kA exp. 16 exp. 7.5
TIV in p.u. ≥ 1.8 1.6 1.35 − − −

Losses in % of
0.01 0.01 0.01 30 - 40 negligible

converter losses

from [148] to demonstrate the need for hybrid dc CB solutions.

4.2. Modeling power electronics in dc fault studies

This subsection aims to introduce the necessary models of transmission systems (overhead
lines and cables) and the MMC for the analytical fault current estimation.
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Fig. 4.4: Bergeron model of single-phase transmission line system.

4.2.1. Transmission system modeling

Overhead transmission lines and underground cables are highly non-linear in nature because
of the conductors’ frequency dependency (e.g. skin effect). To model these systems in EMT
simulations, three main approaches are present in the literature [149]:

• Frequency dependent model

• Bergeron-model

• Pi-section model

The frequency dependent model and the Bergeron-model are more accurate, especially for
long lines, since they are based on distributed parameters. In contrast to the lumped parame-
ter pi-section model, distributed parameters allow for incorporating the traveling wave effect,
so that a voltage disturbance will travel along the conductor with a certain propagation speed
(approximately the speed of light), until it is reflected at the other end.

In the frequency dependent model (also known as universal line model), the full frequency
dependence of the transmission system is included, which means that the equivalent line pa-
rameters are solved in many frequency points within a user defined scope. The full frequency
dependence is represented with the telegraphers equation using two matrix transfer functions:
the propagation transfer function and the characteristic admittance [150]. This requires long
computational time, however, these models are most accurate for studies involving a wide
frequency-range and due to the fact that despite the inductance and capacitance the line re-
sistance is also a distributed parameter, provide more accurate results of the traveling waves’
attenuation.

The Bergeron model as shown in Fig. 4.4 is in fact based on an ideal, that means loss-less,
model of the transmission system, represented by distributed inductance and capacitance. To
approximate the system losses, lumped resistance of 1

4Rline is included at each end of the
line model and 1

2Rline in the middle [151]. The Bergeron model is a simplified distributed
parameter model, which is evaluated only at a single frequency, usually the nominal grid fre-
quency of 50 or 60 Hz for ac systems and 0.001 Hz as approximation of a steady-state signal
for dc systems [149]. Thus, all calculated parameters, such as the characteristic impedance,
are calculated at the single specific frequency. Nevertheless, the Bergeron model can be
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Fig. 4.5: Pi-section model of single-phase transmission line system.

Fig. 4.6: Validation of RL-model for overhead lines.

used for time-domain studies, in which indeed all frequencies are present, with the restric-
tion that only results at the chosen frequency are meaningful. Generally, this makes the
Bergeron-model suitable for studies with one main frequency of interest, such as load flow
and protection studies. Essentially, the Bergeron-model equals an infinite number of series
connected pi-sections (the most simple form of transmission system representation) except
that the total system resistance is concentrated at the end and the middle of the line model
[149].

The pi-section model is the simplest form of transmission line representation, which makes
use of lumped parameters for series line inductance and resistance and the shunt line capac-
itance [152]. The impedance values are only correct at the fundamental frequency, unless a
high number of series connected pi-sections is used, which is impractical from a computa-
tional point of view. Thus, this kind of model is incapable of representing the traveling wave
phenomena and is - in EMT simulations - just usable for electrically short lines, in which
the propagation delays are negligible. The pi-section model as shown in Fig. 4.5 is a simple
electrical circuit, in which the series impedance represents the inductance and resistance of
the line and the shunt admittance the line capacitance, which is usually halved and placed at
each end of the circuit with the series-impedance in between.

A sub-case of the pi-section model is the series RL approximation, in which the shunt capaci-
tance to ground is either neglected or combined with the converters’ equivalent dc capacitors.
This assumption is valid for overhead transmission line systems, in which the line capaci-
tance is usually small [104].

Fig. 4.6 proves the validity of RL-modeling approach for overhead lines by comparison with
frequency dependent overhead line model in PSCADTM EMT-simulations. It shows the fault
current, which is directly flowing through the faulted line. The RL-approximation accurately
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Fig. 4.7: Validation of RL-model for cables.

represents the maximum current (which is mostly determined by the line resistance) and the
slope of the current (which is mainly determined by the time constant τline =

Rline
Lline

), while the
frequency dependent traveling wave effect and the attenuation along the line are neglected.
It provides accurate average estimation of the frequency dependent characteristic, which is
suitable for fault current estimation.

It needs to be remarked that the RL-approximation is only valid for overhead lines, in which
the capacitance is usually small and thus can be either combined with the dc capacitors of
the terminal or neglected at all. In Fig. 4.7 it is shown that using RL-model for cable systems
leads to a growing modeling error with increasing time after the fault. If a cable has to be
represented, the pi-modeling including shunt capacitors to ground is more suitable in the
analysis.

4.2.2. Modular multilevel converter modeling

DC faults include electromagnetic transients, which are in the timescale of the switching
frequency of the MMC (order of ms). Thus, to accurately model the effects of dc faults on
the converter and also the effects of the converter design on the fault behavior of the dc grid,
detailed converter models are usually necessary, which consider the individual switches of
the MMC and also consider non-linear switching events.

In [153], the most detailed representation is the full-physics based model, in which com-
plex IGBT sub-circuits are derived from partial differential equations. This modeling type
accurately represents the physical behavior and losses of the individual IGBT, but due to its
complexity and computational effort it is usually not used in power system studies.

The most detailed model in power system studies is the detailed non-linear IGBT-based
model. The IGBT valves are modeled using an ideal control switch, two-non-ideal diodes -
one series and one anti-parallel - and a snubber circuit. Non-linear modeling refers to rep-
resenting the diodes with non-linear resistances using the classical V-I-curve of the diodes
[153]. The main advantages of these detailed models are the high accuracy in representing
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Table 4.3: General MMC model types for EMT simulations presented in [4].

Model
Nonlinear Linear Continuous Passive

switching model switching model model RLC

Detail
Each SM, Each SM, Each arm, Averaged

each switch each switch no switches dc side

Accuracy
Exact Approx. Approx. Approx.

dc discharge dc discharge dc discharge dc discharge
Simulation

Slowest
Faster Faster

Fastest
speed than nonlinear than linear

the switching and conduction losses and their ability to account for special switching states,
like the blocked state in fault operation of the MMC or unbalanced conditions [154]. How-
ever, these models are very time consuming in simulations due to the very large number of
switches in MMC especially for high-voltage applications and from the power system per-
spective not all details are necessarily required [154, 153]. Hence, this kind of model should
be mostly adopted as accuracy reference for validating simplified models.

Reduced-order models, which accurately replicate the behavior of switches, converters, and
control through simplified functions and controlled sources, have been developed to study
the MMC in EMT-simulations of large grid studies. Table 4.3 gives a brief overview on
general model types for MMC in EMT simulations [4].

Reduced converter models, such as the one presented in [155], aim to simplify the switching
behavior of the converter by treating them as two-state resistive devices. The ON-state (or
conduction state) of the switch is modeled as small resistance, while for the OFF-state a
large resistance is applied. The parallel connection of IGBT and anti-parallel diode can
be considered as one device in these models, since essentially the two devices act as one
bi-directional switch and only one device is conducting at a given time instance. The SM
capacitor in this model can be represented as an equivalent voltage source and resistor by
applying numerical integration methods. In order to speed up the simulations, the MMC
circuit can be reduced by eliminating internal intermediate nodes and creating Thevenin
equivalents for each arm of the MMC [155]. So, in the main network equations the number
of nodes is significantly reduced, while in the subsystem the detailed representation of the
SM is still considered and each individual capacitor voltage can be obtained.

Further reduction can be achieved, if the individual SM themselves are not longer consid-
ered, but the whole converter arm is represented with a controlled voltage source as in [156].
The voltage source is given by the total arm voltage, which equals the sum of all SM volt-
ages. In this kind of model, a blocking feature can be included, which makes it suitable for
dc fault studies. However, this continuous model does not include each level of the MMC in-
dependently, and therefore does not allow for analyzing abnormal conditions such as device
failure or SM control failure.
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(a) (b)

Fig. 4.8: Average Value Model of the Modular Multilevel Converter: (a) Passive RLC, (b) Modified
AVM.

Finally, averaged value models (AVM) may be considered, which offer the fastest simulation
speed but lack in accuracy especially for discrete events such as the converter blocking. In
the simplest form the dc side of the AVM is a purely passive RLC circuit, which however, as
it is demonstrated in Subsection 4.3, is not sufficient to accurately represent the fault currents
in all parts of the multi-terminal network. Therefore, the classical AVM as in [157] with the
improvements mentioned in [158] is considered.

In the classical AVM, the switching elements (IGBTs and diodes) are not explicitly displayed
and the MMC behavior is modeled using controlled current and voltage sources [157]. Based
on the principle of power balance and assuming a loss-less converter, i.e. equal power at the
ac and dc side of the converter, the dc side of the AVM can be derived as a series RLC-
equivalent circuit with controlled current source. Following the energy conservation princi-
ple [154]

WMMC = 6 · 1
2

CSM

nSM

∑
k=1

V 2
SMk

=
1
2

CcV 2
dc , (4.1)

and assuming that all SM have the same voltage VSM, the equivalent capacitor value can be
obtained from the detailed model parameters by

Cc =
6CSM

nSM
, (4.2)

where CSM is the SM capacitor and nSM is the number of SM per arm. On average, it can be
assumed that one third of the dc current flows in each arm of the MMC and the dc current
flow in the upper and lower arm is equal. Thus, the equivalent inductance is given by

Lc =
2Larm

3
. (4.3)

The total MMC conduction losses can be found with

Rc =
2(Rarm +∑RON)

3
, (4.4)

where Rarm and Larm are the arm resistance and inductance, respectively and ∑RON is the
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sum of the on-state resistances of all IGBT modules.

The article [7] confirms the suitability of this modeling approach for time-domain MMC dc
cable fault analysis. Using EMT-simulations of pole-to-pole faults, it is demonstrated that
the AVM accurately mimics the slope and peak values of the dc fault current after the fault
occurrence until a discrete event occurs (i.e. blocking of the converters’ IGBTs) [157]. Im-
proved accuracy of the dc currents can be achieved through more accurate loss modeling as
introduced in the MAVM, which has been developed in [158] and is shown in Fig. 4.8. In
comparison to the standard AVM, the diode replaces the ideal switch and serves as approx-
imation of the blocked state. The current source reference in blocked state has to be set to
zero. However, common to all AVM is that they mimic the converter’s behavior during a dc
fault correctly only before the converter’s IGBTs blocking, which corresponds to the time
frame of capacitor discharge. The representation of the fault periods after converter blocking
(freewheeling diode conduction period and ac in-feed period) can be improved by adding
more complex retro-fit blocking modules [158].

4.3. Fault current estimation in multi-terminal HVdc grids considering
MMC control

The choices for a certain protection strategy and the involved protection components, i.e.
MMC or dc CB, depend on the fault current that the protection system shall interrupt few
milliseconds after the fault occurrence. Before the field implementation, different hardware
limitations and requirements (see 4.1) must be evaluated for each protection system. How-
ever, it is challenging to estimate all the possible fault conditions in the grid, due to the many
involved variables. This calls for an analytical estimation of the fault current in MTdc grids,
which links system related parameters with dc CB requirements and provides, in accordance
with minimum standards of testing envelopes, the knowledge about maximum fault current
and fault current derivative.

4.3.1. Review of fault current estimation methods

The reviewed methods to estimate fault currents in multi-terminal HVdc systems and to
analyze grid parameters’ impact on those can be classified in three types: A straightforward
approach is to simulate (e.g. EMTDC) all the possible fault conditions and then evaluate the
worst case scenario, which in the following is referred as EMT-simulation-based fault current
estimation. Second, a classical analytical estimation based on traveling wave theory can be
used. And lastly, the analytical estimation can be performed based on average converter
models and circuit or mesh analysis through coupled linear differential equations.
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This thesis concentrates on VSC-based HVdc systems (including the sub-category of MMC-
based HVdc systems). Consequently, the fault current estimation in LCC-HVdc systems,
which has been studied in works such as [159], is excluded in the following.

Generally, the natural fault current response in VSC-HVdc systems can be grouped in three
stages. While for two or three-level VSC-converters the dc capacitor discharge, free-whee-
ling diode, and ac in-feed stage are reported [41], [31] lists for MMC-based HVdc systems
the capacitor discharge, arm current decay, and ac in-feed stage.

In HVdc systems, approximately the first ten milliseconds are dominated by dc capacitor
discharge and adjacent line capacitor discharge, which show highest contribution to the fault
current and hence are most relevant for the protection system design. After the fault inci-
dent, voltage waves are traveling along the lines in both directions of the fault discharging
the line capacitors. While the majority of the wave is reflected at the current limiting re-
actors, part of the wave is transmitted to the converter, where it propagates into the three
phase legs of the MMC and partially discharges the SM capacitors resulting in a rapidly
increasing current until the converter threshold for converter blocking is reached [31]. The
capacitor discharge period ends when the fault current reaches the converter threshold and
the converter is blocked. Before converter blocking, the dc components of the arm currents
in the MMC increase. After blocking, the arm currents cannot be switched off instantly and
are feeding the fault through the freewheeling diodes. The dc current decays with the arm
currents until the currents in three of the arms reduce to zero. At this moment, the fault is
entirely contributed from ac in-feed (which depends on the strength of the ac network). In
the two- or three-level VSC-HVdc system, due to the large dc capacitance, the fault current
is expected to be higher [160].

The general benefit of the EMT-based fault current estimation is that it makes use of the fully
detailed frequency-dependent model for cables and OHLs and fully detailed switching model
of the converter and eventually the breaker. This does not only lead to the most accurate
results, but also allows to study the blocked converter behavior and hence to analyze the
fault periods after converter blocking (i.e. arm current decay or free-wheeling diode stage,
respectively, and ac-infeed stage). However, this comes with the drawback of tremendous
simulation time and, as described above, the fault current is predominantly affected by the
capacitor discharge in the first milliseconds after the fault. Moreover, especially in multi-
terminal systems, the converter blocking should be avoided to continuously provide grid
services to the ac and to limit the restoration effort after clearing and removing the fault.
From this perspective, it is non-essential that the analytical methods, traveling wave and
linear differential equation based, provide valid results just until a discrete event occurs, e.g.
the converter turns into blocking state.

Applying traveling waves theory gives highly accurate descriptions of the transient fault
current development with multiple surges as the frequency-dependent characteristic of the
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lines or cables is considered. Moreover, through the usage of partial differential equations
details on the spatial distribution of the current can be included, which is especially relevant
for the placement of circuit breakers. On the contrary, the approach using coupled linear
differential equations profits from its simplicity, which provides accurate estimation for the
most important CB design parameters, i.e. fault current slope and maximum fault current,
while facilitating parameter variation analysis in large multi-terminal networks as well and,
in case suitable reduction techniques are applied to the differential equations, allows for
analytical impact sensitivity analysis. In the following, a literature overview of recent fault
current estimation techniques is given.

EMT-simulation based fault current estimation In [41], the development of fault cur-
rents in a multi-terminal VSC-HVdc cable system is investigated. A general dc fault current
slope inside the dc CB including all three fault stages is established. A parameter variation
analysis has been performed to analyze the influence of network components, such as size
of dc capacitors, fault resistance and line length of adjacent feeders, which is relevant for the
ac in-feed of remote converters. Since the dc CB are restricted in terms of their interruption
time and the 12-pulse VSC has limited current capacity, potentially being forced to switch
off in fault situation, fault current limiting dc inductors are included in the parameter analysis
as well. This study is limited by the fact that only P2G faults in bipolar HVdc systems are
studied. Moreover, for future HVdc systems, the MMC will most likely be the dominating
converter technology and this study was based on 12-pulse two-level VSC.

The article [160] compares the fault currents in two-level VSC and half-bridge MMC HVdc
systems. The analysis focuses on both P2P and P2G faults with respect to fault resistance
and fault position. However, as a simplification of an HVdc link, it just includes a single
converter with a dc cable connected. This allows for study of only the natural fault response
of the converter itself, but cannot give insights into the fault behavior of the HVdc system,
which involves the influence of adjacent lines and other converters. Also, this study is limited
to cable systems and for the P2P faults only ideal short circuit with zero fault resistance has
been considered.

In the article [161] based on PSCAD EMTDC simulations, a comparative analysis of the
MMC control parameters’ impact on dc faults in a two-terminal HVdc link has been per-
formed. It has been revealed that a variation of control parameters of the output current
control, SM balancing control, or type of modulation has no direct impact on the fault cur-
rent behavior. Instead, the arm-balancing control impacts the modulation reference signal
and consequently influences the dc fault current. The outer control loops, due to their rela-
tively slow dynamics, have been neglected in this analysis. The aim of this study is a control
parameter variation analysis of a single converter and not the study of fault currents in an
MTdc system, which is also revealed by the very early converter trip at around 0.5 ms at
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relatively low dc current threshold of around 3 kA. In an MTdc system, the CB would need
longer interruption time and it is intended to keep the MMC in operation as long as possible
to maintain the power flow in the grid and avoid complete de-energizing. Moreover, it has
to be remarked that the negligible effect of control parameter variation must not be mistaken
with the representation of power flow in the converter during the fault, which has to be con-
sidered for proper MMC representation and fault current estimation in multi-terminal HVdc
systems. The power flow can be included by considering parts of the control in the converter
model as demonstrated in Subsection 4.3.2.

Traveling-wave based fault current estimation The article [42] derives analytical expres-
sions for the fault currents in a multi-terminal two-level VSC-HVdc system with the aim to
specify HVdc circuit breaker requirements. The first milliseconds after the fault occurrence
are the most relevant for the circuit breaker design. Since this period is dominated by the
capacitor and adjacent feeder discharge, which also yield the highest rate of rise of the fault
current, this study focuses on the influence of these two parameters’ variation.

Analytical expressions of dc fault currents can be derived using the traveling-wave theory
[42], [31] and partial differential equations for voltage vx and current ix at the point x of a
long line:

−δv
δx

= Lline
δ i
δ t

+Rlinei (4.5)

− δ i
δx

=Cline
δv
δ t

+Glinev (4.6)

with the line resistance Rline, inductance Lline, capacitance Cline, and shunt conductance Gline.
Laplace-transformation leads to

dV (s)
dx

=−Zline (s) I (s) (4.7)

dI (s)
dx

=−Yline (s)V (s) (4.8)

Z (s) = R+ sL (4.9)

Y (s) = G+ sC , (4.10)

where Zline (s) is the cable impedance and Yline (s) is the cable admittance. Mathematical
manipulation results in independent second-order differential equations for the voltage and
current:

d2V (s)
dx2 − γ

2(s)V (s) = 0 (4.11)

d2I (s)
dx2 − γ

2(s)I (s) = 0 (4.12)
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with the propagation constant γ(s) =
√

Zline(s) ·Yline(s). The solutions of (4.11) and (4.12)
can be found with the superposition of the forward and backward traveling waves and the
characteristic line impedance Zc(s) =

√
Zline(s)/Yline(s):

V (x,s) =V+(s)e−γ(s)x +V−(s)eγ(s)x (4.13)

I(x,s) =
1

Zc(s)

[
V+(s)e−γ(s)x−V−(s)eγ(s)x

]
. (4.14)

Finally, the closed-form analytical short circuit current expression is calculated with back-
transformation in time domain. In this study the converters are not represented in detail, but
only as generic blocked topology, i.e. as diode rectifier. During a P2G fault, which is the
focus point of this study, the blocked converter representation is not realistic, since in practice
only those converters close to the fault are affected. Moreover, in a bipolar system, only the
converter at the faulted pole would be blocked. This fact, together with the negligence of the
converter control, does not allow for study of the transition from normal to fault condition
[31].

In [31] the MMC dc fault response has been analyzed with the traveling waves approach. A
simplified average MMC model without dc voltage and active power control influence and an
ideal inductive line (no conductor resistance) has been assumed. The attenuation of traveling
waves along the cable due to the line resistance is not considered, and the incident voltage
wave is assumed as a negative step function. However, this is not a massive restriction,
since this assumption will provide the limit for the largest possible drop in voltage and hence
maximum current [39]. Mathematical expressions in time domain have been found for the
propagating voltage waves, in order to determine the SM capacitor discharge current. The
current output of the MMC under dc fault close to the converter is obtained as:

di(t)
dt

=
[
B
(
ω

2+α
2)sin(ωt)−A

(
ω

2−α
2)cos(ωt)

]
exp(−αt) , (4.15)

where α =
Req
2Leq

, ω =

√
1

LeqCeq
−
(

Req
2Leq

)2
, A =CeqVdc, B = I0+Aα

ω
, Req = Rdc+Rfault+

2
3Rarm,

Leq = Ldc +
2
3Larm, Ceq = 6CSM

nSM
and I0 is the initial steady state dc current. Neglecting the

resistance in the circuit it can be simplified to

di(t)
dt

=
Vdc

Leq
cos(ωt) . (4.16)

In general, the analysis of the influence of specific components or parameters with the trav-
eling wave approach leads to lengthy equations, if the exact time-domain solution is used,
or complex approximations, which are only valid in both the time and spatial proximity of
the fault, respectively [42]. The analytical expression in [31] is valid for faults close to the
converter terminal until the converter blocking, which can result from either under-voltage
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or over-current tripping, respectively. Moreover, detailed parameter analysis has been per-
formed only by EMTDC simulations with focus on dc limiting inductance and fault loca-
tion.

Another application of traveling waves to estimate dc fault currents can be found in [39]. The
aim of this study is to define fault current envelopes, i.e. the collection of all possible fault
currents a circuit breaker should be designed to deal with, for 2-level-VSC and MMC. These
analytical expressions can be used to specify circuit breaker test circuits, which recreate the
conditions of the power system. The study focuses on the fault current in-feed of a single
converter and does not provide results for MTdc systems. In this paper, the traveling wave
analysis is only applied to non-terminal faults, whereas for two-level VSC a simple sine-wave
representation is used if the fault is located at the terminals (i.e. at the converter output):

idc (t) =V0

√
Cdc

Ldc
sin(ωt)+ I0 . (4.17)

Also for MMC a similar equation is used, if the fault is located at the terminals (i.e. at the
converter output):

idc (t) = Imax sin(ωt +φ) , (4.18)

valid only for a small time interval after the occurrence of the fault t ≤ φ−(π/2)
ω

, with φ =

arcsin
(

I0
Imax

)
and ω = 1√

(Leq+Ldc)Ceq
and Imax = V0

√
Ceq

Leq+Ldc
+ I0. This expression is not

intended to exactly estimate the fault behavior of the MMC, but just to get the fault current
envelope. Hence, converter control structure is kept constant and the converter does not
block in the event of the dc fault. To study fault currents in MTdc systems, this MMC
representation is oversimplified as it neglects the resistances (both arm and IGBT resistances)
and does not represent the influence of the control and power flow during the fault in the
equivalent model.

Differential equation based fault current estimation The article [43] provides a theoret-
ical analysis of cable faults in VSC-HVdc systems based on circuit analysis. The cables are
modeled with a series connection of resistance and inductance, whereas these parameters are
the pi-model equivalent resistance and inductance of the positive and negative pole cables,
respectively. The cable grounding capacitor is omitted, since it is dominated by the large
dc capacitor. This cable modeling is not accurate for MMC-HVdc systems, where the ca-
pacitors along the cables have significant impact on the dc fault current evolution. From the
equivalent circuit of a P2P fault in 2L-VSC-HVdc system it results in a second-order circuit,
damped only by the line resistance, naturally leading to an oscillatory current icable:

vdc (t) =
V0ω0

ω
e−δ t sin(ωt +β )− I0

ωCdc
e−δ t sinωt (4.19)
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icable (t) =Cdc
dvdc

dt
=−I0ω0

ω
e−δ t sin(ωt−β )+

V0

ωLline
e−δ t sinωt , (4.20)

where δ =Rline/2Lline, ω2 = 1/LlineCdc−(Rline/2Lline)
2, ω0 =

√
δ 2 +ω2 and β = arctan(ω

δ
).

The equivalent circuit is valid only for a short time interval after the fault occurrence until the
capacitor voltage drops to zero, which initiates the diode freewheeling stage and afterward
the ac (or grid-side current) in-feed stage. However, this is not critical, since the capacitor
discharge stage, which is accurately represented with the linear differential equations in 4.20,
is most relevant for the circuit breaker design.

Also analyzed is the circuit for a P2G (here cable to ground) fault. The capacitor discharg-
ing stage is also represented as a second-order circuit, whose natural response gives a non-
oscillation discharge process, though. The dc link voltage will not fully drop to zero, so no
freewheeling diode stage will occur. During the ac in-feed period the converter topology will
change due to commutation between the diodes, which makes it impossible to find contin-
uous analytical expressions. The transient process is described with a stepwise solution of
third-order state-space equations.

The study in [43] is limited to VSC-HVdc systems, whereby the modeling has only been
validated for the 2-level converter. It reveals that the MMC behaves differently due to the
distributed capacitors in the SM and other control structures. Although short circuits are
more common in overhead lines due to direct exposure to atmospheric conditions, the authors
of [43], as most of the reviewed studies, focus only on cable systems. Another limitation is
the assumption of ideal short circuits, i.e. not considering a variable fault resistance.

Li et al were the first to apply circuit analysis by linear differential equations in MTdc sys-
tems based on the MMC technology [44]. The fault current estimation is applicable to MTdc
systems with multiple dc/dc-converter connected areas, splitting the network in affected/non-
affected areas. The article [44] uses a fully passive RLC model for the MMC, i.e. series
connection of equivalent resistance, inductance, and capacitance, and mesh analysis to in-
vestigate the fault currents in the faulty overhead line. The overhead lines are modeled with
series connection of equivalent resistance and inductance. The main target was to study the
impact of resistive and inductive fault current limiters, which are included in the equiva-
lent parameters of the line. The analytical results have been partially validated by PSCAD
EMTDC simulations.

The method in [44] presents a critical drawback, which makes it unsuitable for CB or in
general protection design in MTdc systems. Due to the oversimplified MMC model, which,
being fully passive, neglects the influence of the power flow in the converter (from ac to
dc) during the fault, the current estimations are only valid in the very proximity of the fault
point in the faulty line. Neglecting the power flow results in incorrect results for dc terminal
voltages and hence for the currents in adjacent lines of the grid, which are mostly influenced
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by the terminal voltage difference and not by the fault parameters itself. Moreover, this work
considers only one study case, P2P faults in symmetrical monopole grids.

Research Question The reviewed fault currents estimation techniques provide valid steps
toward an analytically funded design of dc CB. However, they still show significant research
gaps. EMT-simulation based methodologies are very time consuming, if multiple parame-
ters should be varied to cover the big number of fault scenarios in the dc CB design process.
Furthermore, they rely on detailed models of the converter and lines or cables, which re-
quire data not always available due to property restrictions. The traveling wave analysis
instead requires the solution of lengthy equations, if the exact time-domain solution should
be found to analyze the influence of specific components or parameters. To overcome this is-
sue, complex approximations have to be performed, which are only valid in time and spatial
proximity of the fault. The use of mesh analysis based on linear differential equations is a
simple yet accurate approach to estimate the fault current slope and maximum peak current,
which are the most relevant design parameters. Moreover, it allows to investigate multiple
parameter variations in a very short time. However, the reviewed approaches in the litera-
ture either consider only VSC or are based on oversimplified passive modeling of the MMC,
which makes them unsuitable for the analysis of multi-terminal systems. Another common
drawback is that the fault current estimation is applied only to a restricted number of study
cases, focusing for example on only one fault scenario (P2G or P2P) or assuming only ideal
short circuit conditions neglecting the influence of the fault resistance or the presence of fault
current limiting devices.

As an interesting research question has been found, to develop a fault current estimation
method, which allows complex parameter variation analysis with limited computational ef-
fort for various fault scenarios in an MMC-based MTdc system. In the following section, it
is presented a fault current estimation based on mesh analysis and modified average value
model of the MMC, which includes the power flow by considering the MMC outer loop
control. The presented fault current estimation also extends the mesh analysis to bipolar
systems and considers pole-to-neutral faults, which are more common in MTdc systems, by
the inclusion of virtual path resistance.

4.3.2. Pole-to-pole fault current calculation in symmetrical monopole MTdc grids
considering control dynamics

The proposed P2P fault current calculation method is based on mesh analysis with coupled
differential equations. A symmetrical monopole HVdc network can be separated into posi-
tive and negative poles, where, due to the symmetry, only the positive branch currents need
to be calculated. The MMCs are represented with their modified average value model, i.e.
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by series RLC circuits and controlled current source to represent the power flow as depicted
in Fig. 4.8(b). The branches of the dc network are represented by a series RL circuit, where
traveling wave phenomena are neglected. The RL-model can be regarded as an average ap-
proximation of the frequency dependent characteristic of the line, which is suitable for the
fault current estimation as demonstrated in Subsection 4.2.1. It has to be remarked that the
RL-approximation is only valid for overhead lines. However, overhead transmission lines
are considered as the primary scheme for long distance transmission, because of relatively
low cost and high technology readiness [83]. Moreover, they are directly exposed to atmo-
spheric conditions, which makes them more vulnerable against short circuit events. Hence,
the focus of the fault current estimation below lies on OHL HVdc systems. If a cable has to
be represented, the pi-section model including shunt capacitors to ground is more suitable.
In that case each parasitic capacitor will be added as supplementary state in the fault current
estimation. Hence, for each cable pi-section two additional voltage differential equations
have to be considered in the set of differential equations:

dvpar

dt
= diag

[
1

Cpar,12
... 1

Cpar,ij

]
· ipar . (4.21)

The currents through parasitic capacitors can be expressed with KCL by branch and converter
currents and thus do not require additional differential equations.

It must be noted that the RLC MMC model is an oscillatory circuit, that causes inaccurate
results after the first ten milliseconds. However, to design a dc circuit breaker, exactly this
time period is of the highest importance, since the maximum current and initial current rise
are dominantly affected during this capacitor discharge phase [41], [31].

As basis of the mesh analysis, the nodes in the network must be classified based on their phys-
ical connection and hence their mathematical independence. Nodes connected to an MMC
are defined as real (i.e. independent) nodes and dc connection points of more branches are
defined as virtual (i.e. dependent) nodes. Both are labeled with ni. The branch from node ni

towards node nj representing an overhead transmission line is entitled with bij. The current
in this branch iij is flowing from node ni towards node nj. The current injected by MMC
i is ici and the voltage across the equivalent capacitor is vci, respectively. It represents the
steady-state dc voltage of the respective MMC i. A P2P fault is modeled as a real node with
variable fault resistance instead of the MMC equivalent circuit.
The dynamic behavior of the branch currents can be expressed with the following equa-
tion:

At ·v = Rt · i+Lt ·
di
dt

, (4.22)

where i = [i12 . . . iij . . .]T is the branch current vector, v = [vc1 . . .vci . . .]
T is the node voltage

vector, At is the network incidence matrix, and Rt and Lt are the network resistance and
inductance matrix, respectively.
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Table 4.4: Off-diagonal elements of resistance matrix for branch i j.

Branch current iik iki ijk ikj ikp ipk
Element Rci −Rci −Rcj Rcj 0 0

The elements of the incidence matrix are calculated based on equation (4.23):

aki =


1, node i is starting point of branch k

−1, node i is ending point of branch k

0, node i is not a point of branch k .

(4.23)

For subsequent simplification the incidence matrix is split into two parts. At1 contains all
real node columns and At2 contains all virtual node columns.
The diagonal elements of the resistance and inductance matrix contain the sum of all re-
sistances and inductances in the path of the respective branch current. For branch i j, its
diagonal elements are 2Rij +Rci +Rcj and 2Lij + Lci + Lcj, respectively. The off-diagonal
elements represent the elements in the path in which the other branch currents flow. The
off-diagonal element’s sign represents the reference direction of the other branch current.
Hence, the possible off-diagonal elements for branch i j are shown in Table 4.4.

Since the virtual node voltages are not mathematically independent, they result in an over-
defined differential equation problem, which can be avoided by replacing the virtual node
voltage by the voltage drop between virtual node and fault node. It is summarized in matrices
R1 and L1, which contain the respective resistances and inductances in the virtual node row.
Left multiplying R1 and L1 by At and subtracting them from Rt and Lt, respectively, results
in:

R2 = Rt−At ·R1 (4.24)

L2 = Lt−At ·L1 . (4.25)

The resulting matrices R2 and L2 are not full rank. Thus, the virtual node rows in R2 and
L2, respectively, need to be replaced by At2 and the corresponding rows in At1 need to be set
to zero. Essentially, this leads to the KCL equation at the virtual node. The updated matrices
At1, R2, and L2 are renamed as A, R, and L and (4.22) migrates to (4.26):

A ·v = R · i+L · di
dt

. (4.26)

The dependence between MMC currents ic = [ic1 . . . ici . . .]
T and branch currents can be found

with:
ic =−AT

t1 · i . (4.27)

In the following, it is demonstrated without loss of generality for voltage controlling nodes,
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how the source current representing the power flow in the MMC during the fault is considered
in the fault current estimation. Regarding the MAVM of the MMC, the source current is
calculated based on

isMMC =
P∗

vc
(4.28)

for power controlling terminals and

isMMC = kp,vdc · (V ∗dc− vc)+ ki,vdc

∫
(V ∗dc− vc)dt (4.29)

for dc voltage controlling terminals, respectively. In the case of voltage controlling terminals
the dc voltage controller output based on p.u. values is used as input for the controlled current
source. The current id is generally used to control the active power and consequently the dc
voltage. If the converter is loss-less and is operated at its voltage rating (ac and dc voltage
are 1 p.u.), it can be assumed from

P∗ = id · vd = isMMC · vc (4.30)

that the p.u. values of line and dc current are equivalent. By mathematical manipulation the
source current derivative in the respective measurement units can be found in time domain
with

disMMC

dt
=

Pnom

V 2
dc,nom

(
ki,vdc (V ∗dc− vc)− kp,vdc

dvc

dt

)
, (4.31)

where Vdc,nom and Pnom are the converter nominal dc voltage and power, respectively. Con-
sequently, (4.31) has to be included in the problem’s set of coupled differential equations for
each voltage controlled node and time-dependent variables for the source current isMMC =

[isMMC1 . . . isMMCi . . .]
T have to be respected in the dc voltage differential equations.

The dynamic relationship between the converter voltages across the equivalent MMC capac-
itor and the converter currents ic and is = [is1 . . . isi . . .]

T can be found with

dv
dt

= K · (ic + isMMC) , (4.32)

with
K = diag

[
1

Cc1
... 1

Cci

]
. (4.33)

Considering (4.27) and (4.32) and defining

P =−K ·At1 , (4.34)

the relationship between the node voltages, branch currents, and source currents can be found
with (4.35):

dv
dt

= P · i+K · isMMC . (4.35)
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The dynamics of the dc voltage PI- and power P-controller determine the time-dependency
of the source current vector isMMC = [isMMC1 . . . isMMCi . . .]

T. In consequence, these control
dynamics are included in the coupled differential equations. Solving the coupled differential
equations given by (4.26), (4.31), and (4.35) allows to calculate all dc line currents in the
multi-terminal network accurately in case of an P2P fault. To obtain the necessary initial
values of the state variables i and v, a load-flow analysis, e.g. based on the well known
Newton-Raphson method, must be accomplished previously.

4.3.3. Fault current calculation in bipolar MTdc grids considering control dynamics

In its presented form, the fault current estimation in Subsection 4.3.2 is only applicable to
pole-to-pole-faults in symmetrical monopole grids. The following subsection aims for gener-
alizing the fault current estimation to both monopole and bipolar grids. At first, an extension
from monopole P2P faults to those in bipolar MTdc grids is presented. Although the P2P
faults are generally considered to be more severe, in future MTdc grids a distinction between
P2P and other fault types such as pole-to-neutral (P2N) faults may be important. This is
motivated by possible combined protection solutions, containing both converter and breaker
actions, whose requirements vary with the type of fault. Therefore, in the second part of
the subsection the generalized use of the fault current estimation to both fault types, P2P
and P2N, will be enabled by introducing the concept of virtual path with infinite resistance
between healthy pole and neutral conductor.

Generally, a bipolar MTdc system consists of two MMC with the midpoint grounded at
each converter terminal and optionally a neutral conductor. In consequence, to include the
additional (without loss of generality it is referred to as the negative) pole, the respective
MMC variables ic, v and is need to be duplicated in the differential equations. Positive pole
MMC variables are denoted with subscript p and negative pole MMC variables are denoted
with subscript n, respectively. Since the branch currents in positive and negative pole are
identical in the case of bipolar P2P faults, the branch definition of the monopole case can be
applied and the definition of resistance and inductance matrix remain the same. The dynamic
behavior of the branch currents can be found with (4.36):

A ·
(
vp +vn

)
= R · i+L · di

dt
. (4.36)

The dependence between positive pole MMC currents icp =
[
ic1p . . . icip . . .

]T and negative
pole MMC currents icn = [ic1n . . . icin . . .]

T, respectively, and branch currents can be obtained
with (4.37):

icp,n =−AT
t1 · i . (4.37)
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Consequently, the relationship between the node voltages, branch currents and source cur-
rents can be found with (4.38):

dvp,n

dt
= Pp,n · i+Kp,n · isp,n , (4.38)

with
Kp,n = diag

[
1

Cc1p,n
... 1

Ccip,n

]
(4.39)

and
Pp,n =−Kp,n ·At1 . (4.40)

The P2N faults lead to an asymmetry in the equivalent network. To enable the generalized
coupled differential equation based approach established in Subsection 4.3.2, it is necessary
to include a virtual path from healthy pole to neutral conductor with infinite resistance. The
concept is illustrated in Fig. 4.12. Also, the current flow in the positive and negative poles is
different, which makes it necessary to express both currents with independent state variables
iij and ibij, which are included in the system’s current vector i= [i12 . . . iij . . . ib12 . . . ibij . . .]

T.

The dynamic behavior of the branch currents can be expressed with the following equa-
tion:

Az1 ·v = Rt · i+Lt ·
di
dt

, (4.41)

where v = [vc1p . . .vcip . . .vc1n . . .vcin . . .]
T is the adapted node voltage vector. The real node

part of the adapted bipolar incidence matrix is defined as

Az1 =

[
At1 OAt1

OAt1 −At1

]
, (4.42)

where OAt1 is the zero matrix with the size of At1. For branch ij, the main diagonal elements
of the resistance and inductance matrix are Rij+Rcip+Rcjp+Rnij and Lij+Lcip+Lcjp+Lnij,
respectively. Rnij and Lnij are the line parameters of the metallic ground return path. For
branch bij, the main diagonal elements of the resistance and inductance matrix are Rij +

Rcin +Rcjn +Rnij and Lij +Lcin +Lcjn +Lnij, respectively. Assuming equal line parameters
for the positive and the negative pole, the off-diagonal elements for branches ij and bij are
given in Table 4.5. Similar to the monopole case, the virtual node voltages are replaced
by the voltage drop between the virtual node and the fault node. However, in the P2N
case, the equations are obtained for both poles separately. The matrices R1 and L1 contain
the respective resistances and inductances in the virtual node rows. Left multiplying R1

and L1 by the adapted bipolar incidence matrix Az and subtracting them from Rt and Lt,
respectively, results in

R2 = Rt−Az ·R1 (4.43)
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Table 4.5: Off-diagonal elements of resistance matrix for branch i j and bi j for bipolar MTdc.

iij

Branch current iik iki ijk ikj ikp ipk
Element Rci −Rci −Rcj Rcj 0 0

Branch current ibij ibik ibki ibjk ibkj ibpk ibkp
Element Rnij 0 0 0 0 0 0

ibij

Branch current iik iki ijk ikj ikp ipk iij
Element 0 0 0 0 0 0 Rnij

Branch current ibik ibki ibjk ibkj ibpk ibkp
Element Rci −Rci −Rcj Rcj 0 0

L2 = Lt−Az ·L1 , (4.44)

with the adapted bipolar incidence matrix

Az =

[
At OAt

OAt −At

]
. (4.45)

OAt is the zero matrix with the size of At. The resulting matrices R2 and L2 are not full
rank. Thus, to solve the DGL system, the positive pole virtual node rows in R2 and L2,
respectively, need to be replaced by

[
At2 OAt2

]
and the negative pole virtual node rows by[

OAt2 At2

]
. OAt2 is the zero matrix with the size of At2. The corresponding rows in Az1

need to be set to zero. The updated matrices Az1, R2 and L2 are renamed as A, R and L and
(4.41) migrates to (4.46):

A ·v = R · i+L · di
dt

. (4.46)

Also, in the case of P2N faults, the positive and negative pole MMC currents can be sum-
marized in a single vector ic =

[
ic1p . . . icip . . . ic1n . . . icin . . .

]T. Thus, the relationship between
the MMC currents ic and the positive and negative branch currents i is expressed by

ic = Ai · i , (4.47)

with

Ai =

[
−AT

t1 OAt1

OAt1 AT
t1

]
. (4.48)

The source current vector of the MAVM of the MMC in the bipolar MTdc is defined as
isMMC =

[
isMMC1p . . . isMMCip . . . isMMC1n . . . isMMCin . . .

]T. Thus, the relationship between node
voltages, branch currents and source currents can be found with (4.49):

dv
dt

= P · i+K · isMMC , (4.49)
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Fig. 4.9: Representation of CIGRE 4-bus MTdc benchmark grid [162].

Fig. 4.10: Equivalent circuit model of CIGRE 4-bus MTdc benchmark grid [162] with pole-to-pole
fault in line 53.

with
K = diag

[
1

Cc1p
... 1

Ccip
... 1

Cc1n
... 1

Ccin

]T
(4.50)

and
P = K ·Ai . (4.51)

4.3.4. Simulation results

PSCAD EMT-simulations of the 4-bus MTdc CIGRE benchmark grid [162] (see Fig. 4.9)
are carried out to verify the accuracy of the proposed fault current estimation. First, it is
assumed a symmetrical monopole MTdc grid configuration and a P2P fault is applied at the
line 53. The relevant system parameters are listed in Table 4.6 to Table 4.8 and the exemplary
resistance and inductance matrix calculations for the equivalent circuit model in Fig. 4.10
are given in (4.52) and (4.53), respectively, and the exemplary incidence matrix and voltage
dynamic matrix are given in (4.54) and (4.55), respectively.
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Table 4.6: Network Parameters.

Symbols Vdc,nom [kV] Idc,nom [kA] Pnom [MW] Vll,rms [kV]

Value 400 2 800 220

Symbols Ldc [mH] Roh [Ω/km] Loh [mH/km]

Value 200 0.006 0.945

Table 4.7: MMC Parameters and dc Node Control Modes.

Node L0[mH] Ron[ mΩ

SM ] Rarm[Ω] NSM CSM[µF] Mode dc ref.

1 29 1.361 0 200 10000 PQ P∗ = 400MW
2 19 0.908 0 200 15000 PQ P∗ =−800MW

3 29 1.361 0 200 10000 VdcQ
V ∗dc = 400kV

kp,U = 14
ki,U = 5

4 116 5.445 0 200 2500 PQ P∗ = 400MW

Table 4.8: Initial values of branch currents and node voltages.

Symbols i12 (t=0) i25 (t=0) i30 (t=0) i34 (t=0) i50 (t=0)

Value [kA] 0.999 -1.044 1.044 -0.974 -1.044

Symbols vc1 (t=0) vc2 (t=0) vc3 (t=0) vc4 (t=0)

Value [kV] 400.32 398.64 400.46 405.02

R =


2R12 +Rc1 +Rc2 −Rc2 0 0 0

−Rc2 2R25 +Rc2 R0 0 R0 +2R50

0 0 R0 +2R30 +Rc3 Rc3 R0

0 0 Rc3 2R34 +Rc3 +Rc4 0
0 −1 0 0 1


(4.52)

L =


2L12 +Lc1 +Lc2 −Lc2 0 0 0

−Lc2 2L25 +Lc2 0 0 2L50

0 0 2L30 +Lc3 Lc3 0
0 0 Lc3 2L34 +Lc3 +Lc4 0
0 −1 0 0 1

 (4.53)

A =


1 −1 0 0
0 1 0 0
0 0 1 0
0 0 1 −1
0 0 0 0

 (4.54)
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(a)

(b)

(c)

(d)

Fig. 4.11: Comparison of dc branch current results (i12 (green), i30 (red)) with varying fault
impedance in symmetric monopole grid: (a) R0 = 0.1 Ω, (b) R0 = 100 Ω, and dc node
voltage results (c) vc1, (d) vc2 from presented improved estimation (solid), basic estimation
from [44] (dotted) and EMT-simulation (dashed).

K =


1

Cc1
0 0 0

0 1
Cc2

0 0

0 0 1
Cc3

0

0 0 0 1
Cc4

 (4.55)

In Fig. 4.11 the branch currents and node voltages of EMT-simulations, basic differential
equations based fault current estimation with simplified MMC representation from the liter-
ature [44], and the presented improved fault current estimation are compared. In contrast to
the presented method, the basic approach in the literature makes use of an MMC averaged
value model without controlled dc current source, which, consequently, does not include the
power flow from ac to dc during the fault period leading to inaccurate estimations of the dc
branch currents and node voltages. The simplified MMC average value model is an uncon-
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trolled resonant circuit, in which the time-dependent parameters, here voltage and current,
fully depend on their initial state. In consequence, the resulting modeling error is more than
neglecting the ac power in-feed. Indeed, if the initial current flow has a positive sign, the
equivalent dc capacitor in the uncontrolled RLC circuit will be charged. By definition, the
dc terminal voltage is equal to the voltage across the equivalent capacitor and will increase as
well, although the terminal might be connected to the faulty line (and a voltage drop would
be expected). The modeling error is demonstrated in an exemplary way in Fig. 4.11(d). Since
the remote dc line currents are mostly influenced by the voltage difference between the ends
of the respective line, as a result, those current waveforms are inaccurately estimated (see
Fig. 4.11(a) and Fig. 4.11(b)). This is a critical drawback, since adjacent feeder currents are
known as a prominent contributor to the maximum dc fault current in the faulty path and
hence influence the design of the dc CB [41]. Two study cases are carried out to verify the
performance of the proposed fault current estimation: ideal short circuit (with low resistance
0.1 Ω) and high-impedance fault (with resistance 100 Ω). As a consequence of the low re-
sistance in Fig. 4.11(a), the branch currents in the faulted line i30 show a rapid increase. The
high over-current leads to a trip of converter 3 at around 9 ms. As explained above, the an-
alytical methods to estimate fault currents are only valid until a discrete event occurs (i.e.
the converter blocking). Hence, the converter blocking phase cannot be modeled with the
proposed approach and this time range is grayed. Under the specified fault scenarios, it is
assumed that the dc voltage never goes below the ac peak voltage. Hence, the converter never
enters the diode rectifier mode. Including the controlled dc current source in the proposed
fault current estimation method, gives not only accurate results for branch currents in the
faulted line, but also for those located in remote areas of the network as demonstrated by
Fig. 4.11(a) and Fig. 4.11(b). The maximum average deviation for the proposed fault current
calculation including MMC control compared to EMT-simulation is −0.0315 p.u. Whereas
for the basic approximation with simplified MMC modeling, the maximum average devia-
tion is 0.0594 p.u. In Fig. 4.11(c) the voltage at remote MMC 1 is displayed. Including the
power and dc voltage control by means of source current vector, the calculated voltage re-
sembles the simulation results with an average deviation of 0.0015 p.u. Similar conclusions
can be made for the voltage at MMC 2 in Fig. 4.11(d), which is connected to the faulted line.
The analysis presents an average deviation of 0.0082 p.u. In Table 4.9 the average deviation
of the proposed improved and basic estimation of the node voltages and branch currents with
respect to EMT-simulations is summarized for different fault resistance. It can be concluded
that the average accuracy of the proposed analysis is superior for any current or voltage in
the grid compared to the basic fault current estimation approach.

Table 4.10 shows the initial branch current and node voltage values for the bipolar dc grid as
depicted in Fig. 4.12. Fig. 4.13 demonstrates the accuracy of the proposed method for fault
current calculations in bipolar dc grids with P2P faults (Fig. 4.13(a) and Fig. 4.13(b)) and
P2N faults (Fig. 4.13(c) and Fig. 4.13(d)). Table 4.11 summarizes the average deviation of
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Table 4.9: Average deviation in p.u. of basic and improved (Impr.) estimation with respect to EMT-
simulations.

Variable i12 i25 i30 i34 i50

Basic (0.1 Ω) −0.0495 −0.0175 −0.0443 0.0594 −0.0175
Impr. (0.1 Ω) −0.0038 −0.0027 −0.0315 −0.0076 −0.0027
Basic (100 Ω) −0.0588 0.0264 −0.0418 0.0702 0.0264
Impr. (100 Ω) −0.0033 −0.0022 −0.0155 −0.0065 −0.0022

Variable vc1 vc2 vc3 vc4

Basic (0.1 Ω) −0.0336 0.0635 −0.0137 0.1290
Impr. (0.1 Ω) 0.0017 0.0157 0.0190 0.0073
Basic (100 Ω) −0.0370 0.0608 −0.0241 −0.1437
Impr. (100 Ω) 0.0015 0.0082 0.0028 0.0046

Fig. 4.12: Equivalent circuit model of bipolar CIGRE 4-bus MTdc benchmark grid [162] with pole-
to-neutral fault in line 53.

Table 4.10: Initial values of branch currents and node voltages for bipolar dc grid.

Symbols i12 (t=0) i25 (t=0) i30 (t=0) i34 (t=0) i50 (t=0)

Value [kA] 0.498 -0.506 0.506 -0.498 -0.506

Symbols vc1p,n (t=0) vc2p,n (t=0) vc3p,n (t=0) vc4p,n (t=0)

Value [kV] 398.53 398.88 399.69 400.44

bipolar branch current calculation with respect to EMT-simulation results.

The proposed fault current calculation method allows detailed parameter variation analysis
in order to provide information for optimal dc CB and protection system design. It is of
special interest for the dc CB design to know the fault current dynamic profiles for different
grid conditions before grid operation. Critical testing parameters, which are influencing the
fault current, are the fault resistance, dc side inductance, converter blocking instant, and
fault location [163]. Other parameters, which are not within the scope of this thesis, are
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(a)

(b)

(c)

(d)

Fig. 4.13: Comparison of dc branch current results (i12 (green), i30 (red), i34 (cyan), i50 (blue)) under
bipolar P2P and P2N fault with varying fault impedance: (a) P2P R0 = 0.1 Ω, (b) P2P
R0 = 100 Ω, (c) P2N R0 = 0.1 Ω, (d) P2N R0 = 100 Ω from presented estimation (solid)
and EMT-simulation (dashed).

Table 4.11: Average deviation in p.u. of improved analysis with respect to EMT-simulations for
bipolar fault currents.

Variable i12 i25 i30 i34 i50

P2P (0.1 Ω) 0.0299 −0.0387 −0.0670 0.0159 −0.0387
P2P (100 Ω) 0.0037 −0.0014 −0.0514 −0.0234 −0.0014
P2N (0.1 Ω) 0.0266 −0.0232 −0.0641 −0.0245 −0.0232
P2N (100 Ω) 0.0096 0.0125 −0.0309 −0.0177 −0.0125

the transmission line type (OHL or cable), the dc side capacitance (mostly relevant for 2L-
VSC systems), the system earthing (analyzed in [164]), and ac system strength (covered in
[165]).

In Fig. 4.14 the fault resistance Rsc (which is equal to the node resistance R0 as explained
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Fig. 4.14: Analytical dc branch current i30 with varying fault resistance (Fault at Node 5).

previously) is varied from 0.1 Ω (ideal short circuit) to 100 Ω (high impedance fault) with
constant current limiting inductance. Typical high impedance faults can reach values up to
400 Ω [163].

It is visible that the fault current presents an inverted exponential increase, whose damping
is proportional to the fault resistance, i.e. an increased resistance in the fault path leads to
high damping and hence low maximum fault current.

The current limiting inductance plays an important role in limiting the fault current rise
and slowing down the voltage decline in the healthy parts of the grid [34]. In Fig. 4.15 the
limiting inductance Ldc is varied from 50 mH to 250 mH. It can be noted from Fig. 4.15 that
the limiting inductance affects the current derivative. A small inductance lets the current
increase fast, which leads to an early converter trip (trip current 6 kA indicated by horizontal
red line) after less than 3.2 ms. The dc current limiting inductance does not only limit the
fault current rise but also limits the magnitude of the transient voltage wave and hence the
discharge of capacitors (of special importance in two or three-level VSC-HVdc systems) and
adjacent feeders. This delays a potential converter blocking and makes it possible to keep the
power flow longer in operation [41]. The size of the minimum dc current limiting inductor
depends on several factors. For example, the IGBT-based hybrid dc CB (as mentioned in
Subsection 4.1.2) presents minimum operation times (defined by the sum of detection time
and breaking time) of up to 3.5 ms [166] (indicated by vertical red line) and hence, is not
able to clear the fault under the assumed condition. It requires an additional current limiting
inductor of at least 61.5 mH to operate safely.

In Table 4.12 it is summarized the calculated minimum dc inductance for variations of trip
current of the converter (typical values according to [40]), operation time of the dc CB (solid-
state (2 ms), IGBT-based hybrid (3.5 ms) and thyristor-based hybrid (5 ms) dc CB, with
reference to [166] for typical identification and operation times), and the fault position (end
(near the terminal) or beginning (away from terminal) of the line) for ideal short circuit
condition. It has to be noted that the minimum dc inductance is only evaluated from the



148 4. Design of dc circuit breakers

Fig. 4.15: Analytical dc branch current i30 with varying fault current limiting inductance Ldc (Fault at
Node 5).

Table 4.12: Minimum dc inductance calculation with respect to converter trip current, dc CB opera-
tion time and fault position.

Rsc itrip top lfault Minimum Ldc

0.1 Ω

4.5 kA

2 ms beginning ≈ 40 mH
end ≈ 105 mH

3.5 ms beginning ≈ 120 mH
end ≈ 190 mH

5 ms beginning ≈ 205 mH
end ≈ 275 mH

6 kA

2 ms beginning ≈ 5 mH
end ≈ 70 mH

3.5 ms beginning ≈ 62 mH
end ≈ 129 mH

5 ms beginning ≈ 118 mH
end ≈ 185 mH

9 kA

2 ms beginning -
end ≈ 40 mH

3.5 ms beginning ≈ 10 mH
end ≈ 75 mH

5 ms beginning ≈ 42 mH
end ≈ 110 mH

protection point of view and not to analyze potential effects on the dc grid stability for large
inductance values.

The fault position is varied from a position next to the current limiting reactor at virtual Node
5 until the end of the line at Node 3 with fixed additional dc inductance of 61.5 mH (minimum
value obtained from the previous case). Being interposed lower inductance between the fault
point and the voltage source, the current i30 tends to rise faster at the end of the line than
at its beginning. The converter’s trip is shifted from 3.5 ms (original position) to 1.78 ms
(assuming trip current 6 kA), if the fault is located at the end of the line. It can be seen from
Fig. 4.16 that the dc inductance of 61.5 mH is chosen too small in case the fault is located
at the end of the line. In this case a minimum dc current limiting inductance of 128.9 mH is
necessary for the hybrid dc CB with 3.5 ms operation time (see Table 4.12). The variation of
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Fig. 4.16: Analytical dc branch current results with varying fault position (with respect to Node 3
(i30).

(a)

(b)

Fig. 4.17: Analytical dc branch current i30 with varying fault resistance (Fault at Node 5) in bipolar
dc grid: (a) P2P, (b) P2N.

the fault position essentially reflects in changes of the equivalent resistance and inductance
in the fault path. Hence, these conclusions could be generalized to variations in the line
parameters.

In Fig. 4.17 the influence of fault resistance variation for P2P and P2N faults in the bipolar
dc grid is shown. Similar to monopole dc grid, a larger fault resistance increases the fault
current damping. As depicted in Fig. 4.17(a), the P2P fault is considered to be more severe
and the maximum switch-off current margin of the dc CB is reduced.
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Fig. 4.18: Analytical dc branch current i30 with line parameter mismatch of negative pole with respect
to positive pole (P2P Fault at Node 5) in bipolar dc grid.

Fig. 4.18 indicates the effects of parameter mismatch between the line parameters of positive
and negative pole to study the influence of the healthy pole parameters on the currents in the
faulty pole in case of P2P faults. If the healthy pole (here the negative) has reduced line resis-
tance and inductance, the overall mesh resistance and inductance are reduced. Consequently,
the current in the faulty pole (here the positive) is exposed to faster current rise and higher
fault currents. Hence, the maximum switch-off current margin of the dc CB is reduced. It
can be concluded that line parameter variation and mismatch should be considered in the dc
CB design.

Similar to the monopole dc grid, minimum required current limiting inductance values can
be obtained for the bipolar dc grid with respect to the fault distance to terminal. Faults with
large distance to terminal require minimum inductance of 103.6 mH for P2N and 152.5 mH
for P2P faults, respectively. The worst case scenario with ideal short circuit at the voltage
controlling terminal requires a minimum inductance of 218.9 mH for both fault types. These
example values are obtained for ideal short circuit and the use case of modular IGBT-based
hybrid dc CB (i.e. operation time of 3.5 ms) and converter trip current level of 6 kA.

4.4. Fault identification and adaptive auto-reclosing with modular dc
circuit breaker

In HVdc systems, despite the fault clearing process, the reclose or restart function after a tem-
porary fault happened is important. A fast restoration improves the ac power system stability
and transmission continuity. Since overhead transmission line systems are directly exposed
to atmospheric conditions, those systems are more prone to temporary faults. In conventional
operation, the reclosing process involves a fixed dead time and the same strategy is applied to
permanent and temporary faults. However, a reclosing attempt on a permanent fault results
in a restrike of the arc with additional energy brought in the insulation path, which delays
the power flow recovery requesting a second auto-reclosing sequence [45].
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Recently, adaptive auto-reclosing strategies have gained interest, which are based on a pre-
vious identification of the fault type - permanent or temporary - and hence the reclosing
operation is only initiated, if the arc is sufficiently deionized. This topic has been recently
investigated in MMC-HVdc systems.

In [45], an adaptive auto-reclosing concept has been introduced for single P2G faults. The
system is based on full-bridge MMCs, which are controlled to force the current to zero to
interrupt the fault. After the fault interruption, a small sinusoidal test current is injected by
the grounded converter into the HVdc grid and the system’s voltage response is recorded to
identify the fault type. However, this concept requires knowledge of the arc hysteresis, since
the arc extinction is captured by the voltage waveform, which depends on the nonlinear arc
shape.

In [46], an adaptive auto-reclosing scheme has been proposed for HVdc systems with hybrid
MMCs. After detection of a P2G fault, the converter is controlled to inject dc voltage per-
turbations in the healthy pole, which in turn induces characteristic signals in the faulty pole,
from which the fault type can be identified. This concept requires an MMC with bipolar
submodules, which can change the polarity of the dc output voltage. Suddenly changing
the voltage polarity in some modules will change the dc voltage in the healthy pole and in
consequence, will create a current pulse injection in the faulty pole. The pulse wave travels
along the faulty line and from its refraction and reflection pattern both the fault type and fault
location can be found with wavelet transformation. However, this concept is not applicable
to HB-MMC-based HVdc systems and is limited to bipolar systems.

Instead, the authors of [47] propose to use the HB-MMC in combination with the hybrid
dc CB with full-bridge SM (Hybrid 2). After the fault current interruption, the breaker
remains connected to the MMC, which - after a fixed delay time - synthesizes the nominal
dc voltage. Bypassing a certain number of full-bridge SM in the dc CB, voltage pulses are
actively generated. The drawback of this topology is the high number of IGBTs and the
requirement of safe discharging of the SM capacitors during active pulse generation and
auto-reclosing mode.

In [167], the modular structure of a hybrid dc CB is employed to perform sequential auto-
reclosing in a point-to-point HVdc system. However, the auto-reclosing process is non-
adaptive as a fixed delay time of 200− 500 ms is applied before the breaker is sequentially
closed. During the reclosing sequence, the line voltage is continuously monitored to identify
whether the fault is permanent or temporary. If the dc voltage rebuilds to close to nominal
value within a predefined time, the fault is assumed to be cleared. This approach impacts on
the ac grid, if the fault is permanent and due to the fixed delay time, the fast reclosing and
power recovery is impeded.
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Fig. 4.19: Characteristic metal oxide varistor voltage-current curve obtained from [169].

A combination of MMC with bipolar submodules and hybrid dc CB is applied for adaptive
auto-reclosing in [168]. During the short pulse generation period, the MMC is operated
at a voltage lower than the nominal dc voltage and the main breaker path of the hybrid
dc CB is turned on for a short time to provide a conduction path for the generated active
pulses. The fault type is identified by analyzing the reflection and refraction coefficients of
the traveling waves. However, to reduce the dc voltage temporarily, full-bridge topology of
the MMC would be required, making the system expensive and complex. Moreover, this
concept requires fast control of MMC and dc CB and communication between the two.

In contrast to the methods described above, in this work the unidirectional modular hybrid dc
CB as introduced by ABB is employed at each end of the HVdc transmission line to provide
fully selective fault interruption and to inject the active dc voltage pulses after fault current
interruption and arc extinction. The proposed method can be applied to HVdc systems with
half-bridge MMC as neither fault clearing capability nor bidirectional dc voltage controlla-
bility in the MMC are required. The method will be tested for P2P faults in a symmetrical
monopole HVdc grid configuration.

To understand how the active pulses are generated with the modular hybrid dc CB, at first,
one has to understand the structure of the breaker and the conduction behavior of the MOV.

The commutation path in the modular hybrid dc circuit breaker consists of n series connected
modules. Each module is a combination of IGBTs and anti-parallel diodes as main breaker
and MOV in parallel for energy absorption and voltage clamping purposes.

The MOV is a non-linear voltage dependent resistor, whose impedance curve (Fig. 4.19)
can be divided in four different operating zones depending on the actual MOV voltage level
[169]. In the normal operating region, the MOV has very high impedance and hence very
low conduction. Above a critical voltage (so called temporary over-voltage region) the MOV
is conducting. At the new operating point the behavior of MOVs is equivalent to a dc voltage
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Fig. 4.20: Unidirectional hybrid dc CB: MSB switching states during the pulse injection period.

source in series with a low resistance. The following regions are switching surge region, in
which the MOV can only remain few milliseconds, and lightning surge region with very high
conduction in the µs-range.

As starting point, it is assumed that after switching off the breaker to interrupt the fault cur-
rent, the dc voltage Vdc is equally distributed among the nMOV series connected MOVs in
the breaker. In the proposed adaptive auto-reclosing method, after fault current interruption
and extinction of the primary arc, a specified number of modules mMOV are bypassed in the
hybrid dc CB (e.g. 30%) by turning the respective IGBTs on (see Fig. 4.20). In consequence,
the voltage in the remaining MOVs will increase and the operating point is shifted towards
the temporary over-voltage region. Neglecting the MOVs dynamic effects, the MOV be-
haves in this region similar to a dc source with low series resistance. The parameters of the
equivalent MOV model are obtained from the piecewise linear approximation of the MOV
impedance curve. The resulting voltage difference between the MMC dc-link and the equiv-
alent voltage of the remaining MOVs is applied as dc voltage pulse in the line ended after
a short delay (equivalent to the desired pulse width, e.g. 100 µs) by the switch-off of all
breaker modules. For redundancy purposes the pulse generation is repeated three times with
a time delay of 15 ms between the attempts.

It should be noted that prior to the active pulse injection, a fixed waiting time, generally
several tens of ms (here 50 ms), is considered to ensure that the temperature of the dielectric
gas has reduced and hence to lower the risk for insulation failure and re-strike of the arc.
However, that delay time is much shorter than in the conventional auto-reclosing process
without fault identification.

To demonstrate the pulse injection principle with modular hybrid dc CB, a simplified model
(as shown in Fig. 4.21) can be used, in which the short circuit is modeled with small re-
sistance Rsc, the MMC with a constant dc voltage source, and the transmission line with
frequency-dependent model with corresponding lumped parameters Rline, Lline, and Cline.
After bypassing mMOV modules of the modular hybrid dc CB, the voltage difference be-
tween the MMC and the breaker’ MOVs will generate a voltage pulse with the amplitude
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Fig. 4.21: Equivalent circuit of HB-MMC-HVdc system with hybrid dc CB during the pulse injection
period after a pole-to-pole fault.

depending on the number of bypassed modules

vpulse = vdc− (nMOV−mMOV)vMOV , (4.56)

and the pulse duration controlled by the bypass period. The voltage of the MOV vMOV can
be extracted from the piecewise linear approximation of the arrester curve.

As a consequence of the voltage pulse, a current pulse is developed, which travels along the
line as well. To identify the fault type - permanent or temporary - either the current wave
(and its reflected wave) or the voltage wave (and its reflected wave) at the sending end can
be analyzed by means of traveling wave analysis [168].

The injected voltage pulse is propagating along the faulted line. It is assumed a fault at any
arbitrary point x at the transmission line between the sending and the receiving end, which
forms a physical boundary to the injected voltage pulse. Following traveling wave theory,
at the fault point the injected voltage wave will be partially reflected (back to the sending
end) and refracted (forward to the receiving end). The reflected and refracted waves can be
expressed with reflection coefficient

ξ =
Z2−Z1

Z2 +Z1
(4.57)

and refraction coefficient
ζ =

2Z2

Z2 +Z1
, (4.58)

with Z1 being the equivalent wave impedance of the transmission line, where the traveling
wave first propagates, and Z2 being the equivalent wave impedance of the transmission line,
where the traveling wave reflects and refracts. Considering Zl as the wave impedance of the
transmission line and a permanent fault with fault impedance Rsc, the reflection coefficient
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at the fault point can be found with

ξx =
Rsc ‖ Zl−Zl

Rsc ‖ Zl +Zl
(4.59)

and the refraction coefficient with

ζx =
2(Rsc ‖ Zl)

Rsc ‖ Zl +Zl
. (4.60)

In general, the fault resistance can be assumed much smaller than the equivalent line impe-
dance, resulting in Rsc ‖ Zl < Zl. Thus, in the permanent fault case, the reflection coefficient
is negative. The first reflected voltage pulse at the sending end is proportional to 2ξx. Con-
sequently, the sign of the first reflected voltage pulse is also negative for permanent faults.
The following pulses have alternating signs, i.e. positive, negative, positive. For temporary
faults, on the other hand, the injected voltage pulse is not reflected at the fault position and
is traveling to the receiving end, where the opened hybrid dc CB forms a high impedance,
leading to Z2→ ∞ and hence ξreceiv = 1. The first reflected voltage pulse is proportional to
2ξreceiv and hence positive. Since the breaker at the sending end is also opened, the reflection
at the sending end is positive and consequently, all following detected pulses are also positive
in sign.

For redundancy purposes the pulse injection will be performed three times with a certain
delay between the attempts. If the fault is identified as a permanent one, the residual breaker
will be opened and the auto-reclosing will not be initiated. On the other hand, for a temporary
fault, the auto-reclosing sequence will be completed by increasing the dc voltage gradually
and finally closing the UFMS and the ASB to re-establish the active power transmission. The
modular design of the hybrid dc CB allows to sequentially bypass the breaker modules with
a fixed time interval, e.g. 5 ms and hence to gradually build-up the dc voltage.

The proposed method is verified with two PSCAD/EMTDC simulations of temporary and
permanent dc fault cases. The system under study is a 150 kV, 150 MW symmetrical mo-
nopole point-to-point HVdc system (parameters in Table 4.13), where only a single end con-
verter is fully represented (i.e. switch level) and the other end converter is modeled with a
resistance. As it is common for MMC studies, the number of SM represented in the converter
switching model is limited to 10 SM per arm in order to increase the simulation speed. The
hybrid dc CB breaker is assumed to be made of nMOV = 25 series main breaker modules with
parallel connected MOV. The transmission line is modeled with a frequency-dependent line
model, of which the corresponding lumped parameters are given in Table 4.13.

In the first case, a temporary fault at t = 0.1 s is assumed, which is removed at t = 0.104 s.
Three voltage pulses are injected for the fault type identification at time instants t = 0.15 s,
t = 0.165 s, and t = 0.18 s (Fig. 4.22). As can be seen from the zoomed view of the dc line
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Table 4.13: Parameters of the MMC-HVdc system under study (Base voltage Vb = 150 kV, base
power Pb = 150 MW).

Quantity Symbol Value
Converter

per unit Value

Nominal power Pnom 150 MW 1 p.u.
Peak phase voltage v̂ac 66 kV 0.44 p.u.
Nominal dc voltage Vdc 150 kV 1 p.u.
Nominal dc line current Idc 1 kA 1 p.u.
Number of SM per arm nSM 10
Nominal MMC SM voltage VSM 15 kV
SM capacitance CSM 1 mF 0.021 p.u.
Arm inductance Larm 10 mH 0.021 p.u.
Arm resistance Rarm 10 mΩ 0.000067 p.u.
DC current limiting inductance Ldc 50 mH 0.105 p.u.
Fault resistance Rsc 20 Ω

Number of total dc CB modules nMOV 25
Number of bypassed dc CB modules mMOV 9
Arrester protection voltage level VPL 9.5 kV
Line inductance lline 0.945 mH/km
Line resistance rline 0.0066 Ω/km
Line capacitance cline 0.0122 µF/km

voltage in Fig. 4.23, the sign of the first reflected voltage pulse (and also all following ones)
is positive, which indicates the temporary fault. The same conclusion can be drawn from the
line current plot, since due to the high terminal resistance of the open dc CB at the receiving
end no reflected current pulse is expected (and can be captured) at the sending end. After
the successful fault type identification, at t = 0.21 s, the voltage is gradually build-up by
sequentially closing the breaker modules and at t = 0.35 s the active power transmission is
restored.

Fig. 4.24 demonstrates the system behavior under permanent fault case. Again, three active
voltage pulses are generated to distinguish between temporary and permanent faults. The
first reflected pulse of the line voltage wave is negative (and the following are alternating in
sign) as can be seen in Fig. 4.25. Hence, the fault is identified as a permanent one and the
residual breaker will be closed to isolate the faulty line.

The injected voltage pulses in Fig. 4.25(b) can be used to locate the fault position in the line.
The first voltage reflection is captured at the sending end after approximately t1 = 0.33 ms.
Assuming that the traveling waves propagate with the speed of light (i.e. at 300000 km/s),
the fault is located at

xfault =
t1 ·300000 km/s

2
= 50 km (4.61)

away from the sending end converter.
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(a) (b)

(c) (d)

Fig. 4.22: Fault identification with active pulse injection by modular hybrid dc CB in temporary fault
case: (a) DC current, (b) DC voltage, (c) DCCB voltage, (d) DC voltage @ fault point.

(a) (b)

Fig. 4.23: Temporary faults: Zoom on first active pulse injection: (a) DC current, (b) DC line voltage.

4.5. Summary and conclusions of the section

In this section, design criteria for HVdc circuit breaker and analytical fault current estima-
tion to evaluate such criteria in multi-terminal HVdc systems have been presented. The
presented fault current estimation method is based on coupled linear differential equations
and the modified average value model of the MMC, which allows to include the power flow
through during the fault time and hence provides more accurate results for both terminal volt-
ages and branch currents in the estimation, which has been validated with EMTDC simula-
tions in PSCAD environment. This is of special importance, since in MTdc systems remote
branch currents must be also known to properly design the overall protection system. Due
to their technological readiness and simultaneous vulnerability against short circuit faults,
the presented method concentrates on overhead transmission line HVdc systems, while the
necessary adaptions to cable systems are presented in short and should be elaborated on in
the future.

The analytical estimation offers the possibility to analyze a large set of grid parameters with
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(a) (b)

(c) (d)

Fig. 4.24: Fault identification with active pulse injection by modular hybrid dc CB in permanent fault
case: (a) DC current, (b) DC voltage, (c) DCCB voltage, (d) DC voltage @ fault point.

(a) (b)

Fig. 4.25: Permanent faults: Zoom on first active pulse injection: (a) DC current, (b) DC line voltage.

limited computational effort. Main factors, which influence the dc CB design and determine
its suitability to clear a fault under the given assumptions, such as fault resistance, fault loca-
tion, breaker interruption time, and converter trip current level have been evaluated with the
proposed method to determine the minimum required additional dc current limiting induc-
tance. Other potential influencing factors are the MMC design and the maximum allowed
current derivative, which can be included in future use cases.

As a possible extension of the presented work, the set of analytical differential equations
could be reduced to a certain order by applying Taylor expansion to provide analytical ex-
pressions for the influence of certain system parameters. In this work P2P faults in symmet-
rical monopole and P2P and P2N in bipolar MTdc grids have been analyzed. In the future,
the possible extension of the presented method to other fault scenarios should be evaluated,
such as P2G faults in bipolar HVdc. Moreover, the method could form a basis for a holistic
protection system design, i.e. providing individual designs for each breaker based on the
system configuration.
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Another focus is given to the modular hybrid dc CB, which is seen as a key technology
for future MTdc grids, because of its good cost-fault-clearing-performance trade-off. In
this work, the modular hybrid dc CB is further used to identify the fault type - permanent
or temporary - after the fault interruption. The concept is based on active pulse injection
by switching on and off a certain number of breaker modules and afterward analyzing the
traveling wave reflection (either voltage or current). This enables adaptive auto-reclosing
to limit the system’s downtime after the fault and also the location of a permanent fault.
To demonstrate the concept, EMTDC simulations in PSCAD environment of MMC and the
hybrid dc CB are carried out.
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5. Modular multilevel converter-based HVdc protection

A possible protection methodology in HVdc systems is to embed the dc fault blocking in the
converter station. To achieve the fault blocking function, the MMC must provide reverse-
biased voltage in the blocked state in order to prevent currents flowing uncontrolled from
the ac to the dc side. In the following, starting from the drawbacks of conventional half-
bridge SM, first an overview on different SM types for MMC with fault blocking capability
is given. The SM have to account for the trade-off in the production of sufficient counter-
emf in the MMC arms during the fault to reduce the fault current and the on-state losses in
normal operating state. Then, different MMC architectures, which ensure fault blocking with
increased efficiency by employing a mixture of bipolar or asymmetric SM together with the
conventional half-bridge SM (HBSM) are analyzed, namely the hybrid MMC (HMMC), the
hybrid arm MMC (HA-MMC), and the alternate arm converter (AAC).

This section contributes to the state of the art research by putting a new perspective on the
HAMMC design with reduced number of bipolar SM, which is optimized in terms of on-
state losses. The minimum number of SM to produce sufficient counter-emf will be derived
analytically from the fault operational sequence of the HAMMC as well as the SM capacitor
over-voltage during the fault clearing process. The HAMMC with reduced number of bipolar
SM will be compared to other MMC architectures with fault blocking capability in terms of
interruption time, over-voltage, and power losses. The results are verified with time-domain
PSCAD/EMTDC simulations of the MMC represented with a full switching model.

5.1. Submodule types for MMC

5.1.1. Submodule types for MMC without fault blocking capability

Conventionally, HBSM (as shown in Fig. 5.1) are adopted in MMC, which are able to pro-
duce two output voltage levels for the normal operation of the MMC with minimum number
of power semiconductor devices. In fact, only two complementary active switches are used
in each HBSM together with one dc capacitor and hence, the power losses and costs of
HBSM-MMC are comparatively low. The HBSM is a unipolar SM, which has three differ-
ent switching states, namely the active, bypassed, and blocked state (Table 5.1). In the active
state, the switch S1 is ON and the switch S2 is OFF. Depending on the arm current direction,
the SM capacitor is charged (positive current) or discharged (negative current), while the SM
output voltage in both cases is the positive SM capacitor voltage VSM. To bypass the SM,
i.e. to generate zero SM output voltage, the switch S1 is OFF and the switch S2 is ON. In the
blocked state, both active switches are turned OFF [49].
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Fig. 5.1: Topology and fault current path of HBSM.

Table 5.1: Switching states of HBSM.

State S1 S2 vo Capacitor
iSM > 0 iSM < 0

Active ON OFF VSM Charging Discharging
Bypassed OFF ON 0 - -
Blocked OFF OFF - - -

However, an MMC based on HBSM is vulnerable to dc side faults (e.g. P2G or P2P) in
HVdc systems. In fact, the HBSM is not capable of producing a negative voltage in blocked
state (see switching states in Table 5.1). Thus, in case of dc voltage collapse, the HBSM-
MMC behaves as an uncontrolled diode rectifier feeding the dc fault point from the ac side,
which leads to excessive currents flowing through the anti-parallel diodes and the converter
arms (see Fig. 5.1), potentially causing failure of the devices [66, 49]. Hence, additional
dc CB (see Section 4) are required to selectively interrupt the dc fault current and prevent -
in the multi-terminal case - the whole system from blackout. If the HVdc system, as it is
feasible for point-to-point HVdc links, is protected with conventional ac CB, the HBSM-
MMC must be equipped with bypass thyristors in the SM to protect the freewheeling diodes
from over-current in blocked state of the MMC, until the ac CB is fully open [49].

In order to further increase the ac waveform quality (smaller voltage ripple) as compared to
HBSM, unipolar three-level SM, such as the flying-capacitor submodule (FCSM, Fig. 5.2(a))
or the neutral-point clamped submodule (NPCSM, Fig. 5.2(b)) can be used. This kind of
SM has three output voltage levels: 0 V in the bypassed state and VSM, and 2VSM in the
active states (Table 5.2 and Table 5.3). To generate the three-level output voltage, the inner
capacitor voltage Vc2 = VSM in the FCSM should be balanced to half of the voltage of the
outer capacitor Vc1 = 2VSM, while in the NPCSM both capacitor voltages should be equal
Vc1 = Vc2 = VSM [48]. While the FCSM has the advantage of offering lower circulating
current than the HBSM, similar to the HBSM, both three-level structures do not provide
any dc fault blocking capability, but are more expensive, need more complex control, and
employ a higher number of components per SM and hence, are not very attractive from the
manufacturing point of view [48, 170]. The NPCSM also suffers from the neutral point
voltage balancing problem [48].
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(a) (b)

Fig. 5.2: Topology and fault current path of three-level SM without fault blocking capability: (a)
FCSM, (b) NPCSM.

Table 5.2: Switching states of FCSM.

State S1 S2 S3 S4 vo Capacitor
iSM > 0 iSM < 0

Active ON ON OFF OFF 2VSM C1 Charging C1 Discharging
Active OFF ON OFF ON VSM C2 Charging C2 Discharging

Active ON OFF ON OFF VSM
C1 Charging C1 Discharging

C2 Discharging C2 Charging
Bypassed OFF OFF ON ON 0 - -

Table 5.3: Switching states of NPCSM.

State S1 S2 S3 S4 vo Capacitor
iSM > 0 iSM < 0

Active ON ON OFF OFF 2VSM
C1 Charging C1 Discharging
C2 Charging C2 Discharging

Active OFF ON ON OFF VSM C2 Charging C2 Discharging
- ON OFF OFF ON - - -
Bypassed OFF OFF ON ON 0 - -

5.1.2. Submodule types for MMC with fault blocking capability

This subsection aims to introduce the MMC submodule types and operational behavior suit-
able for dc fault current blocking.

Full-bridge submodule The most common SM type with fault blocking capability is the
full-bridge submodule (FBSM) [50]. Essentially, it is a connection of two HBSM on the dc
side with only one SM capacitor (Fig. 5.3(a)). The SM output terminals are the two half-
bridge midpoints.
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(a) (b)

Fig. 5.3: Topology and fault current path of full-bridge SM: (a) (Bipolar voltage) FBSM, (b) Unipolar
voltage FBSM.

Table 5.4: Switching states of FBSM.

State S1 S2 S3 S4 vo Capacitor
iSM > 0 iSM < 0

Active ON OFF OFF ON VSM Charging Discharging
Active OFF ON ON OFF −VSM Discharging Charging
Bypassed ON OFF ON OFF 0 - -
Bypassed OFF ON OFF ON 0 - -
Blocked (iSM < 0) OFF OFF OFF OFF −VSM Charging

The FBSM is able to produce three output voltage levels, namely−VSM and VSM in the active
state and 0 in the two bypassed states (Table 5.4). The redundant states can be used to equally
distribute the power losses between the switches S3 and S4 [48]. The bipolar output voltage
of the FBSM in normal operation, allows to operate the MMC in over-modulation range, i.e.
at higher ac voltage for a given nominal dc voltage (also referred to as boost-type inverter
mode), and in buck-type rectifier mode, i.e. at dc voltage lower than the total arm voltage
[171]. Additionally, the FBSM offers smaller capacitor voltage ripple as compared to HBSM
based MMC. The main drawback of the FBSM is the doubled number of semiconductors as
compared to the HBSM and hence almost doubled losses and costs [49].

The FBSM topology in Fig. 5.3(a) demonstrates that by deactivating the IGBTs (blocked
state) the FBSM can provide full reverse-biased voltage (i.e. −VSM) in the fault current
path to decay the fault currents and finally block them, if the total reverse-biased voltage is
sufficiently high to block the conduction of freewheeling diodes [7]. In fact, inserting the ca-
pacitors with negative polarity in the fault path will let them be charged by the fault currents,
so that the stored energy in the dc and arm inductances will be shifted to the capacitors and
the currents in the arms decay to zero without the need for additional arresters [7].

Unipolar voltage full-bridge submodule Fig. 5.3(b) shows the topology of the unipolar
voltage full-bridge submodule (U-FBSM), which is derived from the FBSM by replacing the
active switch (IGBT) S3 and its anti-parallel diode by the diode D3 [49].



164 5. Modular multilevel converter-based HVdc protection

Table 5.5: Switching states of U-FBSM.

State S1 S2 S4 iSM vo Capacitor

Active ON OFF ON > 0 VSM Charging
Active ON OFF ON < 0 VSM Discharging
Bypassed OFF ON ON both 0 -
Blocked OFF OFF OFF > 0 VSM Charging
Blocked OFF OFF OFF < 0 −VSM Charging

Active ON OFF OFF > 0 VSM Charging
Bypassed ON OFF OFF < 0 0 -
Bypassed OFF ON OFF > 0 0 -
Active OFF ON OFF < 0 VSM Charging

Fig. 5.4: Topology and fault current path of DBSM.

Table 5.6: Switching states of DBSM.

State S1 S2 iSM vo Capacitor

Active OFF OFF iSM > 0 VSM Charging
Active ON ON iSM > 0 −VSM Discharging
Bypassed ON OFF iSM > 0 0 -
Bypassed OFF ON iSM > 0 0 -
Blocked OFF OFF iSM < 0 −VSM Charging

In normal operation, i.e. the first three switching states in Table 5.5, the switch S4 is al-
ways on and the SM capacitor is inserted in the current path or bypassed by controlling the
switches S1 and S2. Likewise, two different output voltage levels can be achieved, 0 and pos-
itive voltage VSM. In comparison with the FBSM, the U-FBSM requires less active switches,
however, it is compromised by the higher conduction losses of the switch 4 being always
ON.

Under fault condition, i.e. when all active switches are blocked, the U-FBSM behaves in a
similar way to the conventional FBSM and, thus, can insert negative voltage in the fault cur-
rent path and successfully block the dc fault current (see fault current path in Fig. 5.3(b)).

Diagonal bridge SM HVdc systems, which interconnect large power generation facilities,
such as offshore wind farms or hydro-power stations, and the load centers, usually transfer
bulk power in one main direction and hence can be designed with unidirectional power and
current handling capability. In [172], the diagonal bridge submodule (DBSM) has been
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Fig. 5.5: Topology and fault current path of CSSM.

Table 5.7: Switching states of CSSM.

State S1 S2 S3 iSM vo Capacitor

Active ON OFF ON > 0 VSM Charging
Active ON OFF ON < 0 VSM Discharging
Bypassed OFF ON ON both 0 -
Blocked OFF OFF OFF > 0 VSM Charging
Blocked OFF OFF OFF < 0 −VSM Charging

presented for hybrid LCC-MMC HVdc systems for unidirectional power transmission. The
DBSM consists of two active switches with anti-parallel diodes and two diagonally placed
diodes as shown in Fig. 5.4.

As can be noticed from the switching states in Table 5.6, the DBSM can provide bipolar
voltages (inserting the SM capacitor with positive or negative polarity) with unipolar currents
(positive in the presented topology at inverter side). A third voltage level is achieved by
bypassing the SM capacitor with inverse switch position of the two active switches. In
the blocked state, the DBSM behaves similar to the FBSM and offers negative voltage and
consequently fault current blocking capability [172].

This SM requires topology modifications depending on its usage in the inverter or rectifier
side of the HVdc link. In fact, the positions of active switches and diodes in the diagonal
connection must be switched to conduct the reverse current.

Clamp single SM A possibility to include the dc fault current blocking capability in
HBSM with comparably low amount of additional costs is the clamp single submodule
(CSSM). To provide the current path in blocked state, an additional combination of an active
switch and an anti-parallel diode plus one additional diode are included in the CSSM (see
Fig. 5.5, [48]).
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Fig. 5.6: Topology and fault current path of CDSM.

Table 5.8: Switching states of CDSM.

State S1 S2 S3 S4 S5 vo Capacitor
iSM > 0 iSM < 0

Bypassed OFF ON ON OFF ON 0 - -
Active ON OFF ON OFF ON VSM C1 Charging C1 Discharging
Active OFF ON OFF ON ON VSM C2 Charging C2 Discharging

Active ON OFF OFF ON ON 2VSM
C1 Charging C1 Discharging
C2 Charging C2 Discharging

Blocked OFF OFF OFF OFF OFF 2VSM
C1 Charging

(iSM > 0) C2 Charging
Blocked OFF OFF OFF OFF OFF −VSM

C1 Charging
(iSM < 0) C2 Charging

In normal operation, the CSSM can generate unipolar output voltage with voltage levels 0 (in
bypassed state) and VSM in active state, with the switch S3 being always ON (see Table 5.7).

In blocked state, if all active switches are turned OFF, regardless of the current direction only
two diodes are actively conducting the current and hence the SM voltage is always inserted
in reverse direction to the current path (e.g. negative output voltage polarity to block the
ac in-feed to dc side faults). Thus, this SM topology is a good candidate for hybrid MMC
architectures, in which it is combined with other types of SM [173].

Its reduced overall power losses can be seen as a key advantage of the CSSM. In comparison
with the FBSM, always having the switch S3 ON, offers lower switching losses. The number
of devices (active switch or diode) in the current path is the same as in the FBSM at any
switching state, even with the switch S3 always ON. Consequently, if similar conduction
losses for active switches and diodes are assumed, the total conduction losses of the CSSM
are equivalent to those in the FBSM and the overall losses of the CSSM are lower [48].

Clamp double SM The clamp double submodule (CDSM) as proposed in [50] connects
two consecutive HBSM in series by use of one additional active switch S5 with anti-parallel
diode, which is always ON in normal operation. To clamp the SM capacitor voltage under
blocked (i.e. fault) condition and provide reverse-biased voltage (negative polarity for current
flowing from ac to dc side of the MMC), two additional diodes are included (Fig. 5.6).
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Fig. 5.7: Topology and fault current path of Semi-FBSM.

Table 5.9: Relevant switching states of Semi-FBSM.

State S1 S2 S3 S4 S5 S6 S7 vo Capacitor
iSM > 0 iSM < 0

Active ON OFF OFF ON OFF OFF ON 2VSM
C1 Ch. C1 Dis.
C2 Ch. C2 Dis.

Active ON OFF ON OFF ON OFF ON VSM
C1 Ch. C1 Dis.
C2 Ch. C2 Dis.

Active OFF ON ON OFF ON ON OFF −VSM
C1 Dis. C1 Ch.
C2 Dis. C2 Ch.

Bypassed OFF ON OFF ON OFF ON OFF 0 - -
Blocked OFF OFF OFF OFF OFF OFF OFF −VSM

C1 Ch.
(iSM < 0) C2 Ch.

In active state, the CDSM can provide two positive voltage levels, VSM and 2VSM. The
output voltage VSM can be provided by either C1 or C2, as can be seen from Table 5.8, which
offers redundant operation states and hence is beneficial for internal fault tolerant control and
reliability [174]. In bypassed state, the output voltage is 0.

In the blocked state, the CDSM can produce reverse-biased voltage to block the dc fault
current. Depending on the current direction, the two capacitors are either connected in series
(positive SM current) or in parallel (negative SM current) [7].

In comparison with FBSM or HBSM-based MMC with the same number of output voltage
levels, the CDSM has lower losses than the FBSM but higher losses than the HBSM [49].
However, the reverse voltage per arm offered by the CDSM is only half of the reverse voltage
produced by the FBSM per arm (for the same number of voltage levels), which reduces the
fault blocking capability and requires longer time to drive the fault current to zero [49].

Semi-full bridge SM In normal operation, the negative SM output voltage can be used
to increase the modulation index above 1 and hence increase the ac voltage for a given dc
voltage level. As stated in [175], this negative voltage level can be generally smaller than the
maximum positive output voltage. A suitable topology to insert two positive voltage levels
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Fig. 5.8: Topology and fault current path of SCDSM.

Table 5.10: Switching states of SCDSM.

State S1 S2 S3 S4 S5 vo Capacitor
iSM > 0 iSM < 0

Bypassed OFF ON ON OFF ON 0 - -
Active ON OFF ON OFF ON VSM C1 Charging C1 Discharging
Active OFF ON OFF ON ON VSM C2 Charging C2 Discharging

Active ON OFF OFF ON ON 2VSM
C1 Charging C1 Discharging
C2 Charging C2 Discharging

Blocked OFF OFF OFF OFF OFF 2VSM
C1 Charging

(iSM > 0) C2 Charging
Blocked OFF OFF OFF OFF OFF −VSM

C1 Charging
(iSM < 0) C2 Charging

VSM and 2VSM and only one negative voltage level −VSM in active state (Table 5.9), is the
semi-full bridge submodule (Semi-FBSM, [175]).

As can be seen from Fig. 5.7, the Semi-FBSM is an extension of the CDSM, in which the two
clamping diodes are replaced by pairs of active switches and anti-parallel diodes. Similar to
the CDSM, the Semi-FBSM contains two SM capacitors, which can be bypassed, connected
in parallel or in series and thus, one Semi-FBSM replaces two HBSM in each arm of the
MMC.

In the blocked state, the Semi-FBSM produces, depending on the current direction, reverse-
biased voltage to block the dc fault current either by the series (positive SM current) or par-
allel connection (negative SM current) of the two capacitors. Hence, similar to the CDSM,
it has half of the blocking capability of the FBSM.

In order to produce the two voltage levels in the active state, in any case only three devices
are conducting at the same time. Thus, the Semi-FBSM has 50% higher losses compared
to HBSM, but 25% lower losses compared to FBSM (assuming equal conduction losses for
IGBTs and diodes) [175].
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(a) (b)

Fig. 5.9: Topology and fault current path of cross-connected SM: (a) 5L-CCSM, (b) 3L-CCSM.

Series-connected double SM In contrast to the CDSM, the series-connected double sub-
module (SCDSM) makes use of only one additional clamping diode to produce the reverse-
biased output voltage during the blocked state (Fig. 5.8). The common point with the CDSM
is the additional active switch with anti-parallel diode to interconnect two HBSM in series.

In normal operation, the interconnecting switch is always ON and the SCDSM behaves as
two HBSM and can produce three output voltage levels, namely 0 in bypassed state and VSM

and 2VSM in active state. Similar to the CDSM, the SCDSM also has redundant operation
states and hence high fault tolerance towards internal short-circuit faults [174].

As can be seen from Table 5.10, the SCDSM in fault operation, i.e. when all active switches
are blocked, is superior compared to the CDSM, since it can produce the same reverse-biased
voltage as the series connection of two FBSM, namely −2VSM, while the CDSM can only
produce −VSM.

Cross-connected SM Cross-connected submodules (CCSM) are presented in two config-
urations, namely the five level CCSM (5L-CCSM) with full bipolar operation in active state
[48] and the unipolar voltage three level CCSM (3L-CCSM) [49]. Similar to other double
SM structures, if the two capacitors are equally charged and balanced, the cross-connected
SM can also replace two series connected HBSM to achieve the same arm voltage rating
[49].

The 5L-CCSM is built by connecting two HBSM back-to-back by means of two crosswise
active switches (Fig. 5.9(a). This SM has four-quadrant operation (i.e. full bipolar) with
symmetrical output voltage levels of −2VSM, −VSM, VSM, and 2VSM in active state and 0 in
bypassed state for any current direction (Table 5.11).

The 3L-CCSM is derived from the CDSM and 5L-CCSM. Indeed, as shown in Fig. 5.9(b), in
the 3L-CCSM, one of the cross-connected active switches is replaced by a diode and hence,
in normal operation, the 3L-CCSM can produce three unipolar output voltage levels VSM and
2VSM in active state and 0 in bypassed state like the CDSM (Table 5.12).
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Table 5.11: Switching states of 5L-CCSM.

State S1 S2 S3 S4 S5 S6 vo Capacitor
iSM > 0 iSM < 0

Bypassed ON OFF OFF ON OFF ON 0 - -
Bypassed OFF ON ON OFF ON OFF 0 - -
Active ON OFF ON OFF OFF ON −VSM C2 Dis. C2 Ch.
Active OFF ON OFF ON OFF ON −VSM C1 Dis. C1 Ch.

Active OFF ON ON OFF OFF ON −2VSM
C1 Dis. C1 Ch.
C2 Dis. C2 Ch.

Active ON OFF ON OFF ON OFF VSM C1 Ch. C1 Dis.
Active OFF ON OFF ON ON OFF VSM C2 Ch. C2 Dis.

Active ON OFF OFF ON ON OFF 2VSM
C1 Ch. C1 Dis.
C2 Ch. C2 Dis.

Blocked OFF OFF OFF OFF OFF OFF 2VSM
C1 Ch.

(iSM > 0) C2 Ch.
Blocked OFF OFF OFF OFF OFF OFF −2VSM

C1 Ch.
(iSM < 0) C2 Ch.

Table 5.12: Switching states of 3L-CCSM.

State S1 S2 S3 S4 S5 vo Capacitor
iSM > 0 iSM < 0

Bypassed OFF ON ON OFF ON 0 - -
Active ON OFF ON OFF ON VSM C1 Charging C1 Discharging
Active OFF ON OFF ON ON VSM C2 Charging C2 Discharging

Active ON OFF OFF ON ON 2VSM
C1 Charging C1 Discharging
C2 Charging C2 Discharging

Blocked OFF OFF OFF OFF OFF 2VSM
C1 Charging

(iSM > 0) C2 Charging
Blocked OFF OFF OFF OFF OFF −VSM

C1 Charging
(iSM < 0) C2 Charging

However, in contrast to the CDSM, in the blocked state, both the 5L-CCSM and the 3L-
CCSM provide fault blocking capability with reverse-biased voltage equivalent to FBSM-
based MMC (doubled in comparison to CDSM) [49] and hence allow for compact converter
structure in hybrid MMC structures. In [48] it is derived that dc fault blocking ability is
already achieved with 25% 5L-CCSM together with 75% HBSM. This configuration would
result in lower overall converter losses compared with hybrid MMC with only FBSM, and
similar to CDSM-based MMC.

Asymmetrical double SM The article [52] presents the asymmetrical double submodule
(ADSM), in which two HBSM with originally different voltage rating (one with 2VSM and
one with VSM nominal SM voltage) are connected at their dc side (Fig. 5.10), though the
resulting capacitor voltages in the ADSM are equal in the final configuration.

This type also allows for generating four-level output voltage in normal operation, i.e. −VSM,
VSM, and 2VSM in the active state and 0 in the bypassed state (Table 5.13). However, in
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Fig. 5.10: Topology and fault current path of Asymmetrical-DSM.

Table 5.13: Switching states of ADSM.

State S1 S2 S3 S4 vo Capacitor
iSM > 0 iSM < 0

Active ON OFF ON OFF VSM C1 Charging C1 Discharging
Active ON OFF OFF ON −VSM C2 Discharging C2 Charging

Active OFF ON ON OFF 2VSM
C1 Charging C1 Discharging
C2 Charging C2 Discharging

Bypassed OFF ON OFF ON 0 - -
Blocked (iSM < 0) OFF OFF OFF OFF −VSM C2 Charging

contrast to the cross-connected SM, only half of the blocking voltage of a FBSM (i.e. −VSM)
can be provided for the current from ac to dc (negative current polarity).

5.2. MMC architectures with fault blocking capability

MMC architectures with fault blocking capability have the feature that by deactivating the
active switches (in most cases IGBTs are used), a reverse-biased voltage is created in the fault
current path, which lets the fault currents decrease and finally blocks them, if this counter
voltage is sufficient to block the conduction of the freewheeling diodes. In other words, the
inserted counter-voltage must be larger than the dc voltage generated by the MMC in the
rectification mode and consequently, the current in inductive elements starts to decrease in a
very short time.

The full-bridge MMC (FB-MMC), which employs FBSM in both arms instead of the HBSM
(Fig. 5.11), is one of the most common structures to integrate the fault blocking capability in
the MMC [50]. Offering per SM the full reverse biased voltage, namely in the arm in total
twice the dc link voltage, the FBSM provides the shortest fault current decay time. Also, in
normal operation it offers four-quadrant operation with full bipolar voltage and current and
hence allows to operate the system at higher ac voltage for a given dc voltage level (boost-
type inverter mode) or at lower dc voltage for a given ac voltage (buck-type rectifier mode),
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Fig. 5.11: Three-phase topology of FB-MMC.

respectively. However, the FB-MMC needs twice the amount of semiconductors compared
to the HB-MMC and hence has high losses and costs.

While in the previous section the focus was laid on the different SM designs in MMC archi-
tectures with fault blocking capability in order to reduce the losses and costs, in the follow-
ing section, the MMC architectures with fault blocking capability themselves are reviewed,
which comprises of a mixture of bipolar or asymmetric SM with the conventional HBSM.
Special emphasis is given to the minimum number of bipolar or asymmetric SM in the MMC
to achieve the fault blocking capability.

5.2.1. Hybrid modular multilevel converter

Employing conjunctions of two types of SM, i.e. bipolar or asymmetric SM and conventional
HBSM, in one arm of the MMC as shown in Fig. 5.12 enables fault blocking capability with
low conduction losses. These methods are known as hybrid MMC and are designed to reduce
the number of bipolar or asymmetric SM in order to minimize the losses and costs [49].
While in practical application different SM types with fault blocking capability can be used,
in Fig. 5.12 for simplicity only the FBSM is shown.
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Fig. 5.12: Three-phase topology of Hybrid MMC.

The basic topology of the hybrid MMC (HMMC) in an asymmetrical monopole HVdc con-
figuration comprises of nSM SM in each arm, of which nf are FBSM and nh are HBSM. In
practical application, the number of FBSM, which are allowed to operate in negative state
(−VSM) in normal operation may be constrained and is labeled in accordance with [51] with
parameter nf,n. The design objective is to optimize the ratio between FBSM and HBSM in
order to increase the power transmission capability in normal operating condition by extend-
ing the output voltage range with the negative state SM (see Table 5.4) and ensure the fault
blocking and capacitor voltage balancing in fault condition [51].

Assuming the conventional design of HMMC with nf FBSM and nh = nSM−nf HBSM and
no negative state SM, the total arm voltage range is 0 to nSMVSM, with VSM being the nominal
dc voltage across each SM capacitor. Assuming a maximum modulation index m = 1, the dc
voltage is equal to

Vdc = nSMVSM (5.1)

and the peak of ac phase voltage, the converter can generate at its output terminals is

v̂ac =
1
2

nSMVSM =
1
2

Vdc , (5.2)

if the synthesized arm voltages can only have positive values.
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Instead, if nf,n FBSM are allowed to operate in negative state, the range of the total arm
voltage will be extended from −nf,nVSM to nSMVSM. Thus, the dc and peak of ac voltage
are

Vdc =
(
nSM−nf,n

)
VSM (5.3)

and
v̂ac =

1
2
(
nSM +nf,n

)
VSM =

1
2

Vdc +m ·
nf,nVdc

nSM−nf,n
, (5.4)

respectively. (5.4) demonstrates the enlarged ac voltage operation range using FBSM in
negative state.

One challenge related to the hybrid design are the differences in the charging and discharg-
ing process of FBSM and HBSM and the resulting effects on the capacitor voltage ripple
and balancing [51]. While the FBSM can charge and discharge at any current direction,
the HBSM can only charge for positive arm current flow and discharge during the negative
current period. In [51] it is analyzed how the increased modulation index affects the arm
currents and it is revealed that a maximum modulation index of m = 2 can be achieved with
the negatively inserted FBSM to guarantee sufficient time to balance the HBSM capacitor
voltages within one fundamental period of the arm current. Hence, the maximum achievable
ac voltage (5.4) with m = 2 is always less than or equal to Vdc and from the balancing point
of view, the maximum number of FBSM to generate negative output voltages is limited to

nf,n ≤
1
3

nSM . (5.5)

The second design requirement for HMMC is the dc fault blocking ability, which is defined
by the series reverse-biased voltage formed by the SM capacitors of the FBSM in the fault
current path. This voltage must be higher than the ac line-to-line voltage to prevent the
freewheeling diodes conduction and hence successfully block the dc fault current once all
active switches are turned OFF.

The maximum peak line-to-line voltage for the HMMC during the dc fault at maximum
modulation index m = 2 from previous consideration is obtained in [51] with

v̂ac,ll,max =
√

3
nSM +nf,n

2
(
nSM−nf,n

)Vdc . (5.6)

By assumption, in the HMMC in each arm there are nf FBSM, which can generate an arm
voltage of

varm = nfVSM =
nf

nSM−nf,n
Vdc (5.7)

In the fault current path, there is always one upper and one lower arm (in different legs) in
series connection, which form the blocking voltage. The blocking voltage must be higher
than the peak of the line-to-line voltage and thus the following criteria for minimum number
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of FBSM has been developed in [51] for optimal HMMC design:

v̂ac,ll,max =
√

3
nSM +nf,n

2
(
nSM−nf,n

)Vdc≤ 2
nf

nSM−nf,n
Vdc = 2varm⇒ nf≥

√
3

4
(
nSM +nf,n

)
. (5.8)

Two specific design scenarios are presented:

1. nf,n = 0, nf =
1
2nSM

2. nf,n =
1
3nSM, nf =

2
3nSM

The first design is built out of 50% HBSM and 50% FBSM, which do not operate in negative
state (nf,n = 0) and hence the conventional control strategy of HBSM-based MMC can be
applied. The second design makes use of the maximum number of FBSM in negative output
voltage state in order to double the power transmission in normal operation compared to the
first design.

The article [176] develops a strategy for HMMC with a combination of HBSM and FBSM
to ride-through pole-to-pole and pole-to-ground faults in symmetrical monopole HVdc sys-
tems. In symmetrical monopole configuration during a P2G fault, the pole-to-ground voltage
of the healthy pole increases to twice the rated value. In addition, as described in ([176]), the
secondary side voltage of the transformer is affected by an offset of half the rated dc voltage
between the transformer neutral point and the ground. This offset voltage would lead to the
tripping of the ac CB (which is considered for point-to-point HVdc connection) and hence
transmission outage. Thus, it is stated that HMMC cannot continuously operate under P2G
fault due to a possible breakdown of the transformer and healthy pole insulation.

Instead, the authors of [176] propose to control the FBSM in the HMMC to reduce the
healthy pole dc voltage to half of the rated dc voltage, which would avoid the pole over-
voltage and transformer offset voltage and still allows to transmit 50 % of the rated power
during P2G faults in symmetrical monopole HVdc systems. Keeping the power transmission
active during pole-to-ground faults is beneficial for the angle stability of the connected ac
grid. In contrast to the previously presented HMMC, in [176] the FBSM are not blocked,
but actively controlled to produce bipolar output voltage and to synthesize the dc voltage to
zero at the faulty pole during P2G faults and at both the negative and positive pole during
P2P faults, respectively. The HBSM are bypassed under this condition. In order to decrease
the current decay time, an active damping control is proposed, which adjusts the dc voltage
set-point with respect to the dc fault current under P2P faults. In the P2G fault case, the
grounding resistor of the star point grounding circuit will help to reduce the fault current and
hence no additional active damping is required.

The FBSM in the HMMC also allow - despite the fault blocking property - to operate the
HVdc system at higher ac voltage for a given dc voltage level (over-modulation mode) as
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well as at low dc voltage [171]. To calculate the minimum number of FBSM in the HMMC
for such operation modes, two parameters must be introduced: the over-modulation constant
mo ≥ 1 and the dc modulation index mdc.

In over-modulation mode the ac phase voltage can be controlled in the range

−mom
varm,dc

2
≤ vac ≤ mom

varm,dc

2
(5.9)

with varm,dc being the arm dc voltage. The arm dc voltage in steady-state is equal to the
nominal dc voltage Vdc,nom. In dynamic state, however, the dc modulation index decouples
the dc voltage and arm dc voltage:

vdc = mdcvarm,dc . (5.10)

This control mode can be only achieved with FBSM, hence, lowering the dc modulation
index requires a higher number of FBSM in the HMMC design.

Neglecting the voltage drop across arm inductances and resistances, the dc voltage and ac
phase voltage can be expressed by the upper vu and lower arm voltages vl as in (5.11) and
(5.12):

vdc = vu + vl (5.11)

vac =
vl− vu

2
. (5.12)

Considering the definition of the dc modulation index in (5.10) and rearranging (5.11) and
(5.12) for m = 1 results in

vu = mdc
varm,dc

2
− vac (5.13)

vl = mdc
varm,dc

2
+ vac . (5.14)

The normal (or in this case over-modulation) range of the ac output voltage must be guar-
anteed under minimum dc voltage, so that the converter can always exchange rated power.
Thus, from (5.13) and (5.14) it follows for the maximum and minimum value for the upper
arm voltage:

vu,max =
mdc,min +mo

2
Vdc,nom (5.15)

vu,min =
mdc,min−mo

2
Vdc,nom . (5.16)

Similar expression can be found for the lower arm. However, since the number of FBSM
and HBSM is the same in both arms, in the calculation of the minimum number of FBSM
required for this operation, only the positive arm voltage is considered. The positive output



5. Modular multilevel converter-based HVdc protection 177

voltage is generated by both FBSM and HBSM (i.e. vu,max ≈ nSMVSM). The overall max-
imum positive output voltage is achieved for the nominal dc voltage (i.e. mdc = 1) thus,
from (5.15) it follows for the total number of SM in the HMMC for a given over-modulation
constant:

nSM =
(1+mo)

Vdc,nom
2

VSM
. (5.17)

The minimum arm voltage in (5.16) can be negative, if Vdc,min = mdc,minVdc,nom < moVdc,nom.
The FBSM are required to generate this negative arm voltage. Hence, it follows the minimum
number of FBSM

nf =
mo−mdc,min

2
Vdc,nom

VSM
. (5.18)

Consequently, the number of HBSM is

nh =
1+mdc,min

2
Vdc,nom

VSM
. (5.19)

In the common case, the minimum dc voltage is assumed to be zero. Thus, (5.18) and (5.19)
can be simplified to

nf =
mo

2
Vdc,nom

VSM
(5.20)

nh =
1
2

Vdc,nom

VSM
. (5.21)

The article [173] investigates the trade-off between higher capability of handling dc faults
and lower capital investments and power losses in the HMMC considering two designs:

1. HBSM + CSSM

2. HBSM + CDSM .

It is assumed a pole-to-pole fault in symmetrical monopole HVdc configuration, for which
the minimum number of SM with fault blocking capability for the two designs is calculated.
Assuming nh and ncs as the number of HBSM and CSSM in one arm of the HMMC, respec-
tively. Then, the following relationship for dc and peak of ac phase and line-to-line voltage
at modulation index m = 1 can be achieved (similar to the analysis presented above):

Vdc = (nh +ncs)VSM

v̂ac,ph =
1
2

Vdc =
1
2
(nh +ncs)VSM (5.22)

v̂ac,ll =
√

3v̂ac,ph =

√
3

2
(nh +ncs)VSM .

The fault current flows through one upper and one lower arm in different legs of the MMC
and hence, the number of CSSM to block the fault current is 2ncs, which leads to the require-
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ment for sufficient counter voltage:

2ncsVSM ≥ v̂ac,ll . (5.23)

Substituting (5.22) in (5.23) leads to

√
3

4
≤ ncs

nh +ncs
≤ 1 , (5.24)

from which the minimum proportion of CSSM in one arm of the HMMC can be found with
approximately 43 %, which is the same number of bipolar SM as in the HMMC with FBSM
and HBSM.

The CDSM in normal operating state is equivalent to two HBSM. The dc link voltage and ac
phase and line-to-line voltage for HMMC employing the CDSM as SM with fault blocking
capability can be found with

Vdc = (nh +2ncd)VSM

v̂ac,ph =
1
2

Vdc =
1
2
(nh +2ncd)VSM (5.25)

v̂ac,ll =
√

3v̂ac,ph =

√
3

2
(nh +2ncd)VSM .

However, in blocked state the two capacitors are connected in parallel and hence only the
same blocking voltage−VSM can be achieved per SM. Similarly, to the CSSM-based HMMC
the total reverse-biased voltage by the series connection of CDSM must fulfill the require-
ment

2ncdVSM ≥ v̂ac,ll . (5.26)

From (5.25) and (5.26) the minimum number of CDSM can be found with

√
3

4−
√

3
≤ ncd

nh +ncd
≤ 1⇒ ncd ≥ 0.76n , (5.27)

with n = ncd +nh being the total number of SM in one arm.

In the article [177], instead of using different SM in the same MMC as in the previous
designs, it is proposed to build the hybrid MMC by series connection of high-voltage rated
HB-MMC and low-voltage rated FB-MMC on the dc side (see Fig. 5.13). On the ac side,
the two converters are connected in parallel with different secondary side voltage rating of
the transformer. The FB-MMC is parallel connected with a dc fault breaking circuit. The
fault breaking circuit consists of an ultra-fast mechanical switch (which has opening times
of around 2 ms) in parallel with a large dc capacitor connected between the positive pole and
the two MMCs’ midpoint in [177]. In principle, the FB-MMC commutates only the fault
current to the fault breaking circuit. The counter-voltage to block the fault current is built by
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Fig. 5.13: Three-phase topology of hybrid MMC with reduced power rating FB-MMC and full power
rating HB-MMC.

charging the large dc capacitor of the fault breaking circuit by the fault current flow. Thus,
the FB-MMC can be designed with smaller voltage rating. In [177], a design with only 10-
20% FBSM compared to the number of HBSM in the high-voltage HB-MMC is proposed,
which can reduce the capital costs and losses. It has to be noted that the number of FBSM
is not evaluated analytically (to find the minimum), but just assumed and demonstrated as
practically feasible.

In normal operation, the mechanical breakers (both the UFMS and the RCD) of the fault
breaking circuit are closed and the dc capacitor is charged to the dc link voltage of the
FB-MMC. Both the FB-MMC and HB-MMC transmit power in normal operation. It is
assumed a P2P fault in symmetrical monopole configuration, which leads to discharge of
the dc capacitor and the HBSM capacitors, respectively [177]. Once the fault is detected
by exceeding a pre-defined dc over-current, the HB-MMC and the FB-MMC are blocked.
In blocked state, the FB-MMC inserts reverse-biased voltage in the current path, so that the
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Fig. 5.14: Three-phase topology of the Hybrid Arm MMC.

arm currents (and in consequence the dc current) in the FB-MMC are suppressed to zero.
The fault current still flows through the freewheeling diodes of the HB-MMC, but is now
commutated to the dc capacitor of the fault blocking circuit. The dc capacitor is charged in
reverse direction, until its negative voltage amplitude exceeds the peak ac line-to-line voltage
(criterion for fault blocking), which in turn blocks the fault and suppresses the HB-MMC
fault current to zero. Finally, the RCD opens to isolate the faulty line.

While this MMC architecture achieves lower costs and losses in normal operation (in be-
tween the HB-MMC and the HMMC), its fault blocking performance is severely reduced
compared to the hybrid MMC designs presented before. Due to the involvement of UFMS
and the charging of the dc link capacitor (instead of providing the blocking voltage instantly
by the MMC FBSM), a comparably high delay time is introduced, which increases the dc
fault blocking time to > 10 ms as demonstrated in [177].

5.2.2. Hybrid arm modular multilevel converter

An alternative MMC design with mixed SM types is the hybrid arm MMC. First proposed
in [52], as shown in Fig. 5.14, this topology makes use of FBSM in one arm and HBSM in
the other arm, instead of using both SM types in either arm as in the HMMC. The HA-MMC
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is capable of blocking dc fault currents in asymmetric monopole and bipolar HVdc system
configuration [52]. The initially presented design requires that 50 % of the arm voltage must
be reversible to successfully block the dc fault current.

Bipolar SM have the feature that they can be charged in both current directions and that
the SM capacitor can be inserted with positive and negative voltage polarity (four-quadrant
operation). This enables a reverse-biased voltage in the converter arms (with respect to the ac
voltage) by the natural commutation of the freewheeling diodes in blocked state and hence
allows for fault current blocking. Moreover, due to the negative output voltage state, the
bipolar SM can control the maximum ac voltage in over-modulation range independent of
the available dc voltage. If just the fault blocking feature is required, asymmetric SM, such
as the unipolar FBSM with three-quadrant operation, can be used [52]. Two designs using
bipolar SM are presented in [52]. In the first design, 100 % HBSM in the arm connected
to the ground pole and 100 % FBSM in the arm away from the ground pole are used. The
alternative design employs 100 % semi FBSM and is not further investigated.

While the HA-MMC employs the same number of bipolar or asymmetric SM as the con-
ventional design of the HMMC, it has the advantage of avoiding the over-voltage problem,
which can occur in the case of station ac phase-to-ground faults. As demonstrated in [52],
using bipolar SM in the arm close to the grounding pole leads to up to 100 % over-voltage
in the bipolar SM converter arm, which would require significant overrating of the semicon-
ductor devices.

The HA-MMC in [53] is built with the HBSM-based arm connected to the ground pole
and a U-FBSM-based arm connected to the positive or negative pole in a bipolar HVdc
configuration. This MMC architecture further reduces the number of semiconductor devices,
however, it is not suitable for over-modulation operation (i.e. boost-type inverter). It is
presented the fault and post-fault operation scheme of the HA-MMC based on finite state
machine. In the normal state, i.e. before the dc fault occurs, the U-FBSM is controlled as
a HBSM by keeping the active switch S3 permanently switched ON. Hence, conventional
control and modulation strategies as in HBSM-based MMCs can be applied. A practical
difficulty in the HA-MMC are the different power losses occurring in the different SM types
in the upper and lower arm and the potential differences in the net power flow, which demand
for additional arm energy balancing controller [53].

If the fault current exceeds a predefined threshold (e.g. two or three times the nominal cur-
rent), all active switches in the MMC will be blocked (fault state) and the dc fault current
will be blocked. The article [53] demonstrates that regardless of the arm current direction,
the derivative of the UFBSM arm currents is always negative and the currents are decaying
to zero. In turn, if all arm currents are zero, the dc current will also be zero. Moreover, it
is shown that after all arm currents dropped to zero, the diodes in the UFBSM are reverse-
biased and prevent the arm and fault current’s re-ignition. Nevertheless, in practical applica-
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tions mechanical residual current breakers (RCB) are installed at the dc side to finally clear
the fault and isolate the HVdc link, if the fault is identified as permanent [53].

In contrast to the HMMC based on U-FBSM, in which all arms should stay in blocked
state under dc fault condition, in the HA-MMC the HBSM-based arm can be de-blocked
and actively controlled to exchange reactive power with the ac grid (STATCOM-state) as
soon as the fault current drops below a critical residual value. The STATCOM action can
stabilize the ac side voltage in order to counteract the influence of the missing active power
transmission.

After a certain delay time (e.g. 120−500 ms) to finish the de-ionization of the fault arc and
wait for the restoration of the HVdc line insulation to full voltage, the MMC will start an
auto-reclosing sequence, i.e. several attempts are made to recover the power transmission
(e.g. 3-4 times with a delay of 20− 100 ms between each of them). This is to identify
whether the fault is permanent or not, however, it contains the drawback of relatively large
delay and hence power outage time and the possible damages a re-strike of the fault can
cause as explained in Subsection 4.4. In case of a permanent fault, the U-FBSM will stay in
blocked mode, while the HBSM will keep working as STATCOM. If the fault is temporary,
the MMC will transit to recovery state and rebuild the dc voltage and afterward recover the
power transmission.

Another application of the HA-MMC has been presented in [172]. It considers a scenario
of unidirectional hybrid bipolar HVdc with LCC-HVdc at the rectifier and HA-MMC at the
inverter terminal to connect large power facilities with weak ac grid. The unidirectional
power transmission allows to use asymmetric SM with 3-quadrant operation, i.e. bipolar
voltage to block the fault current and provide low-dc-voltage-mode together with a unipolar
current, and it is proposed to use the diagonal bridge SM in the arm away from the grounding
pole. The low-dc-voltage-mode implies that the HA-MMC keeps the power transmission
active for slight deviations of the dc voltage, which are caused by the sending end LCC.
In this case, the dc current is kept constant and the active power transmission is adjusted
proportionally with the drop in the dc voltage. The HBSM keep the dc voltage across the
HB-arm constant, while the diagonal bridge arm can decrease or even inverse the voltage
and hence compensate the drop in the dc voltage.

5.2.3. Alternate arm converter

The alternate arm converter is a hybrid of FB-MMC and 2L-VSC. In each arm a stack of
FBSM is connected in series with a series of IGBTs with anti-parallel diodes, the so-called
director switch (Fig. 5.15). The key feature of this topology is to essentially use only one
arm per half cycle to produce the ac voltage: the upper arm for the positive half cycle and
the lower arm for the negative half cycle, which resembles the operation of a conventional
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Fig. 5.15: Three-phase topology of the Alternate Arm Converter.

2L-VSC. Indeed, the role of the director switches is to determine which arm is used and to
alternate the phase current conduction period of the upper and the lower arm, i.e. rectifying
the ac currents into a dc current, while the FBSM stacks are employed to maintain the ac
voltage waveform quality. The main advantage of the AAC is that each stack of FBSM only
has to produce half of the dc voltage (in normal operation) and hence, the number of FBSM
compared to FB-MMC at similar power and dc voltage rating can be significantly reduced.
Consequently, the efficiency is also increased and cost and volume are decreased [66].

The relatively fine ac output voltage steps generated by the AAC are achieved in a similar
way as in the MMC by inserting and bypassing the charged SM capacitors. As explained in
the previous section, the capacitors are charged or discharged by the arm current depending
on the arm current direction and the switching state. However, unlike the MMC, the alternate
operation of the AAC hinders a continuous energy exchange between the upper and lower
arms of the AAC [178]. An unbalance in the stored energy in the SM capacitors leads to a
deviation of the SM voltages away from their reference.

The AAC’s natural energy balance can only be achieved in a single operating point, the
so-called sweet-spot, in which the converter operation ensures a strictly zero net energy ex-
change over each half cycle [66]. Assuming ac voltage and current with vac(t) = v̂ac sin(ωt)
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and iac(t) = îac sin(ωt +ϕac) and equating the energy coming from the ac side

Wac =
∫ T/2

0
vac(t)iac(t)dt

=
v̂acîac cos(ϕac)T

4
(5.28)

with the energy going to the dc side of the converter

Wdc =
∫ T/2

0

Vdc

2
iac(t)dt

=
Vdcîac cos(ϕac)T

2π
(5.29)

results in the ideal operating point, defined by the ratio of ac to dc voltage magnitude:

v̂ac =
2
π

Vdc⇔ v̂ac,ll =
2
π

√
3Vdc . (5.30)

This resembles an over-modulation operation of the converter, which is ensured by the ability
of the FBSM to produce negative arm voltage [66].

The FBSM in the AAC also enable fault blocking capability, if sufficient SM are included in
the stacks to oppose the ac line-to-line voltage and hence block the current flow from ac to dc.
In addition, the AAC can be operated to keep control of its phase currents, which allows to
continuously exchange reactive power with the ac grid also during the dc fault (STATCOM-
operation) [66]. Since the AAC has to be operated in or at least very close to the sweet-spot,
the number of FB must be chosen, so that the sum of its SM capacitor voltages is minimum
27 % bigger than half of the dc voltage, if dc fault blocking is requested [66].

A second requirement influencing the choice of the number of FBSM, is the active balancing
control, which can be performed by extending the period to hand over the conduction of
the phase current to the opposite arm by switching ON the director switches in both arms
around the zero crossing of the phase voltage [178]. During this overlap period, a small dc
circulating current can be injected in the phase leg of the AAC (through both arms towards
the dc) to exchange energy between the SM capacitors and the dc filter capacitors and com-
pensate small imbalances, which result in practice due to model inaccuracies in the energy
expressions [66]. A full cycle overlap can be obtained by increasing the voltage rating of the
FBSM stack to full dc voltage, however, with the drawback of doubling the cost and losses
of the AAC [66]. Thus, this commutation overlap period is usually restricted to about 10◦

in conventional AAC, which considerably limits the energy balancing potential and hence
restricts the AAC operation in proximity of the sweet-spot [178].

Given a specific voltage of the FBSM stack Vstack, the voltage of the director switch can be
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written from KVL as
Vds = v̂ac +

Vdc

2
−Vstack . (5.31)

Inserting the sweet-spot definition (5.30) in (5.31) leads to

Vds =
4+π

2π
Vdc−Vstack . (5.32)

Assuming equally distributed SM voltage in the stack, the number of FBSM in one arm of
the AAC can be found with

nSM =
Vstack

VSM
. (5.33)

Thus the total number of active switches, including the series-connected IGBTs of the direc-
tor switch (for which the same voltage rating as in the FBSM is assumed) can be obtained
with

nIGBT = 6 · (4 ·nSM +nds) . (5.34)

Assuming dc fault blocking capability of the AAC and short overlap period, it holds Vstack =

v̂ac and Vds =
Vdc
2 and hence (5.33) becomes

nIGBT = 6 ·
4 · v̂ac +

Vdc
2

VSM
. (5.35)

Despite the already mentioned drawbacks of a limited operating area around the sweet-spot
and the requirement of sharp transition in the arm current during the short overlap period,
another challenge of the AAC is the substantial six-pulse ripple in the dc current (coming
from the rectifier operation by the director switches) which requires for large dc-side filter
capacitors, which are not only bulky and costly but potentially also endanger the system,
when they discharge during a dc side short circuit fault [179].

To solve the above-mentioned problems, in [179] a novel operation mode for the AAC is
presented, the extended overlap, i.e. the AAC works with 60◦ overlap period. With 60◦

overlap period in any conduction state, there are always exactly four arms conducting, two
upper and two lower, of which one and only one upper and lower arm are in the same phase.
This is important, since it guarantees a path for the dc current circulating through the AAC,
which allows to balance the SM voltage with higher degree of freedom and in fact decouples
the dc current from the rectification of the ac currents and hence obviates the need for bulky
dc capacitors. Indeed, the ac currents sum to zero at the midpoint of the phase in conduction
and are not transferred to the dc (which is referred to as active dc current filtering in [179]).

Thus, the sweet-spot does not longer exist in the extended overlap operation and the AAC
can be operated away from its nominal operating point without balancing restrictions. A
new optimal operating point has been found in [179] at Vac =

2
3Vdc, which results in smooth

transition in the commutation and hence, no discontinuities occur in the arm current. This
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has two advantages, first, a smooth current waveform releases the complexity of the current
controller and second, the current returns to zero at the end of the arm’s conduction period
ensuring soft-switching operation of the director switch as demonstrated in [179].

As stated earlier, the extension of the overlap period influences the stack voltage and hence
the number of FBSM to be installed in the AAC. The stack is controlled to maintain the
ac voltage waveform quality and with the extension of the overlap period, it has to follow
a voltage difference of more than half of the peak-to-peak phase voltage [179]. A possible
control based solution in order to avoid the additional hardware is the injection of a third
harmonic voltage v3ac. The arm voltage in this case is

varm =
Vdc

2
− (vac + v3ac) . (5.36)

Thus, the third harmonic voltage injection decreases the positive peak of the arm voltage,
while it increases the negative one. This makes better use of the bipolar voltage capability of
the FBSM and reduces the required number of FBSM. However, this is only a compromise,
as it increases the peak of the total converter voltage and hence increases the voltage rating
of the director switches. With the proposed design and operation mode, [179] claims that
the AAC’s efficiency and number of semiconductors is comparable with the HMMC, while a
smaller converter footprint can be achieved due to reduced passive components, namely the
number of SM capacitors and arm inductor volume.

5.2.4. Hybrid cascaded multilevel converter

In [180] a novel hybrid cascaded multilevel converter (HCMC) topology is presented, which
uses the 2L-VSC as the main power stage and a low-power FBSM chain link in each phase
to the ac side. Initially, the FBSM chain link was intended as an active filter to attenuate the
harmonic voltages generated by the 2L-VSC main power stage. To increase the ac voltage
waveform quality, the HCMC can be also build with HB-MMC as the main power stage,
which controls the active and reactive power exchange with the ac grid [181]. The HB-
MMC must be rated at the full dc voltage, while the series connection of FBSM can be rated
at half of the dc voltage (i.e. using the FBSM bipolar output voltage, their number is 25 % of
the number of HBSM in the main power stage) to ensure the fault blocking capability. Fault
blocking in the articles [180] and [181] is defined as preventing ac in-feed during dc short
circuit faults. The blocked FB chain link acts as virtual dc link with reverse voltage to the
ac side, but does not actively reduce the dc current, since the SM capacitors are not in the
dc fault current path. As the focus of this thesis is the dc-side protection of the HVdc, the
HCMC is not further analyzed.
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5.2.5. Research question

Various hybrid architectures of the MMC have been presented in the literature, which aim to
reduce the number of bipolar SM in order to reduce the on-state losses, while maintaining
the dc fault blocking capability of the converter. In the following, a new perspective should
be given to the efficiency-optimized design of the HA-MMC. The aim is to analyze the
minimum number of bipolar SM (e.g. FBSM) in the hybrid arm MMC to achieve acceptable
fault clearing time and SM over-voltages during the energy dissipation. Similar studies have
been already presented for the hybrid MMC and should now be extended to the hybrid arm
MMC. What differs with respect to the previous work is that the minimum number of bipolar
SM will be found by analyzing the fault operation sequence of the HA-MMC, which has
been originally presented by Iman-Eini et al in [182]. In consequence, the on-state losses in
this hybrid arm MMC with reduced number of bipolar SM (RHA-MMC) can be decreased
without losing the dc fault blocking capability. Additionally, analytical derivation of the
worst-case over-voltage condition on the FBSM in the dc fault blocking state of the RHA-
MMC is presented and the impact of SM capacitance and dc line inductance is studied.

5.3. Hybrid arm MMC with a reduced number of bipolar submodules
and fault blocking capability

The following section, first briefly introduces the topology of the RHA-MMC. Then, the fault
operation sequence of the HA-MMC is analyzed and extended to the case of the proposed
architecture to analytically gather the minimum number of bipolar SM and the worst-case
over-voltage, which occurs on the bipolar SM (here FBSM) in the upper arm of the RHA-
MMC. Switch-level simulations in PSCAD/EMTDC environment are presented to verify
the behavior of the proposed RHA-MMC. Finally, a comparison with other dc current in-
terruption schemes is performed and its advantages and disadvantages under varying fault
conditions are highlighted.

5.3.1. Topology of RHA-MMC

Fig. 5.16 depicts the three-phase topology of the RHA-MMC in asymmetric monopole con-
figuration. In order to avoid the large SM over-voltage under ac pole-to-ground faults, the
pure HBSM-based lower arm is located close to the ground pole, while the upper arm con-
nected to the positive pole consists of a mixture of FBSM and HBSM. In the lower arm,
nSM HBSM are employed and in the upper arm nf FBSM combined with nh = nSM− nf

HBSM. It has to be noted that this asymmetric structure limits the HA-MMC as well as the



188 5. Modular multilevel converter-based HVdc protection

Fig. 5.16: Three-phase topology of the Hybrid Arm MMC with reduced number of bipolar submod-
ules in asymmetric monopole HVdc configuration.

RHA-MMC application to asymmetric monopole and bipolar HVdc configuration. The im-
plemented control scheme as explained in Subsection 2.3 can be split into dc voltage control
(or active power for the slave terminal, respectively) and reactive power control acting on
the phase currents on the one side and circulating current control on the other side to balance
the arm voltages. The second order harmonic ripple in the circulating current is controlled to
zero in order to relieve the semiconductors [70]. A phase shifted carrier modulation is used,
which requires individual SM voltage balancing [65]. Thus, the SM voltage in both HBSM
and FBSM is selected equally and a distributed SM voltage balancing control is implemented
(more details can be found in Subsection 2.3).

5.3.2. DC fault current blocking capability of RHA-MMC

Hereafter, the initial fault operation sequence of the HA-MMC is investigated based on the
analytical model originally developed in [182]. Initially, it is assumed to have only FBSM
in the upper arm. It forms the basis to define the minimum number of FBSM required to
successfully block a dc fault.

Following a P2G fault, the dc line current rapidly increases and reaches a pre-defined thresh-
old (usually two or three times the nominal current). In consequence, all IGBTs in the SM
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(a)

(b)

(c)

(d)

Fig. 5.17: Initial post-fault operation of HA-MMC: (a) Phase voltages, (b) Phase currents, (c) Upper
arm currents, (d) Lower arm currents.

of the HA-MMC are switched OFF and the converter is in blocked state, which is shown in
Fig. 5.18. Initially, the HA-MMC in blocked state is a six-diode rectifier and the FBSM
in the upper arms insert a counter voltage equal to nfVSM = Vdc and inversely biased to the
fault current. The forward voltage drop across the free-wheeling diodes in the blocked SM is
neglected. The following differential equation can be obtained, from which, neglecting the
resistive voltage drop across the short circuit and arm resistances, it becomes obvious how
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Fig. 5.18: Equivalent circuit model of RHA-MMC in blocking mode: Six-Diode Rectifier.

Fig. 5.19: Equivalent circuit model of RHA-MMC in blocking mode: Five-Diode Rectifier.

the inversely inserted sum of SM voltages decreases the fault current:(
Lsc +

2
3

Larm

)
didc

dt
+

(
Rsc +

2
3

Rarm

)
idc =−Vdc . (5.37)

Analyzing the mesh at the lower arms results in

Larm
dilx
dt

+ vxn + vn0 = 0 x = a,b,c . (5.38)

Now, assuming that the voltage between the neutral point and the dc side ground vn0 is
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Fig. 5.20: Equivalent circuit model of RHA-MMC in blocking mode: Four-Diode Rectifier.

negligible compared to the phase voltage vxn, the dynamics of lower arm currents can be
expressed by

Larm
dilx
dt
≈−vxn x = a,b,c . (5.39)

Likewise, the dynamics of upper arm currents can be expressed with

Larm
diux

dt
≈ vxn x = a,b,c . (5.40)

From (5.39) and (5.40) three observations can be made: (1) For positive value of the phase
voltage, the current in the corresponding lower arm is falling. (2) For negative value of the
phase voltage, the current in the corresponding upper arm is falling. (3) For phase voltage
values close to zero, neither the upper arm nor the lower arm current vary significantly. Thus,
the lower arm current related to the phase with highest value, and the upper arm current
related to the phase with lowest value, become zero first. Without loss of generality in the
following it is assumed for the instantaneous phase voltages at the blocking instant t = t0:

vbn(t0)< vcn(t0)< van(t0) . (5.41)

Considering (5.41), the current in the lower arm of phase a becomes zero (see Fig. 5.17), and
the diode in the respective arm turns off. Hence, the HA-MMC switches into a five-diode
rectifier mode (shown in Fig. 5.19). Similar to the six-diode rectifier operation before, the
lowest instantaneous voltage leads to fastest reduction of the upper arm current of phase b
(Fig. 5.17), which then becomes zero and the HA-MMC operation changes to four-diode
rectifier mode (Fig. 5.20). In this stage, the current in one arm of the fully remaining phase
(here the lower arm in phase c) becomes zero and the converter starts to behave as three-
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Fig. 5.21: Equivalent circuit model of RHA-MMC in blocking mode: Three-Diode Rectifier.

diode rectifier (Fig. 5.21). Essentially, the three-diode rectifier is similar to the commutation
phase in the six-diode rectifier. It follows

diua

dt
≈−diuc

dt
≈ 1

2Larm
vll,ac . (5.42)

Thus, the line-to-line voltage between phase a and c vll,ac determines the current slope of
upper arm currents. From Fig. 5.17, it can be observed that it is positive in the considered
period and hence, the current commutates from phase c to phase a (iuc becomes zero). In the
final stage, the HA-MMC resembles a two-diode rectifier. From Fig. 5.22, the fault current
dynamics in the final stage can be written as

(Lsc +2Larm)
didc

dt
+Rscidc = vrect , (5.43)

in which vrect =−Vdc+(max(van, vbn, vcn)−min(van, vbn, vcn)) is the rectified output volt-
age of the HA-MMC. In fact, the two-diode rectifier operation is similar to that of a six-diode
rectifier, in which only one diode in the upper and one diode in the lower arm can conduct
simultaneously. Thus, its rectified output voltage is also of similar shape plus a dc offset
determined by the counter voltage inserted by the FBSM in the remaining upper arm. Con-
sidering (Lsc +2Larm) is a large inductance, the rectified voltage can be replaced by its dc
equivalent and it follows for the HA-MMC with only FBSM in the upper arm:

(Lsc +2Larm)
didc

dt
+Rscidc =−Vdc +

3
√

3
π

v̂ac,ph . (5.44)

In fact, the equation (5.43) can be generalized for an arbitrary number of FBSM in the upper
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Fig. 5.22: Equivalent circuit model of RHA-MMC in blocking mode: Two-Diode Rectifier, when
vbn < vcn < van.

arm nf of the HA-MMC, which are each charged to VSM by:

(Lsc +2Larm)
didc

dt
+Rscidc =−nfVSM +

3
√

3
π

v̂ac,ph . (5.45)

Thus, from (5.45) it is evident that to finally drive the fault current to zero and hence success-
fully block the fault, the reverse blocking voltage by the series connection of FBSM must
fulfill

nfVSM >
3
√

3
π

v̂ac,ph . (5.46)

It is assumed that the SM voltages are ideally balanced, hence it holds VSM = Vdc
n and from

(5.46) it follows:
3
√

3
π

v̂ac,ph <
nf

nSM
Vdc . (5.47)

Assuming there are no negatively inserted FBSM in normal operation, the internal emf of the
MMC is less or equal to Vdc

2 . From (2.1) and (2.4) it follows that to generate reactive power,
the internal emf must be greater than (or in worst case equal to) the peak of the ac phase
voltage v̂ac,ph. Consequently, for operation in linear modulation range v̂ac,ph should be lower
than or in worst case equal to Vdc

2 . Replacing v̂ac,ph =
Vdc
2 in (5.47), the minimum number of

FBSM nf,min in the HA-MMC can be derived:

3
√

3
π

v̂ph

Vdc
<

nf

nSM
→ 3
√

3
π
· 1

2
=

nf,min

nSM
→ nf,min = 0.827nSM . (5.48)
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5.3.3. Submodule over-voltage determination of RHA-MMC in fault blocking state

In the presented analysis to determine the minimum number of FBSM, it was initially as-
sumed that the capacitor voltage in all SM stays constant during the blocked state of the
MMC. However, being negatively inserted in the current path, the capacitors of the FBSM
will be charged by the arm current flow through the anti-parallel diodes, until the current
decays to zero. Hence, in order to estimate the amount of voltage increase in the blocked
FBSM, the arm current dynamics during the blocked state of the RHA-MMC must be deter-
mined first.

From the post-fault operation sequence explained in Subsection 5.3.2, the worst case condi-
tion for the voltage increase occurs in the FBSM in the remaining upper arm (the one with
the highest phase voltage) in the final two-diode rectifier state of the RHA-MMC. In the
analysis, for the sake of simplicity it is assumed that the time of other arm currents (shown
in gray in Fig. 5.22) to become zero after the blocking instant is negligible. Hence, the initial
time t = 0 corresponds to the blocking instant as well as the time, when other arm currents
became zero.

The corresponding equivalent circuit under the condition vbn < vcn < van is shown in Fig. 5.22.

Taking the KVL of the fault current loop from Fig. 5.22 results in

1
Carm

∫ t

0
iuadτ +(Lsc +2(Larm +Lf))

diua

dt
+Rsciua = van− vbn− vcap,a(0) , (5.49)

with Carm = CSM
nf

being the equivalent capacitance of the series connected FBSM in one arm
of the RHA-MMC, van and vbn the line-to-neutral phase voltages of remaining phases a and
b, and vcap,a(0) =Vdc

nf
nSM

the initial arm voltage across the equivalent capacitor of FBSM in
phase a. It needs to be noted that the current and voltage variables are all time dependent,
however, for readability purposes the time dependency is not explicitly expressed. The above
ordinary integro-differential equation can be solved by determining the initial conditions
iua(0) and diua

dt (0). Obviously, the difference between the phase-to-neutral voltages in (5.49)
is the line-to-line voltage vll,ab, which can be expressed by

vll,ab =
√

3v̂ac,ph sin(ωt +θ0) , (5.50)

in which v̂ac,ph is the amplitude of the phase-to-neutral voltage and θ0 is the initial phase
angle of vll,ab at t = 0. Assuming the fault resistance Rsc is approximately zero, i.e. ideal
short circuit condition, the initial condition for the arm current derivative can be obtained
as

diua

dt
(0) =

√
3v̂ac,ph sin(θ0)− vcap,a(0)

Lsc +2(Larm +Lf)
(5.51)
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The current in the upper arm can be generally expressed with

iua =
idc

3
+

isa

2
. (5.52)

If a dc fault occurs, the dc current idc quickly rises until it reaches a predefined threshold
Itrip and the MMC is blocked. Thus, the initial dc current in (5.52) equals the trip threshold
current. Moreover, to predict the maximum SM capacitor over-voltage the maximum arm
current has been assumed. Thus, the ac phase current in (5.52) can be replaced by its peak
value îac,ph and it follows:

iua(0) =
Itrip

3
+

îac,ph

2
. (5.53)

Now, the ordinary integro-differential equation in (5.49) can be solved with

iua(t) = K sin(ω0t +κ)+
A

ω2
0 −ω2 cos(ωt +θ0) (5.54)

with

A =

√
3v̂ac,phω

Lsc +2(Larm +Lf)
(5.55)

and
ω0 =

1√
(Lsc +2(Larm +Lf))Carm

. (5.56)

The first term in (5.54) represents the homogeneous solution and the second term the par-
ticular solution of (5.49). Considering the initial conditions, the constants K and κ can be
determined with

K =
iua(0)− A

ω2
0−ω2 cos(θ0)

sin(κ)
(5.57)

and

κ = arctan

 iua(0)− A
ω2

0−ω2 cos(θ0)

diua
dt (0)
ω0

+ Aω

ω0(ω2
0−ω2)

sin(θ0)

 , (5.58)

respectively. Now, the voltage increase at each SM capacitor in the FBSM in the upper arm
of phase a ∆vfbsm,a can be calculated by

∆vfbsm,a =
1

CSM

∫ t

0
iua(τ)dτ

=
K

ω0CSM
(cosκ− cos(ω0t +κ))+

A
ωCSM

(
ω2

0 −ω2
) (sin(ωt +θ0)− sinθ0) .

(5.59)

Equation (5.59) describes the worst case scenario for the maximum voltage increase at the
SM capacitors depending on the SM capacitance, the arm, filter and short circuit inductance
and the line-to-line voltage amplitude and initial phase angle.
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(a) (b)

Fig. 5.23: Submodule over-voltage in RHA-MMC: (a) Varying short circuit inductance Lsc, (b) Vary-
ing SM capacitance CSM.

Two study cases are presented for the maximum voltage increase. First, in Fig. 5.23(a), it is
assumed CSM = 1 mF, which corresponds to an energy storage requirement of 45 kJ

MW , and
the fault distance is varied by varying the short circuit inductance Lsc. In the second case,
shown in Fig. 5.23(b), the fault distance is kept constant at approximately 50 km away from
the MMC, which corresponds to Lsc = 40 mH, while the SM capacitance is varied. The
analytical estimation of the voltage increase is validated with PSCAD/EMTDC simulations
and it results an approximately constant modeling deviation of less than 5 % of the observed
over-voltage. The analysis is based on the simplification that the FBSM capacitors of only a
single upper arm absorb the fault energy. However, in the simulation the second (and with
very minor impact also the third) upper arm contribute in the fault clearing by absorbing
part of the fault energy as well. Thus, the analytical results always exceed the simulation
ones. Nevertheless, in order to follow a conservative design approach, the over-estimated
analytical results are valid and applicable.

5.3.4. Simulation results of RHA-MMC

In the following, simulation results in PSCAD/EMTDC environment are presented in order
to evaluate the dc fault current blocking capability of the hybrid arm MMC with reduced
number of bipolar SM. In this case, the well-adopted FBSM is used.

The system under study is a point-to-point HVdc link in asymmetric monopole configuration
with metallic return, in which the lower pole is the ground pole. Following the findings of
[52], the worst case scenario for the SM over-voltage during the blocked state occurs in the
rectifier terminal of the HVdc system, while the general fault current blocking capability does
not depend on the terminal type or control design, but just on the hardware design, i.e. the
number of FBSM and SM capacitance to generate sufficient blocking voltage. Hence, only
the rectifier MMC, which is operated as master controlling the dc bus voltage, is modeled at
switch level and connected to a resistance on the dc side. The short circuit path is modeled
with series resistance Rsc = 0.1 Ω resembling ideal short circuit conditions and inductance
Lsc = 40 mH representing a fault in an overhead transmission line 50 km away from the
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Table 5.14: Parameters of the RHA-MMC and HVdc system under study (Base voltage Vb = 150 kV,
base power Pb = 150 MW).

Quantity Symbol Value per unit Value

Nominal power Pnom 150 MW 1 p.u.
Peak phase voltage v̂ac,ph 66 kV 0.44 p.u.
Nominal dc voltage Vdc 150 kV 1 p.u.
Nominal dc line current Idc 1 kA 1 p.u.
Number of SM per arm nSM 10
Number of FBSM in upper arm nf 8
Number of HBSM in upper arm nh 2
Nominal MMC SM voltage VSM 15 kV
SM capacitance CSM 1 mF 0.021 p.u.
Arm inductance Larm 30 mH 0.063 p.u.
Arm resistance Rarm 10 mΩ 0.000067 p.u.
AC filter inductance Lf 10 mH 0.021 p.u.
AC filter resistance Rf 10 mΩ 0.000067 p.u.
Trip threshold current Itrip 2 kA 2 p.u.

MMC. No additional dc fault current limiting inductance is considered. It should be noted
that in order to speed up the simulation, the number of SM is chosen small, which is common
practice in MMC related studies [183]. The parameters of the studied system are shown in
Table 5.14.

RHA-MMC dc fault current blocking capability First, the HVdc system is working in
normal condition, i.e. the RHA-MMC is controlling the dc voltage to its nominal value, while
the power flow is determined by the chosen dc resistance value. At t = 1.4 s a short circuit to
ground is introduced between the two poles of the HVdc systems. The dc voltage collapses
and the dc line current increases rapidly as shown in Fig. 5.24. The fault is detected, if the
dc fault current exceeds a pre-defined over-current threshold (here two times the nominal
dc line current) and consequently all SM in the RHA-MMC are blocked. Communication
delays in the detection are neglected. The corresponding waveforms of dc line current idc,
dc voltage vdc, phase current is = [isa, isb, isc], upper and lower arm currents iu = [iua, iub, iuc]

and il = [ila, ilb, ilc], and SM voltage in the upper arm are shown for a zoomed view around
the fault instant in Fig. 5.24.

As Fig. 5.24 shows, the RHA-MMC can block the fault current effectively and reduce it to
zero in less than 4.8 ms. During the whole clearing time, the dc fault current is monotonically
decreasing, which proves the sufficient counter voltage provision by the reduced number
of FBSM in the RHA-MMC. In practical applications, the SM IGBTs are rated for higher
voltages than the actually applied SM voltage (which is usually around 45− 55% of the
IGBT rating) and thus the temporary over-voltage can be tolerated. In the presented study
case, the maximum over-voltage across the FBSM capacitor in the upper arm of phase a
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(a) (b)

(c) (d)

(e) (f)

(g)

Fig. 5.24: Fault blocking performance of proposed RHA-MMC: (a) DC voltage, (b) DC current, (c)
Upper arm current, (d) Lower arm current, (e) SM over-voltage in upper arm of phase a,
(f) SM over-voltage in upper arm of phase b, (g) SM over-voltage in upper arm of phase c.

(which is the worst case) is 24.5 %.

Comparison of dc fault current blocking performance In the following, a compari-
son between conventional HA-MMC, FB-MMC, HB-MMC with hybrid dc circuit breaker,
and the proposed RHA-MMC is made considering two operating conditions, i.e. short
(12.5 km→ Lsc = 10 mH) and long (125 km→ Lsc = 100 mH) fault distance to the con-
verter, respectively. The aim is to analyze the RHA-MMC behavior and compare it to other
methods in terms of fault blocking time and resulting SM over-voltage.

In Fig. 5.25, a short fault distance to the converter is assumed. Under this condition, the



5. Modular multilevel converter-based HVdc protection 199

(a) (b)

(c) (d)

Fig. 5.25: Comparison of fault blocking performance of different MMC architectures with low dc
side inductance (L = 10 mH): (a) DC current, (b) SM over-voltage in phase a, (c) SM over-
voltage in phase b, (d) SM over-voltage in phase c.

(a) (b)

(c) (d)

Fig. 5.26: Comparison of fault blocking performance of different MMC architectures with high dc
side inductance (L = 100 mH): (a) DC current, (b) SM over-voltage in phase a, (c) SM
over-voltage in phase b, (d) SM over-voltage in phase c.

RHA-MMC can interrupt the fault current in less than 2.7 ms with SM capacitor over-voltage
less than 16%. With high fault distance, which reflects in high dc side inductance, the amount
of stored inductive fault energy that the converter must dissipate is also high. Thus, as
depicted in Fig. 5.26, the fault interruption time increases to 6.7 ms and the over-voltage
reaches 33 %, which is still tolerable (from the IGBTs point-of-view) considering the usual
operating voltage.
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Fig. 5.27: Comparison of total losses as a function of phase difference and constant apparent
power (the employed device for losses calculation is a 4.5 kV 1.2 kA IGBT (5SNA
1200G450300) from ABB). Total losses of HB-MMC are selected as the base power unit
(1 p.u.) at different phase angles. Results obtained from [184].

The main challenge of the HB-MMC with hybrid dc CB is its long breaking time, i.e. the
time the protection system needs to identify the fault and start the energy dissipation process.
The mechanical switch introduces a significant delay of ≈ 2 ms involving high peak fault
current, which potentially endangers the system’s components. To mitigate such effects,
additional dc current limiting inductors have to be installed at each end of the line (further
details can be found in Section 4). Additionally, the dc CB suffers from the high amount
of fault energy that the arrester has to dissipate in a short time, thus, accounting for high
transient interruption voltage across the dc CB, e.g. 1.5 times the nominal dc voltage has
been assumed in accordance with [40].

In comparison to the proposed RHA-MMC and the hybrid dc CB, the FB-MMC and HA-
MMC show better interruption performance (FB: <0.5 ms for low dc inductance, 1.9 ms for
high dc inductance, HA-MMC: <1.5 ms and 4 ms). However, a weak point of these methods
is the large number of semiconductors, which involves low efficiency in normal operation
as demonstrated in Fig. 5.27. Similar to the RHA-MMC, a large fault distance (or large dc
inductance) creates over-voltages in the SM capacitors in the FB-MMC and HA-MMC as
well.

The over-voltage across the SM capacitors is the result of the transfer of inductive energy
stored in the dc and arm inductances and the energy flow from the ac side during the diode
rectifier operation of the MMC until the phase currents are zero. Large fault distance or in
general a large dc side inductance leads to a high amount of stored energy and hence long
clearing time. In consequence, the ac energy flow is further incremented and so is the SM
over-voltage. On one hand, this causes temporary over-voltage stress in the SM capacitors,
which is, however, limited for very short time and is well below the breakdown threshold.
Thus, it won’t cause internal temperature or leakage current increase and is irrelevant for the
capacitor lifetime. On the other hand, the SM over-voltage increases the blocking voltage of



5. Modular multilevel converter-based HVdc protection 201

(a) (b)

Fig. 5.28: DC current of proposed RHA-MMC with varying number of FBSM: (a) Low dc inductance
(L = 10 mH), (b) High dc inductance (L = 100 mH).

each individual bipolar SM and hence enables fault blocking capability in the RHA-MMC
also with less than the originally calculated 83% FBSM in operation. This feature can be
used to continuously provide the fault protection to the dc grid, even if a small number of
SM fail (e.g. due to internal short circuit).

Fig. 5.28 depicts three design cases of the RHA-MMC with 70%, 80% and 90% FBSM in the
upper arm, respectively. Even though reducing the number of FBSM from 90% to 80% raises
the clearing time, the SM over-voltage ensures sufficient counter voltage to successfully
block the dc current. In contrast, the reduction to 70% results in uncontrolled commutation
in case of high dc side inductance in later fault stages. This leads to periods with increasing
current (between t = 1.41 s and t = 1.42 s) and a safe current blocking cannot be ascertained
anymore.

5.4. Summary and conclusions of the section

In this section, MMC architectures with fault current blocking capability and suitable bipo-
lar or asymmetric SM topologies for those are reviewed. The FBSM-based MMC, while
it has the best fault blocking performance, suffers from its high on-state losses and costs.
Therefore, hybrid or hybrid arm architectures have been developed in the past years, which
comprise of a mixture of bipolar or asymmetric SM (with fault blocking capability) and the
cost-efficient HBSM. In this thesis, a new perspective on the hybrid arm MMC with reduced
number of bipolar SM is given, whereas both the minimum number of bipolar SM and the
resulting over-voltage across them during the fault are developed analytically based on the
fault operational sequence of the converter. PSCAD-EMTDC simulations of a full-switching
model of the proposed RHA-MMC are presented to prove the analytical findings. In general,
the HA-MMC is an asymmetric converter, which can be only applied in bipolar or asym-
metrical monopolar HVdc configuration, because of its inability to clear a dc pole-to-ground
fault at its HBSM-based arm.

The RHA-MMC shows acceptable fault blocking performance, e.g. relatively short clearing
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time and low SM over-voltage, when the dc side inductance is small. However, if the dc
side inductance is large (as it would be the case for remote faults in long HVdc links), the
RHA-MMC experience large SM over-voltage due to the increased fault energy, which must
be dissipated by the FBSM. This over-voltage must be considered in the design of the SM
(IGBT and capacitor rating), however, assuming the conventionally applied operating voltage
around 45 % to 55 % of the nominal voltage, the maximum over-voltage observed is still
tolerable.

A common point of converter-based protection concepts is that they are non- or at most
partially selective. Thus, their application in MTdc systems is restricted, since in case of
fault the whole grid or larger parts of the grid have to be shut down. On the other hand, a
fully selective strategy requires dc CB at both ends of each line. The increase in costs and
complexity of protection coordination limits their expandability to larger meshed grids with
a large number of lines. A compromise between selectivity and expandability is a critical
task to be solved for future protection concepts.

A possible extension of the presented work is the application of RHA-MMC together with
low-scale dc CB. It has to be evaluated, if using the combined approach, a further decrease
in the total number of power electronics switches installed in the circuit (MMC + dc CB) can
be achieved.

As a consequence of the converter blocking, the active power transmission (and for short
time also the reactive power exchange) is interrupted. However, since HVdc systems usually
participate in the ac grid voltage regulation by compensating reactive currents, it is desirable
to limit the outage time and to regain the STATCOM functionality as soon as possible. This
is especially important since due to the missing active power, the ac grid stability is already
weakened.

It is assumed that a temporary fault happened. Nevertheless, the FBSM stay in blocked state
for about 0.2− 0.5 s after current zero to account for typical de-energization time needed
to let the arc at the fault location extinguish and the ionized air to disappear. Thus, for the
STATCOM operation only the lower arm HBSM may be usable in the proposed converter
topology, which may then be operated as star-connected cascaded HB STATCOM. Future
work has to address the development of the STATCOM controller and evaluate the influence
of the reactive power provision on the converter design. As a reference, in [185], a STAT-
COM control structure has been presented for the conventional HA-MMC in bipolar HVdc
configuration, which includes an outer loop reactive power controller acting on the q-axis
current reference and an average capacitor voltage controller acting on the d-axis current
reference. The inner current loop is the same as in normal operation.
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6. Summary, conclusions and future research

6.1. Summary and conclusions

This thesis aimed to investigate and propose new modeling, control and protection methods
for HVdc systems based on modular multilevel converter, targeting an increased controlla-
bility of the transmission system.

In Section 2 the theoretical basis of this thesis has been presented by introducing the state-
of-the-art knowledge on VSC-HVdc systems, their converter and grid control methods, and
protection concepts. Moreover, the MMC fundamental operation and controller design has
been explained. Furthermore, a guideline for power electronics modeling depending on the
investigated power system problem has been presented.

The services, VSC-HVdc systems can provide to the ac grid, have been summarized in Sec-
tion 3. Studying the recent implementations of frequency service support, i.e. primary fre-
quency regulation and inertia emulation, has revealed a common drawback. In fact, if no
additional source of energy as batteries or connected wind farms is available, significant
frequency disturbances are caused in the supporting areas, which limit the control margin
of the support action. Moreover, it has been shown that the conventional frequency support
methodologies using power transfer between two areas cannot be applied to embedded HVdc
systems, due to the strong synchronous coupling between the frequencies at the two termi-
nals of the HVdc system in this application. As a solution, it has been proposed to shape
the power consumption of voltage dependent loads in the proximity of the HVdc system by
controlled grid voltage variation. Thus, additional energy independent of the synchronous
generators is made available and the same frequency service as before can be provided,
however, without affecting the frequency in supporting areas. Two study cases have been an-
alyzed, which are the asynchronous HVdc interconnector and embedded HVdc system form-
ing a parallel, hybrid connection with the surrounding ac grid. The effects of the so-called
primary frequency regulation through HVdc-based control of voltage dependent loads have
been analytically studied for both cases using a state-space model of an HVdc-interconnected
modification of a two-area, two-machine benchmark system. The results have been verified
in PSCAD/EMTDC simulations. First, using the two-area, four-machine Kundur benchmark
grid and second using the large interconnected IEEE 39-bus system to justify the effective-
ness of the approach in the truly embedded scenario. It has been demonstrated that using the
proposed approach limits the frequency drop in supporting areas from 300 mHz to 50 mHz
in the case of an asynchronous HVdc link and the frequency deviation at both terminals in
the embedded case by 30 % independently of the system inertia. Possible restrictions of the
proposed frequency support scheme in terms of the load power to voltage sensitivity, the
restrictions in maximum change of the grid voltage as well as the loads electrical distance
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to the HVdc terminals have been thoroughly studied. It can be concluded that even in the
presence of mainly low-sensitive loads, only the control margin of the proposed approach is
reduced, but still a generally positive effect on the damping in supporting areas is achieved.
In order to tackle the restrictions in the allowed maximum change in the grid voltage, the
proposed frequency support scheme has been extended to multi-terminal HVdc systems, in
which the flexible power routing options, allow to optimally share the frequency support
burden among the different terminals by adapting the droop constants proportionally to the
estimated load power to voltage sensitivity in each area. The grid voltage variation using the
optimal droop gains has been reduced by 1.2 % compared to the equal load power extraction,
which led to reactive power savings of 25 %.

The design of dc circuit breakers is a crucial aspect in the development of MTdc systems.
Therefore, in Section 4 a generalized list of criteria has been introduced to evaluate and com-
pare the suitability of a given CB design, which is obtained from an in-depth literature survey
on the requirements of HVdc CB and on commercially available HVdc CB designs. The cen-
tral part of Section 4, however, is the development of an analytical fault current estimation
method based on mesh analysis with linear differential equations and modified average value
model of the MMC. It has been demonstrated that the proposed method provides accurate
estimation of the fault current slope and maximum fault current for the initial fault stage
until the moment of converter blocking and allows to analyze a large number of parameter
variations for several grid conditions with very low computational time in comparison to
detailed EMT-simulations (seconds instead of minutes). Moreover, it can be concluded that
the proposed methodology overcomes critical drawbacks of existing methodologies using
the linear differential equation approach. First, instead of relying on oversimplified, passive
RLC-modeling of the MMC, it respects the power flow through the converter during the ini-
tial fault stage by including parts of the MMC control, which leads to more accurate results
for remote fault currents in MTdc systems. Second, it is applicable not only to a single fault
type, but to pole-to-pole faults in symmetrical monopole and bipolar grid configuration as
well as to pole-to-neutral faults in bipolar grid configuration, which is possible by the intro-
duction of a virtual fault path in the set of differential equations. The analytical derivations
have been proven with PSCAD/EMTDC simulations of the four-terminal CIGRE B4 multi-
terminal HVdc benchmark grid, resulting in a maximum estimation error of 3 % instead of
≈ 6 % with the simplified MMC model. In the remainder of the Section 4, a fault identi-
fication and adaptive auto-reclosing strategy using a modular, hybrid HVdc circuit breaker
has been presented. In fact, it has been proposed to create active pulses in the line through
controlled bypassing of a specified number of main breaker modules and to analyze the re-
sulting traveling waves to identify the fault type. Thus, in permanent fault case, the breaker
does not attempt to reclose, which avoids a re-strike of the fault arc and possible damage
to the equipment, while in the temporary fault case, the breaker is switched back to normal
operating status in steps, to enable a smooth dc voltage restoration. It has been shown that
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the same strategy can also be applied to locate the fault position in permanent fault case.

Modular multilevel converter can block the dc fault current, if sufficient counter-emf is
built-up in the fault path by using bipolar SM instead of the conventional half-bridge SM.
However, this feature comes with additional costs and on-state losses. Thus, in Section 5 a
hybrid-arm MMC with reduced number of bipolar SM has been presented. Observing the
converter’s fault operational sequence, the minimum number of bipolar SM - assuming the
most common type, i.e. full-bridge SM - has been analytically derived: 83 % in the upper
arm and 0 % in the lower arm. The proposed converter design has been compared to full-
bridge MMC, conventional hybrid-arm MMC with equal number of bipolar and half-bridge
SM and half-bridge MMC combined with hybrid dc CB under varying grid conditions. It can
be concluded that reducing the number of bipolar submodules in the converter increases the
efficiency in normal operation (i.e. 17% lower losses compared to the conventional hybrid
arm MMC), while the fault blocking ability under low inductance is preserved with sufficient
counter-emf provision and reasonable clearing time of 2.7 ms, which is in between the clear-
ing times achieved with full-bridge MMC (< 0.5 ms) and hybrid dc CB (4 ms), respectively.
It has been shown that during the clearing time, the fault current is charging the SM capaci-
tors, which are negatively inserted in the current path in the converter’s blocked state. Thus,
a significant amount of over-voltage (up to 33% for 100 mH dc side inductance) can appear
across the SM capacitors, which depends on the stored energy in the dc and arm inductances
as well as on the energy transfer from the ac grid, until the arm currents decay to zero. The
over-voltage must be considered in the design of the SM capacitors and semiconductors,
even though, assuming conventionally applied operating voltages around 0.45−0.55 p.u. of
the nominal voltage, the observed over-voltage is still tolerable.

6.2. Future research

MMC-HVdc systems offer advanced control possibilities in the transmission grid, however,
their vulnerability towards dc faults requires a careful protection system design to ensure a
stable and reliable grid operation. This thesis has illustrated new strategies and concepts to
control and protect MMC-HVdc systems.

The following research topics have been identified for potential future work:

• The proposed primary frequency regulation and inertia emulation strategy exploits the
loads’ active power to voltage sensitivity. In the future power system scenario, the
share of power electronics-based resources will steadily grow. The power-electronics
devices are usually controlled to not react on the imposed voltage variation (constant
power behavior), which limits the load controllability by grid voltage control. Thus, it
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must be comprehensively studied, if such a constant-power-based grid is a realistic sce-
nario and to which extent it is feasible to provide the targeted services with the HVdc
system. Additionally, it should be carefully assessed, which voltage constraints are
set worldwide and how the controlled voltage variation during the frequency support
might affect the customers.

• The load control has been proposed in this thesis for frequency support purposes as
alternative energy source to energy storage systems and wind farm power curtailment,
which can be alternatively used for the provision of the frequency support, especially
for virtual inertia emulation. In the future, it must be carefully evaluated, which might
be the optimal combination of the different sources and how they can be made available
by the HVdc system with limited effect on the grid. As possible extension, also the
HVdc dynamic capacity should be studied, which could make available either higher
reactive or active power during the contingency. The preferred solution has to be
assessed technically and economically taking into account also the remuneration of
the grid services offered by the HVdc.

• The parameter variation analysis to evaluate dc circuit breaker designs has been only
derived for few selected cases with focus on the dc current limiting inductance. Future
research should exploit the full potential of the analytical approach, which includes
the reduction of the set of differential equations to a suitable order and provide an-
alytical expressions for each parameter’s influence. A sensitivity evaluation of these
parameters could guide engineers in the future design of dc circuit breakers.

• The analytical fault current estimation should be extended to all presented fault cases.
Particularly, the pole-to-ground faults are of interest, in which the grounding config-
uration can be included as additional parameter in the problem’s set of differential
equations.

• The presented adaption of the hybrid-arm MMC increases the on-state converter ef-
ficiency, however, shows relatively weak fault blocking performance in combination
with large dc side inductances and is not applicable, when full selectivity is required in
the system’s protection. As a possible extension of the presented work, the application
of the proposed converter in combination with a low-scale dc circuit breaker should be
evaluated. And it should be analyzed, if the total number of power electronic switches
installed in the circuit (MMC + dc CB) can be reduced, while providing a partially
selective protection approach.

• One key requirement on HVdc systems is a small outage time after fault and that
they regain the grid support functionalities as soon as possible in order to minimally
influence the ac grid. Thus, the proposed converter’s post-fault control has to be in-
vestigated, which should include the reactive power provision to the ac grid during
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the fault stage (STATCOM mode) and smooth dc voltage and power ramp-up after the
fault is cleared.
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