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Chapter 1

Introduction

Stock return predictions and tests for predictability have received increasing attention in
recent years. However, despite a well-developed theory, predictability of stock returns
using fundamental variables is difficult to establish in practice. This dissertation presents
three essays regarding predictive regressions and describes how to cope with potential
pitfalls. One typical issue of predictive regressions is that the parameters to be estimated
are often close to zero and the signal-to-noise ratio is fairly low (c.f. Campbell (2008) and
Phillips (2015)). Thus, predictive regressions often exhibit a low R?. The distributions of
resulting R? values for 212 univariate predictive regressions with three different predictor
variables are illustrated in Figure 1.1. As expected, the R? values are in fact quite low in

all three cases. Data for this example is taken from Chapter 4 of this dissertation.

Figure 1.1: Weak Signals - Distributions of R?
Histogram of R? for SR; ~ dy,-; Histogram of R? for SR; ~ ptbv_; Histogram of R? for SR{ ~ pCi—1
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Notes: Distribution of R? for 212 firm-specific univariate least squares estimations with stock returns
as dependent variable to illustrate weak signals for predictions. Regressors from left to right: lagged
dividend yield, price to book ratio and price to cash flow ratio. Data for these estimations is taken from
Chapter 4.4.3.

Tests for predictability need to detect local deviations from the null, since parameter
values in predictive regressions are close to the null. Thus, these tests need a reasonable
local power (i.e. local in the neighborhood of the null).

We are going to examine the local power for various tests for predictability in Monte

Carlo simulations in Chapter 2 and 3.
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Furthermore, all three papers present different approaches for dealing with predictive
regressions when facing persistent as well as endogenous regressor variables. We illustrate

this issue using the following predictive regression model (c.f. Stambaugh (1999)):

Y =+ Briq + uy (1.1)
=0+ priq + vy (1.2)

with y; being the variable of interest, e.g. stock returns, and z;_; a lagged predictor

variable, e.g. the lagged log dividend price ratio. We additionally assume:

Ug \ iid 19
Gl e

The regressor is endogenous for correlated innovation terms, i.e. § # 0. When applying
least squares estimation and testing the null hypothesis of no predictability (Hy : 8 = 0),
the test statistic does not depend on «, § and € but on p and ¢.

We perform Monte Carlo simulations under the null of § = 0 with a,6 = 0, p €
{0.1,1} and § € {0,—0.95} with sample size T" = 240 and 10000 Monte Carlo replica-
tions. The distributions of the corresponding test statistics for the four arising cases are

illustrated in panels (i) - (iv) of Figure 1.2.

Figure 1.2: Distribution of OLS test statistics for different parameter values of p and ¢

. _ _
o < | 0 < | (if)
N o o
a | _
& o o
g © o
Q
> | _
< o o
o T T T T 1 © T T T T 1
-4 -2 0 2 4 -4 -2 0 2 4
‘ﬁ' < | (i) < | — ] (iv)
a ©
£ | _
S o o
g o S
[ag — _
<
Q o
o T T T T 1 © T T T T 1
-4 -2 0 2 4 -4 -2 0 2 4
Correlation =0 Correlation 6=-0.95

The regressor variables exhibit low degrees of persistence in both top panels (p = 0.1),
while they are highly persistent in the lower ones (p = 1). They are endogenous in the
right panels (6 = —0.95) but not in the left panels (§ = 0). Panels (i) to (iii) depict (close
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to) standard normal distributions of the test statistics. Two-sided tests on a significance
level of a@ = 0.05 yield rejection rates of 0.053, 0.050 and 0.053, respectively. However, the
distribution of the test statistic in panel (iv) is not standard normal. It yields a two-sided
rejection rate of 0.278 (right-sided 0.422), i.e. the null of no predictability is rejected too
often when dealing with a persistent and endogenous regressor.

Least squares estimation performs well in the first three cases. However, for persistent
and endogenous regressor variables, the least squares estimator for § in Equation (1.1)
suffers from second-order bias. Also, its test statistic has a nonnormal limiting distribution
characterised by p and 0. This case is not only relevant in theory but also for practitioners,
e.g. when predicting or testing for predictability of stock returns.

We discuss three different approaches to deal with the issue of persistent and endoge-
nous regressors as well as further pitfalls such as nonlinearity and model uncertainty in

the remainder of this thesis.

Essay 1 is joint work with Matei Demetrescu and entitled “Gaussian Inference in
Predictive Regressions for Stock Returns”. We take the test statistic of an OLS estimator
of Equation (1.1) with its nonnormal limiting distribution for persistent and endogenous
regressors. We then exploit the fact that the null distribution of this test statistic can be
rewritten as a weighted sum of a normal and a nonstandard part. Limiting distributions of
corresponding test statistics for M estimations have similar properties in these predictive
regressions. Furthermore, the distributions of the test statistics for different M estimations
can each be written as weighted sums of a normal and a nonstandard part, whereby the
nonstandard parts are identical. We exploit this by combining the test statistics of two
different M estimations to cancel out the nonstandard part. Thus, we obtain a standard
normal test statistic for the null of no predictability. We deduce suitable combinations of
different M-based test statistics and test for predictability of US stock returns. Critical
values are derived from a fixed-regressor bootstrap to account for multiple testing in

rolling windows.

Essay 2 is entitled “Nonlinear Predictability of Stock Returns? Parametric Versus
Nonparametric Inference in Predictive Regressions”. It is joint work with Matei Deme-
trescu and is published in the Journal of Business and Economic Statistics. We argue that
the relation between stock returns and predictor variables might not be linear. Therefore,

we extend the previous linear model (1.1) to an additive nonlinear one:

Y=o+ Bf(zi1) + . (1.4)

There are basically two options for testing the predictive power of a potentially nonlinear
model. One could either use a nonparametric test or apply a test based on a linear model,

since Equation (1.4) is linear under the null. However, with a nonparametric test one
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would lose power due to leaving the parametric framework leading to lower convergence
rates. On the other hand, one would also lose power when applying a test based on a linear
model due to a misspecification under the alternative. We argue that the loss in power for
misspecified linear models is lower than for nonparametric tests when deviations from the
null are small, i.e. when £ is close to zero (as in the case of stock return predictions). This
case of a local deviation from the null is of particular interest, since predictive regressions
(for stock returns) exhibit weak signals, i.e. small coefficients.

We employ the IVX test by Kostakis et al. (2015) and an additional two-stage least
squares test including the IVX instrument as (misspecified) parametric approaches. In
addition, we employ the nonparametric tests by Juhl (2014) and Kasparis et al. (2015).
All four tests possess standard limiting distributions irrespective of degree of persistence
and endogeneity of the regressors.

We then compare these tests in Monte Carlo simulations with respect to their local
power to mimic the presence of weak signals. Afterwards, they compete in an empirical
application for testing the predictability of S&P 500 stock returns. Moreover, we employ
the different parametric and nonparametric tests as pretests when constructing out-of-
sample stock return predictions. Based on the pretest, predictions are constructed by
employing either the historic mean or a (non)linear forecasting procedure. We apply
a linear model and a generalized additive model with smoothing splines in the linear
and nonlinear forecasting procedures, respectively. We find best results for combinations
of linear pretests with nonlinear forecasting procedures. However, in order to obtain
competitive results selection of regressor variables is essential. This procedure outperforms
historic mean predictions (w.r.t RSS) for the regressor logEP but not for logDP.

Finally, we expand the different tests to multivariate versions and estimate the stock

return predictions. Though, results are not as promising as in the univariate case.

The third essay is titled “Predicting Stock Returns with Regression Trees: Nonlin-
earities and Predictor Selection”. The first two essays mainly focus on testing for (stock
return) predictability, while this paper discusses (stock return) predictions from differ-
ent tree based methods and assesses their accuracy. We pay special attention to the
performance of local linear tree based methods.

Trees are constructed by recursively partitioning the data space and performing pre-
dictions for each emerging region. We either employ regional means of the dependent vari-
able or perform linear regressions within each region to obtain prediction values. Thus,
tree based methods are more flexible than parametric approaches, since they perform
separate predictions for each region.

We estimate univariate as well as multivariate predictions for S&P 500 stock returns
applying the same regressor variables as in the second essay. Trees have the advantage of a

built-in parameter selection. Only the most informative regressor variables in multivariate
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tasks are employed to grow regression trees and perform predictions. The importance
of parameter selection becomes eminent from the previous essay. In the last section
of that essay we find that a “kitchen sink” regression, employing all available regressor
variables, performs worse than any univariate regression. However, regression trees should
perform better in the presence of multiple predictor variables, as they have a built-in
regressor selector. Including all available and potentially uninformative regressor variables
should not harm predictions from tree based methods as much, since regression trees
perform a predictor selection. Region averages as predictions are not affected by all
regressor variables, only by those which are responsible for defining the corresponding
region. Nevertheless, we also perform stock return predictions employing different subsets

of all available regressor variables for comparison.



Chapter 2

Gaussian Inference in Predictive

Regressions for Stock Returns

Coauthored by: Matei Demetrescu

2.1 Introduction

Predictive regressions play an important role in applied work. They are for instance widely
used to assess whether future stock returns can be predicted by current information. Among
others, predictive regressions have been used to study the performance of mutual funds, to test
the (conditional) CAPM, and in studies of optimal asset allocation; see Paye and Timmermann
(2006, pp. 274-275) and the references therein. Based on economic theory, various putative
predictors have been considered for predictive regressions, for instance financial ratios like the
dividend yield, default premia, or the term structure of interest rates; e.g. Welch and Goyal
(2008) evaluate the predictive performance of 11 different variables.

From a technical perspective, inference in such predictive regressions is however challenging.
Concretely, any inferential procedure needs to take into account the stylized features of the
data, which, for predictive regressions for stock returns, include the uncertain persistence of
the putative predictors and the contemporaneous correlation of the predictors’ innovations with
those of the stock returns.

For this reason, we consider here the popular predictive regression model
yr = 6 + Bre_1 + uy, t=2,...,T, (21)

where the disturbances u; are taken to be unpredictable, such that predictability of y; translates

into 8 # 0. The regressor is taken to have an autoregressive structure,
= pr +& and & = p§—1 + vy (2.2)

with & bounded in probability. Various values of p then capture various degrees of persistence

of the putative predictor x;.
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We do not impose a particular type of persistence for xy; rather, we let the regressor be either
stationary (and thus of low persistence), i.e. p is fixed and bounded away from unity in absolute
value, or near integrated (and thus of high persistence), p = pr = 1 — ¢/7. Both modelling
approaches have been considered in the literature; see among others Amihud and Hurvich (2004)
and Campbell and Yogo (2006). By allowing p to be either fixed and away from unity, or near
to unity, we cover a wide range of degrees of persistence for the predictor x;. Importantly, our
results are valid under both low and high persistence, and are thus robust to the persistence
present in the data, which is typically plagued by uncertainty.

Under low persistence as defined above, inference is standard with asymptotically normal
slope coefficient estimator and standard normal null distributions of the associated ¢ statistic.
High persistence in the form of near-integrated variables has, on the other hand, direct im-
plications for estimation and inference whenever u; and v; correlate contemporaneously; see
Stambaugh (1999) and Elliott and Stock (1994). For instance, the OLS estimator of 3 in (2.1)
exhibits second-order bias and the corresponding t¢-statistic has a nonnormal limiting distribu-
tion characterized by ¢ and the correlation between u; and v;. In specific, regularity conditions

assumed, the limiting null distribution of the usual OLS-based t statistic is given by

dfo(c )dU()

\/fo ) ds

where J. = fo s)ds, Je (s) )—c [y e~V (r)dr is an Ornstein-Uhlenbeck process, and

(U(s),V(s)) isa blvarlate Brownlan motion with unit-variance elements, possibly correlated; see

Elliott and Stock (1994). (Formally, the low-persistence case may be obtained as a sequential
limit with 7" — oo followed by ¢ — 0.)

Since the parameter ¢ cannot be consistently estimated (Phillips, 1987), it is not known
which critical values should be used for testing hypotheses on 3 with the OLS t-statistic.! A
number of solutions to this problem have been proposed; see e.g. the bias-correction approach of
Amihud and Hurvich (2004), the Bonferroni procedure of Campbell and Yogo (2006), or more
recently the near-optimal tests of Elliott et al. (2015), the extended IV approach of Kostakis et al.
(2015) and the variable addition and IV based inference of Breitung and Demetrescu (2015). All
these methods refer in one way or another to predictability in the conditional mean.

A number of contributions have however addressed the issue of predictability from a dif-
ferent perspective. For instance, Cenesizoglu and Timmermann (2008) discuss predictability of
stock returns at various quantiles (see also Lee, 2016; Meligkotsidou et al., 2014, 2019), while
Demetrescu and Roling (2021) test for predictability under a general loss function when exam-
ining the forward premium puzzle. These approaches may be cast (as is also the case with OLS)
in an M estimation and testing framework ; see Huber (1981). Interestingly, the limiting distri-
butions of the corresponding ¢ statistics in the case of M estimation have a similar structure. In

fact, Lee (2016) and Demetrescu and Roling (2021) obtain the same expression for the limiting

LA conservative approach using critical values for the worst-case scenario (typically ¢ = 0) leads to large
power losses; see e.g. Campbell and Yogo (2006).
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distribution of such M based ¢ statistics,

L I (Je(s) = J.) AU (s)

VI (els) = o) ds

(2.3)

where U(s) is the limit process of the partial sums of a transformation of u; specific to the
particular M estimator employed.?

Here, we exploit the fact that the limiting null distribution in (2.3) can be expressed as a
weighted sum of two components, one of which is nonstandard and depends on V(s), but not on
U (s), whereas the second is Gaussian, and provide an asymptotically Gaussian test procedure
for the null of no predictability in predictive regressions with possibly near-integrated regressors.
To this end, we construct in Section 2.2 a weighted average of two different M tests of the null
of no predictability, 8 = 0, where the weights are picked in such a way that the nonstandard
component cancels out and one works with the Gaussian components only. We address the issue
of power, and explore the finite-sample properties of the proposed test in Section 2.3. Section
2.4 re-examines US stock return predictability. Section 2.5 concludes, and technical proofs have
been gathered in the appendix, which also contains supplementary simulation results.

In terms of notation, we denote by = weak convergence on the space of cadlag functions
defined on [0, 1]. For weak convergence on the real line we use equivalently i, while & signifies

convergence in probability.

2.2 Aggregating M-based tests
For the predictive regression model (2.1), we consider the following class of M estimators,

A A

T
5,8 = ar6g glin Zﬁ (yr — 0" — B*w—1), (2.4)
, =2

where £ belongs to a suitable family of quasi-convex functions. We focus on asymmetric quadratic

loss functions,

Assumption 2.1 The loss function L (u) — RT is given by
L(u) = ((1-2a)1(u < 0)+a)|ul?

where o € (0,1).

Asymmetric quadratic losses are a convenient choice here. While the more general class

of asymmetric power loss functions proposed by Elliott et al. (2005) allows e.g. for asymmetric

2For quantile regression, the transformation is the generalized sign function, while, for estimation under
a general loss function, the transformation is the derivative of the loss function; see Section 2 for
details. For OLS, the transformation is then simply the identity function.
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linear or asymmetric cubic losses, asymmetric linear losses (in effect quantile regression) is com-
putationally more demanding,® while e.g. asymmetric cubic losses would require stricter moment
conditions on the regression errors u;; see Demetrescu and Roling (2021).

The corresponding {-type statistic of no predictability, t = £3 /s.e.(B), is computed with

Huber-Eicker standard errors,

s.e. <B> - \/[BEIMTB:Fl}z,T

where

o ( Sia L (@) E,wal (@
T — T .
21— Te—1 L (i) Zt 2 27 L7 (1
My = ( S (£ @) S (£ ()’ )
T = T 1A \\2 /
Dotz Te—1 (L () Zt w7y (L (4 ))

and ’[Lt =Yt — 5 — B‘Tt,l.
To rigorously introduce our new test, we make the follwing assumptions about the data

generating process.

Assumption 2.2 The autoregressive coefficient p is either fized and bounded away from unity,

lp| < 1, or local to unity, p=1—c¢/T.

Assumption 2.3 Let v, = 5 bjvi—j where 3.~ |bj| < oo, A=3",50b; # 0, and (uy, vy)
s a serially independent, identically distributed series with finite kurtosis and no atoms, where

v; has zero mean.

The zero mean condition on 14 ensures that the stochastic component of the predictor, &,
has zero mean and no drift, and any deterministic components of x; are captured by pu,. We
impose this because deterministic trend components are not plausible for the typical predictor
say in regressions of stock returns on dividend yields. The serial independence assumption is
somewhat restrictive given that y; usually stand for stock returns in this framework, but we note
that the predictive regressions literature using financial valuation ratios as putative predictors
tends to use low-frequency data such as monthly, quarterly and even yearly returns, so GARCH
effects should not be of serious concern.

For later reference, we define
6o = argmin E (£ (uy — %)) and @y = L' (up — ) .
6*

Note that @; are so-called generalized forecast errors (see e.g. Granger, 1999) and, under As-

sumptions 2.1 and 2.3, can be shown to satisfy

E (fbt‘xt_h Tt—2y .« ) = 0,

3Newey and Powell (1987) provide for instance an iteratively reweighted least squares algorithm to solve
the minimum problem in (2.4).
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such that the disturbances are not predictable under L.

Importantly, for different loss functions (i.e. different o under Assumption 2.1), one has
different generalized forecast errors w;, and, correspondingly, different limit processes U (s) for
the partial sums of u; as follows.

. ~ / . .. . . .
Under our assumptions, the sequence (4, v;) is zero-mean iid with finite variance, and we

T/ 5 ol (s)
Fe ()= ()

jointly with T‘1/2§[8T] = AoyJo(s) where, recall, J.(s) = V(s) —c[je —cls (r)dr is an

Ornstein-Uhlenbeck process, and the covariance matrix of (4, 1/,5) is

> O',l% o7y
= 9 ,
UﬁUV’Y Gy

and ~ gives the correlation of @ = L' (uy — 0,) and 4. The correlation v depends on the choice

have the weak convergence

« pinning down the loss function.

Define now the projection

~ 1

Wi(s) = 7?72

and note that W is independent of V (since the processes are jointly Gaussian and orthogonal

(0() =7V ().

by construction). Therefore, W is independent of J, as well. We then have the following
representation for the limiting null distribution (2.3) of the M based ¢ statistic in the high

persistence case,

Ji (2 247 R
\/fo \/fo )ds \/fo Je( )ds

where the independence of W and J. implies the numerator of the second summand on the
r.h.s. to be mixed Gaussian, such that the second summand is Gaussian and independent of V'
— and thus of the first summand on the r.h.s. of (2.5).

The decomposition shows how the limiting distribution depends on the two parameters of
relevance, the strength of mean-reversion ¢ and the correlation v of the two involved Wiener
processes V and U. Note that the correlation ~ could be estimated from residuals 7y and 4, in
contrast to the mean-reversion parameter c.

The key observation enabling our proposal is that, for different loss functions £, implying
different processes W(s) and different v, the resulting M estimators and tests need not be per-
fectly correlated, although the nonstandard component of their distribution is the same. Hence
a suitable linear combination of two different M-based statistics will be Gaussian, irrespective

of ¢. Contrary to the mean reversion parameter ¢, the involved weights can then be estimated

10
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consistently so a feasible version is at hand. Closest to this idea is the proposal of Lucas (1995)
and Herce (1996) to combine Dickey-Fuller and M-estimation based unit rot tests to obtain a
standard normal unit root test. However, we’re primarily interested in pivotal inference, i.e. in
removing the dependence on ¢ of the limiting null distribution of the relevant test statistics;
Gaussianity is here just a bonus.

So consider now two M estimators of 3, 31 and 32, resulting from two different loss functions
L1 and Ly (i.e. two different values for the asymmetry parameter, a; and «as) and let ¢1 and ¢,

be the resulting ¢-type statistics. Then, the linear combination

Ya2t1 — 71t2

would be Gaussian since the nonstandard component cancels out. At the same time, this linear
combination of £ ratios, while following a Gaussian limiting distribution, is not standardized.
Concretely, the correlation w of the Gaussian terms in (2.5) needs to be taken into account.
The correlation w is easily seen to equal the correlation of W, and Wg, and therefore that of
U1 — (7104, /ov) ve and o — (y204, /0v) V. Also, these unknown parameters need to be estimated
to obtain a feasible test statistic.
Summing up, the proposed test statistic is given by
P Yot1 — Yte ’ (2.6)

V(= 30) 452 (1= 98) 203050/ (1L— ) (1—38)

where, for ¢ =1, 2,

T
E I/t[, (Ut;) and g, = E E' un
aulo,, pos

with 2; being the residuals of a so-called long autoregression of x; (i.e. of order going to infinity
as T — o00), and

PR >y I
T - T -
\/thz Wi D Wih

with 0y residuals from a regression of L] (i) on 2 for i = 1,2. The residuals

Ui = Y — 0 — BiTi—1

come from the respective M estimation of (2.1), and the order of the long autoregression may be
picked using the usual model selection tools.*

Some power reduction may be expected compared to the OLS estimator. In order to assess
the price paid for Gaussianity, we examine the limiting behavior of ¢ under a sequence of local

alternatives of the form f; = /7. The following result shows that the test has nontrivial power

4We resort to the Akaike IC in the following, but any asymptotically conservative order selection pro-
cedure could be employed.
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against such sequences of local alternatives.

Proposition 2.1 Under local alternatives of the form [ = P = b/T and high persistence, we

have under Assumptions 2.1 — 2.8 that

fizmg\//ol (Jc(s)—/oljc(s)ds>2ds

as T — oo, where Z is a standard normal variate independent of J. (s) and

. (m _ m)
¢ L (2.7)

Vo =9 92 (1= 98) ey /(1=29) (L= 29

with k = E(L" (u — dr)).

Proof: See the Appendix.

We notice that the IVX approach of Kostakis et al. (2015) implies some loss of asymptotic
power, as it only has nontrivial power against local alternatives of the form b/ TY241/2 for some
n € (0,1) under high persistence. In finite samples, however, the rate advantage may not suffice
to detect alternatives with small but nonzero coefficients 5, so one would choose the two loss
functions such that the coefficient ( is as large as possible; see Section 2.3 for details.

In the stationary case, we obtain the following

Proposition 2.2 Under local alternatives of the form [ = Br = b/VT and low persistence, we

have under Assumptions 2.1 — 2.3 that

t% Z 4 b¢\/Var (z0)

as T — oo, where Z is a standard normal variate and C is defined in Proposition 2.1.

Proof: Follows with standard arguments and we omit the details.

Therefore, the limiting null distribution of ¢ is the standard normal under both types of
persistence, without requiring any user input as to which type of persistence is relevant for the
concrete data set. Moreover, the power against sequences of local alternatives depends apart
from the localization parameter b, on the same quantity ¢ specific to our procedure.

Although the bulk of the predictive regressions literature focuses on simple regression models
with predictability of various putative predictors being tested one at the time (see e.g. Campbell
and Yogo, 2006), the natural question arises, how to deal with multiple regressors in this frame-
work. Dealing with the multiple regression case is however more demanding; see the Appendix
for an explanation. The solution we favor here is to run individual regressions to detect indi-
vidual predictability, paired with multiple testing techniques to maintain the overall significance

level. We leave a detailed discussion of this approach for further research.
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2.3 Finite-sample analysis

2.3.1 Setup

We now compare the proposed test ¢ procedure with the IVX procedure of Kostakis et al. (2015),
which is popular in the literature (see e.g. Gonzalo and Pitarakis, 2012; Phillips and Lee, 2013;
Lee, 2016; Demetrescu and Hillmann, 2020; Demetrescu et al., 2020). In order to do this, we
perform Monte Carlo Simulations and display the rejection rates for different combinations of a4
and ag. Our DGP follows Demetrescu and Hillmann (2020) with ¢t =1,...,T for T = 250:

Yt = Bri—1 + ug,

Ty = PpTi—1 + v

and
i) i 0, o?
(%7 0 1
with p = 1—¢/T, ¢ € {0,10,25} and 5 = b/T with b € {—20,-5,0,5,20}. We allow for
contemporaneous correlation of the innovation terms with 02 = 1 and § = —0.95 and compute

5000 Monte Carlo replications for each setup. The variables u; and v, are obtained by generating
two independent standard normal variables v1; and v9; and multiplying the vector (i1¢, o)’
with the Cholesky factor resulting from the decomposition of the desired covariance matrix of

(Ut, Ut)/.

2.3.2 Preliminary simulations

We study first the role the choice of the loss functions (i.e. of the asymmetry parameters o 2)
plays in the behavior of the proposed test statistic. Size and power for different combinations
of values for a1 2 of the two sided combination test are displayed in the heatmaps of Figure 2.1.
The test statistic ¢ from 2.6 is computed for a1 2 € {0.1,0.15,...,0.9} with a1 # . Please note,
that the color scaling is different for each heatmap, spanning from lowest to highest rejection
rate within each heatmap.

The middle panels in Figure 2.1 with b = 0 indicate the sizes for different combinations
of values of ay and as. Crucial oversizedness is highlighted by blue (> 0.07) and red (> 0.09)
tiles and especially occurs for extreme but similar values of oy and as close to 0.1 or 0.9. The
lowest power can be found in the center of each heatmap with a1 and as both being close to
0.5. Heatmaps above and below the third row in Figure 2.1 with b # 0 display the power of each
combination. Not surprisingly, we observe higher rejection frequencies for those combinations of
values of o2 which also lead to oversizedness under the null. We also provide results for left-
and right-tailed tests as well as for a sample size of T' = 1000 in the Appendix; see Figures 2.5,
2.6 and 2.7. We observe qualitatively similar behavior for the larger sample size.

Choosing a1 and ag too close to one another leads to oversizedness, but at the same time to

power tends to be higher when a;; and ag are closer. We also observe more power for higher asym-
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metry of the loss functions. Furthermore, the distributional features of the errors also influence
the power levels, and, particularly interesting, the combinations of a1 and as for which power
is higher under the alternative; see Figure 2.2, where the shocks follow asymmetric distributions
generated by replacing the standard normal distribution for 114 and o ; with standardized X2(3)
distributions prior to the multiplication with the Cholesky factor. We also provide results for
left- and right-tailed tests in the Appendix; see Figures 2.8 and 2.9, who confirm the influence
of the asymmetry on the optimal choice of oy and as.

Therefore, it pays to look in a data-driven manner for a suitable combination of a; and g,
and, to this end, we maximize an estimate of { subject to the restriction that |a; — ag| > A for

a suitable choice of A. This results in an adaptive test which we examine in the following.

2.3.3 Comparison

After having derived a rule to find a suitable combination for the loss function parameters, we
move on to compare the adaptive test in terms of size and power to other tests. As described
above, we perform a grid search to maximize ¢ from equation (2.7) to find suitable values for
the tuning parameters a; and ag. We set the following restrictions for these tuning parameters:
(i) a1, 0 € [0.1,0.9] and (ii) a1 — aa] > A with A depending on the sample sizes. We choose
A =0.2 for T < 500, A = 0.1 for 500 < T < 1000 and A = 0.05 for 1000 < T'. We therefore use
A as increment in our grid search for as. (We tested finer grids, but they did not perform better.)
The resulting combination of optimal values for a2 is then used to compute the combination
test, resulting in the test statistic tapa.

Within the remainder of this section, we perform a series of Monte Carlo Simulations to
compare the adaptive test with the IVX test of Kostakis et al. (2015) in terms of size and power.

Further attention is paid on weighted combinations of both procedures as

I Ytapa + (1 —Y)trvx
como —
7+ (1-7)?

and M3 being the third standardized moment of the residuals from a linear regression of 1,

with v = [M3]/(1 + [M3]) (2.8)

on x¢—1. We do this because power and size are typically better for t4pa for asymmetric error
distributions, and typically worse than IVX for symmetric error distributions; see Figures 2.1
and 2.2 again. The expression of t.,, is due to the fact that t4pa and t;yx can be show to be
asymptotically independent under our assumptions; we do not provide the details to save space.

We test the null hypothesis of no predictability in one-sided as well as in two-sided tests
and apply the DGP from Section 2.3.2. We modify the DGP in two respects: (i) we allow for an
explosive regressor with p =1 —¢/T and ¢ € {—5,0,10,25} and (ii) we include more values for
B =b/T with b € {£20, £10, +5,+2,0}.

The rejection rates for the IVX test, the adaptive test and a weighted combination of both
procedures in a two-sided setup are summarized in the first three columns of Table 2.1. The
adaptive test turns out to be oversized, regardless of the regressors degree of persistence. Despite

its oversizedness, it has the lowest power in our comparison. Although the adaptive test does
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Figure 2.1: Size and power for two-sided ¢ tests for different combinations of a; and ay;
T = 250, u; and v; jointly normally distributed.
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Figure 2.2: Size and power for two-sided ¢ tests for different combinations of «; and aw;
T = 250, u; and v, follow skewed distributions.
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not perform on point, a weighted combination with IVX is able to outperform IVX in terms of
size and power.

Corresponding rejection rates for the left-tailed testing setup are depicted in the middle
columns of Table 2.1. TVX is dominated by the combination approach in this task, but both are
severely undersized. The adaptive test on the other hand shows a viable size while it is outper-
formed by the other tests in terms of power. We therefore construct an additional combination
approach with weights shifted towards the adaptive test to increase the combination tests size.
We replace the weights v in equation (2.8) by 4(® = 6 + (1 — 6)y with 8 € [0,1]; we use § = 0.5.
The size of this test increases compared to the previous combination test, while its power de-
creases. No approach dominates in this setup, but we tend to favour the second combination
approach with weights shifted towards the adaptive test due to its decent performance in terms
of size and power.

The behaviour of the tests in a right-tailed setup is opposed to the behaviour in a left-tailed
setup, the tests now tend to be oversized. We again construct an additional combination test
which shifts the weights towards IVX, since it is less oversized than the adaptive test. Similar
to the left-tailed case, we now replace v in equation (2.8) by () = (1 — )y with 6 € [0,1]; we
use O = 0.5. The combination test performs better after adjusting its weights. Nevertheless, it
is still inferior to IVX in terms of both, size and power. IVX is the best performing procedure
in this right-sided testing setup, even when we further increase 6.

Note that we employed a negative covariance § = —0.95 for the innovations u; and v; in the
previous Monte Carlo Simulations. The Monte Carlo results change when we use a positive ¢, as
can be seen in Table 2.5 for § = +0.95 (in the Appendix). Roughly speaking, when the sign of
0 switches, the behaviour for positive and negative betas as well as the behaviour of left-tailed
and right-tailed tests flips over (qualitatively).

Summing up, the combination of adaptive test and IVX performs best in our setup when
dealing with a two-tailed testing scheme. For one-sided tasks we cannot tell which test performs
best a priori, it depends on both, the null hypothesis and the direction of the innovations cor-
relation. One drawback of one-sided adaptive tests are too large rejection rates when testing in
the wrong direction in presence of highly persistent or even explosive regressors.

Additionally, we performed Monte Carlo Simulations for 7" = 1000 (Table 2.6), the results
are (qualitatively) identical to those for 7' = 250. We furthermore simulated with innovations
from a leptokurtic distribution (i.e. standardized ¢(3), Table 2.7), without much effect on the
results. Innovations from an asymmetric distribution (i.e. standardized x?(3), Table 2.8) on the
other hand have a considerable impact. In all test situations, left-, right- and two-tailed, the
adaptive test performs best when the innovation terms are distributed asymmetrically. Hence,

the adaptive test might be a suitable choice if one faces skewed data.
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Table 2.1: Rejection rates: T'= 250 and 6 = —0.95

Hy: B=0vs. H : B#0

Hy: ﬂZOVS. H, 6<O

Hy: 6<0vs. Hi: B?O
0

b IvX ADA Comb IvX ADA Comb #6=0.5 IvX ADA  Comb =0.5
c=-5(p=1.02)
-20 0.9910 0.9178  0.9710 0.9928 0.7444 0.9574 0.8140 0.0000 0.1852 0.0192 0.0036
-10 0.9714 0.8604  0.9614 0.9754 0.7072 0.9650 0.8132 0.0000 0.1732 0.0032  0.0006
-5 0.9486 0.7920  0.9456 0.9554 0.6600 0.9530 0.8064 0.0042 0.1564 0.0046 0.0042
-2 0.8918 0.6190 0.8936 0.8996 0.5462 0.9002 0.7822 0.0096 0.1184 0.0104 0.0104
0 0.0322 0.1004  0.0390 0.0012 0.0588 0.0022 0.0288 0.0666 0.0976 0.0756 0.0714
2 0.9596 0.6324  0.9602 0.0000 0.1142 0.0000 0.0240 0.9780 0.5676 0.9792 0.9788
5 0.9980 0.7984  0.9948 0.0000 0.1550 0.0008 0.0682 0.9984 0.6704 0.9956 0.9986
10 1.0000 0.8766  0.9864 0.0000 0.1692 0.0046 0.1098 1.0000 0.7230 0.9844  0.9968
20 1.0000 0.9324  0.9782 0.0000 0.1836 0.0170 0.1390 1.0000 0.7586 0.9654 0.9876
c=0(p=1)
-20 0.7896 0.3028  0.8012 0.8422 (0.3478 0.8578 0.7712 0.0000 0.0320 0.0000  0.0000
-10 0.3716 0.1300  0.3840 0.4520 0.1584 0.4670 0.3978 0.0018 0.0402 0.0020 0.0018
-5 0.0944 0.0778  0.1028 0.1298 0.0794 0.1340 0.1322 0.0130 0.0568 0.0132 0.0124
-2 0.0284 0.0812  0.0322 0.0158 0.0488 0.0172 0.0380 0.0462 0.0906 0.0552 0.0500
0 0.0412 0.0876  0.0514 0.0008 0.0366 0.0012 0.0070 0.0920 0.1128 0.1068 0.0990
2 0.1272 0.1098  0.1502 0.0000 0.0370 0.0000 0.0012 0.2480 0.1460 0.2856 0.2646
5 0.5692 0.1540 0.6116 0.0000 0.0288 0.0000 0.0002 0.7846 0.2050 0.8118 0.8032
10 0.9372 0.2670  0.9498 0.0000 0.0252 0.0000 0.0000 0.9790 0.3268 0.9854  0.9862
20  0.9940 0.4708  0.9950 0.0000 0.0400 0.0000 0.0006 0.9988 0.5110 0.9988 0.9986
c =10 (p=0.96)
-20 0.7084 0.1786  0.7176 0.7770 0.2230 0.7836 0.6576 0.0000 0.0300 0.0000 0.0000
-10 0.2900 0.1014  0.2994 0.3778 0.1258 0.3832 0.3126 0.0028 0.0456 0.0030 0.0030
-5 0.0852 0.0760  0.0950 0.1316 0.0758 0.1372 0.1384 0.0126 0.0584 0.0140 0.0136
-2 0.0366 0.0748  0.0438 0.0428 0.0586 0.0478 0.0650 0.0346 0.0706 0.0386 0.0350
0 0.0350 0.0736  0.0422 0.0134 0.0480 0.0154 0.0350 0.0634 0.0814 0.0690 0.0660
2 0.0510 0.0740 0.0614 0.0028 0.0460 0.0044 0.0150 0.1058 0.0900 0.1220 0.1144
5 0.1176 0.0994  0.1400 0.0000 0.0400 0.0000 0.0048 0.2354 0.1262 0.2580 0.2438
10 0.4886 0.1306  0.5170 0.0000 0.0326 0.0000 0.0002 0.6948 0.1726 0.7180 0.7092
20 0.9884 0.2432  0.9906 0.0000 0.0320 0.0000 0.0000 0.9984 0.2924 0.9986  0.9988
c=25(p=0.9)
-20 0.5372 0.1286  0.5504 0.6426 0.1656 0.6502 0.5040 0.0002 0.0374 0.0006 0.0004
-10 0.1810 0.0920  0.1920 0.2638 0.1102 0.2720 0.2304 0.0042 0.0484 0.0048 0.0048
-5 0.0640 0.0772  0.0706 0.1020 0.0800 0.1092 0.1250 0.0146 0.0534 0.0182 0.0166
-2 0.0358 0.0672  0.0452 0.0452 0.0632 0.0490 0.0696 0.0300 0.0564 0.0338 0.0322
0 0.0310 0.0728  0.0398 0.0212 0.0572 0.0244 0.0490 0.0528 0.0754 0.0596 0.0560
2 0.0422 0.0754  0.0494 0.0090 0.0516 0.0094 0.0306 0.0780 0.0834 0.0890 0.0846
5 0.0800 0.0880  0.0944 0.0022 0.0430 0.0020 0.0096 0.1610 0.1008 0.1764 0.1668
10 0.2304 0.0986  0.2470 0.0002 0.0330 0.0004 0.0034 0.3708 0.1266 0.3944 0.3836
20 0.7982 0.1624  0.8100 0.0000 0.0342 0.0000 0.0002 0.9188 0.2026 0.9248 0.9240
Notes: Rejection rates for IVX-, Adaptive- and Combination-Tests for Sample Size T' = 250 and 6 = —0.95.
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2.4 Predictability of S&P 500 Stock Returns

In this section, we focus on the issue of stock return predictability and apply the previously
discussed tests to S&P 500. We employ log Dividend Price Ratio [logDP], log Earnings Price
Ratio [logEP|, Dividend Yield [DY], Book to Market Ratio [BM], Treasury-Bill Rates |[TBL],
Default Yield Spread [DFY], Stock Variance [SVAR]|, Long Term Yield [LTY], Long Term Rate
of Returns [LTR], Inflation [INFL] and Term Spread [TMS] as (lagged) predictor variables. The
data were obtained from the webpage of Amit Goyal. We make use of the most recent update of
this data set (as to December 2020) and use demeaned monthly data from 1926:M01 to 2019:M12
in this process. We drop Net Equity Expansion and the Cross Sectional Premium, since they are
not available for the whole testing period. As dependent variable we use Stock Returns including
dividends. See Welch and Goyal (2008) for further details regarding the construction of these
variables.

We perform a moving window analysis with windows of length 5, 10, 20 and 40 years which
leaves us with 1069, 1009, 889 and 649 shifted windows, respectively. Note that TBL is constant
for 60 consecutive observations in the 1940s and therefore neglected for the analysis of windows
with a length of 5 years.

The two-sided rejection rates for IVX, the adaptive test and the previously discussed com-
bination thereof are summarized in Table 2.2. We furthermore added OLS to the comparison,
though keeping in mind that it tends to lead to spurious findings due to overrejections (c.f. Stam-
baugh (1999)). In addition to the rejection rates we display the estimated AR(1) parameters for
each regressor as indicator for its degree of persistence.

Rejection rates increase for most combinations of test procedure and predictor variable when
the window length increases. The adaptive test tends to indicate predictability more often than
all other procedures in this comparison, even more frequent than the oversized OLS test. IVX,
on the other hand, yields the lowest rejection rates and thus shows the least predictability. The
adaptive test yields its lowest rejection rate for LTR while all other procedures reach (relatively)
high rejection rates for this predictor. Note that LTR is by far the least persistent regressor in
our setup with an estimated AR(1)-parameter of 0.039 (which we did not cover in our previous
Monte Carlo Simulations).

We additionally examine time series plots of the test statistics evaluated over rolling windows
to gain a better insight into stock return predictability. The plots in Figure 2.3 show exemplarily
whether and when stock returns are predictable for logDP and logEP as regressor variables;
plots for further regressor variables can be found in Figure 2.4. We display the evolution of the
test statistic development over time for OLS-, IVX-, adaptive- and combination-test with rolling
windows of length 5, 10 and 20 years. The dashed horizontal lines indicate bootstraped critical
values for the combination test accounting for multiple testing for each regressor and window

length separately (in red for one-tailed tests and blue for two-tailed tests). See the Appendix
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for the exact bootstrap scheme and its justification. In contrast, the OLS statistic for instance

is essentially more difficult to bootstrap in our setup with uncertain persistence.

Table 2.2: Two-sided S&P 500 rejection rates

length x logDP  logEP DY BM TBL DFY SVAR LTY LTR INFL TMS
AR(1) 0.994 0987 0988 0987 0993 0975 0.632 0.997 0.039 0.482 0.962

5 OLS 25.82 1394 1740 23.57 - 1319 1160 9.64 10.76 8.61 12.54
IvX 3.56 3.93 458 0.75 - 4.96 430 3.65 5.61 1.68  7.86

ADA 43.87 36.76 24.14 40.88 - 3162 2872 23.67 2329 1843 2049
COMB 2264 10.95 17.77 20.58 - 1469 21.61 14.78 15.06 17.59 1441

10 OLS 2458 1298 17.25 31.22 16.95 1834 16.75 10.11 17.64 14.57 11.00
VX 1.29 5.15 6.84 0.69 9.51 9.02 0.00 0.69 12.59 248 11.30

ADA 51.04 3449 1893 40.04 378 3191 36.27 28.54 14.07 10.51 20.71
COMB  28.15 833 1596 1814 2894 2389 19.62 18.04 19.92 11.79 23.09

20 OLS 4499 16.31 23.62 3735 19.69 28.68 1777 1249 27.56 25.76 28.57
IVvX 0.00 191 461 3.04 652 1631 0.00 0.00 20.81 3.15 19.57

ADA 42.30 57.59 33.18 3813 24.86 36.45 46.12 3858 12.94 24.86 14.85
COMB 1519 15.19 19.12 16.09 1294 2936 26.32 4.95 27.11 23.51 30.03

40 OLS 58.24 3190 3544 39.14 894 5193 2450 2.16 63.79 63.95 43.30
IvX 19.57 6.47 1032 339 031 894 0.00 046 49.62 35.75 27.74

ADA 34.06 28.81 4191 3991 40.22 5054 7196 2280 0.31 36.36 12.33
COMB 50.69 19.11 1880 1818 6.16 52.08 36.06 10.79 49.62 23.88 37.60

Notes: Two-tailed rejection rates for rolling windows of size 5, 10, 20 and 40 years. Estimated autore-
gressive coefficients AR(1) indicate the degree of persistence for each regressor.

All regressor variables and window sizes have in common that predictability is found most often
by the adaptive test. Overall, predictability in subsequent periods appears more often for larger
window sizes. This is an indication of a weak predictive signal. We find stock return predictability
in the volatile 1970s with its Oil Shock for logDP and logEP which is in line with the findings
of Welch and Goyal (2008). We furthermore find some evidence for a period of stock return
predictability beginning in the Great Recession around 2008/2009 and lasting for some years,
depending on the predictor variable and its moving window lengths. If predictability by a certain
predictor is indicated for a few consecutive months during the Great Moderation (between Oil
Shock and Great Recession), it is not confirmed by other predictor variables or moving window
sizes. Moreover, we find evidence for stock return predictability during World War II for several
predictor variables. Overall, we manage to show stock return predictability for volatile business
cycle periods, while we are not able to do so for calmer times.

Rejection rates for left- and right-tailed tests are displayed in Tables 2.3 and 2.4. It might be
possible that a predictors influence changes its direction over time. However, we do not consider
this to be very likely in the long run. From Tables 2.3 and 2.4 we conclude that (lagged) TBL,
LTY and INFL tend to have a negative effect on stock returns while logDP, logEP, DFY, BM,
DFY, LTR and TMS have a positive effect. The results for one-tailed tests look qualitatively

similar to those of two-tailed tests after matching each regressor either to a left- or right-sided
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test. IVX tends to indicate predictability the least often, while the adaptive test signalises
predictability the most frequently. Finally, we have to point out that the adaptive test tends to
have too large rejection rates when testing in the wrong direction for one-sided tests, as previously

seen in the Monte Carlo Simulations

2.5 Concluding remarks

We discussed the construction of asymptotically Gaussian tests of no predictability under un-
certain predictor persistence and possible endogeneity. The new test is obtained by linearly
combining 2 different ¢ statistics in an M estimation framework, with weights chosen such that
non-Gaussian components cancel out while at the same time asymptotic local power is maxi-
mal in a certain class of M estimators. A fixed regressor bootstrap is employed to deal with
subsample-based testing to detect windows of predictability.

We analyzed the adaptive tests power when predicting S&P 500 stock returns and compared
it to the power of an IVX based test. Computations were performed separately for 11 regressor
variables in a rolling window setup with various window lengths. The null hypothesis of no
predictability is rejected more often for the adaptive test than for IVX, for one-tailed as well as
for two-tailed tests. We are able to find evidence for stock return predictability in certain periods
of time when applying critical values from the fixed regressor bootstrap. These periods coincide
with the volatile business cycle periods of the investigated data, namely World War I1, Oil Crisis
and Great Recession. Beyond these volatile periods, we find no significant predictability of stock

returns.
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Figure 2.3: Time Series Plot of Test Statistic for logDP and logEP.
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Test Statistics for logDP with Window Length = 20 Years Test Statistics for logEP with Window Length = 20 Years
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time

Notes: Time Series Plot of Test Statistic for logDP in left and logEP in right panels for moving windows
of length 5, 10 and 20 years from top to bottom. Dashed horizontal lines indicate bootstrapped critical
values for one-tailed (red) and two-tailed tests (blue).
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Figure 2.4: Time Series Plot of Test Statistic for BM and DFY.

Test Statistics for BM with Window Length = 5 Years Test Statistics for DFY with Window Length = 5 Years
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Notes: Time Series Plot of Test Statistic for BM in left and DFY in right panels for moving windows
of length 5, 10 and 20 years from top to bottom. Dashed horizontal lines indicate bootstrapped critical
values for one-tailed (red) and two-tailed tests (blue).
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Table 2.3: Left-sided S&P 500 rejection rates

length a4 logDP  logEP DY BM TBL DFY SVAR LTY LTR INFL TMS
AR(1) 0.994 0987 0988 0987 0993 0975 0.632 0997 0.039 0.482 0.962

) OLS 0.94 0468 0374 0.374 - 2152 11.038 13.377 1.216 14.219 6.642
IVX 0.19 028 028 0.19 - 0.56 0.37 6.08  1.68 7.02 299

ADA 17.03 16.18 9.64 12.35 - 412 1113 2283 9.07 1880  6.55

COMB 6.08 3.37 253 3.27 - 140 1197 18.05 7.02 1890  5.05

10 OLS 0.00 0.40 0.40 010 23.69 248 23.69 1784 0.00 22.60 0.00
IVX 0.00 0.00 0.00 0.00 11.70 0.69 0.30 238 0.30 9.71  0.30

ADA 10.41 1457 981 595 33.99 0.60 7.04 2854 892 1140 13.08
COMB 1.09 0.00 0.00 099 3023 287 1546 2398 7.63 2091 833

20 OLS 0.00 0.00 0.00 0.00 2340 1.01 2059 15.75 0.00 45.67 0.00
IvX 0.00 0.00 0.00 0.00 1271 0.68 0.00 1.13  0.00 2239 0.00
ADA 225 1890 5.06 293 27.78 045 1631 25.65 5.17 1991  0.56
COMB 0.00 0.68 0.23 0.00 1800 0.56 16.54 1091 1.24 35.10 4.61
40 OLS 0.00 0.00 0.00 0.00 1880 0.00 37.13 5.09 0.00 6764 0.00
IVX 0.00 0.00 0.00 000 247 0.00 0.15 1.70  0.00 56.24  0.00
ADA 0.00 1864 0.00 0.00 36.67 031 4330 2419 0.00 2542 0.15

COMB 0.00 0.00 0.00 000 21.88 031 5239 1448 0.00 39.14 0.00

Notes: Left-tailed rejection rates for rolling windows of size 5, 10, 20 and 40 years. Estimated autoregressive coefficients
AR(1) indicate the degree of persistence for each regressor.

Table 2.4: Right-sided S&P 500 rejection rates

length x4 logDP  logEP DY BM TBL DFY SVAR LTY LTR INFL TMS
AR(1) 0.994 0987 0.988 0987 0.993 0.975 0.632 0.997 0.039 0.482 0.962

3 OLS 37.42 2573 2741 34.89 - 1890 11.13 3.09 18.24 0.47 15.62
IVX 7.48 561 7.86  3.65 - 861 543 1.59 10.01 0.47 12.16

ADA 36.30 27.88 23.76 37.70 - 3695 3059 7.30 20.67 7.67 23.20

COMB  26.47 1459 20.39 26.01 - 2039 1843 299 17.03 5.33 17.12

10 OLS 40.14 2468 27.75 4321  2.28 23.69 6.05 238 2141 0.50 18.34
IVX 4.96 9.61 10.80 595 1.09 13.68 228 1.09 1794 0.00 17.74

ADA 46.68 32.01 18.93 41.53 9.71 40.24 37.56 11.20 15.76 8.23 20.61
COMB 3717 1239 19.82 23.79 387 31.02 20.61 238 25.77 2.68 24.18

20 OLS 64.34 33.86 3397 4826 135 31.16 3.71 1.35 36.33 0.00 38.13
IVX 6.75 5.40 889 1024 0.00 26.32 0.23 0.00 29.81 0.00 30.71
ADA 4792 4488 41.28 41.06 3.60 44.88 3442 19.57 17.21 17.89 19.46
COMB 31.16 24.63 29.25 20.59 1.80 4522 1429 439 41.28 0.00 39.93

40 OLS 82.13 67.03 69.49 4792 0.00 55.16 7.86 031 73.65 0.00 49.77
IVX 33.90 11.09 15.72 971  0.00 38.98 0.00 0.00 63.48 0.00 38.68
ADA 43.76  29.74 61.79 40.06 9.25 7581 36.36 586 3.24 19.11 24.19
COMB  55.93 29.89 54.70 24.19 0.00 60.25 8.48 0.15 58.71 0.00 43.76

Notes: Right-tailed rejection rates for rolling windows of size 5, 10, 20 and 40 years. Estimated autoregressive
coefficients AR(1) indicate the degree of persistence for each regressor.

24



Chapter 2 Gaussian Inference in Predictive Regressions for Stock Returns

Appendix

Supplementary finite sample evidence

Figure 2.5: Size and power for left-sided ¢ tests for different combinations of o; and ao;
T = 250, u; and v; jointly normal.
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Figure 2.6: Size and power for right-sided ¢ tests for different combinations of a; and asy;
T = 250, u; and v; jointly normal.
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Figure 2.7: Size and power for two-sided ¢ tests for different combinations of a; and ay;
T = 1000, u; and v; jointly normal.
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Figure 2.8: Size and power for left-sided ¢ tests for different combinations of a; and ay;
T = 250, u; and v; follow an asymmetric distribution.
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Figure 2.9: Size and power for right-sided ¢ tests for different combinations of a; and axy;
T = 250, u; and v; follow an asymmetric distribution.
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Table 2.5: Rejection rates: T'= 250 and 6 = +0.95

Hy: B=0vs. H : B#0 Hy: >0vs. Hi: <0 HO:ﬁSOvs.Hl:ﬂ?O
b IvX ADA Comb IvX ADA Comb 6=0.5 IvX ADA Comb 6=05
c=-5(p=1.02)
-20  1.0000 0.9336 0.9766 1.0000 0.7496 0.9660 0.9886 0.0000 0.1958 0.0150 0.1450
-10 1.0000 0.8812 0.9880 1.0000 0.7254 0.9862 0.9972 0.0000 0.1740 0.0040 0.1034
-5 0.9984 0.8058  0.9934 0.9990 0.6714 0.9946 0.9990 0.0000 0.1638 0.0008 0.0762
-2 09620 0.6262  0.9630 0.9770 0.5716 0.9796 0.9786 0.0000 0.1052 0.0000 0.0198
0 0.0310 0.0874  0.0382 0.0626 0.0858 0.0722 0.0676 0.0016 0.0596 0.0026 0.0290
2 0.8954 0.6078 0.8968 0.0120 0.1120 0.0128 0.0126 0.9016 0.5402 0.9046 0.7896
5 09516 0.7796  0.9494 0.0032 0.1510 0.0054 0.0036 0.9538 0.6614 0.9510 0.8154
10 0.9730 0.8746  0.9608 0.0006 0.1718 0.0080 0.0016 0.9760 0.7204 0.9588 0.8168
20 0.9900 0.9236 0.9688 0.0000 0.1936 0.0180 0.0030 0.9918 0.7420 0.9574 0.8072
c=0(p=1)
-20 0.9954 0.4594 0.9958 0.9990 0.4988 0.9988  0.9994 0.0000 0.0424 0.0000 0.0004
-10 0.9382 0.2728  0.9516 0.9804 0.3288 0.9862 0.9852 0.0000 0.0224 0.0000 0.0000
-5 0.5642 0.1570  0.6116 0.7832 0.2078 0.8156 0.8062 0.0000 0.0248 0.0000 0.0000
-2 0.1178 0.1088 0.1464 0.2482 0.1418 0.2874 0.2668 0.0000 0.0338 0.0000 0.0012
0 0.0452 0.0908  0.0544 0.0952 0.1116 0.1130 0.1040 0.0000 0.0400 0.0004 0.0082
2 0.0306 0.0794  0.0358 0.0472  0.0814 0.0556 0.0520 0.0160 0.0518 0.0158 0.0330
5 0.0996 0.0868  0.1086 0.0142 0.0578 0.0176 0.0152 0.1358 0.0922 0.1426 0.1430
10 0.3842 0.1412 0.3964 0.0022 0.0426 0.0024 0.0024 0.4576 0.1698 0.4698 0.4114
20 0.7972 0.3186 0.8072 0.0000 0.0352 0.0000 0.0000 0.8512 0.3708 0.8598 0.7750
c =10 (p=0.96)
-20 0.9886 0.2360  0.9898 0.9972 0.2932 0.9982 0.9980 0.0000 0.0278 0.0000 0.0000
-10 0.4836 0.1244  0.5172 0.7034 0.1594 0.7234 0.7194 0.0000 0.0322 0.0000 0.0004
-5 0.1208 0.0930 0.1394 0.2398 0.1174 0.2616  0.2488 0.0000 0.0404 0.0000 0.0040
-2 0.0492 0.0830 0.0590 0.0996 0.0914 0.1086 0.1040 0.0018 0.0486 0.0022 0.0138
0 0.0338 0.0698 0.0404 0.0582 0.0828 0.0672 0.0604 0.0142 0.0536 0.0166 0.0354
2 0.0410 0.0764  0.0482 0.0310 0.0686 0.0384 0.0342 0.0464 0.0608 0.0496 0.0620
5 0.0912 0.0802 0.1014 0.0118 0.0554 0.0144 0.0128 0.1376  0.0848 0.1462 0.1458
10 0.2842 0.0944 0.2988 0.0014 0.0448 0.0034 0.0018 0.3786 0.1192 0.3908 0.3198
20 0.7064 0.1900 0.7182 0.0002 0.0314 0.0004 0.0002 0.7716  0.2306 0.7848 0.6662
c=25(p=0.9)
-20 0.8088 0.1524  0.8262 0.9222 0.1936 0.9276 0.9274 0.0000 0.0246 0.0000 0.0000
-10  0.2248 0.0958 0.2384 0.3600 0.1212 0.3778 0.3678 0.0000 0.0414 0.0000 0.0040
-5 0.0768 0.0854 0.0900 0.1518 0.0936 0.1694 0.1604 0.0018 0.0462 0.0020 0.0136
-2 0.0386 0.0760 0.0444 0.0800 0.0770 0.0864 0.0822 0.0096 0.0500 0.0132 0.0320
0 0.0316 0.0782 0.0366 0.0502 0.0770 0.0568 0.0528 0.0228 0.0594 0.0242 0.0468
2 0.0408 0.0732 0.0444 0.0322 0.0682 0.0368 0.0344 0.0446 0.0650 0.0498 0.0706
5 0.0594 0.0752 0.0648 0.0134 0.0634 0.0170 0.0146 0.0948 0.0750 0.1032 0.1116
10 0.1708 0.0916 0.1862 0.0032 0.0518 0.0034 0.0034 0.2530 0.1026 0.2602 0.2270
20 0.5362 0.1260  0.5486 0.0000 0.0378 0.0000 0.0000 0.6458 0.1560 0.6522 0.4872

Notes: Rejection rates for IVX-, Adaptive- and Combination-Tests for Sample Size T' = 250 and 6 = +0.95.
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Table 2.6: Rejection rates: T'= 1000 and 6 = —0.95

Hy: B=0vs. H : B#0 Hy: >0vs. Hi: <0 HO:ﬁSOvs.Hl:ﬂ?O
b IvX ADA Comb VX ADA Comb 6=05 VX ADA Comb 6=05
¢ =5 (p=1.005)
-20  0.9938 0.9264 0.9928 0.9948 0.7976 0.9936 0.9016 0.0000 0.1384 0.0006 0.0002
-10 09762 0.8712 0.9758 0.9784 0.7736 0.9786  0.9232 0.0004 0.1124 0.0008 0.0008
-5 0.9558 0.7586  0.9568 0.9576 0.6804 0.9578 0.9212 0.0044 0.1088 0.0044 0.0044
-2 09092 0.5960  0.9104 0.9146 0.5792 0.9154 0.8864 0.0096 0.0684 0.0102 0.0102
0 0.0354 0.0670  0.0370 0.0024 0.0430 0.0026 0.0198 0.0698 0.0752 0.0726 0.0712
2 0.9660 0.6060 0.9672 0.0000 0.0680 0.0000 0.0018 0.9802 0.5910 0.9804 0.9800
5 09992 0.7870  0.9994 0.0000 0.1032 0.0000 0.0170 1.0000 0.7134 0.9998 1.0000
10 1.0000 0.8752  1.0000 0.0000 0.1246 0.0002 0.0426 1.0000 0.7684 0.9998 1.0000
20 1.0000 0.9274 0.9996 0.0000 0.1326 0.0004 0.0676 1.0000 0.8038 0.9992  1.0000
c=0(p=1)
-20  0.7936 0.2782 0.8020 0.8392 0.3442 0.8428 0.7920 0.0002 0.0176 0.0002 0.0002
-10 0.3692 0.1184  0.3744 0.4436 0.1472 0.4492 0.4102 0.0038 0.0336 0.0032 0.0036
-5 0.0996 0.0632  0.1038 0.1364 0.0702 0.1384 0.1390 0.0176 0.0510 0.0188 0.0180
-2 0.0288 0.0626 0.0306 0.0146 0.0454 0.0152 0.0266 0.0452 0.0716 0.0502 0.0466
0 0.0552 0.0794  0.0582 0.0006 0.0344 0.0008 0.0066 0.1040 0.0940 0.1116 0.1072
2 0.1252 0.0794  0.1350 0.0000 0.0258 0.0000 0.0008 0.2616 0.1228 0.2820 0.2710
5 06114 0.1252  0.6324 0.0000 0.0208 0.0000 0.0000 0.8042 0.1790 0.8188 0.8134
10 0.9490 0.2190 0.9578 0.0000 0.0144 0.0000 0.0002 0.9842 0.2928 0.9888 0.9862
20 0.9976 0.4308 0.9982 0.0000 0.0166 0.0000 0.0000 0.9990 0.5038 0.9992 0.9992
c =10 (p=0.99)
-20 0.7054 0.1390  0.7088 0.7758 0.1914 0.7802 0.6808 0.0002 0.0234 0.0002 0.0002
-10 0.2772 0.0772  0.2834 0.3604 0.0974 0.3630 0.3038 0.0014 0.0358 0.0020 0.0018
-5 0.0944 0.0672 0.0974 0.1384 0.0730 0.1416 0.1396 0.0128 0.0532 0.0132 0.0130
-2 0.0414 0.0654 0.0460 0.0460 0.0538 0.0472 0.0610 0.0346 0.0630 0.0358 0.0350
0 0.0394 0.0626 0.0422 0.0114 0.0474 0.0118 0.0306 0.0694 0.0760 0.0738 0.0714
2 0.0584 0.0628  0.0624 0.0018 0.0374 0.0026 0.0128 0.1130 0.0808 0.1170 0.1144
5 0.1272 0.0738 0.1352 0.0000 0.0322 0.0000 0.0036 0.2392 0.0974 0.2514 0.2448
10 0.5004 0.1098 0.5138 0.0000 0.0248 0.0000 0.0002 0.7014 0.1538 0.7126 0.7072
20 0.9892 0.1850 0.9906 0.0000 0.0208 0.0000  0.0000 0.9980 0.2564 0.9982 0.9982
c =25 (p=0.975)
-20  0.5296 0.1044  0.5356 0.6296 0.1414 0.6384 0.5126 0.0002 0.0286 0.0004 0.0002
-10  0.1780 0.0676 0.1828 0.2584 0.0760 0.2618 0.2182 0.0038 0.0416 0.0038 0.0040
-5 0.0696 0.0614 0.0736 0.1050 0.0656 0.1084 0.1138 0.0194 0.0536 0.0196 0.0196
-2 0.0382 0.0662 0.0412 0.0450 0.0580 0.0446  0.0598 0.0360 0.0592 0.0388 0.0376
0 0.0332 0.0682 0.0356 0.0250 0.0496 0.0262 0.0396 0.0494 0.0678 0.0522 0.0500
2 0.0418 0.0648 0.0460 0.0086 0.0436 0.0090 0.0236 0.0782 0.0740 0.0836  0.0802
5 0.0760 0.0714 0.0812 0.0018 0.0378 0.0020 0.0112 0.1520 0.0924 0.1578 0.1538
10 0.2160 0.0786 0.2250 0.0000 0.0348 0.0000 0.0026 0.3588 0.1084 0.3688 0.3648
20 0.8118 0.1212  0.8210 0.0000 0.0250 0.0000 0.0000 0.9268 0.1708 0.9310 0.9288

Notes: Rejection rates for IVX-, Adaptive- and Combination-Tests for Sample Size T' = 1000 and § = —0.95.
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Table 2.7: Rejection rates: T' = 250, 6 = —0.95 and t(3)-distribution

Hy: B=0vs. H : B#0 Hy: >0vs. Hi: <0 HQ:ﬂSOVS.Hliﬂ?O
b IvX ADA Comb IvX ADA Comb 6=05 IVX ADA Comb 6=05
c=-5(p=102)
-20  0.9890 0.9786 0.9840 0.9910 0.9390 0.9726 0.9466 0.0000 0.0428 0.0146 0.0040
-10 09748 0.9490 0.9716 0.9762 0.9224 0.9684 0.9380 0.0002 0.0364 0.0064 0.0010
-5 0.9408 0.9024  0.9458 0.9454 0.8838 0.9464 0.9070 0.0034 0.0338 0.0074 0.0042
-2 0.8826 0.8010  0.8952 0.8916 0.8026 0.9038 0.8474 0.0098 0.0268 0.0108 0.0096
0 0.0316 0.0960  0.0602 0.0020 0.0818 0.0256 0.0642 0.0630 0.0766 0.0774 0.0672
2 09534 0.8040  0.9478 0.0000 0.0282 0.0024 0.0152 0.9714 0.8048 0.9630 0.9768
5 09948 09136  0.9878 0.0000 0.0308 0.0040 0.0228 0.9980 0.8960 0.9868 0.9984
10 0.9996 0.9550  0.9908 0.0000 0.0330 0.0058 0.0264 0.9998 0.9300 0.9872 0.9972
20 1.0000 0.9772 0.9926 0.0000 0.0418 0.0142 0.0370 1.0000 0.9394 0.9792 0.9916
c=0(p=1)
-20 0.7988 0.7794  0.8954 0.8450 0.8238 0.9222 0.8978 0.0000 0.0078 0.0012 0.0000
-10 0.4048 0.4868  0.5736 0.4712 0.5704 0.6328 0.6398 0.0018 0.0060 0.0022 0.0016
-5 0.1098 0.2196  0.2200 0.1472  0.2888 0.2834 0.3144 0.0122 0.0140 0.0100 0.0108
-2 0.0248 0.0814 0.0576 0.0148 0.1128 0.0592 0.1018 0.0382 0.0306 0.0450 0.0398
0 0.0480 0.0634  0.0594 0.0014 0.0478 0.0086 0.0318 0.1008 0.0644 0.1136 0.1066
2 0.1306 0.1114  0.1958 0.0000 0.0262 0.0018 0.0148 0.2692 0.1518 0.3246 0.3210
5 0.5892 0.2590 0.6372 0.0000 0.0174 0.0006 0.0046 0.7884 0.3330 0.7768 0.8394
10 0.9268 0.5172 0.9272 0.0000 0.0148 0.0012 0.0074 0.9778 0.5810 0.9570 0.9840
20  0.9950 0.7828 0.9868 0.0000 0.0100 0.0016 0.0050 0.9990 0.8174 0.9880 0.9982
c =10 (p = 0.96)
-20 0.7062 0.5590  0.8062 0.7732 0.6402 0.8554 0.7662 0.0002 0.0078 0.0006 0.0002
-10 0.3118 0.2554  0.4210 0.4024 0.3446 0.5014 0.4278 0.0022 0.0106 0.0018 0.0018
-5 0.0944 0.0988 0.1360 0.1440 0.1416 0.1898 0.1672 0.0104 0.0262 0.0124 0.0098
-2 0.0396 0.0640 0.0666 0.0526 0.0842 0.0810 0.0868 0.0318 0.0380 0.0356 0.0324
0 0.0342 0.0670 0.0532 0.0154 0.0540 0.0280 0.0460 0.0608 0.0676 0.0688 0.0658
2 0.0548 0.0778  0.0780 0.0016 0.0406 0.0066 0.0272 0.1098 0.0988 0.1390 0.1254
5 0.1450 0.1268 0.1932 0.0002 0.0264 0.0010 0.0154 0.2566 0.1746 0.3040 0.2946
10 0.4984 0.2712 0.5906 0.0000 0.0182 0.0002 0.0076 0.7060 0.3452 0.7350 0.7712
20 0.9720 0.5670 0.9528 0.0000 0.0132 0.0006 0.0052 0.9916 0.6310 0.9732 0.9940
c=25(p=0.9)
-20 0.5528 0.3760  0.6582 0.6540 0.4592 0.7426 0.5830 0.0000 0.0124 0.0014 0.0002
-10  0.2026 0.1676 0.2796 0.2856 0.2388 0.3722  0.3000 0.0016 0.0200 0.0040 0.0024
-5 0.0636 0.1002 0.1114 0.1030 0.1406 0.1590 0.1566 0.0118 0.0292 0.0176 0.0124
-2 0.0376 0.0684  0.0632 0.0474 0.0780 0.0734 0.0816 0.0306 0.0532 0.0404 0.0302
0 0.0330 0.0680 0.0548 0.0212 0.0654 0.0430 0.0606 0.0548 0.0638 0.0648 0.0562
2 0.0398 0.0730 0.0620 0.0082 0.0496 0.0164 0.0376 0.0834 0.0856 0.0972 0.0924
5 0.0828 0.0976 0.1192 0.0014 0.0350 0.0066 0.0248 0.1580 0.1212 0.1934 0.1770
10  0.2306 0.1668 0.3030 0.0000 0.0230 0.0016 0.0120 0.3758 0.2230 0.4314 0.4266
20 0.7906 0.3954  0.8214 0.0000 0.0178 0.0026 0.0080 0.9054 0.4708 0.8912 0.9394

Notes: Rejection rates for IVX-, Adaptive- and Combination-Tests for Sample SizeT = 250, 6 = —0.95, u; and v,
from standardized t(3)-distribution.
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Table 2.8: Rejection rates: T' = 250, § = —0.95 and x?(3)-distribution

Hy: B=0vs. H : B#0 Hy: >0vs. Hi: <0 HQ:ﬂSOVS.Hliﬂ?O
b IvX ADA Comb IvX ADA Comb 6=05 IVX ADA Comb 6=05
c=-5(p=102)
-20  0.9896 0.9994 0.9996 0.9910 0.9992 0.9994 0.9992 0.0000 0.0002 0.0002 0.0002
-10 09742 0.9926  0.9880 0.9762 0.9948 0.9904 0.9944 0.0008 0.0000 0.0000 0.0002
-5 09492 0.9746  0.9726 0.9538 0.9806 0.9754 0.9810 0.0056 0.0002 0.0008 0.0038
-2 0.8906 0.9340  0.9388 0.8970 0.9438 0.9438 0.9462 0.0122 0.0008 0.0052 0.0116
0 0.0346 0.0744  0.0650 0.0040 0.0626 0.0330 0.0578 0.0616 0.0656 0.0872  0.0654
2 09564 0.9290  0.9688 0.0000 0.0008 0.0000 0.0004 0.9758 0.9408 0.9786 0.9862
5 09972 0.9766  0.9958 0.0000 0.0002 0.0000 0.0000 0.9996 0.9796 0.9978 0.9998
10 1.0000 0.9920  0.9996 0.0000  0.0000 0.0000 0.0000 1.0000 0.9934 0.9998 1.0000
20  1.0000 0.9984 1.0000 0.0000 0.0004 0.0004 0.0004 1.0000 0.9990 0.9996 0.9998
c=0(p=1)
-20 0.7946 0.9912  0.9886 0.8478 0.9942 0.9946 0.9956 0.0004 0.0000 0.0000 0.0000
-10 0.3720 0.8616  0.8340 0.4500 0.9068 0.8736 0.9144 0.0022 0.0002 0.0004 0.0012
-5 0.0974 0.4914  0.4396 0.1306 0.5896 0.5230 0.5934 0.0146 0.0020 0.0048 0.0122
-2 0.0248 0.1466 0.1058 0.0138 0.2184 0.1366  0.2062 0.0446 0.0156 0.0336  0.0400
0 0.0494 0.0640 0.0838 0.0008 0.0486 0.0116 0.0368 0.1048 0.0678 0.1384 0.1176
2 01220 0.1742  0.3222 0.0000 0.0110 0.0002 0.0058 0.2434 0.2502 0.4470 0.3692
5 0.5748 0.5132  0.7806 0.0000 0.0014 0.0000 0.0004 0.7776  0.5962 0.8604 0.8966
10 0.9314 0.8482 0.9828 0.0000 0.0000 0.0000 0.0000 0.9780 0.8916 0.9902 0.9972
20  0.9962 0.9838 0.9996 0.0000 0.0000 0.0000 0.0000 0.9992 0.9894 0.9998 1.0000
c =10 (p = 0.96)
-20 0.7156 0.9348  0.9614 0.7866 0.9592 0.9774 0.9746 0.0002  0.0000 0.0000 0.0000
-10  0.2948 0.5628  0.6502 0.3840 0.6656 0.7298 0.7124 0.0016 0.0004 0.0004 0.0018
-5 0.0872 0.2190 0.2560 0.1326 0.3108 0.3364 0.3352 0.0134 0.0066 0.0104 0.0124
-2 0.0420 0.0852 0.0930 0.0456 0.1252 0.1226 0.1344 0.0338 0.0220 0.0368 0.0336
0 0.0366 0.0568 0.0616 0.0170 0.0564 0.0390 0.0502 0.0644 0.0522 0.0778 0.0656
2 0.0514 0.0896  0.1240 0.0018 0.0240 0.0086 0.0198 0.1118 0.1270 0.1984 0.1392
5 0.1368 0.2286 0.3630 0.0000 0.0050 0.0006 0.0036 0.2534 0.3188 0.4892 0.3588
10 0.4906 0.5766 0.8434 0.0000 0.0002 0.0000 0.0000 0.7086 0.6748 0.9148 0.8896
20 0.9862 0.9316 0.9978 0.0000 0.0000 0.0000 0.0000 0.9964 0.9534 0.9990 0.9998
c=25(p=0.9)
-20 0.5558 0.7946  0.8908 0.6572 0.8584 0.9250 0.8970 0.0000 0.0000 0.0000 0.0000
-10  0.1752  0.3548 0.4418 0.2632 0.4556 0.5394 0.4984 0.0048 0.0016 0.0014 0.0034
-5 0.0668 0.1330 0.1690 0.1014 0.1998 0.2326 0.2232 0.0170 0.0116 0.0126 0.0140
-2 0.0354 0.0752  0.0814 0.0420 0.1082 0.1070 0.1120 0.0316 0.0304 0.0386 0.0352
0 0.0318 0.0590 0.0678 0.0190 0.0608 0.0466 0.0634 0.0536 0.0526 0.0746 0.0614
2 0.0462 0.0734 0.0866 0.0084 0.0334 0.0214 0.0314 0.0846 0.0958 0.1278 0.1014
5 0.0850 0.1346 0.2004 0.0014 0.0118 0.0030 0.0094 0.1570 0.1962 0.2906  0.2090
10 0.2270 0.3500 0.5394 0.0000 0.0024 0.0000 0.0006 0.3638 0.4512 0.6602 0.5104
20 0.8020 0.7850  0.9742 0.0000 0.0004 0.0000 0.0000 0.9216 0.8524 0.9882 0.9880

Notes: Rejection rates for IVX-, Adaptive- and Combination-Tests for Sample SizeT = 250, 6 = —0.95, u; and v,
from standardized y?(3)-distribution.
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Multiple predictors

In order to deal with the situation where there is more than one persistent regressor, we extend

our assumptions as follows. The regression model is
ytzd—i—ﬁ’wt_l—l—ut, t=2,...,T,

where we estimate the regression coefficients by

T
§,3 = arg min ZE (ye — 6 — B xi1) .
A A

The regressors are taken for simplicity to have a restricted vector autoregressive structure,

T = p +& and & = p&i_1 + vy,

with vy = 3,5 Bjvi—; where 3.7 [Bjl < o0, >2;50B; # 0, and (ug,v}) is serially
independent, identically distributed series with finite kurtosis and 14 has zero mean.
A straightforward multivariate generalization of Proposition 2.1 then indicates that the

o —

usual Wald statistic, W = ,é’ Cov (@)B, has the following limiting null distribution

1 1 -1
w4 / JL (s)dU (s) < / T4 (s) Je (s) ds) / Je (s)dU (s)
0 0 0
where Jo = Jo (s) — fol Jo (r)dr is the demeaned multivariate OU process driven by V'
with mean reversion matrix C. Project now U on V to obtain with v = Cov (i, v;) =
Cov (0(1), V(1)) and E, = Cov (V(1)) = Cov (v;)
7 1 3 Im—1
Wz—(U—V:V 7).

V1-vEy
We then obtain the limiting distribution of W as the sum of three terms,

: /01 T4 (5) AW (s) (/01 Tt () Jo (5) ds)l /01 Jo (5)dW (s),

1-v'E "y
9 1 N 1
[ ewaie ([
V1—~Z; 1y Jo 0
and
1 ~ 1 ~ -1 1
’y’E;l / dV (s) J; (s) </ J&(8) Je (s) ds) / Jo (s)dV' (s) E,jl'y.
0 0 0
Because of this structure it is difficult to correct for the second order bias in the same
manner. Not even when ~; and -2 are proportional would the nonstandard parts vanish. One

would have to correct the estimators prior to building the Wald statistic. We do not further

pursue the topic here.
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Bootstrapping subsample-based statistics

For subsamples of the form [(s — 7)T7,...,[sT], s € [r,1] for some T € (0,1), consider the ¢

statistics £(s) computed subsample-wise, i.e.
(s)

__ B
s.e. (B(s))

) [s7]

5(s), B(s) = argmin Z L(yr— 0" = xi—1)

o",B t=[(s—7)T]+1

where

and

s.e. (B(s)) = \/[BEI(S)MT(S)B%I(S)]Q,Q’

where

[sT] R [sT]
( oy £ () 2y e £ (i

o £ (@) Yl w7y L (i

t=[(s—7)T)+1 t=[(s—7)T]+1

[sT] ~ 2 [sT] . 2
ey« (S CO0 S G0l )

s /A ~

e mmr (£ @)Y S gy 78 (£ (@)

To motivate our proposed bootstrap, we discuss the high persistence case first. It is straightfor-

(
(
ward to show that, along the lines of Proposition 2.1,
= ( ~L[2, Je(r)ar) dU(r)
\/fs i Ly Jur dr) dr

under the null, such that we obtain the following limiting null distribution for the subsample-

specific statistic combining two such ¢ ratios computed under different loss functions:
S (Jelr) = L f2, Jer)r) dW ()
\/fS T fS T J dr) dr

(The required estimates e.g. of 41 2 are also computed subsample-wise and can be shown to be

uniformly consistent over all considered subsamples.) The continuous mapping theorem then
implies

SS_TJC(r)d (r) o de(r)dr) [ TdW(r)
max t(s) = sup J ( J. >f .

selr.1] selr1 \/ [ CAG R NPAG dr) a

While, for each s, the combined statistic ¢(s) is standard normal (see Proposition 2.1 again) and

(2.9)

does not depend on ¢, the invariance argument cannot be made for the sequence of statistics

t(s).
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To see why, note that the numerator of the r.h.s. of (2.9) may be written as (1 e Jc(r)dr>/ X(s)

where . _

X(s) = < fo Jg(r)~dW(r) >
fo dW (r)

is a stochastic volatility continuous-time process. Intuitively, since W is independent of J,
N J(r)dW (r) will behave, conditional on .J., like a time-transformed Brownian motion David-
son (see e.g. 1994, Section 29.4). Then, for any fixed s, the denominator correctly standardizes
the ratio on the r.h.s. of (2.9). At the same time, we know, e.g. from Demetrescu et al. (2020,
Remark 15), that deterministic time-varying volatility affects the limiting distributions of max-
ima of statistics computed over various subsamples even upon individual standardization of the
numerators. Therefore, max,c. 1) Z(s) will have a conditional distribution depending on J. in
general — and therefore a nonpivotal marginal distribution.

To obtain correctly sized inference, at least asymptotically, we resort to bootstrap critical
values. It should be emphasized that the dependence of the conditional limiting null distributions
of maxe(r 1] t(s) on J. prevents the use of standard bootstrap validity arguments where the limit
of the bootstrap distribution is the same as the actual limiting distribution of interest. We
may resort however to the conditional approach of Boswijk et al. (2019), who argue that, for
a large variety of stochastic volatility processes, it is possible to bootstrap the correct limiting
conditional distribution of specific statistics, such that the conditional probability of a type-I
error converges to the desired significance level, and therefore the marginal size is controlled in

the limit. In a nutshell, it can be shown that

[ Je(r)dW (r) — (g [ Jc(r)dr> [2_dw(r)

max t(s)|x1,...x7_1 = sup Je,
SE[TJ} SE[T,I] s 1 rs 2
Jo (el = £ J2 Jelr)dr)
while a suitable bootstrap delivers the same limiting conditional distribution,
] J2 L Jer)aw () = (L f2 J(r)ar) 2 aw ()
m[a:ﬁ t(s)| z1,...xr—1 2 sup Je,
s€l[T,

s€[r,1] \/szT <Jc(r) _ %f;ﬂ Jc(r)dr>2 4

with £ denoting weak convergence in probability. See also Georgiev et al. (2018, 2019) for
applications to bootstrap specification tests in predictive regressions and Cavaliere and Georgiev
(2020) for a more general treatment of validity of conditional bootstrap schemes.

To exploit this conditional validity argument, we resort to the following resampling scheme:

Algorithm 1 (Fixed-regressor bootstrap) For each bootstrap replication b=1,..., B, iter-

ate:

1. Fort=2,...,T, generate v;, ~ iid(O, 02) independent of xy_1.°

®We use a simplified scheme (and, in our application, we resort to the standard normal), but note that
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2. Set yzb = v;b and a:;kfl’b = Ti_1p-
8. Compule the subsample statistics t;(s) and the maz, T, = max,e[.1t*(s).

Use the (1—a)-quantile of the empirical distribution of T, ..., T as critical value for max ey 1] £(s).

The asymptotic size of the bootstrap test will be controlled in the high persistence case as
outlined above. In the low persistence case, the bootstrap is a standard fixed-regressor bootstrap
which poses no difficulties and we take its validity for granted. Importantly, the above bootstrap
scheme does not require any user-input regarding the type of persistence of the data generating
process.

We note furthermore that Step 2 of the algorithm imposes the null hypothesis of no pre-
dictability, so we expect power to be nontrivial.

Finally, one may bootstrap other functionals of Z(s) such as minge; 1) #(s) or max,epr 1] [£(s)]
in an entirely analogous fashion. To extend the argument to the combination test, which relies
on a linear combination of the t4p4 statistic with the IVX statistic, we note that a) the optimal
weights for t4pa are consistently estimated, and b) the IVX test statistic can be bootstrapped

subsample-wise using a fixed-regressor bootstrap too; see Demetrescu et al. (2021).

Boswijk et al. (2019) resort to a wild bootstrap due to the fact that the volatility process is latent
in their case, while z;_1, whose weak limit J. plays the role of the time-varying volatility in X, is
observed.
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Auxiliary results and proofs

Lemma 2.1 Under the assumptions of Proposition 2.1, the following properties hold true as

T — oo.

1. For ty = L;(ur —dg,;), i = 1,2, and two different loss functions L1 and Lo obeying

Assumption 2.1, we have

L BT [ %Q& (s)
7T Z e | = | oa,U2(s) |,
t=1 Vg o,V (S
where the covariance matriz of the standard Wiener processes Ui, Uy and V is
ql (1) ﬂtl 1 w M
Cov | Uy(1) | = corr W2 =l w 1 7
V(1) U Mo 1

with w = w\/(l — 'y%) (1 — 7%) + 7172-
2. Furthermore,

T 1
1 -
T E Tp_1Up = )\U,,aa/ Je (8)dU (s).
0

t=2
3. Fork=1,2,
1 T ko .k 1 i
Wtz:;xt_lﬁ (ug — 0g) = KA O'V/O JE (s)ds.
4. Fork=1,2,

T 1

1 § k  ~ k _k k

W xtflu? = O'?L)\ O'U/O JC (S) dS.
t=2

5. Forany 6 =0+ 67 + op (1), B=pB+ Op (T*1/2) ,and k=0,1,2, it holds that

T T
1 k " I 2 o 1 k "
TR ;xt—1£ (yt —0— Bl‘t—l) = TRz ;xt_lﬁ (ug — 0z) +0p (1).

6. For any 6 =6+ 0, + op (1), B=pB+ Op (T*1/2) ,and k=0,1,2, it holds that

T T
1 k ! N P 2 o 1 k ~2
W ;IL‘t—l (£ (yt -0 — Bl’t71>) - W ; Ty Uy + Op (1) .

7. For & and B from (2.4), it holds that
AR /
(3.8) & @ +ac.8Y.
as T — oo such that

B—ﬁ:op (T_I/Q).
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Proof of Lemma 2.1
1. The correlation w of @;; and @2 is easily related to the correlation w of 4y — (y104, /ov) 4

and U — (7204, /0v) v, where Var (ty; — (viow, /ov) Vi) = O'?Li (1 — %2) as required. The

weak convergence follows immediately and we omit the details.

2. Given the independence of @y of us—1,v¢—1, ..., the result follows from the weak convergence
of T*1/2§[5T] (and thus of T*1/2x[ST}) jointly with part 1 of this Lemma; see e.g. Kurtz
and Protter (1991).

3. Write with k = E (L" (us — dr))

1
T1+k/2 th 1£7 (g = 0¢) = T1+k/2z T1+k/2 th 1 El (ur — 5ﬁ)_’{)

and the result follows if the second summand on the r.h.s. vanishes as T" — oo. To prove
this, let Z; = 2z — E(z) and note that, since z; is iid, E (Z|Z—m, Zt—m—1,-- ) 20 as
m — oco. Furthermore, since £ is piecewise constant, Z; is uniformly integrable and thus
E(|E (Z¢|Zt—m, Zt—m—1,- - -)|) = 0. Then, we obtain the desired

T
1 - P
T1+k/2 fo—lzt =0
t=2
by applying Theorem 3.3 of Hansen (1992).

4. Analogous to the proof of part 3 and omitted.

5. The proof is straightforward when a = 0.5, so we focus on o # 0.5, where we recall
that £ is piecewise constant but discontinuous at 0. Therefore, £” <yt - Bl‘t,l) =
L" (ug — ) if the two arguments have the same sign.

Let 17 = 5— (0+0rc)+ (B — 6) x—1 and note that & 7 20 uniformly in ¢ (this is because

sup; |zi—1] = Op <ﬁ) thanks to the weak convergence of T*1/2x[sT] to the pathwise

continuous J.). Now, y; — 5 — Bwt_l and u; — &, can only have a different sign when
|Ge.r| > |ug — O], we have that L£” (yt —5— th,l) =L (ut — BOE) whenever [ 7| <
|ut — 0z]. Write therefore

L" (yt — 05— Bfﬂt—l) = L"(w =0z = Gr) (L(IGr| > Jue = 0c]) + 1 (|67 < Jue — 0c]))
= £ (= 00)+ (£ (9= 6 = B ) = £ (w = 62) ) 1(1Gur| > Ju — c])

and, to establish the desired result, it suffices to show that
1 T
A j2
TivE2 fo_1£// (yt —0— 5%71) 1(IGr| > Ju = B5]) = 0,
t=2

T
1
Fivs 2 i L (w = 8e) 1 (1Gr] > Jue = 5E]) 0.
t=2

39



Chapter 2 Gaussian Inference in Predictive Regressions for Stock Returns

Since £” is bounded, we have as upper bound for the respective absolute values

k 1 E
bup ’Ttk/;‘ 1;1Lp |E" T ;1 |G| > ‘Ut - B(ﬂ) )

where sup; |z;—1| = O, (\/T) Given that E (1 (|¢,r| > |ue — B§])) = Pr (Jue — B§| < |¢er])

vanishes when u; does not have an atom at ., it follows as required that % EtT:Q 1 (|§t7T] > ‘ut - BOE‘) EN

0 thanks to Markov’s inequality.

. Analogous to the proof of part 5 and omitted.

. We establish consistency using a theorem of the type “if the target function converges
uniformly in probability to deterministic function, minimized at the true values of the
parameters, then argmin estimators are consistent” (see Chapter 4 of Amemyia, 1985).
Assume for simplicity that ¢ is known to belong to a compact set A;

Let first g* = 8. Then,

T
1
S Ly -6 - Brwa) = Zﬁ (ug 46 — 6%) B E(L (ug + 6 — 6%)),
t:2

pointwise in 0%, due to the iid assumption on u; and the finiteness of the expected loss.
Consider then the case §* # 3, where we obtain

T
%Zﬁ( = Braa) = 1t22£ut+6—5*+(,3—ﬂ*)xt_1).

Since the loss function £ is continuous and homogeneous of order 2, sup, |us| = op (\/T ),
and § € A, the CMT leads to

1 T

LS i ) =

t=2

T *
Z£<ut+5_5 + (8- B)
t=2

7 )
T VT VT
1

é/o LB~ B) Aoy T (s)) ds

which, given homogeneity of L, satisfies

1 1
/ L((B — 8*) Ao (s)) ds > (8 — )2 N2o / £(J.(s)) ds.
0 0

Therefore,

T
S Ly~ Br) Boo VETAB,
t=2

and, since E (£ (us + 0 — 0%)) is finite, the target function is minimized with probability
approaching 1 at § as T — oo. Therefore, B EN B irrespective of the behavior of 5.

To analyze B , pointwise convergence on the compact A and convexity of the target function
imply uniform convergence Andersen and Gill (1982, Lemma II.1) to the argmin of

E(L(u+6—6%)) =B (L (u —dp +6+ 0, —6)).
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But the expectation is minimized for §+d,—§* = 0 given the definition of d., so = 040,
as required. R

To establish the desired bound for the convergence rate of 5, consider the sequence 5* =
B+b/VT and let w.l.o.g. 6* = § — .. Using a Taylor expansion around f3, it follows that

T T T
1

1 x ok _ = o v / o E
T;E(yt—d Brai_y) = T;E(ut o) + tz:;[,(ut 55)\/?

N o

B2 ., b* 21\ 2
e (e o) ()"
T~ ! VT VT

where 0 < b* < b. The first term on the r.h.s. converges to E (£ (u; — d.)) which is the
minimum of the target function; the second converges to zero in probability thanks to part
2 of this Lemma. For the third, note that, due to the convexity of £, £” is bounded away
from zero, so there exists C' > 0 such that

»2 - b* 2 \2 O N [\ 2
r e (wse ) (57) = T2 (%)

2
where 771 EtTZQ (i}%) = fol J2 (s)ds which is positive w.p.1. Hence, unless b = 0,

the minimum of the target function is not achieved under 57 = B1 + b/\/T and Bl must
converge at a rate faster than 7-1/2, as required.

Proof of Proposition 2.1

We shall derive the limiting distribution of the M-based ¢-type statistic under the relevant local
alternative. The result for ¢ then follows thanks to the joint convergence in Lemma 2.1.1.

Take the Taylor expansion with rest term in differential form of the two first-order conditions
of the minimum problem in (2.4) around (§ + &.,0)" and evaluate at (5, B),; with 4y =y — 6 —
Bmt,l we have

_< S L (i) ) :_< S L (g — 6 — bc) )

Y1 L () Yo w1 L (e — 0 —dc)
> L (yt — & — let—l) Sa 1 L (y — 61 — Prxy—1 ( 5—86—6,

t " 5 3 2 / N 3
Saral (g =0 = Bowier) Sad L (i~ 52 — Bowis B

where 51,2 lie between 4 and 3, and and 3172 lie between 0 and B, respectively. (We use > as
~ ~\/
shorthand for ZtT:z-) Evaluated at ((5, ﬁ) , the gradient is 0, so

( §—86—10, ) > L (yt — 01 — Blflftfl) Yowe 1 L (yr — 01 — Pz
thfl»cﬁ (yt - 52 - 525%71) 213?_15” Yt — 52 - 32551%1

(2T )

6The argument can easily be seen to apply for any other value of ¢*, which essentially works
for the same reason 8 = S irrespective of the behavior of 4.
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Since B —Bis op (T‘1/2) from Lemma 2.1.7 and 8 = b/7, it must hold that 5172 = 0p (T_l/z) ;
also, 8 — & — 0z = 0, (1) . Using Lemma 2.1.5 we may then conclude that

-1

% > L (yt — 61— 51%—1) ﬁ w1 L' <yt — b - 31$t—1)
737 o w1 L (yt — by — B2$t—1) 7z 2 wi L (yt — by — Bzxt_1)

—1
_ % ZEU (Ut - 61:) 3/2 th 1L (Ut 61:) ‘o (1)
ﬁ Ywea L (u—bz) gz i L (u — Or) b

where the inverse on the r.h.s. exists with probability approaching 1. Standard matrix algebra
further indicates that L
7z A1T

T3 =
75 Bir

+o,(1),
with
Avp = (3£ (- 2)) (Z 1L <ut — - ;xt_1>>
- (Z 21 L (ug — 5£)) <Z c (ut - ;xt_1>>
Bir = (Z L (uy — ) (Z 22 L (uy — O ) - (Z 2o 1 L (ug — 55))2 :

Now, resorting again to a Taylor series expansion,

fz,c (ut 5 — ba:t 1):\}TZc%ut—aﬁ)—\}Tzixt_lc”(ut—éﬁ—@

where 4 lies between 0 and Y1, With sup; |zi—1] = O, (\/T), following from the weak
convergence on [0, 1] of the levels of z[47) to the pathwise continuous process J., we obtain from

Lemma 2.1.5 that

\/»ZE (Ut og — bﬂft 1) :\}sz—]g/QZa:t_lﬁ"(ut—ég)—i-Op(l)

and analogously

1 b 1 . b
T Zﬁft—lﬁl (Ut — 0z — Txt—l) =7 Z L1l = 5 Z xf_lﬁﬂ (ur —dz) + o0, (1).

The standard error of 3 is easily checked to be

R 7z AT
se(B) =\MirBE s 1=

1
ﬁMlT

with By given above and

My = (Zﬁ” i )2233152,1 L' (i) 2—i— (th—1£” ﬁt))QZ(ﬁl (at))z
-2 Zﬁﬂ 'IAL Zl't 1£// ut Zl't 1 ut
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It is not difficult to show that 4; = uy — 0z + 0p(1), such that Lemma 2.1 parts 5 and 6 imply

2 b 2
My = <Z L' (uy — 55)) Zx%_l <£’ (ut — 0, — T:L't_1>)
" 2 / b 2
+ (Z 2o 1 L (up — 5@) 3 (,c (ut Y Txt_1>>
b 2
—2Z£” (ug — dr) th_lﬁ” (ug — 0r) th_l <£/ <ut —0r — T:L't_1>> + 0, (T4)
_ " 2 2 ~2 " 2 ~2
= (o)) Y ata+ (Dl (w - 00)) 3G
_2Z£” (ug — O7) th—lﬁ// (us — o) th_lﬂ,? + 0, (T4) :
Thus,
1 A _ 1 ﬁll 6 ]‘ ~ b 2 £/l (5
T2hT = 7 Z (ur —dr) szt—lut T2 th_1 (ur — dr)
1 1 N b
— <113/2 Z l'tflﬁﬂ (Ut — 5L)> <\/T Z'LLt — W Z ZE‘til[«” (’I,Lt — 55)) + Op (1)
and
1 _ 1 " 5 21 2 -2 1 " s 1 ~2
ﬁMlT = T Zﬁ (Ut — L) ﬁ th—lut + W Zfﬁt_lﬁ (Ut — L) T Zut
1 1 1 s
—27 Z L" (uy — or) T Z zp-1 L (w — d¢) T Z -1 +0p (1),

and the result follows with Lemma 2.1 items 2, 3 and 4.
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Chapter 3

Nonlinear Predictability of Stock
Returns? Parametric Versus
Nonparametric Inference in

Predictive Regressions

Coauthored by: Matei Demetrescu

ABSTRACT:

Nonparametric test procedures in predictive regressions have x? limiting null distribu-
tions under both low and high regressor persistence, but low local power compared to
misspecified linear predictive regressions. We argue that IV inference is better suited (in
terms of local power) for analyzing additive predictive models with uncertain predictor
persistence. Then, a two-step procedure is proposed for out-of-sample predictions. For
the current estimation window, one first tests for predictability; in case of a rejection, one
predicts using a nonlinear regression model, otherwise the historic average of the stock
returns is used. This two-step approach performs better than competitors (though not

by a large margin) in a pseudo-out-of-sample prediction exercise for the S&P 500.

Key words: Chi-square distribution, Endogeneity, Nonlinear regression function, Pre-

dictive Regression, Time-varying variance, Unknown persistence

JEL classification: C12 (Hypothesis Testing), C22 (Time-Series Models), G17 (Finan-

cial Forecasting and Simulation)
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Chapter 4

Predicting Stock Returns with
Regression Trees: Nonlinearities and

Predictor Selection

4.1 Introduction

Predicting stock returns has been a central issue in financial economics for many years.
For a long time, the prevailing belief was that stock returns follow a random walk and are
therefore unpredictable (c.f Fama (1995)). Although many people now believe that stock
returns are predictable to a certain extent, predictions are still a major challenge. Stock
market data mostly exhibits a low signal-to-noise ratio with estimated (slope) parameters
often being close to zero. Furthermore, one has to cope with nonlinear and nonstationary
market dynamics.

As the computational power of computers progresses, machine learning is becoming
an increasingly growing area in the prediction of market data. Specifically regression tree
models are a prominent machine learning technique to analyze high-dimensional data
sets. Furthermore, they are able to cope with nonlinear and non-continuous DGPs and
can compute precise predictions for these cases. Also, no strong parametric assumptions
such as monotonicity or linearity are required to employ trees and methods thereof.

In this article, we explore the potential of tree based methods in predicting stock
returns. We conduct a comparative analysis of various methods. One advantage of trees
is a built-in model selection through their splits. Model averaging is performed by applying
tree ensembles.

While tree based methods in stock return predictions have mainly been employed
in a classification approach, predicting whether a stock price increases or decreases (c.f.
Basak et al. (2019)), we choose to apply regression trees and predict actual values of stock

prices.
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In addition to the application of standard regression trees, we also introduce the con-
cept of local linear trees. Regression trees implicitly employ constant piecewise functions,
while local linear trees apply non-continuous piecewise linear functions enabling them to
capture smooth signals (c.f. Greene (2003)). Piecewise linear functions nest piecewise
constant functions, i.e. local linear trees nest regression trees. Thus, we argue that local
linear trees are more flexible than regression trees by being able to capture linear trends
within certain areas.

Although there exists a vast literature on machine learning and tree based methods,
there are comparatively few publications on linear trees. The selection of publications
with an econometric background is even smaller. The idea of trees with linear regressions
within the nodes was employed relatively early in 1992 by Karalic (1992). Instead of
linear regressions, Menze et al. (2011) apply ridge regressions when growing trees. The
more recent papers by Friedberg et al. (2020) and Athey et al. (2019) apply local linear
forests and generalized random forests, respectively. Both employ the R-function grf for
their computations which we also examine in our comparison.

The paper is structured as follows. We illustrate the difference of regression trees
and local linear trees in Chapter 4.2. Variations of these trees, as well as additional tree
based methods, are introduced. Prediction accuracy of the different tree based methods
are then compared in univariate and multivariate Monte Carlo simulations in Chapter 4.3.
An empirical analysis of S&P 500 stock return predictions follows for both market-level
and firm-level data in Chapter 4.4. Furthermore, we process implausible predictions due
to outliers or breaks in the data. Also, we compute performance-based combinations of

tree based methods with the historic mean. Finally, Chapter 4.5 concludes.

4.2 Regression Trees and Local Linear Trees

In this paper we are going to compare the prediction performance of tree based methods
(TBMs). The goal of trees is to employ p regressor variables zi,...,z, to explain or
predict a dependent variable y. To grow trees, the predictor space (i.e. the set of possible
values for xy,...,2,) is partitioned into J distinct regions Ry, ..., R; through multiple
recursive binary splits. The splits within each predictor (sub-)space are determined by

minimizing the Residual Sum of Squares

RSS =) (vi— i) (4.1)

Jj=11€eR;

The most prominent trees are regression trees (c.f. Breiman et al. (1984)). For regression

trees, §; in Equation (4.1) is replaced by ¥, i.e. the mean of all y within region j.
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In the following, for explanatory purpose and comparison of different trees, we employ

the simple univariate DGP:

y; = 0.527 4+ 0.32; + & (4.2)
with ¢ = 1,...,100 and ¢ i N(0,1). Applying the R package tree for regression trees
results in the tree depicted in the left panel of Figure 4.1. The tree consists of three splits
and thus four distinct regions/terminal nodes. Predictions for each terminal node are
computed as the average value from all dependent variables within this terminal node.

The right panel of Figure 4.1 illustrates the splitting results in a scatter plot of
the original observations. The original (simulated) data points are depicted as circles,
while the dashed vertical lines indicate the three splits, dividing the surface into four
distinct regions/terminal nodes. The red horizontal lines indicate the average value of the
dependent variable within each terminal node, i.e. potential predictions of the regression

tree.

Figure 4.1: Regression tree plus illustration of observations and corresponding predictions.

[}

X < 1.14898 Q obse.rve_ation
' |— predictions

X < -1/14505
<

1.77100

0.77900
0.09069 0.46110

Put together, the illustration in the left panel shows the exact prediction values and
the illustration in the right panel depicts the prediction accuracy. For our example, the
illustration in the right panel of Figure 4.1 shows low prediction accuracy, especially in
two outer regions. Thus, predictions from a least squares regression within a single node
might be a more suitable choice compared to node averages. For this, we only have to
change the procedure from regression trees in a minor way. We substitute the within node

least squares prediction ¢;7° for ¢; in Equation (4.1):

RSS =Y "> (i — %) (4.3)

j=1i€R;

Trees grown by this procedure are further referred to as local linear trees.
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The illustrations in Figure 4.2 show the results of employing local linear trees to our
data. The depicted tree now has a different shape due to new split points. Note that
the values below each node are still regional means but do not function as predictions in
this method. For local linear trees, predictions are derived from least squares regressions
within nodes. These are represented by the red lines in the right panel of Figure 4.2.
They show a better fit to the true observations than those in Figure 4.1. In fact, local
linear trees should be able to outperform regression trees in most in-sample applications,

since local linear trees nest regression trees.

Figure 4.2: Local linear tree plus illustration of observations and corresponding predic-

tions.
X £0,1592 o observation °
0.409 w | predictions Is
predictions avg
N 9 =
> <
ooséi’@ (M
° - %@%@ﬁmy
x < -1,2979 x=<1/1785
0.1939 0.8086 5 A 0 1 2
0.8322 0.0913 0.4318 1.8969

X

Notes: Grey lines in right panel indicate predictions from node averages are while red lines indicate
predictions from linear regressions within nodes.

Trees, especially locally linear trees, have the advantage that they can flexibly approximate
unknown regression functions. They are able to cope with structural (in-sample) breaks
within the data by splitting the data set into different regions. Thus, trees perform a
model selection and estimate a separate model for each region.

When constructing local linear trees, we can also easily obtain a hybrid version of
regression trees and local linear trees. This hybrid version performs splits according to
linear models (as in local linear trees), but generates predictions as the mean within each
terminal node (as in regression trees). Predictions of this technique are illustrated as grey
horizontal lines in the right panel of Figure 4.2 which correspond to the values below the
terminal nodes in the left panel. Since this method comes with almost no (computing)
cost when local linear trees are grown, we add it to our comparisons.

In our example when applying a minmal terminal node size of 10, the three methods
result in in-sample MSEs of 0.137 for the regression tree (tree), 0.124 for the local linear
tree with node averages as predictions (loli.tree.avg) and 0.035 for local linear trees with
least squares predictions (loli.tree.ls). However, note that by construction, the order after
only one single split should always be MSE(loli.Is.avg) > MSE(tree) > MSE(loli.tree.ls).

Though, this does not hold for additional splits in general, as seen in our example. In this
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univariate setup loli.tree.ls yields the lowest in-sample MSE, by far. A more extensive

comparison with these and other tree based methods follows in the next chapters.

4.2.1 Combining and Refining Trees

In addition to fully grown trees, we also consider refinements of single trees and combine
multiple trees within tree ensembles.

Bagging is a tree ensemble method with which lower variance can be obtained com-
pared to individual trees. In order to do this, B sample sets are bootstrapped from the
original data and single trees are grown independently for each bootstrapped data set.
Subsequently, predictions are determined for each tree, which are then averaged to obtain
the final prediction for tree bagging.

Random Forests work similar to bagging of trees. However, instead of considering
all available regressor variables when determining a split, only a random subsample of
the regressor variables is considered to induce each split. Trees grown in this process are
less correlated than those employed in the bagging process. This leads to an even lower
variance. Therefore, we consider one (random) third of the available regressors at each
split.

(Gradient) boosting is a third tree ensemble method. In contrast to bagging and
random forests, trees in this ensemble depend on previously grown trees. In a first step, a
single tree is grown and the residuals for the training data are computed. In the following
step, a new tree is grown. However, modified residuals from the previously grown tree are
employed as dependent variable in this process. Residuals are modified by regularization
by shrinkage (c.f. Friedman (2001)). This step is repeated for a previously chosen number
of times.

Pruning of trees reduces fully grown trees to single trees with less branches and splits.
Fully grown trees might suffer from overfitting, while this is unlikely for pruned trees.
Thus, fully grown trees lead to smaller IS errors than pruned trees. However, pruned
trees might have considerably lower OOS errors than fully grown trees. We perform cost
complexity pruning with cross validation (c.f. Friedman et al. (2001)). Unfortunately,
cross validation leads to a multiplication in computing time, which is why we rarely apply
this method.

4.2.2 Tree Based Methods

We compare the performance of local linear trees with those of different tree based fore-
casting methods in the remainder of this paper. We provide a brief overview of the
competing procedures in this section. The principles of these methods are beyond the

scope of this article.
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tree from the R-package tree grows a single regression tree (c.f Breiman et al.
(1984)).

tree.bag and tree.rf are random forests and bagging of regression trees. Bagging
and random forests are identical when only one predictor variable is considered. We
employ the R-package randomForest.

In addition, we perform bagging and random forests for tree stumps, i.e. trees with

only one split. These methods are indicated by names with suffix .1.

tree.boost performs gradient boosting, which is an additional ensemble method for
regression trees. We apply the package gbm with shrinkage parameter 0.1. Further
details to gradient boosting can be found in Friedman (2001).

loli.tree.ls indicates a local linear tree as described in Section 4.2. Similar to re-
gression trees, we add bagging, random forests and boosting for the local linear
trees, denoted by loli.bag.ls, loli.rf.ls and loli.boost.ls, respectively. The shrink-
age parameter for boosting is set to 0.1 as in tree.boost.

Note that in order to have sufficient degrees of freedom when performing linear re-
gressions, the minimal node size of local linear trees has to increase with additional

predictor variables.

loli.tree.avg grows identical linear trees as loli.tree.ls, but its predictions are based

on node averages instead of linear regressions within these nodes.

loli.tree.ls* works similar to loli.tree.ls, but predictions are solely based on linear
regressions of split relevant variables. Both methods are identical when only one

regressor is employed.

loli.tree.rid is a modification of loli.tree.ls which applies ridge regressions instead
of OLS. Furthermore, in loli.tree.rid.p we consider pruning of local linear ridge

trees using five-fold-cross-validation to find the optimal tree shape/size.

ctree from the R-package partykit grows a single conditional regression tree and it
works similar to regression trees. Ctree differs by testing for independence between
regressor variables and response variable prior to performing splits. The algorithm
does not perform further splits when independence cannot be rejected. Hence, it
tends to split less often than regression trees. Ctree has no option to control for the
minimal node size, instead it controls for the depth of a tree, i.e. how many splits and
therefore terminal nodes are allowed for. For details regarding its implementation
we refer to Hothorn et al. (2006).
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e bart is an ensemble technique for bayesian additive regression trees. We employ the
BayesTree package which does not control for minimal node size. For references
please check Chipman et al. (2010).

e grf from the package gr f grows generalized random forests (c.f. Athey et al. (2019)).
We only display results for honest forests in this paper and drop non-honest forests,
since the honest ones perform better throughout our computations. Honest forests
use half the training set to determine the splits/shape of a tree and the other half
to compute the labels/values for these splits and nodes. Non-honest forests, on the

other hand, use the full training set for both tasks.

4.3 Monte Carlo Simulations

The goal of this paper is to explore the potential of tree based methods (TBMs) in pre-
dicting stock returns. However, it is uncertain how these different TBMs perform when
dealing with persistent regressors as is common for stock return predictions (c.f. Camp-
bell and Yogo (2006), Stambaugh (1999), Demetrescu and Hillmann (2020)). Therefore,
we first investigate the behavior of TBMs in Monte Carlo Simulations with persistent

regressors before applying them to real data in Chapter 4.4.

4.3.1 Simulations: Univariate DGP

We begin our Monte Carlo simulations by analysing the behavior of TBMs when facing
persistent regressors in a univariate setup. We employ a DGP with an autoregressive
predictor variable which is allowed to be endogenous, i.e. the contemporaneous correlation
of the innovations u; and v; may be nonzero (c.f. Stambaugh (1999), Campbell and Yogo
(2006)):

Y = Brio1 + we (4.4)
Ty = pri_1 + vy (4.5)

Ut \ iid I
Geltd e

We consider different degrees of persistence in the autoregressive process (4.5) with p =
1 —¢/T and ¢ € {0,5,15} for samples of size T' € {100,500}. The slope parameter [ is
constructed as § = b/T with b € {5,20} and the correlation ¢ is set to —0.95. We employ

the first 7" — 1 observations as training set and only the last observation as test set to

where
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mimic the prediction of a time series. Finally, we compute 2000 Monte Carlo replications
and grow 100 trees for each tree ensemble method.

Although the default minimal node sizes in the applied R-packages are equal to five
or ten, we choose to apply a minimal node size of 25. We make an exception for ctree
and bart since they do not control for minimal node size. We do so for two reasons.
First, we need sufficient observations within each terminal node to perform predictions
for local linear trees in the multivariate setup with up to eleven regressor variables in later
chapters. Second, it showed that for our data, the applied R-packages yield better results
with a minimum node size of 25 than with their default minimal node size.

Out-of-sample (OOS) MSEs for the TBMs are summar