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Abstract: Recently Freeman and Adelson (1991) published an approach to steer fil-
ters in their orientation by Fourier decompositions with respect to the angular coordinate
of a polar representation. Simoncelli et al. (1992) generalized this method to steer other
parameters than the orientation. In this paper we formulate the problem of steerability
using the Lie group that performs the deformation of the filters. Within the presented
theoretical framework we especially discuss the following points: (1) The possible scope
and (2) the optimality of steerability by Fourier decompositions, (3) approximate steer-
ability using a limited number of basis functions, (4) the nature of the singularity that
occurs when steering the scale.
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1 Introduction

The analysis of local image structure in many early vision tasks can be improved by
using the responses of the analysing filters in a continuum of orientations, scales and other
parameters as was shown by several authors (Freeman and Adelson (1991), Perona (1991),
Simoncelli et al. (1992), Michaelis and Sommer (1994)). To calculate the responses of
filters in a continuum of orientations steerability was introduced by Freeman and Adelson
(1991) recently. Even though the principles of steerability have been used by others before
it was only Freeman and Adelson who addressed this problem explicitly and brought it to
the attention of the computer vision community. Nevertheless, steerability is still far from
being a standard tool in early vision.

Now we introduce formally what is understood as steerability. In this report the term
'steering’ is applied to all deformations and not just to rotations. Let F,(Z) denote a filter
with # € RY and o € IR a parameter that deforms (translates, rotates, dilates) the filter.
Steering means continuously varying the parameter « by an interpolation formula:

M
Fo(Z) = ) br(a) Ag(D) (1)
k=1

The whole infinite range of functions for varying « is represented by linear superpo-
sitions of a finite number M of some basis functions A that are independent of «.
The parameter « is contained only in the weights by that we call interpolation func-
tions. Note that if « is viewed as a variable too, steerability means an «, Z-separable
decomposition of F(«, Z).

This allows us to calculate the response of an image to Fy, in a (quasi) continuum of the
parameter o with the computational burden of only M projections (Ax|I),k = 1... M.
With I we denote the image and (-|-) is the usual scalar product.

In general the basis functions do not have to be rotated, scaled, or otherwise deformed
copies of the original filter for some fixed values of the parameter, i.e. Ay # Fy, . If there
is no exact decomposition of F, to a finite number M of basis functions or if M is too
large we are interested in the minimal number of basis functions to obtain an acceptable
approximation to Fy, for all « simultaneously.

Freeman and Adelson (1991) steer orientation by rotated copies of F' as basis functions.
The interpolation functions are derived by a Fourier decomposition of F' with respect to
the angular coordinate of a polar representation. Simoncelli et al. (1992) generalized
this approach to steerability by Fourier decompositions to other deformations, especially
dilating and contracting the filter but there remain some open questions: (1) The Fourier
basis is chosen arbitrarily. (2) How do we get approximate steerability with a limited
number of basis functions? (3) How is the singularity adequately treated that occurs in
the case of scale? (4) What about other basis functions than deformed copies of the original
filter? The latter question concerns also two points that are stressed by Simoncelli at al.,
the self-invertibility and the interpolation by varying only one parameter while leaving
others constant in the case of simultaneously steering several deformations. For these
requirements to be meaningful the basis functions have to be deformed copies of the filter.
From our point of view both things are not necessary for signal analysis purposes. In
general the basis functions are not deformed copies of the filter and they have no meaning
by themselves but only their superpositions.

Perona (1991) found an optimal solution to approximately steer arbitrary (continu-
ous) deformations for arbitrary filters. He achieves this by a singular value decomposition
(SVD) of the linear operator L that has images I as its input and the deformation parame-
ter dependent response function R(«) = L(I) := (F,|I) as its output. The basis functions



are the right singular vectors, whereas the interpolation functions are the left singular
vectors. A drawback of this approach is that in general (e.g. for dilations/contractions)
every filter has different basis functions which have to be calculated numerically.

Recently Beil (1994) published another approach to steerability by using the invariance
theory of tensor calculus. Steerable filters are constructed by basic invariant elements
which are given by the theory of invariance. In fact, from its practical implications this is
close to the Fourier decomposition method.

In this paper we use the Lie group that corresponds to the deformation of the filter as
the basis for a deeper understanding of the Fourier decomposition approach of Freeman
and Adelson (1991) and Simoncelli et al. (1992). The eigenfunctions of the generating
operator of the Lie group are the basis functions and the eigenvalues are the interpolation
functions. These functions depend only on the type of the deformation but not on the filter.
The basis functions are orthogonal and no deformed copies of the filter. However, it is
easy to calculate the interpolation functions for the latter. We also achieve an approximate
solution to steerability if the number of basis functions is limited and we show how to treat
the singularity that occurs when steering the scale.

2 Steering translations

To give a motivation for the following abstract formalism we start by steering translations
in 1D. This is even more helpful as it will turn out that all other continuous one-parameter
deformations are isomorphic to translations by appropriate transformations of the coordi-
nates and the deformation parameter. For more details about Lie group theory we refer
to the textbook of Hall (1967).

2.1 The translational Lie group
By {La|a € R} we denote the Lie group that performs translations in z-direction. The
original filter is F'(z) = Fy(z) and the deformation is defined by:

LoF(z) = Fulz) = F(z+a) (2)

The identity operator is Ly = 1. The group multiplication table is given by the
following function f:

LsLoF(z) =t Liga) with
3)
fBa) = p+a

For very small deformations € — 0 the following expansion is possible that defines the
generating operator £ of the Lie group:

Lo~T+el (4)

We calculate the generating operator for translations by a first order Taylor expansion
of the translated function:

Flz4¢) = F(z)+edFlz) = L = 0, (5)

The finite operator L, can be derived from £ by repeating many small deformations
by € = a/n:



Lo = nlLrg()(l-l—aﬁ/n)” = et (6)

The eigenfunctions of £ are exponentials e** with z € €. We can restrict to the
functions e/** with & € IR because they are a complete basis for all square integrable
functions. The completeness is easily obtained by noting that 70, is hermitean. Hermitean
operators have complete sets of eigenfunctions with real eigenvalues. An eigenfunction of
the generating operator £ is also an eigenfunction of £, but for another eigenvalue. From
(6) we see that:

ﬁejka: — ]k ejka: s Eaejka: — ejk;aejk;a: (7)

2.2 Steering by Fourier decomposition

We already mentioned that steerability means an «, z-separable decomposition of the filter
Fy(x). This is achieved by a decomposition of F into the eigenfunctions (7), i.e. a Fourier
decomposition.

F(z) = Z celk? , with ¢ = %/F(m)e_jkxd:p
k=—o00
x o0 (8)
Fo(x) = Z cpelkaeikr  —. Z bi () A (2)
k=—o0 k=00

If (8) is compared with the definition of steerability in (1) we see that the basis functions
are Agp(xz) = e/**, whereas the interpolation functions are by(a) = e/*®. The weight cy
can be absorbed in either of both functions. In (8) we wrote a sum instead of an integral.
That hints to the fact that in practice we have to restrict the functions to a bounded
interval (respectively make them periodic). Then « becomes a periodic parameter, the
Lie group becomes compact and the eigenfunctions are square integrable. More precisely
the basis functions are Ay (x) = /2™%%/L with L the length of the interval. But without
loss of generality we assume L = 27 in the following.

This application of the Fourier basis is well known and used e.g. in the steerability
approach of Freeman and Adelson (1991). With the theoretical framework that is given
in this paper we provide the basis for better understanding the scope of this ansatz.

2.3 Optimality of the basis functions

Compared to other sets of basis functions there are two properties of the Fourier base that
make it exceptionally suited for steering translations. First, we do not have to calculate
the a-dependence of the interpolation functions because it is given by the eigenvalues.
Second, the Fourier base is optimal in the sense that it allows the best L? approximations
with the fewest basis functions, as we will show now.

A proof of the optimality was given by Perona (1991) by investigating the operator
L := (F,|-). We want to give here another proof that might be more familiar in the signal
processing community and that in fact is a finite dimensional representation of Perona’s
proof. We investigate the set of all deformed filters { ¥},(z)|a} where « is running through
all possible values. All these functions can be reconstructed by superpositions from a set
of functions that has the same linear span as {F,(z)|a}. To find such a set we sample o
and z and obtain the matrix C with the following elements:

Cri = Fop(z1) (9)



We assume this matrix to be square and of size N x N. By definition of F, as a
translation of Fj this matrix is circulant and hence, it can be diagonalized by a Fourier
transform (for a proof see Hall (1979, Appendix B), A is diagonal).

C = WAW !, with Wy = N lei2mkl/N (10)

For a diagonalizable matrix diagonalization is equivalent to an SVD. From the proper-
ties of the SVD we know that there is no sum of n dyadic products of two vectors (which
is an «, z-separable decomposition) that approximates the original matrix better in the L?
sense than the first n components of the SVD of the matrix. Approximating the matrix
means approximating all steered filters simultaneously. By making the size of the matrix
N very large we can approximate the continuous case to an arbitrary precision. The dis-
tance measure for the approximation is d(F, G) = ||F — G/||z.a, where the L? norm is with
respect to z and « (see Perona (1991)).

2.4 Approximate steerability

To steer a filter F' approximately with a limited number M of basis functions we take only
the first M eigenvectors of the matrix C' as basis functions. The vectors are orthogonal
and hence, their L? norms, that are given by the elements of A (10), sum up to the norm
of F,. From (10) the norms can be calculated. We have A = W~ICW and hence (we
switch now back to the continuous case):

o ) (t=z+a)
App = %/e‘ﬂko‘/Fa(m)ejkxdmda =

(1)
= [ [Foetar = 2t K) a

where ¢y, is the k’th Fourier coefficient from equation (8). We want to give also another
derivation of the relative importance of the basis functions that yields an interesting result.
The basis functions Ay from (8) can be obtained by Ay(z) = o [ F(z + a)e 7 da =
cpe?*® . The weight c; is now absorbed in the basis function. The L? norm of A renders
its relative importance to approximate F,. Clearly the norm is given by ¢, but we can
also write it in the following way :

JlP = & [ [Pt e e [ B+ o)t dol da @

(12)
- #/da //F(Z)F*(z+ﬁ)dz e*ap = %/(Fﬂp@ejkﬁdﬁ

In (a) we changed the order of integration and we applied the substitutions z = z + «
and = o — a. The integrand does only depend on o/ — « and hence, we can factor out
the « integration that merely gives a factor of 2. Again, at this point we have to assume
the Lie group to be compact.

As the result, the L? norm of Ay, is given by the k’th Fourier coefficient of the function:

ha) i= (Fa|Fy) = /F*(w—l—a)F(:p)d:p (13)

h(c) is the autocorrelation function of F'. In wavelet theory it is called the reproducing
kernel which governs the sampling scheme for complete wavelet bases (Antoine et al.
(1993)).



3 Steering other parameters

The steering scheme for translations becomes powerful by the fact that all one-parameter
Lie groups are isomorphic to the translation group by appropriate transformations of the
coordinates and the parameter (Hall (1967)). A general one-parameter Lie group is given
by its elements £, and the group multiplication table f(3, ) with LgLy = Lf(g ). There
exists a special value g of the parameter o with £, = 1. o is the neutral element with
f(ag, ) = f(a, ) = . The generating operator £ is defined by

/o dL,

da

where |o, means that the expression to the left is evaluated at a. For the infinitesimal
transformation at other values of the parameter we have

of (B \ !
ﬂ(]) (15)

LL, |2
“ ( ap

The coordinates (x,y) (e.g. in 2D) are transformed under the group to 2’ = z'(z,y, @) =
Loz and ¢y = y'(x,y,a) = Lyy. The infinitesimal transformations are described by the
following derivatives:

(14)

@

dL,
da ‘a

dr = ¢da dy =nda , with
E(w,y) = %_f”ao n(mvy) = g_ya|a0 (16)

/ af(s, oy’ af (B,
8la = €@ ) (M) s Fla = 0@y (252) Is,

Equations (15) and (16) are simplified if we change to the canonical parameter .
The group table for the 7 parametrization f(7,,7,) must have the property

8f(7_a7 Tb) — 1 (17)
01, )
This is especially true for the canonical choice
f(Ta7Tb) = T+ T To = 1 (18)

For the canonical parametrization we have simple representations of the generating
operator £ and the group elements L :

L = &z,y) 0y +n(z,y) 0y (19)

L, = * (20)

In addition we can always find curvilinear canonical coordinates w,v that make
the representation of the group especially simple and equivalent to a translation. For the
canonical coordinates we have:

uWu=Lu=u+T vV=Lv=v
. (21)
L = 0,
Hence, if we have any continuous one-parameter transformation we can achieve steer-
ability by transforming the problem to canonical parametrization and canonical coordi-
nates and apply the same formalism as in section 2.



3.1 Deformations in two dimensions

Hoffman (1966) points out six generators of a basic 2D Lie algebra of visual perception.
The six transformations together with their canonical parametrizations are:

r_
LY = 0, x, =rhT Translation
y=Y
r_
LY = 0y { x, -7 Translation
Yy =y+T
5 ' =xzcosT —ysinT
P )
L' = —y0; + xdy { J = zsinT 41y cosT Rotation
(22)
As z' = ze’ _— .
L = x0p +yoy J = yer Dilation/Contraction
A "'=ze” . :
LY = 20, — YOy ' et Hyperbolic Rotation

/B — YOy + 0, {:E,:a:coshT—l-ysinhT

y' = zsinh7 + ycosh T Hyperbolic Rotation

L% and LY are by definition in canonical form and z,y are the canonical variables. For
L" and L® the canonical coordinates are log-polar (¢ = arctan(y/z),t = Iny/x? + y?).
This is known to be a conformal mapping. Steering rotations follows straight forward the
standard scheme of section 2 if it is expressed in canonical coordinates. In this case the
group is already compact (periodic) and no arbitrary restriction to finite intervals for the
coordinate and the parameter is necessary. In so far it is the simplest case of all. The case
of steering dilations and contractions is treated in some detail in section 4. Finally, for the
hyperbolic deformations usually the transformed coordinates v = \/z2 — y2,v = \/2xy are
used. Note, that these are not the canonical coordinates because the generating operators
do not have the canonical form of (21).

w T “B r?
L= —0, # 9 LV = =0, # 0, (23)

However, the deformations are along the lines v = const, u = const but with deformation
'speedterms’ of r2/u and r2/v.

3.2 Steering multiple parameters

If several deformations have to be steered simultaneously the generating operators in
general do not commute and the canonical coordinate axes of the involved one-parameter
groups will not be mutually locally orthogonal. This is for example the case for the 3D
rotation group SO(3), where we can not follow the full scheme of section 2. However, it
is possible to use the canonical basis functions of the irreducible representations of the
group to derive a steering equation. In case of SO(3) these are the spherical harmonics
Y™, which are used by Freeman and Adelson (1991) to steer 3D functions. The spherical
harmonics and the canonical basis functions in general (for unitary representations) are
orthogonal and hence it is easy to calculate the interpolation functions. If Ap are the
orthogonal basis functions the interpolation functions by are given by

bi(e) = (Faldg) (24)



We will not go further into the details of the general case in this paper. However, in
the special case of steering two parameters where the associated canonical coordinates u, v
are locally orthogonal, the generating operators 9, and 9, commute and we can steer both
parameters simultaneously according to the scheme given in section 2. This is the case for
the three pairs (£%, £Y), (L%, L"), and (L, LP).

In general a pair of locally orthogonal coordinates is given by a solution of the Cauchy-
Riemann equations

gt = Oyv Oyu = —0,v (25)

If u, v are differentiable these equations are equivalent to the complex differentiability

of f := u + jv, i.e. every complex differentiable function defines a pair of orthogonal
coordinates.

4 Steering scale

As an example of steering filters according to the method of section 3 we demonstrate how
to steer the scale. Especially we show how to treat the singularity that occurs in this case.

Let F(r,$) be an N-dimensional (ND) function in polar representation. The variable
@ denotes the angular components that are omitted if no use is made of them. We define
the scaling operator in ND to be

Lo(F(r) = e % F(e™r) (26)

This definition differs from the deformation that is generated by £° from (22) by
the normalization factor e=®V/2, The parameter « is the canonical scaling parameter:
LoLg = Lotp, Lo = 1. We obtain the generating operator L by a first order Taylor
approximation of L, F":

e T F(e ) = F(r)—aX +r0)F(r) + o(a?) (27)

Hence, the generating operator for scaling (including the normalization e_%) in polar
coordinates is:

~L = J+ro, (28)

The eigenvalue equation (§ + r9,)E,(r) = zE,(r) with the complex eigenvalue z =
a + jk is a simple differential equation with separated variables and the solution E,(r) =
Cri=% = Ore (/2 ik o7 with O as an integration constant.

4.1 Construction of a complete and orthogonal eigenbasis

In this section we are concerned with the question how to choose the parameters a, k so

that the set of eigenfunctions is complete and orthogonal. We can use the property of

hermitean operators to have complete and orthogonal eigenbases with real eigenvalues to

construct such a basis. The generating operator £ is not hermitean but we can construct

the following symmetrized hermitean operator Lo (% denotes hermitean conjugation).
1

£ = UL+ GD") = G0+ o) (29)

where the hermitean conjugate operator (j£)#) = j(—& +r V*19,rV) is calculated
by



(FIjLG) = /°°F* G +r8,)G)rN dr =
. ’ (30)
= [ UGS o R e e = (GEPFIG)

The boundary term of the partial integration vanishes if F, G are not singular at the
origin. £° has the same eigenfunctions as £ but with the eigenvalues —k + ja:
LSpa=ytik - (—k + ja) ra= 3 +ik (31)
For £° to have real eigenvalues we must choose ¢ = 0 what results in the following
complete and orthogonal set of eigenfunctions:
—& jklnr
Ei(r) = Cr 2¢l (32)

C can be chosen to normalize the eigenfunctions. The eigenfunction for N = 1 and
k =5 is depicted in fig.1.

iﬂﬂvm\z/ — A

\/U4 6 —8—30

-1
-2

-2

Figure 1: Example of an eigenfunction of the scaling operator: & = rs cos(5lnr) (left)
and & = r~2 sin(51nr) (right).

The orthogonality (33) and completeness (34) of the eigenfunctions is stated by the
following formulas (the angular integration merely gives a constant factor that is omitted):

00
— _q 5 ! —
1 r Ne yklnreJrjk lnrrN 1d7“

5= = 6(k—K (33)
oo . 7 -
% (Trl)fge*]klnr e+]klnrdk — T7N+1(5(7” _ 7”’) _ e—Ntd(t _ t,) 7 r 7ﬂ/ >0 (34)
—0o0
t := Inr is the canonical scaling variable according to (21). In ¢-space the dila-

tion/contraction becomes a simple shift (beside the normalization factor e=®N/2): L, F(r) =
e *N2F(e=r) = e *N/2F (=), With the substitution ¢t = Inr (33) and (34) are the
ordinary orthogonality and completeness relations for complex exponentials. In (34) we
applied the formula 6(lnr — Inr’) = #/6(r — #'). This formula is a special case of the
general formula 0(f(z)) = X, 0(x — z,) /|05 f (zn)|, where f has only first order zeros z:
f(zy) =0, f'(x,) # 0. The factor =¥ *! at the r.h.s. of (34) compensates the factor vV 1
of the ND integration measure. Concerning the optimality of the eigenfunctions (32) for
steering the scale, remember that according to section 2.3 they are optimal only in ¢-space
where scaling is a translation but not in the original r-space.

From the eigenfunctions (32) the basis functions Ay for steering the scale of a filter
F according to (1) are most easily obtained by interpreting (1) as an «, Z-separable de-
composition of F'(«,Z) that is orthogonal in « and in Z. Therefore, the basis functions
Ag(Z) can be obtained as the coefficients when F(«, %) is projected to the interpolation
functions by (o) = ek,



" (t=Ilnr, z=t—a)
Fe™®r, g)e!"*da =

2rAg(r, @) = e T
(ng) = [ -

= e ek /62 F(er,@)e ¥dz = r 7 ed*mr Cy(@)

This shows that the basis functions are r, g-separable. This is a general result that
is valid for other deformations too because it simply uses the fact that the deformation
is a translation in the canonical coordinate and that the interpolation function is an
exponential. The translation is transfered to the interpolation function by the substitution
z =t — o where the shift is separable: ¢/k(t=2) = gikte—ikz,

If we would steer also the orientation of the filter, only the functions C () are affected.
We could also start by steering the orientation to obtain again r, -separable basis functions
with 7 dependent coefficients C(r) that can be steered in scale by the above procedure.
Hence, scale and orientation are treated in the same manner. In the steering scheme of
Perona (1992) the orientation is steered first and it is not straight forward to start by
steering the scale. This is because he uses optimal basis functions from an SVD that are
of different (and unknown) analytical form for every filter and every Fourier component
Ck (7“)

Finally we apply the general result of section 2.4 to find the most important basis
functions (in the L? sense) to steer the scale approximately using only a limited number
of basis functions. With Ag(r,g) = % J e_%F(e*ar, B)elkda we can apply exactly the
same calculation as in (12) if we first substitute the canonical variable ¢ = Inr. It is again
the autocorrelation function (Fy|Fj) that governs the importance of the basis functions:

Am?|| Agll? = //e_%F(e_o‘r,@)ejkada/e_%F*(e_a,r,@')e_jk""da'rN_ldrd@
! - ’ a+o (t=lnr)
///F(e_ar, G F* (e~ r, @) rN " Ldrdgel* (@) e~ ek )Ndadoz =

’ - ’ ata =t-
///F b B F* (e, @)eNtdtdgel @) e et )Ndozda ¢ = “

///F et 3)eN(EHe) grq@erk(@—a) - ety CEE Jadd! (ﬂ - )
N & (r=¢€%)
/da//F (e P, @)eN*dzd@e e~ 5 dp =
= 27r//F(r,gZ)')e_BTNF*(e_/BT,gEJ')rN_ldzd@e_jkﬂdﬁ
= 2 [(FalFo)e 7 ap
(36)

4.2 Treating the singularity

The eigenfunctions Fj, from equation (32) are singular at the origin (fig.1). First, they are
infinite as /2 and second, they oscillate infinitely fast at the origin. In this section we
analyse this singularity and we show how to deal with it.

In fact the eigenfunctions Fj, (or the basis functions Ay (35) respectively) themselves
are not of interest but only their projections to the filters (F,|Ey). This regularizes the



singularity what is evident when the projection is transformed to the canonical coordinate
t =Inr (the J integration is omitted).

(FolEBr) = / e*%F(e*O‘T) relklnr pNolgy
0
/ F(eto) e 5 eiktgy = / Pt — ) Mt (37)
with F(t) = eTF(et)

The function F contains the transformed filter as well as the powers of 7 from the
eigenfunction and the integration measure. We call F for short the warped filter. The
warped eigenfunctions become the Fourier base, i.e. if F = Ej then F(t) = e/**. For
general F' the projection (F,|E)) becomes an ordinary Fourier transform of the warped
filter. This means that the singularity of the eigenfunctions is not worse than
the singularity of ordinary complex exponentials. The unbounded support and the
infinite number of oscillations of the latter are logarithmically compressed. Scaling the
original function means translating the warped function: to the right for larger functions,
to the left for smaller functions. The singularity is treated as usually by restricting to
bounded support functions and finite shifts (scalings) in ¢-space. The warped filter for a
2D isotropic Gaussian is depicted in figure 2.

1

0.5 1 1.5 2 2.5 3r -4 -3 -2 -1 1 2t

Figure 2: Original filter F(r) = e (left) and warped filter F(£) = exp(—e? + t) (right)
for an isotropic Gaussian in 2D.

In t-space the example is easy to understand. The support of F' is not bounded at
negative ¢ if the original filter F' is not zero in a finite neighborhood of the origin. But if F
is not infinite at the origin (what is never the case for vision kernels), F' has a strong decay

t—s)

towards negative ¢ from the factor e in (37). Hence, we can treat F' as bounded by
allowing a little error. In addition we must restrict to a bounded range of scales that is
steered. Then, the ¢-axis has to be sampled in the interval [tmin, tmax] Where tmin, tmax
are given by the support of the warped function F plus and minus the translations from
scaling the function.

The sampling density At in t-space is given by the sampling theorem. Translating this
back to r-space the sampling is 7, := e?**tmin_ If a (suboptimal) homogeneous sampling
is required in r-space the highest sampling rate of this logarithmic sampling has to be
taken. Concerning the oscillatory singularity of the eigenfunctions the interpretation of
this sampling is as follows: only frequencies below the Nyquist frequency of the smallest
steered filter have to be considered what wipes out the infinitely rapid oscillations at the
origin. According to this frequency we have in r-space the first sample some distance
away from the origin and we don’t have to consider anything closer to the origin than this
sample. An exception is the origin itself for which we have trivially F;(0) = e~V5/2F}(0).
Hence, for steering scale we don’t need arbitrary linear distortions of the logarithm near
the origin as in the frequency space approach of Simoncelli et al. (1992).

10



As in (8) the integral of the steering equation

o0 . aN .
Folr,@) = / eIk =5 IR T Oy (B) dk (38)

can be substituted by a sum by making the warped filter periodic in ¢-space. The same
discrete frequencies k that are derived there can be applied in r-space.

5 Discussion

We applied the Lie group formalism to the problem of steering filters. This approach
provides a theoretical basis and a generalization of the steering schemes of Freeman and
Adelson (1991) and Simoncelli et al. (1992). The generalization allows the same formalism
to be applied to all one-parameter continuous deformations as well as to two-parameter
deformations for which the canonical coordinates are orthogonal.

Our approach does not give the most parsimonious set of basis functions (except for
rotations and translations) as the steering scheme of Perona (1991). But our approach
has the advantage that the basis functions and the interpolation functions are given ana-
lytically and that they are the same for all filters. Only their relative weights depend on
the filter. In addition all deformations are treated in the same manner and compared to
Perona’s method it is straight forward to steer first the scale and then the orientation.

Our approach does not use deformed copies of the steered filter as basis functions.
However, those deformed filters can easily be obtained by superpositions of our basis
functions. By the same superposition formulas the appropriate interpolation functions are
easily calculated. The fact that our basis functions are given analytically and that they
are the same for all filters is advantageous compared to Perona’s method for calculating
these interpolation functions. This is not only of interest for calculating the interpolation
functions for deformed copies of the filter but also in general to make existing analysing
schemes steerable that use more or less complete sets of filters.

The log-polar canonical coordinates that are used to steer the scale and orientation
are well known from the Mellin transform and the conformal mappings that are used in
invariance theory. The Lie group formalism has been applied also by Lenz (1990) but
he focused on invariant pattern recognition and did not explicitly address the problem of
steerability.
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