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AbstractThe original aim of the work that led to this dissertation was to extend anexisting, purely functional language with facilities for input/output and modularprogramming. The language is based on an untyped �-calculus, i.e., programexecution is de�ned as program transformation according to a �xed set of reduc-tion rules including �-reduction. Consistently, the implementation comprises aninteractive reduction system which is integrated with a syntax-oriented editor:any sub-expression or program result can be submitted for (stepwise) reduction.There is no distinguished main program, no `global' environment and no explicitstatic part of the language { in particular, there is no static type system. It istherefore not clear how to add one of the known solutions for input/output ormodular programming to such a programming environment. Furthermore, sim-ply adding features to the language would lead to a complex language designwith weakly integrated parts, thus losing much of the appeal of purely functionallanguages.Help with the latter problem comes from the history of general programminglanguage design: when formal language description techniques were developedand applied to early high-level programming languages, various inconsistenciesin the designs of those languages were discovered. To avoid such defects, languagedesign methods based on semantic principles were proposed, such as the princi-ples of abstraction, correspondence and data type completeness. These semanticprinciples are not biased towards technical details, but rather guide the way fromthe basic constructs of a language towards a simple and elegant overall languagedesign.To isolate the fundamental language constructs needed for our particular de-sign problem, we review the support for input/output and modular program-ming in current functional languages. Surprisingly, we �nd that most of theselanguages fall short of adhering to the principles of language design in severalrespects. We identify some of the problems that result from this fact and arguethat, by consistently following the design principles both for the design of theextensions and for the integration of the extensions into the complete language,the weaknesses found to exist in other languages can be avoided. To support thisclaim, we present a simple language design: we start with a purely functionalcore based on the �-calculus, extend it with input/output-facilities and record-like data structures called frames, and complete the language with respect to thedesign principles.We go on to show how the resulting design supports a wide range of modularprogramming techniques and identify the various special purpose constructs usedin other languages as instances of a general scheme of abstraction (high-levelprogramming languages also follow this scheme and provide advantages similar



to libraries of pre-de�ned program components). We conclude that modules,objects and other language constructs for modular programming need only beprovided as built-in features in languages which are restricted in their supportfor general abstraction. This leads to a slightly di�erent view of our proposedlanguage design: �-calculus should not be seen as a part of the functional corelanguage, but rather as providing the means for abstraction over all availablelanguage primitives which in our case are not only functions, but also frames andinteractions.Our language design features functions, interactions, and modules as �rst-class data objects, and the input/output-facilities are not restricted to strings ofcharacters, but are applicable to any valid language expression. The latter featureopens a connection between the research areas of purely functional languages andpersistent systems, and we argue that both research communities could pro�tfrom closer cooperations, avoiding a lot of duplicated work where interests areshared and stimulating and complementing each other where interests di�er.
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Chapter 1IntroductionThis thesis focuses on support for input/output and modular programming inpurely functional languages. The original problem speci�cation was to extendthe reduction language KiR (Kiel Reduction Language [Klu94]) with facilitiesfor input/output and modular programming. The language is derived from anuntyped �-calculus, and program execution is de�ned as program transformationaccording to the reduction rules of an extended �-calculus. In this thesis, wepresent our work as a language (re-)design process, guided by principles thatare explained below. We brie
y summarize the design decisions that led us toconsider functional languages, and review the existing work and design optionsin the �elds of input/output and modular programming in these languages. Onthis basis, we develop a simple language design that solves the original problem,extending a functional core language with facilities for input/output and modularprogramming. As far as possible, we abstract from the peculiarities of KiR andits implementations [GK96], but the �-calculus part of the language turns out tobe essential for our design.Purely functional languages, and reduction languages in particular, repre-sent a radical departure from the von Neumann model of programming (cf. thediscussion in [Bac78]). Initially, programming centered upon the problem of con-trolling the dynamic behavior of some computer equipment. In order to utilizeearly programmable computers for the solution of abstract problems, it was notsu�cient to devise an abstract algorithm. Programmers had to map the abstractalgorithm to a machine program and the initial problem conditions to an initialmachine state. After a computation, they had to retranslate the �nal machinestate and the intermediate outputs into their abstract problem domain. Later,large parts of the two-way mapping between machine states and objects in theproblem domain were delegated to the computer, too. The resulting impera-tive programming languages allowed to specify computations on a higher levelof abstraction which was hopefully closer to the problem domain and certainlyfarther away from the details of the machines. While these languages provide amore abstract view of machine states, imperative programming still involves a5



user-supplied mapping of abstract algorithms into explicitly speci�ed sequencesof (abstract) state transformations.In contrast, the very essence of declarative programming is usually describedas specifying what is to be computed instead of how this should be done, eventu-ally leaving even the mapping of a problem speci�cation to a computation to thecomputer. Various forms of declarative languages have been developed, but weonly deal with functional languages here or, more precisely, with reduction lan-guages (cf. [KS86, Klu92]). The idea is to start with some calculus and its rewrite(reduction) rules, and to extend it to a general purpose programming languagewhose semantics is directly and completely de�ned by the reduction rules of theextended calculus. For instance, the �-calculus [Chu51] does already correspondto a basic functional programming language and can be extended consistentlyto practical ones (cf. [Lan63, Ber76, BF82], among others). The fundamental�-conversion rule of the �-calculus can be employed, in its directed form of �-reduction, to de�ne a reduction semantics for the extended functional languages.The execution model that results from such a reduction semantics is based onhigh-level meaning-preserving program transformations.Based on program transformations instead of state transformations, theselanguages support a declarative style of programming (programs that correspondto problem descriptions are transformed to programs that correspond to problemsolutions), and the reduction semantics lends itself to implementations that mapprogram transformations to transformations of machine states. Nevertheless,programs are running on state transforming machines embedded in a real world,and it is in this setting that modern functional programming languages, dueto their high level of abstraction, encounter some compatibility problems withthese machines. One of the problems is fairly obvious: the higher the level ofabstraction, the more di�cult the mapping of programs to e�ciently executablemachine programs becomes. E�cient implementations will continue to be a majorresearch topic though considerable progress has already been made in this respect,as a consequence of which functional languages are more and more being used forpractical applications. This, in turn, brings up some pragmatic considerationsthat are the main topics of this thesis.We focus on two seemingly unrelated problems, solutions to which are essen-tial if functional languages are to be used in everyday programming practice. The�rst one is an immediate consequence of the high level of abstraction of functionallanguages: how must interactions between a program and an external environ-ment (consisting of, e.g., input/output-devices, �le systems, . . . ) be described ina programming language that abstracts from the existence of an outside world?This problem a�ects communication with users as well as explicit control overthe state of the computing equipment and the programming environment or anyother state- or communication-based computation. Without an adequate solu-tion, functional languages could hardly be called general purpose. In imperativelanguages, explicit modi�cation of a global system state is the only way of doing6



anything, so they seem to be well suited for this kind of applications. Func-tional languages, on the other hand, abstract from the underlying machinery,which seems to be counterproductive in this case, but conforms to the idea ofdeclarative programming and has proven to be very useful in general.A more accurate description of the problem is that application domains are notalways far away from the peculiarities of real machines, and sometimes the how ofcomputation is exactly what needs to be speci�ed. Of course, this does not implythat declarative programming is the wrong approach, and we certainly do notwant to go back and make every program depend on the details of the machinesit is supposed to be running on. Instead, it is necessary to develop declarativemeans to describe (some of) the details of machine states or of state changes andto �nd ways to let abstract programs interact with real machines and runtimeenvironments. These interactions should only be used when the problem domaindemands it, but should not permeate the complete programming language, asan imperative add-on for a declarative language would certainly do. The goal isto �nd a declarative way to describe inherently state- or communication-basedcomputations in a certain class of problem domains.The second problem, one that functional programming languages share withevery other general purpose language, is that programs may grow and that man-aging the complexity of large programs requires appropriate language support.The very �rst concept needed to cope with large programs is abstraction. Orga-nizing a system of objects into layers of abstraction, concentrating only on theobjects relevant to a particular layer at a time, keeps the complexity of each layermanageable. In contrast to conventional programming languages, functional lan-guages do already provide an additional layer of abstraction, as they completelyliberate programming from organizing program execution on the underlying ma-chinery. It is therefore reasonable to assume that the functional paradigm cancope with problems at least one order of magnitude more complex before theprogram sizes become unmanageable. Moreover, it is the very idea of functionalprogramming to make extensive use of (functional) abstraction and to composecomplex programs systematically from smaller ones, which should render thetransition from programming-in-the-small to programming-in-the-large much lessproblematic than in conventional languages. Indeed, there seems to be no rea-son why the complexity of programs should have any in
uence on the functionalstyle of programming, or why certain language constructs should be useful onlyfor large programs. So, if functional languages do really encounter any problemsrelated to complexity, but not to problem size, there may be some fundamentalfeatures missing in functional languages, and large programs are only one problemdomain where these shortcomings unavoidably manifest themselves.We argue that this is indeed the case: functional languages treat programsas data objects and are essentially well suited for modular programming, butthey do not provide su�cient support for the manipulation and organization oflarge collections of long-living data objects. Large collections of program mod-7



ules exhibit exactly these characteristics, which is the real reason why functionallanguages cannot bring their intrinsic qualities into play for modular program-ming. Thus, the concept of modular speci�cations needs to be (re-)examined inthe context of functional programming languages. At the very least, it should bepossible to organize large programs into smaller, more comprehensible modulesthat can be stored, modi�ed and reused independently of each other.If we want to overcome these de�ciencies, we have to face the problems ofeither designing a new functional language or of making major extensions ormodi�cations to an existing one. In either case, an essential part of our workis related to language design [Lea93, Was80]. In this thesis, we intend to buildon an existing reduction system and may thus focus on the extensions that arenecessary to support interactions with runtime environments and programming-in-the-large, but it is still advisable to keep the complete language in mind inorder to avoid inconsistencies in the overall design.Fortunately, several principles have been established to guide the design ofnew languages as well as the evaluation and the redesign of existing ones. We usehere three semantic principles (`principles derived from the denotational approachto programming language semantics' [Ten77]), collected by Tennent and Morri-son [Ten77, Mor79]. Morrison points out that `the overall design aim of powerthrough simplicity, simplicity through generality should be the guiding light'1 andgoes on to state the principles of abstraction, correspondence, and data typecompleteness, the origins of which can be traced back to [Lan66, Str67]. Wesummarize the descriptions from [Ten77] and [Mor79]:principle of abstraction Abstractions should be allowed over all semanticallymeaningful syntactic categories of a language.principle of correspondence The rules governing names in a language shouldbe designed together in order to avoid irregularities in the manner in whichthe names may be used. In particular, there should be a one-to-one corre-spondence between declarative and parametric forms to introduce names.principle of data type completeness All data types should have the same`civil rights' and the rules for using data types should be complete withoutexceptions.Although not speci�cally intended to guide the design of functional languages(they have �rst been used to evaluate the design of Pascal [Ten77] and to designa variant of Algol [Mor79]), the principles are in perfect conformance with theproperties of these languages2. For instance, the �rst two principles are con-cerned with the consistent use of names and the predominant role of abstraction1paraphrasing van Wijngaarden [vW63]2which is no surprise considering the origins of the principles8



which is also what the �-calculus (the basis of many functional languages) is allabout. The third principle is a nice generalization of one characteristic featureof functional languages, namely that functions are �rst-class data objects. Whilethis term may be misleading insofar as it insinuates that functions are treatedas something special, the principle of data type completeness emphasizes that itis the elimination of (unnecessary) special rules which is important. It simpli�esthe language, makes it more complete and thus more expressive. Similarly, thelanguage is less complex if there are no distinctions between names introduced by(local) declarations and names introduced as formal parameters of abstractions.In addition to these general design principles for programming languages,some additional design constraints derive directly from our decision to use purelyfunctional languages. Brie
y, this class of languages has very useful properties(e.g., referential transparency), and we want our extensions to be conservativewith respect to these properties. Since we start our design process with a corelanguage that complies with the general design principles, both the principles andthe particular properties of purely functional languages emphasize characteristicsof the language that we should try to conserve. In other words, these propertiesde�ne the invariants of the language modi�cation process. While these constraintsare sometimes quite restrictive, they help to avoid solutions which, on �rst glance,appear to be simple but may cause serious problems in the long run.Finally, we can generalize from the history of programming languages [Weg76,Wex81, Wex93] to get an intuition of the situations that occur in language designprocesses. General purpose programming languages are not static, but are con-tinually extended and developed in response to ever evolving user requirements.In the long term, the language complexity increases with the requirements, butthis process is not continuos in general. Whenever a new problem area must bedealt with, the design space is �rst explored with a large number of languageextensions and variations. Experience with these experimental language modi�-cations may lead to a better understanding of the original problem and thus tosimpler solutions and a decrease in language complexity. Otherwise, the languageis growing with every new extension until it becomes so complicated that some-one decides to make it simpler at any price, cutting out the least useful features,developing generalizations for groups of features or developing a special purposevariant. Furthermore, design goals are not always con
ict-free, and every set ofdesign decisions corresponds to a choice in favor of some of the goals. If morethan one of the possible choices is realized, the original language design splitsup into a family of more or less related languages (domain-speci�c languages arejust a special case of this). These di�erent design decisions need not be madeat the same time, indeed, language designers may become aware of their choicesonly after following one particular path for a long time (for instance, imperativelanguages dominated the stage before it became feasible to implement declara-tive languages). Ideally, the di�erent variants can be combined again by somegeneralization step which may be discovered after some time of experimentation9



with each of the variants. Several instances of this general picture have beenencountered in the design process described in this thesis.The main goals of this work are to develop an input/output-system and amodule system for the reduction language KiR [Klu94], derived from an untyped�-calculus, which seems to involve two major extensions to the existing reductionsystem. However, by following the design principles faithfully, it turns out to bepossible to achieve these ends by rather minor extensions of the language, keepingmost of the added complexity on the implementation level. Moreover, since thesimplicity of the extended language stems from generalization, not from restric-tion, the resulting language, called FFI (for functions, frames, and interactions)is not only simpler, but also more expressive (in the areas of input/output andmodular programming) than other current functional languages [Hud89]. Weshow that conventional approaches to the problem areas of input/output andmodules exhibit major inconsistencies with respect to the principles stated aboveand that the approach taken here avoids these inadequacies.That a seamless integration of input/output into purely functional languageswould be possible at all was only discovered in the late 1970s (with implemen-tation work starting around 1980), and various solutions, based on streams, con-tinuations or, more recently, on monads or uniqueness types, have been proposedand implemented since then (cf. the summary in section 3.6). Most of them,however, require further language support for features that are not essential toinput/output, e.g., for non-strict data constructors, lazy evaluation or static typesystems. Theoretical frameworks have been developed that allow to comparethese alternatives and to prove their equivalence in expressiveness [Gor94, HS89],but the relations between the approaches are usually presented from a historicalor from a theoretical perspective, and the situation is still unsatisfactory with re-spect to language design. The problems of input/output in functional languagesare therefore reviewed with a stronger emphasis on their pragmatic aspects here,leading to a more uniform and comprehensive presentation of the subject, whichprovides the necessary support for the design decisions to be made later.The other main research area involved, that of module systems for functionallanguages, is even more divergent than the area of input/output. Beyond the verybasic idea of modules as program building blocks, there seems to be no agree-ment on basic terminology, not to speak of problem speci�cations or solutions(cf. chapter 4). The approaches include the simple adoption of module systemsfor conventional languages, the interpretation of modules as types (and typesas values), modules as records, modules as (�rst-class) environments, modulesas data abstractions or even the abandonment of modules in favor of object-oriented language extensions. The main pragmatic di�erences have to do withthe expressiveness and completeness of the module languages, and whether themodule language and the programming language should be separated or not. Anoverview over the basic ideas underlying some of the existing or proposed mod-ule systems for functional languages is developed, and the pros and cons of the10



various design choices are examined.Equipped with suitable problem speci�cations and general surveys of the pos-sible design choices in each area, the next step is to actually build the designaccording to the design goals stated above, keeping an eye on the possible inter-actions between the three areas of the functional core language, the input/output-system and the module system. The �rst surprising encounter is that almost allcurrently used input/output-systems for functional languages violate the principleof data type completeness because the set of objects that may be communicatedis usually restricted to strings of characters (cf. also [HMST92]). All other ob-jects, including data structures and functions, are no longer �rst-class citizenswhen it comes to input/output. We decide to abandon these restrictions andto allow all objects of the language to be communicated. While this decisionsimpli�es the language, it makes high demands on the implementation. However,it turns out that we do not have to start from scratch here. Morrison et al.[ABC+83a] came to a similar design decision when trying to integrate high-levelimperative languages and database systems. They identi�ed `persistence as anorthogonal property of data, independent of data type and the way in which datais manipulated' and founded the research area of orthogonally persistent program-ming languages and systems. Interestingly, Morrison did not address this in histhesis [Mor79, chapter 3.7], but noted: `the �le system functions do not act onall data types which breaks the principle of data type completeness. This is astrong indication that more work is required on this problem.'.So, as an immediate consequence of making similar design decisions, our ap-proach to input/output demands a connection between purely functional lan-guages and the area of persistent programming languages and systems, which isby now well researched. We brie
y review the reasons why, until recently, persis-tent and functional languages have been two separate areas of research and arguethat this is a very unfortunate situation. Recent improvements of functional lan-guages and their implementations, especially in the area of input/output, haveeliminated the main obstacles to a combination, and both �elds could pro�t froma cooperation. To name one example closely related to this thesis, persistentlanguages are particularly promising for the construction of integrated program-ming environments, thus guiding the way towards further developments of betterprogramming environments for functional languages.With respect to the module system, we argue that, in order to facilitatethe reuse of modules in the construction of new programs, the module languageshould not be unnecessarily restricted. At least at the level of program construc-tion, modules form a semantically meaningful category and abstraction shouldtherefore be allowed over modules. If abstraction and composition are the impor-tant features required of a module language, it seems natural to use a functionallanguage for this purpose. We even go one step further and integrate the modulelanguage and the functional programming language. Again, this simpli�es thelanguage design, but this time, the necessary extensions to the implementation11



are also small. Merely for convenience, we add frames to the language, repre-sented as record-like data structures associated with a set of primitive operations.Applying the principles of abstraction and data type completeness again, all syn-tactically legitimate objects may be placed in frame slots and, as abstractions overframes are allowed, frames themselves may be passed as arguments to functionsor returned as their results. In combination with the new input/output-system,frames containing functions may be stored in �les and retrieved from there tobecome parts of other programs, giving all the 
exibility needed for a versatilemodule system without the complexities that usually come with it.We have consciously decided to maintain the implicitly and dynamically typednature of our reduction language, thus avoiding the restrictions of static typesystems in our design. Current static type systems (usually extensions of [Mil78])are still unsatisfactory due to the constraints they impose on expressiveness, andthe various lines of research have not yet culminated in a stable and uniformframework (cf. also the discussion in section 8.2). Indeed, there is evidence thatsome of the ideas used here were available more than a decade ago, but werenot widely used because they did not �t in with the then popular type inferencesystems. These attempts unveiled a number of inadequacies in early type systemsand initiated further research work there. Using an almost untyped frameworkhere avoids the duplication of research e�orts and enables a better separationof concerns, as the results presented here do not depend on the availability ofany particular type system. Still, it is necessary to mention some of the typingproblems and (partial) solutions, both to give a fair and complete descriptionof related work and to point out where the language design might have beenrestricted by the constraints of a static type system.The thesis is organized into two parts. The �rst one explores the foundationsof this work, trying to separately identify requirements, design options and de-sign constraints for input/output and module systems in the context of functionallanguages. In chapter 2, we present functional languages as a variant of declar-ative programming languages, also giving a brief review of their formal bases.Chapter 3 deals with the problem of letting functional languages interact withtheir runtime environments, and chapter 4 explores the problem area of modulesystems for functional languages. Both chapters 3 and 4 include overviews ofexisting work and references.The second part builds on the design framework established in part one, andproposes one particular language design which combines ideas from all researchareas discussed in the foundation part. The formal language de�nition is givenin chapter 5, chapter 6 investigates the issues of modular programming in thislanguage, and some interesting aspects of an implementation of the design aredescribed in chapter 7. Chapter 8 shows options for further work, relates ourresearch to that on persistent languages and systems, and discusses some of theproblems of translating our design into a typed framework.Chapter 9 contains a summary and conclusions.12
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Chapter 2Functional ProgrammingLanguagesProgramming may be understood as a discipline which describes the static prop-erties and the dynamic behavior of existing or imagined systems in order that acomputer may be used to analyze, simulate or control them.2.1 From rule-based transformation systems toreduction languagesGiven a speci�cation of the parts of a system, its dynamic behavior may simply bespeci�ed by a set of transformation rules, each of which de�nes what the objectsbefore and after a computation step are. Depending on the universe of discourse,the objects may be terms, graphs, system states or logical formulas, and thecorresponding variants of transformation are known as term or graph rewriting, asstate transformations or as deduction systems, respectively. For general surveysof the �eld (as well as further references and proofs), see [Der93, Klo90, DJ90].Given a set Obj of objects, a set of transformation rules T could be speci�edexplicitly as a subset of Obj � Obj, writing A 7!T B for (A;B) 2 T , but thiswould be tedious. For a more concise speci�cation, it is helpful to factor objectsinto contexts CObj and sub-objects, where contexts are objects with holes in which(sub-)objects can be placed to form complete objects again:8O 2 Obj; C 2 CObj : C[O] 2 Obj:It is then possible to abstract over contexts or sub-objects in rules, writing8C 2 CObj; X 2 Obj : C[CA[X]] 7!T C[CB[X]];for given contexts CA and CB, as a �nite representation of a possibly in�nite setof rules, where neither the sub-objects (X) nor the embedding contexts (C) are15



modi�ed. Since rules that abstract over constant contexts occur frequently, theabbreviation !T is used for these context-free (or context-independent) substi-tutions: 8A;B 2 Obj : (A!T B =def 8C 2 CObj : C[A] 7!T C[B]):Furthermore, quali�cation of objects and contexts may be used for �ner controlover the speci�ed set of rules.The execution model of object transformations is quite simple: for a givenobject A, choose a rule A 7!T B and replace A with B (this may involve instan-tiations of contexts and sub-objects in rules that abstract over these). If there isno such rule, A is irreducible and represents a result of the computation8A;R 2 Obj : (A #T R,def ((A 7!�T R) ^ (:9R` 2 Obj : R 7!T R`))):If A 7!�T R, R is said to be derivable from A using T . However, this purelyoperational view of programming is hardly su�cient, for if the only way to un-derstand a program is to execute it (mentally or otherwise), writing programsis a rather clueless activity. The rule abstractions used above do help here, asthey allow programs to be generalized, so that the same transformation systemmay be used for di�erent sub-objects and in di�erent contexts. The notions ofreducible and irreducible objects and the use of the transitive re
exive closure ofT are attempts to understand transformation systems in terms of the possible re-sults they can generate for given objects, abstracting from the computation stepsin between. It is possible to classify transformation systems according to theirpossible results. A system is terminating if every computation terminates (everypossible transformation sequence is �nite). A system is con
uent, if any twocomputations starting from a given object can be extended to reach a commonobject:8A;B1; B2 2 Obj : (A 7!�T B1 ^ A 7!�T B2)) 9C 2 Obj : B1 7!�T C ^B2 7!�T C:In a con
uent system, every terminating computation on a given object yields aunique result (the set ffRjA #T RgjA 2 Objg contains only singletons or emptysets). Note that, even in a con
uent system, for a given object there may bemany di�erent sequences terminating with the same irreducible object and othersequences not terminating at all.When reasoning about systems that go through sequences of changes, it isoften helpful to consider invariants, i.e., properties of the system that do notchange. If sensible invariants can be established for a given set of transformationrules, it follows that an equivalence relation can be de�ned on the set of objectsin such a way that transformation steps never change the equivalence class ofobjects (with respect to the invariants, they only replace equals by equals). In the16



simplest case, the equivalence relation is completely de�ned by the transformationrules: 8A;B 2 Obj : A =T B ,def (A;B) 2 (T [ T�1)�:If a transformation system supports a sensible equivalence relation, it can beused to provide a declarative view of the system. The transformation of anygiven object will either terminate with an equivalent and irreducible object ornot at all, and thus the only purpose of any computation on an object is to �ndirreducible representatives of the equivalence class inhabited by the original ob-ject. If all members of the same equivalence class are considered indistinguishable(semantically equivalent), the di�erences between the intermediate objects of acomputation, and thus the computation itself, are simply not observable (withthe important exception of non-termination), leading to a complete abstractionfrom the operational view. Considering all intermediate objects as distinct leadsto a fully operational view as explained above. The possibility to devise mixturesbetween these two extreme views and thus to focus on as much operational detailas necessary for a speci�c purpose seems to be very attractive. In particular, itrenders the idea of declarative systems practical: the operational view, thoughnot inherently tied to speci�c machinery, provides enough detail to enable imple-mentations of a given transformation system, but is not very suited for reasoningabout the system. Declarative views of the same transformation system arisemerely as abstractions from operational details, are more suited for reasoningbut less so as the basis of an implementation. Both views are necessary and canbe based on the same speci�cation.Let Obj0 be the set of strings built from ftrue; false; obj;_g.obj !0 trueobj !0 falseobj !0 obj _ objLet Obj1 =def fXjobj #0 Xg. 8X 2 Obj1 :true _X !1 truefalse _X !1 XFigure 2.1: A simple two-level transformation systemThis approach does not immediately exclude non-con
uent transformationsystems, although, for transformation systems with non-deterministic results,viewing the set of rules as a description of an equivalence relation often runscounter to `natural' interpretations. As an example, consider the simple system17



of �gure 2.1, which describes a logic of disjunctive terms with a sequential disjunc-tion. The set of terms is itself speci�ed as a transformation system, in the style ofa Backus-Naur form, with the terminal strings being just the irreducible objectsderivable from the start symbol, obj. In this particular case, any equivalencerelation based on the rules of !0 has false and true in the same equivalenceclass, but only in that both are derivable from the same non-terminal object,not in any `logical' sense. Moreover, the system could be reformulated using anequivalence on sets instead of a partial order (!0) on elements, collecting thealternatives for the left hand side obj on the right hand side of one rule insteadof giving many rules with the same left hand sideObj = ftrueg [ ffalseg [ fX _ Y jX; Y 2 Objg:A similar trick can be employed for all non-deterministic systems by working withthe powerset P(Obj) of objects instead of Obj itself.Static descriptions of objects will still be given in the style of an extendedBackus-Naur form, but the description of dynamic transformations is simpli�edsubstantially if only con
uent systems are considered. In these, there is no needto search for all irreducible representatives of an equivalence class, since any classwhich has an irreducible representative is uniquely determined by this one object.Furthermore, there is no inherent exponential overhead due to the use of sets ofobjects, and equivalent objects can be transformed into the same representative(Church-Rosser-property):8A;B 2 Obj : A =T B ) 9C 2 Obj : A 7!�T C ^ B 7!�T C;so there is no need to apply transformation rules backward and forward in orderto prove two objects equivalent.Providing the full range of possibilities o�ered by object transformation sys-tems for the speci�cation of programs is, in general, not advisable. One problemwith user-speci�ed transformation systems is that they may be non-con
uent andthat it is not even decidable whether or not they are. Furthermore, the equiv-alence generated by the transformation rules may be inconsistent (requiring allobjects to be in one class), thus o�ering no help at all for reasoning about pro-grams. Fortunately, restricted classes of transformations can be given that turnout to be expressive enough for almost all conventional programming tasks andguarantee that some useful properties cannot be invalidated unintentionally byprogrammers.A simple way to get a functional language with user-speci�ed rules is byrestricting the set of possible rules, e.g., by requiring that each left hand side hasto conform to the pattern f(t1, .., tn), where f is called a function symboland the ti are constructor terms, i.e., variables or terms of the form ci(ti1, ..,timi), where the ci have no de�ning rules and the tij are constructor terms.18



Further restrictions include that all variables that occur on the right-hand side ofa rule must also occur on the left-hand side of the same rule, and that no variablemay occur twice on the left-hand side of the same rule. By construction, noleft-hand side of one rule can then overlap (share instances) with a proper (non-variable) subterm of any other rule (except itself). These orthogonal systemsare known to be con
uent irrespective of termination. However, this is a purestrategy of restriction, achieving useful properties only by discarding problematicclasses of transformation systems.It is much more helpful to enrich transformation systems with a (mathe-matical) theory, e.g., equational logic for transformation systems supporting anequivalence relation or predicate calculus for inference rules. As these calculi canthemselves be de�ned by rewrite rules, another approach to get a functional lan-guage is to de�ne con
uent rewrite rules for a suitable calculus of functions andtake this as the basis for a programming language. Con
uence and other usefulproperties can then be guaranteed by the language designer, who also has tomake sure that the calculus, in spite of the �xed set of rules, provides a su�cientfoundation for an expressive programming language. This approach has somede�nite advantages, as it o�ers the full range of transformation systems to thelanguage designer, who provides a programming language based on a calculus asa high-level interface to the general execution model of object transformations.Programmers can just use these high-level interfaces, which are de�ned throughthe general model, but come equipped with an additional theory that may beused to reason about programs. This way, programmers gain something for the
exibility they loose.Note the subtle di�erence here between mapping a given language into acalculus and developing a language as an extension of a calculus. The former isthe approach of denotational semantics [Sto77], which tries to give mathematicalmodels for existing languages in order to make their informal semantics exact ina more or less common framework and to enable comparisons and evaluationsof these languages. The latter describes the approach taken here in this thesis,which starts with a formal system and develops this core into a suitable languagewithout sacri�cing any of the characteristic properties. Language design is thusconstrained, and it is often di�cult to invent extensions that satisfy both theseconstraints and the pragmatic requirements for a general purpose programminglanguage. However, we have found that the formal constraints establish a valuablecounterpart to the evolving but usually poorly speci�ed user requirements. Theyprovide a more balanced environment for language design and help to guide thedesign process away from shortsighted, problem-speci�c language extensions andtowards general solutions that keep the language simple and general. Languagedesigns that are developed without this kind of guidance often get more and morecomplex with every new feature they include to please their user community.Finally, the interactions between the short-term solutions lead to problems in thelong run. 19



There are many calculi that could be used as a starting point for a functionallanguage, including combinator-calculi and �-calculi, which have been inventedto build foundations of mathematics based on functions [Chu51, CF74, Bar84,HS86], or the more recent and more implementation-oriented supercombinator-calculi [Hug82]. The focus is on �-calculi here since even the basic �-calculusprovides elements that correspond to function de�nitions and applications, toabstraction, static name binding and nested scopes. Despite the simplicity ofthe calculus, this is a rich foundation to start from when designing a functionallanguage. In fact, the semantics of functional languages can be de�ned directlyand completely through the reduction (transformation) rules of such calculi, andthe languages that result from such an approach are called reduction languages.2.2 �-calculi8x 2 var; n; k 2 Nat : term = nn xj �x:termj (term term)BC0x = [ ]BCnx = �y:BCnx ; if y 6= xj (BCnx term)j (term BCnx )BCn+1x = �x:BCnxthe occurrence of x in BCnx [ nk x ] is8><>: bound if k < nfree if k = nprotected if k > nFigure 2.2: Syntax and binding structure of a basic �-calculusThe basic �-calculus presented here is a modi�cation of Church's original�K-calculus [Chu51, chapter V, section 17]. The syntax is given in the upperpart of �gure 2.2 where var is a non-empty set of distinguishable identi�ers(variables). A �-term is either a variable preceded by a number of protectionkeys, a �-abstraction binding a variable in an abstraction body, or an applicationconsisting of an operator- and an operand-term. The essence of the modi�cation,20



proposed by Berkling in [Ber76], is the use of protection keys as a means toprotect variables against immediately enclosing bindings. Compared with �K, itis slightly more complicated in formal treatment but better suited as the basis ofpractical programming languages since it keeps both the binding structure andthe original variable names of terms intact while performing �-reductions.The binding structure of the modi�ed calculus can be formalized using bindingcontexts as de�ned in the second part of �gure 2.2. A binding context BCxsimply counts the number of �x-abstractions in which its subterm is embedded(the context is uniquely determined by the term, the subterm and the variablename). In contrast to �K, a variable occurrence is not necessarily bound to thenext enclosing �-abstraction with the same name. In particular, the occurrenceof x in �x:BCnx [ nn x ] is bound to the outermost �x (independent of the exactstructure of BCnx , the n protection keys cancel out the n enclosing bindings inBCnx ).The fundamental operation in all �-calculi is the substitution of a �-term forfree occurrences of a bound variable. In the original calculus, this requires therenaming of bound variables to avoid name-clashes that would occur if free occur-rences of a variable are substituted into the binding scope of a �-abstraction withthe same variable name. In the modi�ed calculus, protection keys are used tokeep the binding structure intact without changing any variable names. Substitu-tion is de�ned in �gure 2.4 using an auxiliary function � (cf. �gure 2.3) to modifyprotection keys. �x is a simple recursion on the structure of �-terms, counting thenumber of �x encountered while descending and acting only on free and protectedoccurrences of x. �+1x;0 term is used to protect all free and protected occurrencesof x in term against an additional �x-abstraction, whereas ��1x;1 term is used toremove one level of protection from all protected occurrences of x in term when-ever an intermediate �x-abstraction disappears. Similarly, [nkx N ]M replacesall k-fold protected occurrences of x in M by N . Free and protected occurrencesof variables in N are protected against inner bindings in M using � while de-scending into the body of an abstraction. The protection of the variable to besubstituted is also adapted to avoid substitutions of bound variables.As speci�ed here, both substitution and the auxiliary operation � are de�nedthrough terminating and con
uent transformation systems whose irreducible ob-jects are �-terms but whose initial and intermediate objects are not. Their trans-formation rules are not part of the �-calculus, but applications of �s and of sub-stitutions to �-terms are used as meta-notation representing their results. Usingthese auxiliary operations, the transformation (reduction) rules of the �-calculusare given in �gure 2.5. �-conversion allows renamings of bound variables, �-reduction replaces an application with an abstraction in operator position by theabstraction body, where all free occurrences of the bound variable are substitutedby the term in operand position. Finally, �-conversion identi�es abstraction asa kind of inverse term-forming operation to application, as long as no variablesare captured. The complementary equivalence, establishing application as an in-21



8x; y 2 var; M;N; P 2 term; n; k; j 2 Nat; m 2 Int :�mx;n nkx =� nk+mx ; if k � n�mx;n nkx =� nkx ; if k < n�mx;n nky =� nky ; if y 6= x�mx;n (MN) =� (�mx;n M �mx;n N)�mx;n �x:M =� �x:�mx;n+1 M�mx;n �y:M =� �y:�mx;n M; if y 6= xFigure 2.3: Modi�cation of protection keys[nkx N ] nkx =� N[nkx N ] njy =� njy ; if (j 6= k) _ (y 6= x)[nkx N ] (MP ) =� ([nkx N ]M [nkx N ]P )[nkx N ] �x:M =� �x: [nk+1x �+1x;0 N ]M[nkx N ] �y:M =� �y: [nkx �+1y;0 N ]M ; if y 6= xFigure 2.4: Substitution of �-terms for free variables�x:M =� �y:��1x;1 [x y] �+1y;0 M(�x:M N) =� ��1x;1 [x �+1x;0 N ]MM =� �x:(�+1x;0M x)Figure 2.5: Conversion rules of the �-calculusverse to abstraction if no variables are captured, is an immediate consequence of�-equivalence: (�x:�+1x;0M x) =� ��1x;1[x �+1x;0x]�+1x;0M=� ��1x;1[x nx]�+1x;0M=� ��1x;1�+1x;0M=� MIt is important to note that the modi�cations only a�ect the representation of�-terms and rules whereas, as Berkling formulated it in [Ber76], the conceptualsubstance of the �-calculus is not changed. The modi�cations are consistentwith the original calculus and do not change any equivalences between its terms(which are also terms of the extended calculus). This postulates a rather strongrelationship between �Church and �Berkling which can be formalized as follows.Theorem 2.1 (Correspondence between �Church and �Berkling)Let the subscripts C and B denote terms and rules in �Church and �Berkling,respectively and let varC = varB be an in�nite set of variable names. Then22



1. termC � termB ^ 8MC ; NC 2 termC :MC =C NC ,MC =B NC2. 8MB; NB 2 fM 2 termB j no variable occurs protected in Mg :MB =B NB )9MC ; NC 2 termC : (MC =�B MB) ^ (NC =�B NB) ^MC =C NCProof:1. �Church is just the fragment of �Berkling without protection keys (providedthat var is in�nite). The syntax is then identical, variable occurrences onlycome as free or bound and there are no free occurrences of a variable xinside any binding context BCnx with n > 0 (cf. �gure 2.2). Consequently,��1x;1 has no e�ect and �+1x;0 does only produce legal �Church-terms if appliedto argument terms without free occurrences of the variable x. This, in turn,restricts the legal substitutions to those of the �Church-calculus (cf. �gure2.4). Finally, �-conversion is valid only if there are no free occurrences ofthe new variable in the abstraction body, �-reduction is valid only if thereare no free occurrences of variables in the argument that would have to besubstituted into abstractions with the same variable name (the substitutionrules corresponding to these cases have been invalidated by the restrictionto the �Church-fragment), and �-conversion is valid only if the new variabledoes not occur free in the term (cf. �gure 2.5). To make up for the restrictedsubstitution rules, explicit �-conversions to fresh variables may be necessarybefore a �-reduction may be performed, which is why an in�nite set ofvariables is needed.This proves the �rst direction of the double implication. The other directionis a consequence of the second part of the correspondence and of the factthat 8MC ; NC 2 termC : MC =�C NC , MC =�B NC . Note, however,that the �C-convertible terms (�x:�y:x y) and (�x:�z:x y) are both �B-reducible, whereas only the latter is �C-reducible.2. Any MB 2 termB without variable occurrences that are protected in MBis �B-convertible to a term MC 2 termC without protection keys (for eachabstraction, just choose a variable-name di�erent from any other nameoccurring free or bound inMC). Given such MB; NB 2 termB withMB =BNB, with a proof of equivalence in �Berkling using �B; �B and �B, chooseMC ; NC 2 termC withMC =�B MB and NC =�B NB, and imitate the proofusing �C ; �C ; �C . The only complication is that additional �C-conversionsmay be necessary to establish the preconditions for �C- and �C-conversions(see above).So, every sequence of ���-conversions in �Church is also valid in �Berkling.Furthermore, if �Berkling-terms without protected occurrences of variables are23



���-equivalent (with respect to the extended conversion rules), there exist �-equivalent �Church-terms, which are so, too (with respect to the restricted rulesand some additional �-conversions). In other words, given the same in�nite setof variables, both calculi allow the same conversions modulo the extended �-equivalence, �Berkling only has more representatives in the �-equivalence-classes,allowing binding structures to be expressed without restrictions on the variablenames.For terms with protected occurrences of variables, a correspondence is not asstraightforwardly established because protected occurrences seem to impose morestructure on possible contexts which could bind these occurrences. For instance,the term (nx n2x) requires contexts with at least three �-abstractions in order tobind both occurrences of x. Moreover, the innermost abstraction will be ignored,and nx and n2x will be bound to the second and third innermost abstractionsfor x, respectively. In contrast, for (ab), both �a:�b:(ab) and �b:�a:(ab) will do,among in�nitely many others. Using these properties, it it fairly easy to constructtheorems which hold only in one of both calculi. For instance, letfv(M) =def fv 2 var j v occurs free in Mg;then 8M 2 term; x 2 var : fv(�x:M) = fv(M)� fxgholds in �Church, but not in �Berkling (note that simply including protected oc-currences in fv(M) will not su�ce here: the theorem has to be adapted, eitherby restricting term to termC or by taking protected variable occurrences into ac-count). Based on similar assumptions, equivalences between terms can be provenin �Church that are not valid in �Berkling:8M 2 term : fv(M) = fg )8N;P 2 term; x 2 var : ((�x:�x:M N)P ) = (�x:M N) =M(in �Berkling, take M = nx). However, most of the theoretical work on �-calculiidenti�es �-equivalent terms (cf. [Bar84, Appendix C]), so that the most impor-tant results carry over to the extended calculi with no or only trivial modi�cations,which strengthens the point that the conceptual substance of the calculi is nota�ected by the extensions. If it really becomes necessary to reason about termsthat cannot be �-converted to �Church-terms, it is usually not di�cult to gener-alize the original de�nitions and propositions so that they hold for the extendedcalculus and reduce to the known de�nitions and propositions if only �Church-terms are involved. This follows from the fact that the extensions are consistentwith the original calculus.The modi�ed representation has de�nite advantages if the �-calculus is to beused as the basis of a practical programming language. Firstly, the variable names24



8n 2 Nat : termNF = nj �:termNFj (termNF termNF )8M;N; P 2 termNF ; n; k; j 2 Nat; m 2 Int :�mn k =� (k +m); if k � n�mn k =� k; if k < n�mn (MN) =� (�mn M �mn N)�mn �:M =� �:�mn+1 M[k  N ] k =� N[k  N ] j =� j ; if j 6= k[k  N ] (MP ) =� ([k  N ]M [k  N ]P )[k  N ] �:M =� �: [k + 1 �+10 N ]M(�:M N) =� ��11 [0 �+10 N ]MM =� �:(�+10 M 0)Figure 2.6: A name-free �-calculus �NFchosen by programmers are never changed during �-reductions, which is impor-tant because results modulo �-equivalence are adequate for an abstract theory,but not for real applications. Secondly, it also has advantages for implementa-tions of the transformation system, because all rules are applicable independentof the existence of free or protected variables in the terms to be transformed, inparticular, no �-conversions are required prior to �-reductions in order to avoidnaming con
icts. Moreover, the conversion rules do even work if the set of vari-ables is �nite: all (bound) variables can be renamed by �-conversion withoutchanging variable names but only protection keys. The binding structure is thenrepresented solely by the number of protection keys preceding each variable oc-currence, and the variable name, carrying no further information, may even beomitted. This variation, called minimal representation in [Ber76] and summa-rized in �gure 2.6, is isomorphic to de Bruijn's �-calculus notation with namelessdummies [dB72]. Human readers may have di�culties using this notation for realexamples, but the advantages for abstract or mechanized transformations are ob-vious: the system is greatly simpli�ed by providing exactly one representative for25



each class of �-equivalent terms (hence no �-conversion-rule here), and names,name comparisons and renaming are completely replaced by numbers (de Bruijnindices) and simple arithmetic. To sum it up, �Berkling embodies both �Church and�deBruijn as sub-calculi, inheriting both a rich theory and the best prerequisitesfor an e�cient implementation. Furthermore, the combination of variable nameswith indices allows for a more comfortable user-interface than could be providedusing any of the two sub-calculi.8FORM : 8n 2 Nat :cafFORM = nnvar j (cafFORM FORM)nf = �var:nf j cafnfhnf = �var:hnf j caftermwhnf = �var:term j caftermc = [ ] j �var:c j (c term) j (term c)noc = �var:noc j anocanoc = [ ] j (anoc term) j (cafnf noc)aoc = [ ] j �var:aoc j (term aoc)j (anoc term)8M;N 2 term; �x:P;Q 2 nf :M !� N ) c[M ] 7!� c[N ]M !� N ) noc[M ] 7!�;no noc[N ](�x:P Q)!� N ) aoc[(�x:P Q)] 7!�;ao aoc[N ]Figure 2.7: Normal forms, reduction contexts and reduction strategiesIn view of the above, � shall be used as a synonym for �Berkling throughoutthe rest of this thesis. Some of the most important results for � are includedin this section for easy reference. For proofs and for more detailed expositions,the reader is referred to [Bar84, HS86]. Figure 2.7 summarizes some notionsrelevant to the following discussion of reduction. Normal forms (nf) are justthe irreducible objects of �, constant applicative forms (caf) are a useful subsetof �-terms, starting either with a variable or with an application that is not aredex (reducible expression). Head normal forms (hnf) and weak head normalforms (whnf) are approximations of normal forms (nf � hnf � whnf) that areneeded to give consistent interpretations of � and for practical implementations,respectively.So far, all conversion rules have been presented as context-free transforma-tion rules in the sense of section 2.1, i.e., they apply in all contexts c. Thus, �26



corresponds to an in�nite number of rules if the meta-variables for contexts andsubterms are instantiated. Whereas the instantiation of subterms is uniquely de-termined by the redex in question, the instantiation of the context meta-variableis usually possible in more than one way, corresponding to a choice for the nextredex to be reduced by the context-free rule. Fortunately, � is a con
uent trans-formation system, so that the order in which redices are selected for reduction(reduction strategy) is irrelevant for the result (apart from termination issues).Theorem 2.2 (Church-Rosser)1. 8M;N1; N2 2 term :(M !�� N1) ^ (M !�� N2), 9R 2 term : (N1 !�� R) ^ (N2 !�� R)2. 8M;N 2 term :M =� N ) 9R 2 term : (M !�� R) ^ (N !�� R)Corollary 2.1 (Uniqueness of normal forms)8M;R1; R2 2 term : (M #� R1) ^ (M #� R2)) R1 =� R2However, � is not a terminating transformation system, i.e., there are reduc-tion sequences of in�nite length (even for terms that have a normal form), sothat not all reduction strategies are complete (they may miss a result while fol-lowing an in�nite path of reductions). The normalization theorem (also knownas standardization theorem) states that there is at least one complete reductionstrategy, namely normal order reduction ( 7!�;no), which is speci�ed in �gure 2.7as �-reduction in normal order contexts (noc).Theorem 2.3 (Normalization) 8M;R 2 term :M #� R,M #��;no RNormal order reduction prefers leftmost outermost redices, as can be seenfrom the de�nition of applicative normal order contexts (anoc): the hole canonly be in subterms of an application if the operator is not an abstraction (hencethe use of cafnf and anoc in operator position), and it can only be in the operandif, in addition, the operator is in normal form. In particular, operand terms ofredices are substituted for bound variables without prior reduction which maycause redices in the operand term to be copied. If more than one of the copies iseventually reduced, normal order reduction has multiplied the work to be done.Postponing reductions in argument terms of applications pays only if these termsare substituted for variables which do not occur free in the abstraction bodies, orif all copies of these terms are consumed without contributing to the �nal result.If this cannot happen, as in Church's �I-calculus, the length of the normal orderreduction sequence for a term is an upper bound on the length of any of itsreductions [CF74, p. 142].Applicative order reduction ( 7!�;ao), also de�ned in �gure 2.7, prefers inner-most redices, performing �-reductions only if both operator and operand have27



been reduced to normal form. In doing so, it avoids duplication of redices, butmay try to reduce argument terms that are not needed. In case any of theseterms does not have a normal form, applicative order reduction does not termi-nate, regardless of whether the overall term has a normal form or not. It is thuscomplete only for �I-terms, but not for general �K-terms.In his PhD thesis, Wadsworth develops a variant of normal order reductionthat is complete and does not copy redices [Wad71, chapter 4]. Using graphreduction instead of term reduction, he is able to share reductions in argumentterms since copies of arguments are represented as pointers to shared subgraphs.Viewed as term reduction strategy, reducing a redex in one copy of an argu-ment simultaneously reduces all copies of the redex. Wadsworth coined the termcall-by-need for the corresponding method of parameter passing in programminglanguages. Applicative order and normal order reduction roughly correspond tocall-by-value and call-by-name, respectively. The correspondence is not exact,however, as the reduction strategies do not only describe methods of parameterpassing, but also the order in which reductions (corresponding to function calls)are to be carried out. Applicative order reduction only leaves open the choicewhich of the innermost redices to reduce �rst while normal order reduction leavesno choices at all (the next redex to be reduced is uniquely determined). Further-more, both strategies attempt to reduce to normal forms while, for real program-ming languages, it is more common to stop whenever a weak head normal formhas been reached, i.e., not to reduce inside abstraction bodies (corresponding tofunction de�nitions).To overcome these mismatches, variants of the �-calculus can be de�ned thatcorrespond exactly to existing programming languages. For instance, [Plo75]de�nes a call-by-value calculus �V to show that Landin's ISWIM as mechanizedby the SECD-machine [Lan63, Lan66]`. . . is more than a speci�cation of some characterless reduction se-quence. Rather, as well as computationally natural, it gives rise to aninteresting calculus. Its correspondence with this calculus shows it tobe less order of reduction dependent than its de�nition shows.'Plotkin also de�nes a call-by-name calculus �N , for which an appropriate versionof the SECD-machine can be de�ned, and shows how to simulate call-by-nameby call-by-value and vice versa. The important di�erence between � and �V isthat � does not hold in �V . Instead, only a restricted form �V holds, wherethe operand of the redex has to be in whnf . This has immediate consequencesfor languages based on a call-by-value regime. The choice of a non-completereduction strategy a�ects the basic conversion rule of the underlying calculus andthus formal reasoning about programs of the language and the usefulness of �-abstraction. In terms of reasoning, every application of �V or of the correspondingsubstitution operator involves a proof that the operand expression in question hasa weak head normal form reachable by �V -reduction. �-abstraction is a�ected28



because it is not allowed to abstract over a subterm if it cannot be proved thatevery instance of the subterm has a �V � whnf , which is usually impossible ifthe subterm has free occurrences of variables.2.3 From �-calculi to functional languagesThe terms and reduction rules of the �-calculus do already form a simple butcomputationally complete programming language. Just as in the early days ofprogramming, programmers could map problem speci�cations to �-terms, havethem evaluated according to the reduction rules and interpret normal forms asproblem solutions. That such a scheme would work was �rst formulated byChurch and has become known as Church's thesis (`the notion of an e�ectivelycalculable function of positive integers [can] be given an exact de�nition by iden-tifying it with that of a �-de�nable function' [Chu51, p. 41]). This general thesiscannot be proven, but is a plausible attempt to generalize other, formally provenresults: the functions on integers de�nable in � coincide with the partial recursivefunctions, and �-calculus has also been shown to be computationally equivalentto other notions of computation, e.g., Turing-machines.While theoretically enlightening, this is not an adequate approach to practicalprogramming as the mapping between objects in the problem domain and thoseof the �-calculus and back is too expensive. To devise a practical programminglanguage based on �-calculus requires that either the language is equipped withmeans to handle objects of the problem domain directly or, at least, that it pro-vides support for the mappings in order to reduce the e�orts needed to representthese objects in terms of the programming language. In other words, havingestablished a system of su�cient computational power, it needs to be extendedwith respect to expressive power. When comparing computationally equivalentlanguages, a language will be called more expressive for a given problem domainif the representation of objects of the domain in terms of objects of the languageis simpler.'
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The basic solution (cf. �gure 2.8) is to embed the �-calculus into a largersystem that maps high-level representations into �-terms (�), reduces them, andmaps the results back into high-level representations (��1), thus reducing thee�ort that comes with the user-supplied mappings (map;map�1). However, inorder to assure that the mapping is bijective, it is necessary to keep additionalinformation, a kind of labels, in the low-level representation. These labels areirrelevant to reduction and are only used when mapping results back into high-level representations. In other words, low-level representations can be factorizedinto labels and computational contents, and terms that di�er only in their labelsare equivalent as far as reduction is concerned. The calculus has to be extendedto work on equivalence classes of terms, leaving labels unchanged.As a simple example, consider �-equivalence: the computational content of a�-abstraction is given by its binding structure, i.e., its in
uence on variables ofthe same name occurring free or protected in its body. The name itself is onlya label, irrelevant to reduction, as shown by the possible translation into �NF .While, in the original �-calculus, it may be necessary to change the names to per-form further �-reductions, thereby loosing any chance to present (intermediary)reduction results with the same names as chosen in the start term, the namesare left unchanged in the extended �-calculus. Translation into �NF -terms willusually be part of � but is omitted here to enhance legibility. Therefore, �-termsare not modi�ed by the mapping and are left unlabeled.Further examples of representation mapping include the omission of paren-theses and �s assuming association to the left and to the right, respectively, andthe introduction of syntactic sugar for (recursive) de�nitions, numbers, booleans,conditional expressions, data structures, etc., some of which are sketched in �g-ure 2.9. The additional symbols b, c and the labels will in most cases be omittedfrom now on, which means they must be maintained through all conversions.Church used a similar system of abbreviations in [Chu51]1, but did only for-malize the direction from left to right (nominal and schematic de�nitions). Heused his human intuition to introduce or keep the right abbreviations throughoutreduction sequences, whereas the labels and representation mappings used hereallow this to be mechanized. Without the labels, it could not be decided whether(�x:M N) should be retranslated into a let-construct or left as it is, and �xy:ycould stand for zero, for false, or for �x:�y:y. Both the left-to-right and theright-to-left transformation system are terminating and can be kept con
uentdue to the use of labels: they de�ne a representation mapping � and its inverse��1. Note that labels are attached mostly to abstractions or terms in operatorposition. If a �-reduction changes the shape of the de�ning term in such a waythat the retranslation step corresponding to the label becomes impossible, it willalso consume the label together with the operator.Using (re�ned) representation mappings similar to the ones given here, it1cf. also [Bar96b] for further structure-preserving encodings of data types as �-terms.30
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is possible to turn the �-calculus into an expressive functional language. How-ever, depending on the target architecture, there are usually more direct ways torepresent, e.g., numbers and data structures or to implement recursion. Further-more, since the representation layer is implemented by means of representation-independent reduction rules, stepwise reductions may proceed through interme-diate terms that have no counterpart in the representation, and the interactionsbetween labeled terms are not restricted to those natural for their representations.The latter is not necessarily a bad thing, e.g., applying the Church numeral nto a function yields the n-fold repetition of that function, and multiplying twofunctions yields their composition, but, in general, it is preferable to have reduc-tion rules that correspond with the level of representation. This is the way ourreduction language will be de�ned in chapter 5.Introducing such representation-level reduction rules requires great care asthe resulting reduction language should be a consistent extension of the corecalculus. One way to guarantee this is to make sure that the extensions could beconsistently modeled by a representation mapping. Each new rule is then only anabbreviation for a sequence of steps in ��1� � �� � ��, abstracting from the lower-level details of representation mapping and intermediate steps and introducinglarger reduction steps only for terms which are already convertible. Such ananalogy also helps to clarify the nature of new binding constructs (let; letrec)and provides a guideline on how to extend the substitution and conversion rulesto deal with the additional language constructs, which is indispensable in orderto carry over the properties of the core calculus to the representation layer.2.4 SummaryStarting from a fairly general model of programming, the major design decisionsleading to reduction languages have been outlined, and a brief review of their for-mal basis has been given. Many of these �rst design decisions led to restrictions,which seems to be against the spirit of our design principles. These restrictionshave been justi�ed by the observation that transformation systems, while beingsimple, general and expressive, also make it very easy to specify systems that donot exhibit any of the useful properties we have de�ned. In general, it is evenundecidable whether or not a given system is, e.g., con
uent. This is too much
exibility for almost all uses of a programming language, and so we have beensearching for a compromise that allows to guarantee useful properties { and thusformal reasoning { without giving up too much of the 
exibility.Some of the restrictions, e.g., the exclusion of non-con
uent systems, weremade in order to simplify the language framework and should not be taken as�nal decisions. Since non-determinism is a useful abstraction mechanism (it canbe viewed as abstraction over unknown or irrelevant parameters, i.e., parameterswhich can only be guessed or which may be chosen randomly), it remains to be32



seen how far we can get without it, and whether it is possible to extend func-tional languages with non-deterministic features without destroying their char-acteristic properties. Other restrictions, namely those following from the use of�-calculi and reduction languages as an intermediate level between transforma-tion systems and programmers, were necessary to provide programmers with aless fragile framework and were compensated by gains in program structure (localde�nitions), expressiveness (programs as data) and reasoning capability.Reduction languages are consistent extensions of �-calculi and are de�nedby con
uent systems of context-free transformation rules. Therefore, they allowequational reasoning with respect to the equational theory induced by the reduc-tion rules. This means that programs which can be proven equal in the theory canbe replaced by each other in all contexts (this property is often called referentialtransparency [SS90]). Indeed, the whole execution model is based on equivalence-preserving program transformations (reductions) and thus completely indepen-dent of particular machine architectures. The Church-Rosser property (or con
u-ence) of the transformation system guarantees that the choice of reduction strat-egy has no in
uence on the results of computations (apart from termination),which means that the strategy can be adapted to operational requirements. Ifsu�cient resources are available, independent reductions can be performed non-sequentially (in any order). Furthermore, there are complete reduction strategiesthat are guaranteed to �nd equivalent normal forms for programs which have one.Substitution revisited�-conversion, based on the de�nition of substitution given in �gure 2.4, looksrather complicated. Furthermore, viewed as a transformation system, it is note�cient: the abstraction body is traversed twice, and the operand term is tra-versed at least once before the substitution to protect free occurrences of variablesagainst the additional binding and then once per instance to unprotect the oc-currences again when the �x is removed. While the speci�cation is modular, itshows too much detail: �rst, free occurrences of x are substituted by copies of theoperand term (with additional protection), then the �x is removed, and one levelof protection is removed from protected occurrences of variables in the formerabstraction body.As � is the main conversion rule of the �-calculus, it seems worthwhile to sim-plify the rule, using information about the combination in which � and substitu-tion are used. In �gure 2.10, a modi�ed substitution is de�ned that incorporatesthe functionality of � needed for the speci�cation of �. A simpli�ed de�nitionof this substitution is then formally derived by an analysis of cases. Viewed asa transformation system, it traverses the abstraction body only once and avoidsthe super
uous protection and unprotection traversals of the operand term. Themodi�ed de�nitions have been used, e.g., in [BF82], and the corresponding name-free rules are also closer in spirit to the rules used in [dB72].33
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34



This example serves to demonstrate two points. Firstly, both functional pro-grams and the fundamental rules of the calculi they are based on are suited forformal reasoning. The style of reasoning is a straightforward equational one, re-placing equals by equals according to the equivalence relations induced by thetransformation systems. Secondly, since transformation systems directly supportboth declarative and operational views of speci�cations, it is a common miscon-ception to see the purely operational view as the only possible implementationof a given speci�cation, leading to imprecise statements such as `substitutionis ine�cient because it traverses the abstraction body twice'. As the examplederivation has shown, such operational attributes may be used with respect tooperational views of a given speci�cation, but the declarative view of the verysame speci�cation usually allows various possibilities of implementation, relatedby formal derivations. The operational view guarantees that a given speci�cationcan be implemented at all, which allows rapid prototyping and supports the ideaof `getting it right before getting it fast', but to �nd e�cient implementations isusually more di�cult. Some of these optimizations may have to be performed byapplication programmers, some of them may be built into optimizing compilers,and some may be performed by system programmers when upgrading the lan-guage implementation. However, due to the decision to base reduction languageson calculi de�ned by transformation systems with certain properties, all theseactivities have a formal basis which is rather straightforward to use.
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Chapter 3Input/Output and State inFunctional LanguagesThere have been many seemingly di�erent approaches to the problem of doinginput/output from within a functional programming language. Over the lastdecade, the emphasis has shifted (at least in the research community) towardsadequate solutions for purely functional languages, i.e., towards extensions forinput/output that do not compromise the properties of these languages. In thischapter, we review some of the major variants, but we do so not in a chronologicalorder or as an attempt to compare instances of input/output-schemes in popularfunctional languages. Instead, we try to outline a logical development that isbehind the various approaches.We start from a very naive problem speci�cation and obvious solutions. Foreach proposed solution, a discussion of its major pros and cons leads to possibleenhancements either of the solution or of the problem speci�cation. Followingsome of the possible lines of development, we encounter basic forms of all popularinput/output-schemes. We identify the modi�cations that distinguish schemes ly-ing on the same line of development or the design decisions that separate schemeson di�erent lines. We also investigate the close relationship between the treat-ment of input/output and global states.Though the form of presentation is new, most of the concepts and approachesto input/output in functional languages have been developed and used earlier. Toput things into the right perspective, the section closes with a brief overview ofrelated work and surveys on the topic. The necessary references are given there,too.A note on the program notationIn addition to transformation systems, the discussion of di�erent approaches toinput/output uses a small number of example problems, for which programs aregiven in each of the input/output-styles discussed here. A Haskell-like notation37



[PH96] is used to provide a uniform notational basis for all examples. Notethat, even though several input/output-styles have been used in the developmentof Haskell, none of the programs in this chapter is likely to be a valid Haskellprogram with the intended meaning. The following major constructs are used:mutually recursive de�nitions (listed between the keywords let and in, validin the expression following the keyword in), expression lists (in square brackets[ ]), also explicitly used as binary lists (head:list), tuples (in round brackets( )), �-abstractions (written as \var->expr), and function applications (in roundbrackets ( )). Application associates to the left, and bodies of �-abstractionsextend as far as possible to the right, allowing many round brackets to be omitted.Pattern-matching may be used in de�nitions or in �-abstractions. We also providetype annotations for documentation (expr :: type), and data type de�nitions(keyword data). Keywords and variable names start with lower-case letters,whereas data constructors and type names start with upper-case letters. Thekeywords let and in are omitted for top-level de�nitions, and the identi�ermain de�nes the start expression of a program. Further constructs and auxiliaryfunctions are described where they are used.Furthermore, for some input/output-styles, non-strict evaluation is a neces-sary prerequisite, so we de�ne the notion of strictness here. For a given transfor-mation system !T over expressions expr, a context C 2 Cexpr is called strict, ifthe evaluation of C[ e ] depends on the evaluation of e, for all e 2 expr:C strict,def 8e 2 expr : C[ e ] #T ) e #TIn non-strict functional languages, the strictness of the context (f [ ]) de-pends only on the function f (so the strictness can also be attributed to thefunction), whereas in strict languages, this context is always strict (for instance,due to a call-by-value regime). Note that this de�nition of strictness of a pro-gramming language is based on its general treatment of application only. Evenin strict languages, there are usually some non-strict contexts (alternatives ofif-then-else, bodies of abstractions, right hand sides of recursive de�nitions), andapplications of, e.g., arithmetic primitives are strict even in non-strict languages.3.1 The very �rst idea:using side-e�ecting pseudo-functionsOn �rst sight, it might be tempting to simply copy the input/output-operationsof existing imperative languages, based on a �rst speci�cation of the problem:functional languages should provide input/output-facilities similar inexpressive power to those of imperative languages.38



This idea, if implemented naively, leads to quite a number of problems, andeven if these problems are avoided by a careful rede�nition of the language se-mantics, the result is far from satisfying. To illustrate this, we assume that wehave an operation each to get a line of text from the keyboard and to put a stringto the screen:gets :: String -- input a line of text, return textputs :: String -> String -- output a string, return parameterBoth gets and puts, in addition to returning a string, interact with theprogram's runtime environment: gets fetches a new line of text from an inputdevice each time it is called and returns the text as a string of characters. putsjust returns its parameter, but also delivers the string to an output device. We callthese operations pseudo-functions because they have side-e�ects but are treatedas if they were primitive functions.The question then becomes: When (in terms of relative ordering) and howare these operations to be carried out, and what are their results or what dothey e�ect? The natural answer to the �rst part seems to be: In the order inwhich the operations appear in the program text. A list of operations would thencorrespond to a sequence of interactions performed from left to right:[ puts "what's your name?", gets, puts "are you sure?\n", gets]But how can the input data be passed on to parts of the program that occurafter the call to gets (both in the text and in the sequence of events), e.g., howcan the string returned by gets be used in the second call to puts? And whatabout two syntactically equivalent expressions (gets) giving di�erent results?Take, for example, the following piece of program:let x = getsin f x xIs this intended to read one line of input and substitute it for both parametersof f? Or should x be substituted by the operation gets itself, resulting in twoinput operations with possibly di�erent results? Also, the seemingly simple `inthe order of occurrence'{rule is hardly adequate in the presence of �-reduction,as in the following small program:letf x y = g y xg x y = h y yh x y = "what?"in f (puts "hello ") (puts "world\n")39



What is this program supposed to write on the screen? Depending on theinterleaving of reductions and input/output-operations, it might print any of"hello world\n", or "world\nhello ", only "hello ", only "world\n", twice"hello ", or nothing at all, since none of the parameters needs to be evaluatedto compute the �nal result of "what?". It is all too clear that we need a betterunderstanding of the problem and of the input/output-facilities of imperativelanguages before we can hope to come up with proposals that are more adequatefor functional languages.3.2 What is input/output?Roughly speaking, input/output is a general term that subsumes all kinds ofinteractions between a running program and its runtime environment. This in-cludes terminal input/output, but also �le operations and communication withexternal devices (printers, . . . ) and with other programs, possibly running on for-eign systems (networking). For simplicity, the following discussion is restrictedto character-based terminal-input/output. To understand why input/output-operations cannot simply be copied from imperative languages, where they seemto cause no problems at all, to functional languages, it is necessary to comparethe programming paradigms. Both paradigms are easily represented as di�erentkinds of transformation systems, providing a common basis for further discus-sions.Imperative programming is all about program-controlled sequences of statetransformations. Leaving all the details aside, programs are executed by anabstract machine that has access to the program (a sequence of abstract machineinstructions), a program counter (the address of an instruction in the program),and a store of box variables (for procedural languages, the store will also includea stack to hold procedure parameters, temporary values and return addresses).The essence of this paradigm can be represented by a system of transformationsof the abstract machine state (using jj to separate the program from the rest ofthe state):(instra)a2Addr jj < pc; store > 7! (instra)a2Addr jj (instrpc < pc; store >)A program is represented by a sequence of instructions, indexed by addresses.The sequence of state transformations is totally ordered: the value of the pro-gram counter (pc) determines the next instruction to be executed (instrpc), whichspeci�es both the transformation of the store and the new value of the programcounter.In a certain sense, imperative programs do nothing but input/output: theironly purpose is to interact with the state of the machine they are running onand to specify exactly the transformations of this state. It is a simple taskto integrate further input/output-operations into such a system: part of the40



store is reserved for this purpose (input/output-registers) and can be accessed bythe input/output-devices, i.e., the input-device delivers any inputs in the input-register, and the contents of the output register are processed by the output-device. The access of devices to the registers is assumed to be external to ourdiscussion and is only re
ected in the state of the registers (string or char ifa string or character is waiting to be processed and 2 if a register is unused).The purpose of the input/output-operations is then to transfer strings of char-acters back and forth between the input/output-registers and the store. So,input/output-operations access a larger part of the machine state, but �t intothe picture immediately { they can appear anywhere in a sequence of instruc-tions, and their e�ect is a transformation of the machine state:(instra)a2Addr jj < pc; in; out; store >7! (instra)a2Addr jj (instrpc < pc; in; out; store >)In contrast, functional programming is about program transformations. Pro-grams are executed by an abstract machine that replaces expressions by seman-tically equivalent ones according to the context-free rules of a reduction calculus:expr ! expr`The essential di�erences to the imperative paradigm are that program trans-formations are context-free and only partially ordered. While context-free trans-formation rules greatly simplify the understanding of programs and their evalu-ation, they also mean that program evaluation is fully independent of the con-text { neither are the program transformations sensitive to context informationnor do they have any e�ect on the state of a context. Since the sole purposeof input/output is to let a program interact with the context in which it isevaluated, context-sensitive transformations have to be introduced to the func-tional paradigm. The �rst attempt was to add rules for primitive input/output-operations (to interact with some global input/output-registers) without changinganything else. In other words, both program transformations and input/output-operations are allowed in all program contexts C (cf. �gure 3.1).C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out >; if expr ! expr`C[ gets ] jj < string; out >7! C[ string ] jj < 2; out >C[ (puts string) ] jj < in;2 >7! C[ string ] jj < in; string >Figure 3.1: Input/output with pseudo-functions41



The problem with this approach is that the resulting transformation system isno longer con
uent: program transformations and interactions are only partiallyordered by data dependencies in the program text, and the order in which inter-actions occur has an in
uence on the values returned by the pseudo-functions.It is now clear why it is not su�cient to specify a static textual ordering forinteractions: every such ordering could be modi�ed by program transformations(in particular, calls to the pseudo-functions may be consumed or duplicated byreduction). The sequence of interactions is thus not fully determined, which notonly makes the program output (via puts) hard to predict but also a�ects theresults of program transformations by the uncontrolled transfer of objects fromthe input-register to the program (via gets).In the imperative case, this problem is avoided due to the total ordering ofall state transformations: the system state includes a program counter, whichuniquely determines the next instruction to be performed. This can be eitheran input operation, an output operation or some other state transformation, butthere is never a choice. Of course, the program transformations in the functionalcase could also be ordered totally in order to achieve deterministic system be-havior in the presence of side-e�ecting primitive pseudo-functions, but this wouldbe a very high price to pay for input/output. Also, referential transparency andthus the possibility to do equational reasoning independent of the context wouldbe lost. We conclude that side-e�ecting pseudo-functions do not �t well into thefunctional framework, and we add the following constraint to our �rst problemspeci�cation:The addition of input/output-facilities should not compromise char-acteristic properties of functional programming languages such as ref-erential transparency.Our problem speci�cation still requires expressive power similar to impera-tive input/output, but simply copying input/output-primitives from imperativelanguages would not allow us to meet the additional constraint. So, we may startfrom scratch and ask: how do we get something into or out of a functional pro-gram? The answer seems to be quite simple because this is what functions areabout { mapping input to output { but, as we will see, there are still some prob-lems to be solved and design decisions to be made. From now on, we will use a�xed set of very simple problems to investigate the di�erent syntactic constructsof each proposed input/output-system. The example problems are1. a simple login procedure: The user is prompted for his name, enters thename and is greeted by the system. This is intended to illustrate the basicinput/output-constructs.2. a simpli�ed two-player dialog: Two players log into a system and enter adialog, which is not modeled in detail, but simply echoes the names of both42



players. This uses the login procedure in a larger context and is intended toillustrate the means for composition of programs involved in input/output.3.3 Utilizing function parameters and valuesA direct way of getting computational objects in and out of a function is to passthem via the function's parameters and via the function value, respectively. Thesame scheme could be used to embed a functional program (as a function fromits input to its output) into an environment (cf. �gure 3.2).start bmainc jj < string; out >7! (main string) jj < 2; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out >; if expr ! expr`string jj < in;2 >7! done jj < in; string >Figure 3.2: Functional programs as functions from input to outputMultiple inputs and outputs may be collected in data structures, and sincea total order on the inputs and outputs is needed, the natural choice is to passboth inputs and outputs in lists, the functional language equivalent to sequences.The good thing about this approach is that there are no explicit input/output-operations that could be in con
ict with each other or with reduction steps. Theinputs are implicitly provided on program startup and the outputs are generatedimplicitly after program termination. The bad thing is that the complete se-quence of inputs has to be �xed before the program is executed, and the completesequence of outputs becomes accessible only after the execution has terminated.3.3.1 StreamsThe idea sketched above seems to be based on the right data dependencies (inputsare supplied as parameters to the program, and outputs are simply the programvalue), but has inconvenient synchronization properties, because reduction startsonly after all inputs are available, and output starts only after reduction hasterminated. This is mainly due to overly pessimistic strictness assumptions, as-suming that all inputs are needed to start any reductions, and that no outputscan be generated before reduction has terminated. These assumptions are unre-alistic: in an interactive environment, it should be possible to add elements tothe sequences of inputs and outputs continually, i.e., there should be streams ofinputs and outputs instead of �xed sequences. For instance, in a typical session43



with an interactive program, the program is �rst started, then produces outputto prompt for inputs which are provided only afterwards, and the program con-tinues with some computation based on the input data. This process may berepeated ad in�nitum.Character streamsWith non-strict evaluation, and with non-strict list constructors in particular,possibly in�nite streams can be represented as partially unevaluated lists. Ini-tial segments of the output list may be produced without full evaluation of theoutput list (which is the value of the program's main function applied to the listof inputs), and the evaluation of the program's main function may start beforeits input list has been even partially evaluated, i.e., before any inputs have beenmade. Re�ning the parameter/value-idea with non-strict evaluation and charac-ters as input/output-objects leads to a system known as character streams (cf.�gure 3.3), in which input, output, and reduction can take place in any order aslong as the data dependencies are respected. The functional program takes as itsparameter a non-strict list of characters (denoted by the special variable in here)from an input device and produces as its result a non-strict list of characters foran output device.start bmainc jj < in; out >7! (main in) jj < in; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out >; if expr ! expr`expr jj < char; out >7! [ in (char : in) ] expr jj < 2; out >expr jj < eos; out >7! [ in [ ] ] expr jj < 2; out >char : expr jj < in;2 >7! expr jj < in; char >[ ] jj < in;2 >7! done jj < in; eos >Figure 3.3: Input/output with character streamsIf su�cient resources are available, the transformation rules of �gure 3.3 canbe applied in any order (even non-sequentially). However, a minimal demand-driven approach to transformation is also possible, in which the demand for theoutput stream drives the entire evaluation process. The demand for characters inthe output stream (�fth rule) causes further reductions (second rule), and if thesereductions depend on characters in the input stream, further inputs are requested44



from the input device (third rule). In any case, both the input operations and theoutput operations are totally ordered, but otherwise there is only a partial order-ing among reductions and input/output interactions, which is solely determinedby data dependencies. Note that reductions may proceed as long as they do notdepend on the value of in, in particular, in may be duplicated or consumed dueto reductions (inside the program, in is a free variable that represents the notyet available part of the input stream). Therefore, all occurrences of in need tobe substituted when further input becomes available. Note also that neither theinput nor the output stream are ever modi�ed: their values are only re�ned whenfurther inputs or outputs become available. Stream communication is terminatedby special constants eos (end of stream), which correspond to empty lists ([ ])in the list representation of streams (note the di�erence to 2, which represents anot yet �lled register).main input = "What is your name? "++ (hello (hd (lines input)))hello name = name ++ "nn"++ "Hello, " ++ name ++ "!nn"Figure 3.4: The login example with character-streamsUsing character-streams for input/output, the login procedure (�gure 3.4)can be described basically as the concatenation of the output strings, whichcomprise a prompt, the username (to echo the input), and the greeting (whichalso includes the username). In addition to list and string concatenation (++),the following functions are assumed to be prede�ned: lines takes a string ofcharacters and splits it into a list of strings, using the newline-character '\n'as a delimiter; hd and tl return the �rst element and the rest, respectively,of a binary list. For convenience, the input stream, which is available as theparameter input of main, is restructured into a list of lines. Only the �rst line ofinput ((hd (lines input))), which carries the username, is passed on to hello.Note how the name is echoed in the output string to make sure that the functionvalue depends on the input, which is therefore requested before the "Hello, "-part of the greeting is printed. Also, input cannot be inspected by patternmatching in main, because if the function body depended on the structure of theinput parameter, input would be requested before the prompt was written.While hello can be directly reused for the dialog example (�gure 3.5), a smallmodi�cation to login (the former main) is necessary. The conversion of the inputstream into a list of lines only needs to be done once, in the new main-function,so login already gets a list of input lines (ls) as its parameter. In addition to45



the output string, login also returns the name that has been read and all butthe �rst line of the input stream. The latter information is needed because thecalling function (main in this case) has no other possibility to determine whatpart of the input stream has been read. The function main ties the parts together:login is called once for each player, �rst with the complete list of input lines,and then with the lines left over by the �rst call. The function dialog is calledwith the lines left over by the second login and two usernames as parameters,and the concatenated output of the calls to login and dialog is returned as thevalue of main.hello name = name ++ "nn" ++ "Hello, " ++ name ++ "!nn"login ls = let name = hd lsin (tl ls, "What is your name? " ++ (hello name), name)dialog ls a b = "player A: " ++ a ++ " player B: " ++ b ++ "nn"main input = letls = lines input(ls1,out1,a) = login ls(ls2,out2,b) = login ls1in out1 ++ out2 ++ (dialog ls2 a b)Figure 3.5: The dialog example with character-streamsEven though recursive de�nitions are given in the sequence in which the func-tions are called, the sequence of interactions is determined solely by the datadependencies (the value of main depends on out1, which depends on the value of(login ls), etc.) and the demand for the output of main. The composition ofprogram parts involved in input/output is a tedious task and best hidden insidea general composition function. However, to make this work, all subprogramshave to use a common interface, e.g., take the list of input lines as parameterand return as function value a tuple composed of the unread input, the outputand some return value. Note that the only function in the example using thisinterface is login. The other functions, including those mapping an input streamto an output stream, could not be be composed this way.Character streams can be quite convenient for pure text processing, but thestyle has a number of drawbacks: it is not very 
exible, as there is no simple wayto redirect input or output to other but the prede�ned devices or to communicatesomething else but strings of characters, e.g., to indicate status conditions. Theway in which interactions and reductions are interleaved requires the use of a46



demand driven reduction strategy. This, in turn, makes the order of eventssometimes hard to predict, especially the synchronization of input and outputoperations. And last, but not least, functions mapping input to output streamsare not directly composable, so that the basic element of this input/output-style,functions from streams to streams, cannot be the basic building block for programconstruction.Request-/Response streamsThe major causes of the low 
exibility of character-streams are that only theobjects of interaction (characters) are embedded into the functional programs,whereas interactions themselves happen implicitly by mapping register contentsto characters and back. However, now that an orderly form of communicationbetween programs and their runtime environment has been found, it can alsobe used to exchange more complex data objects. The idea is to use the streamof data structures from programs to the environment to describe requests forinteractions and to use the reverse stream to describe responses of interactions.This allows to address di�erent devices in the stream of requests or to indicatesuccess or failure of interactions directly in the stream of responses. Since bothinput and output devices can be addressed in the request stream, synchronizationof input and output operations can also be guaranteed, avoiding a whole class ofnasty problems.data Request = PutString String| GetString| ..data Response = SUCCESS String| FAILURE Stringmain :: [Response] -> [Request]Figure 3.6: Data types for request/response streamsFigure 3.6 presents the data structures used for requests and responses: theconstructs of the request stream describe the interactions requested (kind of inter-action, device, data), while the constructs of the response stream contain eitherthe result of a successful interaction or a message describing the failure of aninteraction.The transformation system for request/response-streams is given in �gure 3.7.The special variable resp represents the not yet available responses, but the mostimportant di�erence in comparison to �gure 3.3 is that input and output oper-47



start bmainc jj < in; out >7! (main resp) jj < in; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out > ; if expr ! expr`GetString : expr jj < string; out >7! [ resp ((SUCCESS string) : resp) ] expr jj < 2; out >GetString : expr jj < eos; out >7! [ resp ((FAILURE "eos reached") : resp) ] expr jj < eos; out >(PutString string) : expr jj < in;2 >7! [ resp ((SUCCESS "PutString") : resp) ] expr jj < in; string >[ ] jj < in;2 >7! done jj < in; eos >Figure 3.7: Input/output with request/response streamsations are no longer treated as di�erent implicit transformations, but simply asservices requested from di�erent devices. Indeed, all interactions are explicitlyrequested through the program's result value and cause responses to be substi-tuted for what was the program's parameter on startup (resp). While the listof responses is never terminated in this description, input operations may failwhen no further input is available (fourth rule). All interactions are speci�ed assynchronous here (causing immediate responses), but asynchronous interactionscould be integrated into this system easily.main resp =[ PutString "What is your name? ", GetString ] ++(hello (tl resp))hello ( SUCCESS name : _ ) =[ PutString ("Hello, " ++ name ++ "!nn") ]Figure 3.8: The login example with request/response streamsIn the modi�ed login function (�gure 3.8), all interactions are explicitly re-quested in the result stream, and the success of the input operation is checkedby pattern matching (it would be possible to add rules dealing with unsuccessfulinteractions). The program is de�ned as a list of the interactions involved, andno restructuring of the input is necessary to get at the �rst line of input text.Still, the unprocessed part of the responses needs to be passed on to hello.48



The modi�cations needed for the dialog example (�gure 3.9) are similar tothose in the character stream version: login returns the unprocessed part of theresponse stream and the username as additional parts of its function value, andmain does the necessary stream plumbing.hello (SUCCESS name: rest) =(tl rest, [PutString ("Hello, " ++ name ++ "!nn")],name)login resp =letreq1 = [PutString "What is your name? ", GetString](resp2,req2,name) = hello (tl resp)in (resp2,req1++req2,name)dialog a b resp =(tl resp,[PutString ("player A: "++a++" player B: "++b++"nn")])main resp = let(resp1,req1,a) = login resp(resp2,req2,b) = login resp1(resp3,req3) = dialog a b resp2in req1++req2++req3Figure 3.9: The dialog example with request/response streamsRequest/response streams are more 
exible (in the kinds of interaction pro-vided) than simple character streams, but share with them most of their otherproblems: a demand driven reduction strategy is still necessary, and though inputand output are synchronized, in this variant it is the synchronization of requestsand responses which is prone to errors. Every attempt to examine a responsebefore the corresponding request has been generated would cause the program todeadlock. Furthermore, functions written in this style are still not composablewithout modi�cations, and programs tend to get cluttered with the details ofstream handling, which restricts 
exibility (in program construction).When using this approach, it should be possible to write programs for manytypical input/output-problems, but an additional level of abstraction is needed tohide the details of stream handling and to ease up the composition of programsinvolved in interactions. However, since the style is cumbersome to use withoutabstractions, it may be better to support the abstractions directly. Before wepursue this idea further, we investigate an alternative way of utilizing functionparameters and function values to solve the input/output-problem.49



3.3.2 Environment passingSo far, function values have been used either directly to hold the list of outputsor a list of interaction descriptions, and the parameters have either been the listof inputs or the list of interaction results. The second variant can be thought ofas describing a communication between the program and an operating system,where only the latter has access to the system state. Alternatively, the programcould access the system state directly or, to be precise, a representation of thesystem state. The basic idea is that functional programs describe transformationsof the system state, albeit at a coarser, more abstract level than it is common inimperative languages. Functions get a representation of the current system stateas parameter and return a representation of a new system state as their value (cf.�gure 3.10). start bmainc jj < in; out >7! (main (in; out)) jj < 2;2 >C[ expr ] jj < 2;2 >7! C[ expr` ] jj < 2;2 >; if expr ! expr`(in; out) jj < 2;2 >7! done jj < in; out >Figure 3.10: State transformations with functional programsHowever, this simple world-in/world-out model is not su�cient in many re-spects. The �rst problem is that the interactions are again restricted to programstartup and termination. Non-strict evaluation would not help much in this case,unless inputs and outputs are represented as non-strict streams in the represen-tation of the system state. What is needed instead is a way to let the functionalprogram describe a state transformation and still be active (and thus able to gen-erate further transformations of the state in response to changes made by otheragents acting on the state, e.g., input devices) after the interaction.One possible way to achieve this is to track the modi�cations of the systemstate representation during reduction and to re
ect every change immediately inthe state of the concrete system, e�ectively synchronizing transformations of thesystem state with program transformations that modify the state representation1.Whenever the program modi�es the representation (by an output operation), thestate of the concrete system has to be updated, too, and whenever the programexecutes an input operation, it becomes aware of any modi�cations of the systemstate (and its representation) caused by external agents (cf. �gure 3.11). Once1Barendregt [Bar96a] nicely characterized this as the umbilical cord between (formerly autis-tic) functional programs and the outside world.50



again, input and output operations are just a special kind of state transforma-tions.start bmainc jj < in; out >7! (main (in; out)) jj < in; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out > ; if expr ! expr`UWC[ (getString (string; out)) ] jj < string; out >7! UWC[ ((SUCCESS string); (2; out)) ] jj < 2; out >UWC[ (getString (eos; out)) ] jj < eos; out >7! UWC[ ((FAILURE "eos reached"); (eos; out)) ] jj < eos; out >UWC[ (putString string (in;2)) ] jj < in;2 >7! UWC[ ((SUCCESS "putString"); (in; string)) ] jj < in; string >(in;2)) jj < in;2 >7! done jj < in; eos >Figure 3.11: Input/output with environment passingThere is still one problem to solve in order to make this approach work: if aone-to-one correspondence between the representation and the real system statehas to be established, it is essential that there is always exactly one representa-tion of the state of the outside world when the functional program attempts aninteraction. This is indicated in �gure 3.11 by the use of unique world contexts(UWC). It is simply not possible (with current technology) to make any copiesof the hardware at program runtime or to annihilate (a copy of) the hardware.There are several possible ways to solve this problem, but for now, we stick withour current problem, input/output, and assume that the proper use of an envi-ronment representation can be checked by a global analysis of the program text.The representation of the current state of the environment is only passed as aparameter to programs that have been checked this way. The types of the re-spective parameters are annotated as unique (*) and the type for environmentrepresentation is *World.As shown in �gure 3.12, primitive interactions are no longer described bydata structures, but are represented as primitive functions. Just as the primitivepseudo-functions of our �rst approach, their evaluation may have side-e�ects onthe global system state, but this cannot cause problems here because all side-e�ects are re
ected by transformations of the local state representation. Fur-thermore, there is only a single representation of the state in the whole program,and every primitive interaction takes one state representation as a parameter andreturns another one as part of its function value, so the order of interactions isfully determined by data dependencies. In contrast, other program transforma-51



putString :: String -> *World -> *(Response, *World)getString :: *World -> *(Response, *World)data Response = SUCCESS String| FAILURE Stringmain :: *World -> *WorldFigure 3.12: Data types for environment passingtions are still only partially ordered, even though this 
exibility may be restrictedby the need to comply with the unique world requirement.Using a uniqueness-checked environment passing style, the login procedurecan be speci�ed as a sequence of environment accesses, each one returning amodi�ed environment and an additional value (the successful execution of eachinput/output-operation is again checked by pattern matching). The ordering ofinteractions is expressed through data dependencies only (regarding the *Worldvalues wi), but the recursive de�nitions re
ect the sequence of interactions (cf.�gure 3.13).main w0 =let(SUCCESS op1 , w1) = putString "What is your name? " w0(SUCCESS name, w2) = getString w1(SUCCESS op3 , w3) = putString ("Hello, " ++ name ++ "!nn") w2in w3 Figure 3.13: The login example with environment passingOnly a small modi�cation is needed to reuse this function for the dialog ex-ample (the name has to be included in the function value), and the compositionof programs involved in interactions is reasonably simple, too (cf. �gure 3.14),if both primitive and complex interactions are de�ned to use the same interface.They take objects of type *World as parameters and return tuples consisting ofresults and possibly modi�ed objects of type *World as their values.The main disadvantage of this style are the ubiquitous values of type *World.The explicit environment passing that gives this style its name can be very tedious,especially under the restrictions of a static uniqueness type checker. Just like therequest/response streams, uniqueness typed explicit environment passing seems52



login w0 =let(SUCCESS op1 , w1) = putString "What is your name? " w0(SUCCESS name, w2) = getString w1(SUCCESS op3 , w3) = putString ("Hello, " ++ name ++ "!nn") w2in (name,w3)dialog a b w =putString ("player A: "++a++" player B: "++b++"nn") wmain w0 = let(a,w1) = login w0(b,w2) = login w1in dialog a b w2Figure 3.14: The dialog example with environment passingto be expressive enough for many typical input/output-problems, but programswritten in either of these styles are overloaded with unnecessary details. Thisshould not pose great di�culties in a functional language: once the basic problemhas been solved, it should always be possible to de�ne suitable abstractions thathide the details of stream handling or environment passing. However, it is possibleto devise a style of interaction that uses such abstract constructs as primitives.3.4 Towards abstract descriptions of interactionsFrom hindsight, we have emphasized the problems of sequencing and compositionof interactions in our examples and discussions, and we can try to address thesetwo issues directly when de�ning abstractions for input/output. The idea is thatprogrammers are only interested in primitive interactions and in means for theconstruction of complex interaction-based programs, whereas the details of howsequencing of interactions is achieved (via stream concatenation or via functioncomposition) are better hidden in the de�nitions of more abstract operations. Asmentioned before, such abstractions could also be de�ned on top of any of thepreviously discussed input/output-schemes to avoid (or hide) their problems.The major problems with request/response streams are synchronization prob-lems between requests and responses, clumsy stream handling and problems withcomposition. The common root of all these problems is the idea that there shouldbe a list each for all requests and all responses, which are syntactically completelyunrelated to each other. It has already been noted that this approach describes53



a communication between the program and an operating system, and in thisview, the possibly in�nite streams simply represent communication bu�ers of un-bounded capacities. Moreover, these bu�ers are fully visible in the program andhave to be manipulated explicitly, resulting in a global view of communicationthat is not much easier to handle than the direct manipulation of global systemstates. This situation can be simpli�ed greatly if the capacities of both commu-nication bu�ers are restricted to one: both processes are then tightly coupled,though not completely synchronized, and programs only have to deal with onepair of request and response at a time, leading to a local view of communication.The major problems with the environment passing scheme are caused by theubiquitous environment representations and by the uniqueness constraints im-posed on them. Both result from the decision to internalize a representation ofthe outside world into functional programs, and to let the interactions betweenthe internal representation and the outside world happen behind the scenes. If, in-stead, we decide to model the context-sensitive embedding of functional programsinto external runtime environments explicitly, programs have to pass control tothis environment for each transformation of the system state. The environmentperforms the state transformations (including those caused by other agents) andpasses control back to the functional programs afterwards.3.4.1 Result continuations { sequencing individual inter-actionsFollowing either of the two derivations above, we arrive at an approach to in-put/output that focuses on individual interactions and their composition. Theresult of a program invocation is the description of only one interaction requestand of the intended continuation of computation after the interaction (hencethe name result continuations). The continuation expects the response to thisparticular interaction request as its only parameter and is thus a continuationfunction.To summarize the modi�cations (cf. �gure 3.15): the result of evaluatingmain is a data structure that describes the �rst interaction request and containsa continuation function which will be applied to the result of the �rst interaction.The body of the continuation is recursively constructed in the same way, possiblyterminated by the empty continuation, Done. So, instead of one function dealingwith many responses, as in the stream-based approaches, there are many func-tions dealing with one response each. Compared with environment passing, theprogram does not include and modify a description of the outside world, but ex-plicitly describes its requests for interaction to an external environment in whichit is embedded.The transformation system (�gure 3.16) is greatly simpli�ed by this modi�edapproach to input/output: no unique contexts or special variables are needed.54



data Result = PutString String (Response -> Result)| GetString (Response -> Result)| ..| Donedata Response = SUCCESS String| FAILURE Stringmain :: ResultFigure 3.15: Data types for result continuationsIndeed, interactions with the system state occur only if the descriptions of theseinteractions (result continuations) are embedded in an empty program context,i.e., if they are textually located at the border between the functional programand its environment.start bmainc jj < in; out >7! main jj < in; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out > ; if expr ! expr`(GetString cont) jj < string; out >7! (cont (SUCCESS string)) jj < 2; out >(GetString cont) jj < eos; out >7! (cont (FAILURE "eos reached")) jj < eos; out >(PutString string cont) jj < in;2 >7! (cont (SUCCESS "PutString")) jj < in; string >Done jj < in;2 >7! done jj < in; eos >Figure 3.16: Input/output with result continuationsThe speci�cation of the login procedure (�gure 3.17) becomes even simpler inthis style, and the continuation functions seem to be particularly well suited todescribe the `what to do next?'-idea of interaction sequencing (wildcard patterns`_' are used to express that results of PutString-interactions are not inspected).Nevertheless, the function has to be rewritten before it can be reused for thedialog example (�gure 3.18). Instead of being terminated with Done, it takes anextra continuation parameter (cont) that is applied to the result of the login-55



main = PutString "What is your name? " n_->GetString nSUCCESS name->PutString ("Hello, " ++ name ++ "!nn") n_->DoneFigure 3.17: The login example with result continuationsinteraction (the username).login cont = PutString "What is your name? " n_->GetString nSUCCESS name->PutString ("Hello, " ++ name ++ "!nn") n_->cont namedialog a b cont =PutString ("player A: "++a++" player B: "++b++"nn") n_->contmain = login na->login nb->dialog a b n_->DoneFigure 3.18: The dialog example with result continuationsWhereas the composition of primitive interactions is built into the syntaxof result continuations, complex programs involved in interactions need to berewritten into a continuation passing style before they can be composed. Com-pared with the explicit environment passing style, the gain seems to be small,as environment passing has been replaced by continuation passing, but at leastthese continuations do not have to be unique. Still, the need to pass them aroundexplicitly is annoying, and is usually avoided by de�ning a general compositionoperator for interactions.A closer look at the primitive constructs of this style reveals the causes ofthis problem. The primitive constructs are not elementary: each primitive re-sult continuation describes both an elementary interaction and a continuationfunction. Using only the basic constructs, it is simply not possible to specify aninteraction without explicitly mentioning what should happen after it. Since thisinformation is usually not available where the primitive interactions are used,56



but belongs to other program parts, the continuations need to be passed as pa-rameters when program parts are composed together. This leads to continuationparameters scattered all over the program text. The continuation part is similarfor all primitive constructs, but is repeated in each of them, and compositionshould work equally well for primitive interactions and for complex interactionsequences, but it does not.3.4.2 Monadic style { composing scripts of interactionsAs a �rst step towards better support for program composition, the basic con-structs of the result continuation style can be broken up into their elementaryparts, the �rst one a description of one particular primitive interaction and thesecond one a composition with a continuation function. The �rst part can bederived from the corresponding result continuation construct by simply omittingthe continuation parameter, while the second part is the same for all interac-tions, so that one additional construct su�ces to describe the same information.The new construct is called Bind, as it is used to bind together an interactiondescription with a continuation function (cf. �gure 3.19).data IO = PutString String| GetString..| Bind IO (Response -> IO)| Unit Responsedata Response = SUCCESS String| FAILURE Stringmain :: IO Figure 3.19: Data constructors for monadic styleOf course, the evaluation of the two parts has to be separated, too, for oth-erwise the change in syntax would not make any di�erence. The second newconstruct, Unit, is needed to describe the intermediate expression between thetwo steps: the interaction has happened and has left a return value, which is theparameter of Unit. (Unit x) is itself an interaction description and may thus becombined with a continuation using Bind, but it describes an identity interaction,i.e., performing Unit x does nothing but returning x. With these prerequisites, itis possible to describe the two evaluation steps: �rst, the interaction description,which is the �rst parameter of a Bind-construct, is performed and the return57



value is embedded into a Unit-construct. The Bind-construct itself is only trans-formed if its �rst parameter is such a Unit-construct, from which the return valueis taken and passed as a parameter to the continuation function.So far, it may seem as if this was only a reformulation of the result contin-uation style in more elementary steps. However, having isolated the elementaryconstructs and evaluation steps, it becomes possible to combine them in newways, thus creating a more 
exible scheme of programming with interactions.The important insight here is to realize that every complex interaction termi-nates with a primitive one and will therefore eventually be transformed into aUnit-construct. Consequently, there is no reason to restrict the �rst parameterof Bind to primitive interaction descriptions, and Bind can be used to composeboth primitive and complex interaction descriptions with continuation functions.Formally, this can be speci�ed by giving the same status to the Bind-constructas to the primitive interactions (cf. �gure 3.19). Informally, programs still returndata structures describing the interactions to be performed, but these struc-tures are shaped like binary trees instead of binary lists (which was the case notonly with request/response-streams but also with result continuations), and thisgreatly simpli�es the composition of complex interaction descriptions. The treesare interpreted in depth-�rst traversals, performing each primitive interactionin sequence. The construction of interaction descriptions by program transfor-mations and their evaluation by interactions with the global system state areinterleaved, just as in the result continuation approach.main = Bind (PutString "What is your name? ") n_->(Bind GetString nSUCCESS name->PutString ("Hello, " ++ name ++ "!nn") )Figure 3.20: The login example with monadic data constructorsA �rst variant of the login speci�cation (�gure 3.20) looks very similar tothe result continuation version, with additional Binds to compose descriptionsof primitive interactions with continuation functions and no terminating Done.The latter is important, because it means that no pre-emptive assumptions aremade about whether or not the interaction description will be composed with acontinuation.Before we give the formal transformation system for this input/output-style,we use the opportunity to make some convenient syntactic changes. In particular,we introduce a symbolic in�x operator (>>=) for Bind and rename Unit to return.All interactions are given as constructors of an abstract data type IO. We alsointroduce a variant of >>= that ignores the intermediate return value of its �rstparameter (>>). The modi�cations are summarized in �gure 3.21.58



putString :: String -> IOgetString :: IOmain :: IOinfix >>,>>=>>= :: IO -> (Response -> IO) -> IOreturn :: Response -> IO>> :: IO -> IO -> IOa >> b = a >>= n_-> bFigure 3.21: Data types for monadic styleThe advantage over the algebraic data type used before is that we have bet-ter control over the means for inspection of interaction description (no patternmatching over the internal structure of IO). We therefore abstract from the con-crete representations of interaction descriptions in functional programs.start bmainc jj < in; out >7! main jj < in; out >C[ expr ] jj < in; out >7! C[ expr` ] jj < in; out > ; if expr ! expr`MC[ getString ] jj < string; out >7! MC[ (return (SUCCESS string)) ] jj < 2; out >MC[ getString ] jj < eos; out >7! MC[ (return (FAILURE "eos reached")) ] jj < eos; out >MC[ (putString string) ] jj < in;2 >7! MC[ (return (SUCCESS "putString")) ] jj < in; string >MC[ ((return result) >>= cont) ] jj < in; out >7! MC[ (cont result) ] jj < in; out >(return expr) jj < in; out >7! done jj < in; eos >Figure 3.22: Input/output in monadic styleWith these modi�cations, the transformation system is de�ned in �gure 3.22.Apart from the new monadic contexts MC, the rules for the primitive inter-actions are simpli�ed, and the common behavior of passing on an intermediateresult to a continuation function is de�ned in a separate rule for >>= (sixth rule).59



The use of monadic contexts accounts for the new composition structure of in-teraction descriptions: whereas the �rst interaction is described in the outermostconstructor of a result continuation, it is described in the �rst leaf of a binary treewith monadic style constructs. This is formalized in the de�nition of monadiccontexts for interactions:MC = [ ] j (MC >>= expr)A speci�cation of the login procedure using the modi�ed syntax is presented in�gure 3.23. Note how the program is reduced to the essential tasks of describingthe primitive interactions and their composition, and how the composition ofinteraction descriptions also speci�es their relative ordering.main = putString "What is your name? " >>(getString >>= nSUCCESS name->putString ("Hello, " ++ name ++ "!nn"))Figure 3.23: The login example with monadic style input/outputThis interaction description can be used as part of more complex descriptionswithout modi�cations, and only an identity interaction carrying the usernameneeds to be added to make the name available as an intermediate result. Compo-sition of both primitive and complex interaction descriptions is simply done by>> or >>=, and no additional syntactic baggage for environment, continuation orstream handling is needed to specify the dialog program (cf. �gure 3.24).login = putString "What is your name? " >>getString >>= nSUCCESS name->putString ("Hello, " ++ name ++ "!nn") >>return namedialog a b =putString ("player A: "++a++" player B: "++b++"nn")main = login >>= na->login >>= nb->dialog a bFigure 3.24: The dialog example with monadic data constructors60



Compared with request/response streams, result continuations, and environ-ment passing, monadic input/output seems to be a more declarative way to spec-ify interactions. Nothing needs to be said about how other language constructs(such as functions and their composition or lists and their concatenation), lan-guage properties (strict versus non-strict), or features of type systems (uniquenesstyping) have to be used to achieve sequencing and composition of interactions.Nor are programs burdened with low-level details (e.g., of stream handling) inorder to de�ne what should be primitive interactions. Programs using monadicstyle just describe which interactions are to be performed in which order.The notation for interactive programs written in the monadic style is irritat-ingly close to the notation used in imperative languages. This should not be toosurprising, however, since the imperative notation was designed for the purposeof interaction (with the state of a machine, initially; with the state of a storeof box variables, later). Note also that the monadic notation only includes theusual imperative notation for the most elementary programs. Beyond this, itallows various possibilities for program construction that are not available withusual imperative notation. For instance, descriptions of interactions are �rst-class data objects, can be stored in data structures, or dynamically composedinto larger interaction scripts. Moreover, functional abstraction can be used tode�ne control abstractions that, in conventional imperative languages, need tobe built into the language de�nition. Functions that return interaction scriptscorrespond to procedures, conditional, interaction-valued expressions correspondto conditional statements, and di�erent variants of interaction loops can easilybe de�ned via recursive functions. Of course, functions can also take interactionscripts as parameters.3.5 The concept of monadsWe have introduced the constructs of the monadic programming style as a declar-ative way of describing programs involved in interactions, but have not yet de-scribed the concept of monads. The concept originated in category theory, andwas employed by Moggi [Mog89b, Mog89a] to give a categorical semantics forcomputational aspects of the �-calculus, especially if extended with additionalfeatures and used as a tool in the study of programming languages. While Moggistrived for an abstract view of programming languages on the semantic level,Wadler [Wad92a, Wad92b] translated the ideas to the language level, which �-nally turned monads into a widely used technique for structuring functional pro-grams (cf. also [HC94]). Following [Wad92b], a monad in a functional languageis represented by a triple (M, unitM, bindM) consisting of a type constructor Mand a pair of polymorphic functionsunitM :: a -> M abindM :: M a -> (a -> M b) -> M b61



unitM has to be a left and right unit for bindM, and bindM has to be associa-tive in order for such a structure to qualify as a monad (monad laws). The basicidea of using monads, shared by semantic accounts and functional programmingtechniques, is to distinguish between simple values and computations that returnvalues (but may have some additional computational e�ect). In functional lan-guage terminology, this distinction is based on types, and the type constructorM serves to describe the kind of computation. unitM allows to embed simple ex-pressions into identity computations (returning the expressions without havinge�ects in the kind of computation considered), and bindM allows to compose acomputation and a continuation function to form a new computation.In our case, the computations we are interested in are interactions with someexternal environment that return expressions, and the monad in question consistsof a type constructor that forms the type of interaction scripts from the type ofexpressions and the interaction constructors return and >>=. Whether or notthese two constructors obey the monad laws mentioned above depends in part onthe way in which the functional sub-system (de�ned by the transformation rulegiven in �gure 3.22) is embedded into a larger system comprising other agents(including, e.g., communication devices and other functional processes). If onlythe rules of the functional sub-system are considered, the rule for >>= directlyde�nes return to be a left unit for >>=, and it follows from the same rule thatreturn is also a right unit. For associativity (of >>=) to hold, it is importantthat the structure of an interaction script has no e�ect on the computation, sothat only the sequence of primitive interactions is important. This is true for thefunctional sub-system: �rstly, by the use of monadic interaction contexts, the�rst primitive interaction in a script is always executed �rst (regardless of andwithout changing the exact structure of interaction scripts). And secondly, theonly rule for >>= (which eliminates a local part of the script structure to makethe next primitive interaction the �rst one) neither depends on nor changes thestate of the external input/output-registers.What has made the concept of monads so successful, both in language se-mantics and as a basis for functional programming techniques, is its generality:simple structures, each consisting of a type constructor and two operations, bindand unit, are suitable to model a large variety of language features, includinginput/output, state transformations, exception handling, and non-deterministiccomputations (cf. Wadler's papers for examples of functional programming tech-niques involving these features, and Moggi's papers for examples of semantic ac-counts of programming languages having these features). So these constructs donot only abstract from the exact implementation of computations (as in our pre-sentation of interactions) but also from the exact nature of e�ects (input/output,state transformations, exceptions, . . . ). While there are other ways to addresseach particular kind of computation mentioned above, monads provide a uniform,abstract framework for the whole class, and the monad laws facilitate reasoningabout programs written in monadic style.62



3.6 Summary and related workStarting from a very sketchy problem speci�cation, we have been able to developbasic variants of all major approaches to input/output in purely functional lan-guages. The steps from one style to the next are reasonably small and can bederived from a careful analysis of the problems encountered. Though the his-torical development may not have proceeded this way, the presentation showsthat language design does not necessarily need a 
ash of genius to solve problemsas new and fundamental as the one in question here. As there are still otherproblems to be solved in the design of programming languages, we �nd this veryencouraging.The recurring theme of the presentation of input/output-schemes for func-tional languages in this chapter is the integration of context-sensitive transforma-tion rules (that describe interactions of programs with an external environment)with the context-free rules that describe the evaluation of functional programs.A simple combination of both kinds of rules, by the use of pseudo-functions,has proven to be inadequate as it invalidates characteristic properties of func-tional languages and requires a total ordering on both kinds of rules in orderto guarantee deterministic sequences of interactions. Consequently, all other ap-proaches limit the contexts in which interactions may occur, and connect theordering of interactions to the values returned by functional programs. Char-acter streams fail to de�ne the ordering of input interactions relative to outputinteractions, and request/response-stream, while correcting this shortcoming, donot guarantee that there is a request for each response that is demanded duringprogram evaluation. Both stream-based approaches su�er from taking a globalview of communication (programs have access to lists of all interactions), whilethe remaining approaches focus on individual interactions, thereby facilitatingthe composition of programs involved in interactions. Environment passing isa very 
exible scheme for input/output, because there are only few restrictionsfor the contexts in which interactions may occur. However, interactions are notexplicitly distinguished from other program transformations, so that the contextrestrictions extend to all kinds of transformations. Result continuations, on theother hand, do make such a distinction, but are extremely restrictive about thepermissible interaction contexts. These have to be empty, causing a completeprogram continuation to be packed into the description of each primitive inter-action (contrast this with environment passing, where descriptions of primitiveinteractions can appear almost anywhere in program continuations). Finally,monadic style also separates interactions from other program transformations,but considerably relaxes the restrictions on interaction contexts.Just as a mathematical proof tries to make evident the truth of a theorem byproviding a derivation of the theorem from basic axioms by comprehensible steps,our presentation of input/output-schemes as steps in a line of development triesto make evident why current schemes of input/output are as they are, and which63



design decisions have lead to their current form. Not only does this help to un-derstand these schemes and their relationships, it also gives con�dence that theyreally ful�ll the problem speci�cation, and it shows which design questions wouldhave to be answered di�erently if one would set out to develop another style of in-put/output. In the remainder of this section, we try to complete this conceptualoverview of the problems and solutions regarding functional input/output with abrief account of the history of input/output in functional languages, and providesome references to the actual work that has been done in this area. Note that,though we hope to provide a rough overview of the history and diversity of thetopic, this section is not intended to include a complete list of references. Furtherreference to historical material can be found in [HS89, JS89, Per91, Gor94, Sch93].Since the early 1960s, side-e�ecting input/output-primitives have been usedas pseudo-functions in Lisp [MAE+66, Appendix F], a language with a strongfunctional 
avor but imperative in nature2. Today, the ANSI Common LispStandard [X3J94] still de�nes a sequential order of evaluation both for explicitcontrol structures and for the arguments of function calls. In contrast, the orderof evaluation is explicitly left unspeci�ed for the arguments of function calls inthe Lisp dialect Scheme [Cli91] { it is only constrained to be consistent with somesequential order of evaluation. While this underspeci�cation does not facilitatereasoning, it discourages programming styles that do rely on speci�c evaluationorders, and liberates implementations from the need to guarantee a speci�c se-quencing of side-e�ects for programs that depend on evaluation order (beyondthe call-by-value regime which is required by the Scheme report). StandardML [MTH90, MT91] is another modern functional language that uses pseudo-functions for input/output and its de�nition has to be explicit about the totalorder of evaluation for each and every syntactic construct (including records andcollections of declarations) in order to guarantee a deterministic semantics. Notethat some of these languages refer to streams to describe the sequences of inputand output items, but use side-e�ecting pseudo-functions to get items from in-put streams or to put items into output streams. All these languages are notreferentially transparent.Streams as a basis for the formal de�nition of input/output were proposed asearly as 1965 by Landin [Lan65], who used �-abstractions as non-strict contextsfor unevaluated parts of streams (his correspondence between Algol 60 and the �-calculus was based on an SECD-machine extended with imperative features; thusthe order of evaluation was de�ned through a call-by-value regime towards weakhead normal forms). However, he noted the problems of abstracting over expres-sions that may not have weak head normal forms under a call-by-value regime.It took until the late 1970s before Henderson and Morris [HJHM76] presented2Contrary to common belief, Lisp was never intended as an implementation of the �-calculus(cf. [McC81]), and despite McCarthy's motive to `allow proofs of properties of programs usingordinary mathematical methods' and the existence of pure Lisps, the main line of the Lispfamily of languages relied on side-e�ects for e�ciency reasons.64



a lazy evaluator that made Wadsworth's call-by-need evaluation regime [Wad71]available for a purely functional subset of Lisp, providing better means to han-dle potentially in�nite streams (cf. also [FW76]). Soon afterwards, Henderson[Hen80] explored the potential of streams and lazy evaluation and described net-works of functional processes communicating via potentially in�nite streams. Inthe following years, attempts to give (mostly) functional speci�cations of operat-ing systems and networks of functional processes became the driving forces thatlead to the speci�cation and implementation of input/output-systems based onstreams for purely functional languages (for further references, cf. section 4 of[Sch93], and also [JS89]).Just as stream-based approaches, continuations appeared �rst in formal de-scriptions of programming languages. In the early 1970s, Strachey andWadsworthused continuations to describe imperative language features in denotational se-mantics [SW74]. While Wadsworth coined the name `continuation', the conceptof continuation functions was discovered several times under di�erent names (cf.[Rey93] for an account of this phenomenon). The translation of continuationfunctions from semantics to functional languages was simple3, and they weresoon put into use to simulate imperative features in Scheme by Steele and Suss-man [GLSS76] (who also note that continuation functions have already been usedby Church [Chu51] to model data structure selectors in the �-calculus). How-ever, continuations were not readily accepted as a means to model input/outputin purely functional languages.In the late 1980s, programming practice indicated that the seemingly elegantstream based approaches were rather ill suited for the speci�cation of complexsystems, and abstract combinators were developed to hide the details of streamplumbing, thus avoiding some of the possible problems in program development.For instance, Thompson [Tho90] presented such a set of combinators as `the ba-sis for a disciplined approach to writing [interactive programs]'. His combinators,de�ned on top of a stream-based input/output-scheme, had some similarities tothe constructs of a monadic style of input/output{ there was a dedicated type ofinteractions, a sequential composition operator for interactions, and functions toread and print characters. The crucial point here is that the second parameter ofthe sequential composition operator was a continuation function. According to[Gor94, chapter 1.2] and [HS89, section 1.1], several other continuation-based ap-proaches were in use during the 1980s. It was Perry [Per91], who coined the term`result continuation' and implemented them as the basic input/output-mechanismin Hope+C. Nevertheless, the apparent simplicity of stream-based approaches andtheir close relation to lazy evaluation prohibited a general switch from stream-to continuation-based input/output-schemes. For instance, Jones and Sinclair[JS89] note that `Result continuations are very similar, and possibly identical to3although e�cient implementations were needed for the tail calls that occur frequently in acontinuation passing style of programs (cf. [GLSS76])65



what can be provided by a suitable packaging of streams.' (emphasis added),but continued: `Overall, we judge that streams provide the best workable ba-sis for an I/O architecture at present'. Similarly, Hudak and Sundaresh [HS89],who compared the expressiveness of both styles and gave translations betweenthem, note that `the continuation style is often easier to use and the resultingprograms easier to read', but then go on to specify the input/output-system ofHaskell, which was based on request-/response-streams. They comment: `Thisdoes not mean that streams are the preferred programming model, but just thatthey are considered simple and general enough to be designated as primitive'. Acontinuation-based input/output-system was provided as a layer of abstractionon top of request/response-streams.Finally, monads were proposed to address several related problems in a uni-form way (cf. section 3.5). This time, the transfer of tools for the de�ni-tion of language semantics to the domain of functional programming proceededrather rapidly: Moggi's categorical semantics of computational �-calculi [Mog89b,Mog89a] appeared in 1989, Walder's translation of the concept into a functionalprogramming technique �rst appeared in 1990, and was re�ned [Wad92a] and sim-pli�ed [Wad92b] in 1992. In 1993, Peyton Jones and Wadler [PJW93] presented`a new model, based on monads, for performing input/output in a non-strict,purely functional language. It is composable, extensible, e�cient, requires no ex-tensions to the type system, and extends smoothly to incorporate mixed-languageworking and in-place array updates.'. Since they also outlined an e�cient im-plementation scheme, imperative functional programming (the title of the paper)based on monads was rapidly accepted as `the' new approach to input/outputin purely functional languages. After a period of uno�cial extensions to Haskellimplementations, the Haskell speci�cation switched to monadic input/output asthe basic scheme with version 1.3 of the Haskell report [PH96] in 1996.Independently, the Clean [PvE97] group adopted an environment passing stylefor input/output. This was made feasible by Clean's static uniqueness type in-ference system [BS95], which allows to check the single-threaded use of envi-ronments statically. The approach is described in Achten's PhD thesis [Ach96],where several extensions and applications are also presented. Most notably, anevent-driven, graphical I/O-system is developed, which allows a declarative ap-proach to the speci�cation for graphical user interfaces in Clean. The uniqueenvironment is hierarchically decomposed into unique sub-environments (e.g., forthe �le system and the devices of the graphical user interface), and interactionswith each of these sub-environments can proceed independently of each other(the type system ensures that programs re-compose the sub-environments to acomplete environment before they terminate).
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Chapter 4Module Systems for FunctionalLanguagesModular programming can be characterized as a style of programming that orga-nizes large programs into smaller structures in such a way that they are easierto understand, to maintain, and to reuse. There is a simple intuitive descriptionof modules, with which most programming language designers and programmerswill agree, namely thatmodules are building blocks for complex programs,but everybody seems to have his or her own interpretation of what a buildingblock should be and what kind of linguistic support for modular programmingshould be provided. Furthermore, as outlined in the introduction, the basicunderstanding of what a program is has developed over time and will continueto do so in the future. Of course, this a�ects our ideas of what program buildingblocks are and how they may be composed to form complex programs. Last,but not least, the development of higher level programming languages allows tospecify solutions to what would have been called complex problems before interms of rather simple programs, thus providing the same kind of complexityreduction that modules should o�er.However, to quote from [Dij72], `The increased power . . .made solutions fea-sible that the programmer had not dared to dream about a few years ago. Andnow, a few years later, he had to dream about them and, even worse, he had totransform such dreams into reality!'. Dijkstra talked about the increased powerof the hardware and tried to identify the origins of the so called software crisis.Nevertheless, the same argumentation applies just as well to our situation today,and the same issues of program complexity that led to the development of lin-guistic support for modular programming around 1970 force us to reinvestigatethese topics today. The complexity of the problems we attempt to solve usingmodern programming languages has increased up to a level that no longer seems67



to be adequately compensated by the higher level of abstraction supported bythese languages. Indeed, an end of the software crisis has never been declared.In contrast to the situation for input/output, we cannot treat language sup-port for modular programming as an isolated problem in the domain of functionallanguages. We cannot even provide some out-of-the-box requirement speci�ca-tion. Any idea of what should make up a program building block re
ects thecurrent state of the art with respect to programs, programming languages andmodular program design. Therefore, a historical approach to the topic seemsadvisable.4.1 Some highlights in the history of modularprogramming before 1980It is di�cult to pin down the origin of modules, especially in view of the variouspossible de�nitions. Modular programming seems to have been around for a longtime without receiving particular attention or even speci�c language support.Many experienced programmers knew that it was useful to decompose a probleminto simpler ones during the program design phase. However, the conceptualgap between program design and the actual coding on some computer equipmentwas so wide that they did not even think of getting support for such techniqueson the programming language level. On the other hand, the design phase wasnot formalized in a way that allowed such techniques to be disseminated widely.Consequently, the unful�lled { for a long time even unexpressed { need for betterlanguage support was always ahead of the actual language development and everynew language feature that could be used in any way to alleviate this mismatchwas soon put into (mis-)use to implement the designs.In the following, we try to illustrate the development of some of the mostimportant ideas as they present themselves in a few in
uential publications. Thisis by no means an attempt to provide a complete overview of the history and theyears of publication do not necessarily re
ect the actual development in time.The main purpose is to introduce the various ideas of program modularity intheir historical context, and thus the presentation will be very specialized here.Wegner's description of the �rst 25 years of programming language development[Weg76] may serve to provide a more general context. The presentation givenhere will already show some relations between the otherwise seemingly unrelatedapproaches to program modularity and will allow us to extract what we think isthe essence of most of them later.In early, low-level languages, programs were just sequences of machine in-struction and program parts corresponded to subsequences. Extracting commonsubsequences from programs and specifying a standard way to jump into andout of such closed subroutines provided the earliest framework for modular pro-68



gramming with language support. Closed subroutines, subroutine libraries andassembly subroutines that allowed `the assembly of the master routine and thesubroutines to be performed automatically by the machine' were described al-ready in [WWG57].Algol 60 [eBB+97] introduced the block as a structuring tool. A block con-sisted of a sequence of procedure and data declarations followed by a sequence ofexecutable statements enclosed in begin-end parentheses. Blocks and procedures(which were just named parameterized blocks) could be arbitrarily nested, dec-larations local to a block were visible only inside that block and its inner blocks(provided it was not shadowed by an inner declaration for the same name).The authors of Simula 67 [DMN70] recognized the block concept as `the funda-mental mechanism for decomposition in Algol 60', corresponding to `the intuitivenotion of \sub-algorithm" '. They extended the block concept to that of a classby allowing block instances to survive their call. In brief, classes were textuallysimilar to procedures and they could be called with parameters which replacedformal parameters in the class de�nition to form a block instance which was thenexecuted. However, on return from a class, the instance was not destroyed. In-stead, a reference to it was returned to the caller: a way to access the variables,procedures and classes local to this particular block instance, called an object.Class declarations and simple blocks could be pre�xed with other class identi-�ers, causing the de�ning blocks to be concatenated (classes de�ned this waywere called subclasses of their pre�xes).Using the class mechanism, it was possible to model simple concepts, e.g., tospecify data structures and to de�ne operations on them. Program concatenationand the subclass mechanism then allowed to establish hierarchies of concepts andto compose programs from constituents found in such a hierarchy. These featureswere used heavily to adapt the common base language to special applicationdomains (e.g., discrete event simulation) by de�ning suitable classes containingthe necessary problem-oriented concepts. To prepare for separate compilation ofprocedures and classes, such items could be declared as external (recommendedoptional part of the common base language).The description given above is based on a revised report on Simula 67 pub-lished in 1970. Earlier versions of the language [DN66] were more oriented towardsthe original application area, discrete event simulation, providing the conceptsof an `activity' (declaration for a class of processes) and a `process' (dynamicinstance of an activity declaration). In the revised version, these concepts werereplaced by the more abstract `classes' and `objects' and all simulation-speci�clanguage constructs were replaced by an application-speci�c standard class `sim-ulation'. The authors explicitly acknowledged the in
uence of Hoare's ideas onrecords, record classes and references [WH66, Hoa68] on the development of Sim-ula 67 (cf. also [DDH72]).In his 1972 ACM Turing Award lecture [Dij72], Dijkstra directly addressedthe intellectual manageability of programs and identi�ed it as an independent69



property, not being related to the mathematical content of programs, but beingat the heart of the `software crisis'. He mentioned closed subroutines, abstraction,hierarchical and nicely factored solutions as the key concepts in programmingthat could make it technically feasible to `. . . design and implement the kind ofsystems that are now straining our programming ability at the expense of onlya few percent in man-years of what they cost us now . . . ', i.e., to design largesophisticated systems while keeping the programs intellectually manageable.Dijkstra also emphasized the importance of notational support: `I absolutelyfail to see how we can keep our growing programs �rmly within our intellectualgrip when by its sheer baroqueness the programming language { our basic tool,mind you! { already escapes our intellectual control', `I see a great future forvery systematic and very modest programming languages', `. . . to a much greaterextent than hitherto they [tomorrow's programming languages] should invite usto re
ect in the structure of what we write down all abstractions needed to copeconceptually with the complexity of what we are designing.'.Also in 1972, Parnas [Par72] wrote about `the criteria to be used in decom-posing systems into modules', discussing `modularization as a mechanism forimproving the 
exibility and comprehensibility of a system, while allowing theshortening of its development time'. He identi�ed decomposition into majorprocessing steps (which he called 
owchart abstraction) as the most commonapproach to modularization. He claimed that `The 
owchart was a useful ab-straction for systems with on the order of 5,000-10,000 instructions, but as wemove beyond that it does not appear to be su�cient; something additional isneeded.'.He proposed information hiding as an alternative criterion for decompositionin the sense that `every module is characterized by its knowledge of a design deci-sion which it hides from all others. Its interface or de�nition was chosen to revealas little as possible about its inner workings.'. This should lead to a decomposi-tion into largely independent modules, restricting the e�ects of system changesand of revisions of design decisions to only a few modules, thus enhancing 
ex-ibility. Parnas lists independent development and comprehensibility of modulesas two other expected bene�ts of modular programming that could be achievedby following his decomposition criterion and concludes `that hierarchical struc-ture and \clean" decomposition are two desirable but independent properties ofsystem structure'.Among the speci�c examples of decompositions which seemed advisable, Par-nas mentioned: `A data structure, its internal linkings, accessing procedures andmodifying procedures are part of a single module.'. Identifying this kind of mod-ules as important and developing linguistic support for them seems to be a mainline of development towards modular programming at that time. Zilles [Zil73]used the term procedural encapsulation to describe a similar program structuringtechnique used in the development of the experimental operating system OS6[SS72a, SS72b] and noted that `Using the technique of encapsulation, a data70



type is completely characterized by the set of operations de�ned on the data andthe observable relationships between those operations'. Liskov and Zilles [LZ74]coined the term abstract data type and introduced special modules, called `oper-ation clusters', to support programming with these types in the language CLU[Lis92]. A cluster had three parts: a storage representation for objects of the newtype in terms of existing types, a collection of procedures and a header de�ningwhich of these procedures could be called from outside of the cluster.Many programming languages designed in the 1970s provided explicit supportfor modular programming, being in
uenced by Simula's classes or by the ideas ofinformation hiding and abstract data types. Examples include Alphard [Sha81],Mesa [GMS77] and Modula [Wir77]. Only the module facility developed for theModula family of languages will be described in some detail here as it seems to betypical for many of the module systems currently used for functional languages.Wirth [Wir79] described his modules as a simpli�ed language construct for infor-mation hiding which `has one and only one function, namely to establish a staticscope of identi�ers, whose acrossboundary visibility of identi�ers is strictly underthe programmer's control'. The concept was based on three main elements: `Themodule is e�ectively a bracket around a group of . . . declarations . . . the importlist contains those identi�ers de�ned outside which are to be visible inside too,and the export list contains the identi�ers de�ned inside that are to be visibleoutside.'. Later, quali�ed export (pre�xing exported identi�ers with the modulename to avoid name clashings between multiple exports) and the distinction be-tween de�nition modules and implementation modules were added. A de�nitionmodule `speci�es the interface of a module, in particular all objects that are ex-ported', whereas the implementation module `belongs to the de�nition modulecarrying the same name. It contains the bodies of the procedures whose headingsare listed in the de�nition module, and possibly declarations of further objectsthat are local, i.e. not exported'.In 1976, DeRemer and Kron [DK76] explicitly distinguished the activitiesof writing large programs from that of writing small ones. They coined theterm programming-in-the-large and advocated the introduction of separatemoduleinterconnection languages for this kind of task. Moreover, they argued `thatstructuring a large collection of modules to form a \system" is an essentiallydistinct and di�erent intellectual activity from that of constructing the individualmodules' and that `essentially distinct and di�erent languages should be used forthe two activities'.We leave the early history of modules here, noting that we have deliberatelyleft out some facets of modularity such as the partitioning of nonsequential sys-tems, the interaction between concurrent programming and modular program-ming in the development of some language facilities, the �eld of software tech-nology, the algebraic speci�cation of interfaces, or the further development ofobject-oriented programming. Research and practice in these �elds have con-tributed to the current view of modular programming, some of the �elds even71



developed into independent areas of computer science, but we want to concen-trate on the basic structure of the problem. There will be more to say on thedevelopment of module facilities from 1980 to today later, but it turns out thatmany current functional languages, as far as their module systems are concerned,rely on the state of the art of 1980.4.2 Conventional module systems for functionallanguages?There seems to be nothing special about module systems for conventional pro-gramming languages. They allow large programs (viewed essentially as collectionsof declarations) to be organized into smaller, more comprehensible modules. Theseparation between these program parts is established via explicit control overthe visibility of identi�ers de�ned inside the parts. This view of module sys-tems can of course be adopted for functional languages and this has been done,e.g., for the languages Clean [PvE97, version 1.2] and Haskell [PH96, version1.3]. Both de�ne programs to be collections of modules which are themselvescollections of de�nitions, declarations and explicit references to other modulesvia import declarations. In Clean, interfaces and implementations have to beprovided in separate �les, control over exports is by repetition of (parts of) de�-nitions in the interface �les, cyclic dependencies of interface �les are prohibited.In Haskell, export is controlled by explicit export declarations, separate interface�les have been removed from the language de�nition, mutually recursive modulesare allowed. Both languages allow to explicitly import an (exported) de�nitionfrom another module by referring to the de�ned name or to implicitly importall exported de�nitions by referring to the module's name; Haskell also providesselective and quali�ed import and the use of local aliases for imported modulesas means to resolve name clashes.This is basically the Modula view of modules as additional structures (brack-ets) around collections of declarations with explicit control over the scope of thedeclared identi�ers. Modules are viewed as static objects, i.e., they are not rel-evant to the dynamic semantics of the programming language and there are noconstructs in the language that could deal with them as data objects directly(without resorting to source code manipulation). Therefore, a separate modulelanguage is needed in order to describe these structures and their interrelation-ships and to construct complex programs from these building blocks. This modulelanguage has two parts, the static one explicitly visible in the language de�ni-tion, the dynamic one rather implicit and not part of the language de�nition:the static dependencies (import, export) between modules are described in thesource text using extensions to the language syntax, whereas languages and toolsof the programming environment are used to handle the dynamic aspects of mod-72



ules (such as reorganization, version control, compilation and linking). The toolsoperate either on the source text or on a low level object code representation.They are not part of the programming language de�nition but reside at the oper-ating system level. Even the parts of the module language that are interspersedamong the constructs of the programming language's syntax really belong to adi�erent domain, to a separate language level. It is mainly for the simplicity ofthe visible constructs that this separate level is seldomly recognized as forming(part of) a language in its own right, and it is partly because of this fact thatmodule languages are not often extended with more sophisticated constructs forprogram construction.Now what is wrong with this? Early high-level languages were merely thoughtof as input data formats for compilers producing machine code modules, with themachine level and later the operating system level being the only real levels forprogrammers to work on. In other words, while the task of programming itselfwas relieved from low-level details, any tasks in which it was necessary to workwith programs as data (compilation, linkage, execution, management of programand module libraries, etc.) were not. In particular, this included the compositionof programs from modules, and Haskell and Clean just seem to have inheritedthis attitude towards programs from earlier generations of high-level languages.However, the paradigm shift involved here, between declarative and imperativeprogramming on the language and operating system level, makes it obvious thatthe two parts of module handling take place on di�erent abstraction levels: theoften neglected task of building a working system from existing modules highlightsa large hole in the programming abstraction provided by these modern functionallanguages which forces programmers to work on two di�erent levels of abstraction.Another source of problems is the static nature of the high-level part ofModula-style modules: they can be seen as source level structures, i.e., theystructure the static representation of programs. This simple view of modules assource code structures completely fails to account for the speci�c properties offunctional languages. Notably, a distinction between programs and expressions isintroduced and programs (and thus program building blocks) are no longer �rst-class data objects in these languages. As an immediate consequence, the abilityto abstract over programs as well as over data, which is an important feature offunctional languages, is lost at this level of program construction. Contrast thiswith the level of programs as functional expressions, where it is just as easy tode�ne program composition operators as it is to de�ne data constructors, andif higher order functions are used to build programs, every language expressionmay function as a program building block. It is one of the main arguments in[Hug90] that this way of composing programs in functional languages is a signif-icant contribution to modularity, and that:The ways in which one can divide up the original problem dependdirectly on the ways in which one can glue solutions together. There-73



fore, to increase one's ability to modularize a problem conceptually,one must provide new kinds of glue in the programming language.Complicated scope rules and provision for separate compilation helponly with clerical details { they can never make a great contributionto modularization.Hughes identi�es higher order functions and lazy evaluation as two new kindsof glue provided by functional languages and concludes: `Smaller and more gen-eral modules can be reused more widely, easing subsequent programming. Thisexplains why functional programs are so much smaller and easier to write thanconventional ones. It also provides a target for functional programmers to aim at.If any part of a program is messy or complicated, the programmer should attemptto modularize it and to generalize the parts. He or she should use higher-orderfunctions and lazy evaluation as the tools for doing this.'.Whereas the early publications on modular programming seemed to look atthe program and especially at its source text as a part of the problem that had tobe decomposed to be kept manageable, Hughes' work emphasized that programcomposition is at least as important as problem decomposition. He also demon-strated that modular programming in functional languages is not characteristicfor programming-in-the-large, but applies equally well to all program sizes.Functional languages do already provide sophisticated means for programcomposition out of small building blocks, and both the composition tools and thebuilding blocks are simply expressions of the programming language. In contrast,conventional module systems are wrapped around the programming languagein that programs are represented by a collection of static structures (modules)which contain the real program parts (declarations, statements, expressions, . . . ).Program parts can neither refer to programs nor to modules and the language isusually rather restricted and static at the level of modules, allowing only explicitreferences to other modules (import) and some control over the availability ofprogram parts outside the module (export). Everything else is delegated to theprogramming environment, or rather, programmers are forced to take care ofeverything else at this level, which is usually inhabited by lots of fancy toolsand ad hoc solutions, but little order. The lack of means for abstraction is onlyone example of this. In order to cope with the complexity of large systems,it seems quite natural to parameterize modules, i.e., abstraction over modulesshould be possible. But whether the principle of abstraction applies to modulesdepends on whether they can be described as a `semantically meaningful syntacticcategory'. The common semantic description of modules are environments orcollections of bindings which are not usually considered to be �rst-class objects ofthe programming language. On the other hand, the module system is usually notconsidered as a programming language in its own right and is thus too primitiveto have an abstraction facility.There is a good reason why the lack of explicit abstraction over modules need74



not be obvious in conventional languages: the components of modules in theselanguages are procedure de�nitions, and each procedure is implicitly parame-terized with the state of the global variable store. Therefore, a simple way tosimulate parameterized modules is to pass the parameters as part of the variablestate, i.e., modules may be parameterized by adjusting the contents of globalbox-variables. Of course, this trick is not easily available in purely functionallanguages and rightly so, as even in conventional languages its use will only leadto hidden dependencies between modules. However, if parameterized modulesare not supported explicitly, the possibilities for modularization in comparisonwith imperative languages are severely compromised in these cases. Either theimporting and the imported module become mutually recursive (the importingmodule depends on the import and the import depends on the parameter whichis de�ned in the importing module) or each of the components of the importedmodule has to be parameterized separately (and consistently!).To sum it up, Modula-style modules are su�cient for a large class of problemsand can be added to functional languages, but this kind of module systems canhardly be called an adequate basis for modular programming in functional lan-guages. However, before we look for more functional module systems, we continueour brief review of the historical development.4.3 More highlights in the history of modularprogramming (1980 - today)The predominant factor in the development of language support for modularprogramming since 1980 has been the type system. The precursor in this directionprobably was the introduction of abstract data types as special modules or, asLiskov put it in her account of the history of CLU [Lis92]: `I noticed that manyof the modules discussed in the papers on modularity were de�ning data types'.Combined with Zilles' idea that `a data type is completely characterized by theset of operations de�ned on the data' (see above), this describes the atmospherein which more radical approaches to type systems could be pursued.Probably the most radical idea was the notion of `types as values', used inthe design of Russell [DD85], Pebble [BL84] and Poly [Mat85] (among others).Russell's notion of data types was described as follows: `A data type is a collec-tion of named operations that provide an interpretation of values and variablesof a single universal value space'. Type-checking was understood as checking theconsistency of the interpretation, but more important for the present discussionis the fact that types, consisting of a �nite set of named function values, were�rst-class values in Russell, providing for a very 
exible form of modular pro-gramming based on data abstractions and generic or polymorphic procedures,i.e., procedures that can operate on values of more than one type.75



While Russell preserved full static type-checking, Pebble took a di�erent ap-proach: `We remove the sharp distinction between \compile time" and \runtime", allowing evaluation (possibly symbolic) at compile time. This seems ap-propriate, given that one of our main concerns is to express the linking of modulesand the checking of their interfaces in the language itself'. To this end, (collec-tions of) bindings of variables to values were �rst-class values in Pebble, moduleswere modeled as collections of bindings and parameterized modules as functionsfrom bindings to bindings. Through the use of dependent types, value bindingscould depend on type bindings in the same collection, providing similar capabili-ties for user-de�ned types as Russell while separating the facilities used to buildcollections of bindings from those used for type formation. One of the motiva-tions for the design of Pebble was to be able to formally address the part of theCedar language (an extension of Mesa) which is concerned with data types andmodules. The Pebble design incorporated many in
uential ideas, e.g., that `thelinking together of a number of modules . . . should not be described in a primitiveand ad-hoc linking language' but rather in a typed functional language. Anotherdesign objective was that a simple notation was needed `for dealing with \big"objects (pieces of a program) as if they were \small" ones (numbers); this is thebasic good trick in matrix algebra'. As a result, programming-in-the-large shouldlook very much like programming-in-the-small.While these activities were oriented towards experimental programming lan-guage design, they were accompanied by attempts to understand and developtype systems in general, and the type-theoretical basis of constructs for modularprogramming in particular. Mitchell and Plotkin [MP85] provided a framework inwhich representations of data abstractions were �rst-class data structures havingexistential types, i.e., if there is a representation implementing an abstract datatype, then there exists a type on which the representation is based. The repre-sentation type is known only to the implementations of the abstract operationsbelonging to the particular representation, whereas, outside the representation,only the existence of such a type is known. Cardelli and Wegner [CW85] tookup the idea in their more general survey of the notion of type in programminglanguages. They also showed how modules and data abstractions could be mod-eled using records with function components in an explicitly typed functionallanguage called FUN and gave examples of possible applications. Although theauthors noted that FUN could be the basis of a programming language, they usedit solely to provide a `framework for classifying and comparing existing languagesand for de�ning new languages'. MacQueen [Mac86] discussed some shortcom-ings in the use of existential types for modular programming and investigated theuse of dependent types instead.MacQueen also designed the module language for Standard ML [Mac85],which soon reached the status of a reference system. It was not as radical asthe other approaches described here (in particular, modules were not treated as�rst-class values), but it was freely available in a widely used general purpose76



programming language and it was certainly among the most powerful modulesystems for this class. A series of type-theoretical accounts of the StandardML module language and variants thereof appeared, addressing issues such asthe strati�ed nature of its type system, the dependence of values in structuresupon types in the same structure and the amount of information available onstructures and functors. Whereas the early accounts focussed on a better un-derstanding of the existing system, later ones also addressed modi�cations andextensions. Ultimately, this lead to proposals for higher order functors or even�rst-class structures.Standard ML (SML for short) is a strongly typed functional programminglanguage [HMM86, MTH90, MT91], and even though it also includes imperativefeatures, its module language brings us back to the development of languagesupport for modular programming in functional languages.4.4 Towards functional module systemsStandard MLThe approach taken in the design of Standard ML was to take the module lan-guage seriously, as advocated earlier by DeRemer and Kron in [DK76]. However,the module interconnection language was not chosen to be essentially di�erentfrom the programming language. Instead, the module language is a restrictedfunctional language with modules (structures in SML terminology) as the basicdata values [Mac85]. Interface speci�cations (signatures) serve as a kind of typesfor these values and �rst-order functions (functors) on modules can be de�nedand applied.Structures in SML actually are encapsulated environments (collections of dec-larations), but look very similar to records. Quali�ed names are written likerecord selections and functors provide restricted means to handle structures. In-deed, in the implementation SML/NJ, which augments the module language ofSML with higher order functors [CM94b], modules are coded as records and func-tors are coded as functions from records to records. Nevertheless, on the userlevel, there are two language levels with values, functions and types on the �rstand structures, functors and signatures (module interfaces) on the second level.There are two kinds of abstraction, two kinds of applications, and two kinds oftypes.That a simple functional language can be used as a module interconnectionlanguage follows from the major requirements for such a language, as far as theyhave been discussed: the possibility of abstraction over modules and the avail-ability of sophisticated means to compose programs from collections of modules.In spite of this, the SML approach uses two distinct functional languages forprogramming-in-the-small and programming-in-the-large. The module language77



is introduced at an additional language level above the level of the programminglanguage, which complicates the language design. While a module consists of(fragments of) functional programs, a functional program can still not talk aboutmodules (they are not �rst-class values in SML). Furthermore, since the two lan-guage levels provide similar, but not equivalent constructs, users have to choosein which level they model their problem domains, with the module language be-ing rather restricted compared with the programming language, but with somefeatures that are only available on the module level (such as abstraction overtypes).The decision to design SML as a two-level language had its origins in typingissues. Since structures are allowed to contain type declarations, a structure can-not have an ordinary type and thus cannot be an ordinary value [Mac85]. Recentresearch [MT94, CM94b, HL94, Ler94, Ler95] on the typing of structures andfunctors seems to aim at the elimination of this level distinction, i.e., providing�rst-class modules or at least higher-order functors without sacri�cing static typeinference (cf. also section 8.2).Why modules?The question seems to be counterintuitive at �rst, but arises naturally if we reviewsome aspects of the historical development. There are Hughes' comments on mod-ularity in functional languages. The Pebble designers have expressed their viewsthat programming-in-the-large should not be too di�erent from programming-in-the-small, and that the language to describe the linking of modules should be afunctional one. And there is Standard ML with a module system that is basedon these ideas, though using di�erent functional languages for programming andprogram construction.In functional languages, programs are �rst-class data objects, and it shouldnot be necessary to divert programs to a second class status only to introduceprogram building blocks. On the contrary, if a language in which programs are�rst-class citizens does not support modular programming, there must be some-thing fundamentally wrong with the de�nition used for �rst-class citizenship.The very essence of modular programming is the composition of programs fromsub-programs that solve parts of the original problem, and all components of thisbasic scheme should be de�nable in functional languages: programs as problem-solving entities, programs as data objects for program composition, and even thetask of program composition itself. So, instead of taking the need for an addi-tional module system on top of the programming language for granted, we mightbetter ask what is wrong with current functional languages. First of all, we needto know what exactly is missing in these languages that makes them unsuited forprogramming-in-the-large. Only then we can decide whether these shortcomingsare unavoidable (making an additional level of program construction for mod-ular programming necessary) or whether the current languages just need to be78



completed in some respects.Even among the early high-level languages, there were quite a few that allowedprocedures or functions as data objects (including Lisp [McC60], Pal [AE68],Gedanken [Rey70] and Algol68 [Tan76]), but most of these languages did notapproach the problem of program modularity directly, making an evaluation dif-�cult. Morris [Mor73] used Gedanken to describe `linguistic mechanisms whichcan be used to protect one subprogram from another's malfunctioning'. Aftermentioning the procedure as a means for abstraction, he claimed that `in orderto exploit this device to its fullest extent it is useful to make procedures full-
edged objects in the sense that they can be passed as parameters or values ofother procedures and be assigned to variables'. Prompted by Morris' work, Zillesdescribed in [Zil73] how his ideas about procedural encapsulation could be ex-pressed in a language with support for function-returning functions. He used asan example the implementation of streams in the experimental operating systemOS6 [SS72a, SS72b]: `A stream is uniformly represented by a vector of entrypoints, one for each of the above operations. And, because the OS6 system lan-guage does not provide true function returning functions, the state informationneeded by these entries (. . . ) is also stored in the vector.'.Mesa was one of the �rst languages that had both modules and �rst-classprocedures and, fortunately, the authors presented their early experience withthe language in [GMS77]. After describing Mesa's module facility and the stan-dard binding mechanisms (capable of simulating both Modula- and Simula-stylemodules), they made the following observations: `Because Mesa has procedurevariables, it is possible for a user to create any binding regime he wishes simply bywriting a program that distributes procedures. Some users have created their ownversions of Simula classes. They have not used the binding mechanism describedabove for a number of reasons. . . . Their binding scheme deals with such situa-tions by representing objects as record structures with procedure-valued �elds.. . . some �elds of each record contain the state information necessary to charac-terize the object, while others contain procedure values that implement the setof operations. If the number of objects is much larger than the number of im-plementations, it is space-e�cient to replace the procedure �elds in each objectwith a link to a separate record containing the set of values appropriate to a par-ticular implementation.'. The basic idea seems to have been borrowed from theOS6 implementation, but the experience report is surprising, because it meansthat in a language with both explicit language support for modules and �rst-class procedures, some users preferred to use records of procedures for modularprogramming.In the early 1980s, Atkinson and Morrison reported on a similar attitude,this time from a language design perspective. Their paper was titled `Persistent�rst class procedures are enough' [AM84] and described `how the provision ofa persistent programming environment together with a language that supports�rst class procedures may be used to provide the semantic features of other ob-79



ject modeling languages'. They made these observations while working on thedevelopment of a persistent1 variant of Algol [ABC+83b]. In
uenced by the workof Morris and Zilles (to which they added the means to store procedures in along-term storage), they described how `the e�ects of information hiding, dataprotection and separate compilation are provided' in a practical programminglanguage without explicit support for modules. They concluded: `It has longbeen understood that it is desirable to be parsimonious in introducing conceptsinto a language design. The preceding demonstration therefore challenges lan-guage designers as to whether it is necessary to introduce a long list of conceptswhich can be covered by the persistent procedural mechanism.'. These ideasseem to have had absolutely no in
uence on the design of functional languages,but they have since been further developed outside the mainstream of functionalprogramming research and have a strong relationship to our work which will beexplained in more detail in section 8.3.Later, the use of �rst-class functions in combination with records to model lan-guage constructs for modular programming became common practice in semanticand type-theoretic accounts (to name only a few: [Car84, CW85, KR94, GM94]).This use of records in theory seems to have been widely ignored as an optionfor practical language designs. This is partly due to typing problems (cf. sec-tion 8.2), but also due to a di�erent interpretation of modules, namely that ofencapsulated environments (bindings of variable names to values). While bothrecords and environments can be used to model language constructs for modularprogramming in meta-languages, we cannot overemphasize the di�erence betweenthese two views in practice: records are just heterogeneous data structures, andtheir use is relatively unproblematic, both in programming languages and in theirmeta-languages. In contrast, the meta-level concept of environments is closelycoupled to the static binding structure of functional languages, and introduc-ing environments as �rst-class data structures at the level of the programminglanguage is therefore semantically more complex.Informally, the problems result from two contrary objectives of language de-sign: on the one hand, lexical scoping requires the variable names bound inany environment to be statically known, and on the other hand, 
exible use ofenvironments as a basis for modular programming requires all aspects of environ-ments to be dynamic. In SML, this con
ict is decided in favor of static scoping:structures (which are encapsulated environments) are simply denied a �rst-classstatus, e.g., there is no conditional expression in the module language. In exten-sions of SML's module language, elaborate static type systems mediate betweenstatic and dynamic aspects of environments, i.e., environments may be computeddynamically, but only those bindings which are statically known to exist in thesedynamically computed environments are visible outside (cf. section 8.2 for refer-ences). The statically known type of environments (structure signatures in SML1The notion of orthogonal persistence will be discussed in more detail in section 8.380



terminology) determines their binding structure. This approach is bound to leadto more restricted module systems as it would otherwise intertwine program ex-ecution (computing new modules), static typing (inferring module signatures)and static semantics (lexical scoping of identi�ers) of the resulting language inunforeseeable ways.In an attempt to provide a less complex type-theoretic framework for modularprogramming (compared with extensions of SML's module system), Jones [Jon95,Jon96] proposed a module system in which modules are modeled by �rst-classrecords structures. He claimed that his intermediate language `is a useful andpowerful language in its own right', and we interpret his work as an attempt touse records for modularization on the level of the programming language (thefocus of his work is on the typing problems of this approach; cf. section 8.2).SummaryThe material reviewed in this chapter leads us to a slightly unusual conclusionabout language support for modular programming. The problems experiencedin programming-in-the-large stem from one simple fact: For large programs itbecomes apparent that the program itself has to be seen as data. In particular,this data has to be organized into an adequate structure, and a language provid-ing suitable abstractions and tools is needed to support the processes of programconstruction, reorganization, and maintenance. However, as long as the underly-ing programming language provides adequate means to handle large collectionsof data and makes no arti�cial distinctions between programs and data, there isno reason to bring a second language into play.Functional programming languages do already treat programs as �rst-classdata objects and therefore provide essential support for modular programming.If they lack any features needed to support programming-in-the-large, these short-comings are likely to be related to the handling of large collections of data objectsin general, i.e., the problems are not speci�c to modular programming. Still, thegoal of better support for modular programming-in-the-large can serve to high-light these problems. First of all, large programs need to be organized into smallerunits (program building blocks), and these units cannot always be functions buthave to include collections of functions at least. To keep the �rst-class status ofprogram building blocks, data structures of the programming language should beused to represent such collections (instead of external constructs such as mod-ules), and records have already proven to be useful for this kind of task both inthe theory of modular programming and in implementations. By copying recordsfrom the meta-level to the programming level, it should be possible to use theprogramming language as its own module language. With some further enhance-ments to the data representation and processing capabilities of the programminglanguage, it should then be possible to organize the data represented by large pro-grams in just the same way as any other large collection of data, which utilizes81



the full expressive power of functional languages for the task of program construc-tion. Furthermore, this will lead to orthogonal language extensions, which maybe used not only for program management but for managing large collections ofdata in general.

82



Part IIThe Language Framework
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Chapter 5Language De�nitionThe present chapter is the �rst of three chapters that present our language design.Its purpose is to formally de�ne a functional programming language extendedwith facilities to specify modular program structures and interactions with run-time environments. The formal language de�nition should be understood as theinterface1 between programs written in the language (discussed in chapter 6) andimplementations of the language (discussed in chapter 7). Since the foundationsfor the design decisions to be made have been explored in the �rst part of thisthesis, the presentation is kept rather terse here. As for our major design goal ofsimplicity through generality, the simplicity of the language is directly re
ected inthe formal presentation, and the in
uence of the design principles of abstraction,correspondence, and data type completeness on design decisions is mentioned.However, the further discussion of our language design is postponed to chapter 6,where the three components of the language (functions, frames, and interactions)are combined in various ways to model several well-known approaches to modularprogramming. Some options for further work are discussed in chapter 8.5.1 Notation and auxiliary de�nitionsTransformation systems are used for the formal description of all language partsto provide a uniform framework for the combination of context-free reductionrules and context-dependent interaction rules. However, in contrast to the trans-formation systems given in earlier chapters, not all rules are given directly interms of the concrete syntax. Such an approach would be tedious for the morecomplex syntax of the language presented here, even if combined with abstrac-tion over contexts: the language is de�ned as an extended �-calculus, and manyof the additional constructs do not di�er from each other as far as the bindingstructure is concerned. Therefore, a naive de�nition of the basic language prop-erties such as binding structure, substitution, and �-reduction for each language1This notion is made more precise in section 6.4.85



construct would be highly repetitive, hiding the essence of the de�nitions in along list of similar transformation rules. As outlined in section 2.3, all additionalconstructs could be given de�nitions as �-terms, but this would have the disad-vantage of tying the operational behavior of the new constructs to that of thede�ning �-terms. Such a dependency would undermine the idea of a high-levelprogramming language as a layer of abstraction: to understand the constructs ofthe higher language level, one would have to think in terms of their de�nitionsin a lower language level without these constructs.The solution adopted here is to factor the terms of the concrete syntax intotheir basic properties, such as binding structure, subterms and an identity tag,thereby establishing a one-to-one correspondence between terms of the concretesyntax and terms of an abstract syntax. This factorization allows us to abstractfrom some of the properties and thus to reason independently about bindingstructure and transformation rules. In particular, basic language properties canbe de�ned without reference to the concrete language syntax, which also simpli�esthe introduction of additional language constructs: a concrete syntax of the newconstructs is de�ned to extend the language syntax, a mapping into the abstractsyntax is de�ned to extend the basic language properties to the new constructs,and �nally, extension-speci�c transformation rules may be de�ned to extend thelanguage semantics. This approach allows for a concise presentation of the formallanguage de�nition and for a clear separation between di�erent aspects of thelanguage.FORM+ : non-empty sequences of FORMFORM� : possibly empty sequences of FORMFORM1 : : :FORMn : an individual sequence of FORM(FORMi)1�i�n :(FORMi)i2f1;:::;ng : the same sequence as an indexed family~v : an abstract sequence named v (with elements vi)#x ~v : the number of occurrences of x in the sequence vFigure 5.1: Notational conventions for sequences of syntactic formsSequences of syntactic forms occur frequently in the de�nitions, e.g., to specifylists of variables or expressions, and so we introduce some notational conventionsfor sequences in �gure 5.1. The use of + for non-empty sequences and of � forpossibly empty sequences is common in syntax de�nitions, whereas the notationfor indexed families and vectors is borrowed from mathematics. The indexedfamily notation is particularly useful when it is possible to abstract from the indexset, or when an operation is applied uniformly to all elements of a sequence, andthe vector notation is used in de�nitions where not even the individual elementsof sequences are important. 86



The purpose of the concrete language syntax is to provide a readable repre-sentation, while the abstract language syntax suppresses syntactical details andprovides uniform access to those features of language constructs that are relevantto the formal presentation. These are (a) the distinction between elementaryconstructs and those composed from sub-expressions, (b) the distinction betweencomplex constructs that establish a new scope for variables and those that donot, and (c) the identity of individual constructs. The general form of an ab-stract language construct is Conn~v e1 : : : enwhere n is the arity of the construct, e1 : : : en are the sub-expressions (if n = 0, theconstruct is a constant), and the elements of ~v, denoted by vj, are the variablesthat are bound only in the sub-expressions. Con itself is a tag that identi�es thesyntactical construct, providing for a one-to-one mapping between concrete andabstract syntax. Note that the concrete syntax may be further enriched withsyntactic sugar, making additional labels necessary in the abstract syntax.8x 2 var; ~v 2 var+; n; k;m 2 Nat; i; j 2 f1; : : : ; kg; Con 2 Tags; M;N 2AS : AS = nn varj Conk~v (ASj)j2f1;:::;kgFigure 5.2: Abstract syntaxBC0x = [ ]BCn+mx = Conk~v (ASj)1�j<i (BCnx ) (ASj)i<j�k ; if m = (#x ~v)the occurrence of x in BCnx [ nk x ] is8><>: bound if k < nfree if k = nprotected if k > nFigure 5.3: Binding structureUsing this abstract form of language constructs (de�ned in �gure 5.2), it ispossible to outline the basic properties common to certain classes of languageconstructs before any concrete constructs are introduced. Figure 5.3 de�nes thebinding structure, using binding contexts BC, and �gure 5.4 adds de�nitions forsubstitution and variable protection. The only concrete language element needed87



for these de�nitions are protected variables as introduced in section 2.2, which aretherefore included in the abstract syntax. Note that the generalized de�nitionsof binding contexts, substitution and variable protection closely resemble thosegiven for the �-calculus (�gures 2.2, 2.3 and 2.4 in section 2.2) { they just abstractaway syntactical detail and are also generalized to handle constructors bindingmultiple variables. When reading the formal de�nitions in �gure 5.4, it is usefulto recall the intended meanings of the auxiliary operations: (�mx;n M) modi�esthe number of protection keys of each at least n-fold protected occurrence ofx in M by m, and ([nn x  N ] M) substitutes N for each n-fold protectedoccurrence of x in M . The formal de�nitions for multi-variable protection (=~�)and substitution (=~�) are complicated because of the need to prohibit interactionsbetween the individual substitutions (so that the multi-variable substitution isnot de�ned as a sequence of cumulative substitutions but as a set of independentsubstitutions). However, this complexity is local to the de�nitions and the use ofthese operations is therefore simpli�ed.8x; y 2 var; ~v 2 var+; M;N;Mi; Ni 2 term; n; k; j; r 2 Nat; m 2 Int :�m~vx;n M =~� �m~v;n �mx;n M[(vi  Ni)1�i�n] M =~� ��1~v;1 ([vi  �+1~v;0 Ni])1�i�n �+1~v;1 M�mx;n nkx =� nk+mx; if k � n�mx;n nky =� nky; if (k < n) _ (y 6= x)�mx;n (Conk~v (Mi)1�i�k) =� Conk~v (�mx;n+r Mi)1�i�k; if (r = (#x ~v))[nnx N ] nnx =� N[nnx N ] njy =� njy ; if (j 6= n) _ (y 6= x)[nnx N ] (Conk~v (Mi)1�i�k) =� Conk~v ([nn+rx �+1~v;0 N ] Mi)1�i�k ;if (r = (#x ~v))Figure 5.4: Substitution of expressions for free variablesGiven these general de�nitions, the basic properties of individual constructsare clear from their abstract representations (this classi�cation is the main usewe make of the abstract syntax in later sections; speci�c transformation rulesare much more readable in terms of concrete syntax). The approach taken hereseparates the issues of substitution (binding structure, variable protection) from�-reductions and allows the introduction of new binding constructs with indi-vidual reduction rules. In general, these additional reduction rules deviate from88



those that would result from a translation into the �-calculus only in so far asthey are de�ned directly on the new constructs. For instance, what would havebeen several steps in a �-representation is de�ned as one large step, and the re-sults are expressed in terms of high-level constructs again. Accidental reductions(that would not conform to the high-level view of the constructs in question, butwould be possible if high-level constructs had been mapped to a �-representation)are also ruled out.5.2 The functional partThe focus of the language de�nition presented in this chapter is on the extensionsand on the interactions between the three language parts (functions, frames, andinteractions). The constructs of the functional core (cf. �gure 5.5) are fairlystandard for an extended �-calculus, including multi-parameter abstractions andapplications, local (recursive) de�nitions, numbers, booleans, strings, lists anduser-de�ned data constructors (starting with an upper-case letter to distinguishthem from keywords and variable identi�ers, which start with lower-case letters)with the usual primitive operations on these data types. Not all parts of thegiven reduction language have been included (for instance, pattern matchingis omitted to simplify the presentation) but it should be clear that the coredescribed here corresponds to a subset of a practical programming language.The language is derived from an untyped �-calculus, but the notion of types wasimplicitly introduced when constants and primitive operations were added to thelanguage. No formal de�nitions of the primitive operations are presented herebut, similar to the conditional (cf. �gure 5.6), they all apply only to certain typesof expressions. Nevertheless, �-reduction and substitution are still de�ned on alllanguage expressions, and types are not explicit on the language level. Therefore,we sometimes refer to the language as implicitly and dynamically typed, eventhough the �-calculus part is still untyped. Since we do not make any unusualassumptions about features of the core language, any functional language whichsubsumes the �-calculus and is not restricted in itself, e.g., by constraints of astatic type inference system, could be used as the functional core of our language.The concrete syntax of the functional core language is given in �gure 5.5.Those language constructs that have a non-trivial sub-structure with respect tothe abstract syntax are annotated with their abstract forms. As an example, thelet-construct has as sub-expressions the right-hand sides of the local de�nitionsand a body expression, and the variables de�ned in the de�nition part of thelet-construct are bound only in this body expression, so two abstract constructsare needed: LET holds the right-hand sides of the local de�nitions and theauxiliary construct LETH, but introduces no variable bindings, and LETH holdsthe body and binds the local variables. In contrast, the local variables in theletrec-construct are bound both in the right-hand sides of the de�nitions and89



in the body, hence only one abstract construct (LETREC) is needed. The onlyother language construct that introduces local variable scopes is �-abstraction(LAMBDA).8n; k; i 2 Nat; v 2 var; ei 2 expr; ; ~v 2 var+ :expr =S nn var : nn varj constj opj (expr (expri)1�i�k) : APPLY k+1 expr (expri)1�i�kj �~v: expr : LAMBDA1~v exprj let (vi = defi)1�i�kin expr : LET k+1 (defi)1�i�k (LETH1~v expr)j letrec (vi = defi)1�i�kin expr : LETRECk+1~v (defi)1�i�k exprj if e1 then e2 else e3 : COND3 expr1 expr2 expr3j <(expri)1�i�k> : LIST k (expri)1�i�kop =S primOpj KonstrprimOp =S arithOpj relationalOpj listOpj stringOpconst =S charj stringj boolj numFigure 5.5: Concrete and abstract syntax of the core languageFigure 5.6 presents the reduction rules of the functional core language. Thereduction rules include the �-calculus rules �, �, and �, but also speci�c rulesfor conditional expressions and for local (recursive) de�nitions. Unless explic-itly stated otherwise, all rules are context-free, i.e., they apply in all reductioncontexts RC2:8Con 2 Tags; k 2 Nat; 1 � i � k; v 2 var� :RC = [ ] j Conk~v (ASj)1�j<i (RC) (ASj)i<j�kThe rules for conditional expressions are an example of �-rules: they select oneof the alternatives (the expressions following then and else) and apply only if thecondition can be reduced to one of the constants true and false (otherwise, the2We regard the choice of a speci�c reduction strategy as an implementation decision (cf.chapter 7). 90



8M;N; bodyi; body 2 expr; ~M 2 expr+; ~v 2 var+; x; y; vi; pi 2 var; i; j 2 Nat :�v ~v:M =S �v:�~v:M(M N ~M) =S ((M N) ~M)vi ~p =M =S vi = �~p:M�x:M =� �y:��1x;1 [x y] �+1y;0 M(�x:M N) =� ��1x;1 [x �+1x;0 N ]MM =� �x:(�+1x;0 M x)if true then M else N=� Mif false then M else N=� Nlet (vi = bodyi)i2I in body=� [(vi  bodyi)i2I ] bodyletrec (vi~pi = bodyi)i2I in body ; if body 62 fvi j i 2 Ig=� [(vi  letrec (vi~pi = bodyi) in vi)i2I ] bodyletrec (vi~pi = bodyi)i2I in v ; if (j 2 I) ^ (v = vj)=� [(vi  letrec (vi~pi = bodyi) in vi)i2I ] �~pj:bodyjFigure 5.6: Reduction rules of the core language
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construct is syntactically valid but irreducible). The rule for let is just a specialinstance of �-reduction, but the rules for letrec are new high-level rules thatallow collections of mutually recursive de�nitions to be substituted in two steps:�rst, every occurrence of recursively bound variables in the body expression issubstituted by a duplicate of the recursive de�nitions (with the recursively boundvariable as body expression), and then the appropriate right-hand side is selectedfrom the de�nitions (with all occurrences of recursively bound variables in thisright-hand side substituted by a duplicate of the recursive de�nitions). Notethat recursively bound variables are never substituted in the right-hand sidesof the recursive de�nitions themselves, while reduction in all sub-expressions ofthese constructs is allowed (by their translation into the abstract syntax and thede�nition of reduction contexts).5.3 Interactions with runtime environmentsThe survey of current input/output-frameworks for functional languages in chap-ter 3 left only one basic design decision open: should the environment objectshave explicit representations on the language level, in which case an environ-ment passing style with static uniqueness typing [AP95] would be the way togo, or should the environment remain implicit, in which case a monadic styleof input/output-programming [PJW93] would be the most 
exible alternative?The fact that the constructs of a monadic style of input/output could be easilyde�ned in a uniqueness typed environment passing framework seems to suggestthat the environment passing style is more fundamental, but the question is:fundamental to what? Uniqueness typing addresses the more general problemof statically controlled use of resources in functional programs and, even if com-bined with passing unique representations of environment objects as argumentsto these programs, it does not su�ce to solve the input/output-problem. Thereason is that the environment is not updated in one conceptual step after theevaluation of a program has computed a new environment representation butrather in small steps whenever the environment representation is modi�ed duringprogram evaluation. The primitive interactions are thus implemented as side-e�ecting operations, the use of which is rendered safe in the uniqueness-typedenvironment passing framework.Similarly, monads are used to address the more general problem of computa-tions (involving state, input/output, backtracking, . . . ) returning values: they donot solve any input/output-problems directly but rather provide an elegant and
exible abstraction of many solutions to related problems [Wad92b]. In chapter3, we have developed monadic input/output-constructs simply as means to com-municate with an external resource manager for the program's runtime environ-ment. That these constructs can be viewed as an instance of the monad conceptemphasizes the importance of this concept: it helps to embed the input/output-92



constructs into larger frameworks based on other monads, and hence contributesto the seamless integration of imperative language features into the functionalworld. However, it does not solve the basic problems of input/output. For in-stance, no less than three di�erent input/output-schemes are used to solve thesebasic problems in [PJW93], the paper which originally proposed `a new model,based on monads, for performing input/output in a non-strict, purely functionallanguage'. On the user level, an abstract data type of interaction scripts is pro-vided (cf. section 3.4.2), which are represented internally by state-transformingfunctions, i.e., the user program is expanded to a functional program based on en-vironment passing. This intermediate program representation is generated fromuser programs, which do not have direct access to the environment representa-tion (called `world'), in such a way that it is guaranteed to use the `world' in asingle-threaded way. The intermediate program representation is used to keepthe input/output-handling correct during optimizing program transformations.Finally, the optimized functional program is compiled to imperative code wherethe order of execution is encoded in the order of statements, and the explicit`world' can be discarded. This �nal representation is based on side-e�ects, but isfaithful to the original program by construction.So, both input/output-schemes merely provide frameworks in which side-e�ecting operations can safely be used with a guaranteed order of execution andwithout a�ecting the properties of the purely functional parts of the language.Currently, we do not think that one of these two frameworks is fundamentallybetter suited for the problem of input/output than the other. Both have distinctadvantages over each other depending on the problem domain, but most of thesedi�erences are not relevant to the problem at hand.3 However, a monadic style,without the translations into other input/output-schemes proposed in [PJW93],seems to require fewer and smaller modi�cations to the core language than anenvironment passing style. Especially the static uniqueness type checking onwhich the latter style is based runs counter to the idea of untyped �-reductionand substitution. It would be possible to relax the uniqueness condition a bit,checking it dynamically and only when interactions are about to be performed,but this would still leave a non-local dependence of interactions on the numberof environment copies in the whole program. Finally, for reasons explained inchapter 3, it would make sense to use a monadic style of input/output even inan environment passing framework.For our current language design, we choose to base interactions on constructssimilar to those developed in section 3.4.2, which seem to provide exactly the rightlevel of abstraction for our input/output-problem and happen to form a monad,3They immediately became relevant if we wished to extend the input/output-framework toachieve non-sequential evaluation. By splitting up the environment into multiple independentparts, environment passing extends easily to multiple threads of computation inside the eval-uation of one program [Ach96], whereas the monadic style extends just as easily to multipleprograms sharing one environment [PGF96]. 93



too. In other words, there is a type of interaction scripts, a binary operator >>=to compose scripts with continuation functions, and a unary operator return toact as an identity interaction and to carry the results of intermediate interactions.Primitive interactions, >>=, and return are the only constructors of interactionscripts, and interactions are only performed in speci�c interaction contexts toensure a deterministic sequence of transformations of the environment state (cf.�gure 5.7). The next design question is which assumptions should be madeabout the runtime environment, and we opt for an abstract variant of current�le systems (UNIX �le systems in particular): the environment is assumed toconsist of named �les, where each �le contains a sequence of �le elements. Asthe UNIX example shows [RT83], other devices such as communication streamsand terminals are easily mapped into such a model. Finally, we need to decideabout the primitive interactions, and we choose to discuss here only the verybasic interactions, namely to get objects from �les and to put them there.Inside this framework for input/output, a couple of secondary issues arises:how can the idea of get and put interactions be integrated with the abstract �lesystem, and what exactly are the objects of interactions? As for the �rst issue,get and put interactions need to address the �les they operate on, and a simple�le name parameter would barely su�ce for this purpose. For instance, �lespersist in the �le system, but without any means to redirect input interactionsto the beginning of �les after they have been read, each �le could only been readonce in each program. We adopt a standard solution and introduce one levelof indirection: before �les can be accessed with get and put interactions, localconnections have to be established to these �les via �le handles. Essentially, each�le handle represents a stream connected to a �le (or to any other device thatcan be mapped into the �le system), and after it is created, interactions proceedsequentially through the contents of the �le connected to the handle.The issue of interaction objects has been avoided in chapter 3 by restrictingthe attention to character-based input/output. Indeed, this is the common ideaof interaction objects not only in functional languages (with slight variationsthat allow bytes and numbers to be communicated). However, this view is inimmediate con
ict with the principle of data type completeness, as it selectivelyrestricts the rights of more complex data objects. For simple data structures,this restriction is merely a matter of convenience, and programmers could takeup the tedious and error{prone task of providing explicitly programmed two-waymappings between their data structures and sequences of characters. For sometypes of expressions, however, it is not possible for programmers to provide sucha mapping, and these types include the types of functions. The restricted viewadopted in many common functional languages is therefore not only in con
ictwith one of our chosen language design principles but also in sharp contrast tothe claim of having functions as �rst-class citizens in these languages. From alanguage design perspective, there is no reason for such restrictions. Therefore,we choose to abandon the restriction of input/output to characters and allow94



all valid language expressions to be communicated via interactions. This unre-stricted view also provides input/output-operations at a higher level of abstrac-tion, because programmers do not need to deal with the details of communicatingsub-structures of complex data structures or even with representation conversionsfrom and to sequences of characters.op =S primInter j >>=2 j return1primInter =S fput2 j fget1 j fopen1 j fclose1IC = [ ] j (IC >>= expr)Figure 5.7: Syntax extensions for interactions, interaction contextsSince the basic design issues are settled, it is now possible to formally de�nethe interaction capabilities of our language. The extensions to the language syn-tax are introduced in �gure 5.7, together with a de�nition of interaction contextsIC). The additional identi�ers of primitive interactions extend the syntactic cat-egory op (the operators are annotated with their arities, and we assume that>>= is always used as an in�x operator). The formal description of interactionsbetween programs and their runtime environments is a bit more involved thanthe description of program transformations. The reason is that every interactioncomprises two di�erent kinds of transformations that are meant to take place inone conceptual step. Both transformations of the environment state and programtransformations need to be described with one set of transformation rules overobjects that have to represent both the current program and the current stateof the environment. This also means that contexts for program transformationshave to be stated explicitly, and that the program transformations involved ininteractions are context-sensitive: not only do the program contexts have to berestricted to interaction contexts (IC) to guarantee a well-de�ned order of exe-cution for the primitive interactions, but the results of these interactions do alsodepend on the part of the context that models the current state of the environ-ment.The formal means to describe general interactions have been developed inchapter 3. In order to formally de�ne the primitive interactions in �gure 5.8,the environment state is modeled as a mapping ((h ! objh)h2H) from handlesto objects. Handles can be compared for equality and include �le names andtemporary �le handles. File names are mapped to Files, which are modeled asindexed sequences of �le elements and can be accessed via temporary handles.The interaction fopen is used to open a new stream to a �le. If the �le does notexist, it is created as an empty sequence of �le elements (second rule), otherwiseonly a new �le handle is generated (�rst rule). The �le handles that are returnedto the program are mapped (in the environment) to pairs of �le positions and�le names, i.e., each �le handle allows access to one �le at a handle-speci�c95



IC[ (fopen name) ] jj (h! objh)h2H ; if (name 2 H) ^ (handle 62 H)=I IC[ (return handle) ] jj  (h ! objh)h2H(handle ! (0; name)) !IC[ (fopen name) ] jj (h! objh)h2H ; if (name 62 H) ^ (handle 62 H)=I IC[ (return handle) ] jj 0B@ (h ! objh)h2H(handle ! (0; name))(name ! ()) 1CAIC[ (fclose handle) ] jj (h! objh)h2H ; if handle 2 H=I IC[ (return `fclose') ] jj (h! objh)h2HnfhandlegIC[ (fput handle expr) ] jj 0B@ (h ! objh)h2H(handle ! (i; name))(name ! (elemj)j2J) 1CA=I IC[ (return `fput') ] jj 0B@ (h ! objh)h2H(handle ! (i + 1; name))(name ! (elemj)j2Jnfig (expr)j=i) 1CAIC[ (fget handle) ] jj 0B@ (h ! objh)h2H(handle ! (i; name))(name ! (elemj)j2J) 1CA ; if (i 2 J) ^(elemi 2 expr)=I IC[ (return elemi) ] jj 0B@ (h ! objh)h2H(handle ! (i+ 1; name))(name ! (elemj)j2J 1CAIC[ (fputc handle char) ] jj 0B@ (h ! objh)h2H(handle ! (ic; name))(name ! (charj)j2J) 1CA=I IC[ (return `fputc') ] jj 0B@ (h ! objh)h2H(handle ! (ic + 1; name))(name ! (charj)j2Jnfig (char)j=ic) 1CAIC[ (fgetc handle) ] jj 0B@ (h ! objh)h2H(handle ! (ic; name))(name ! (charj)j2J) 1CA ; if (ic 2 J)=I IC[ (return charic) ] jj 0B@ (h ! objh)h2H(handle ! (ic + 1; name))(name ! (charj)j2J 1CA
IC[ ((return N) >>= M) ] =I IC[ (M N) ]Figure 5.8: Interaction rules96



position. The interaction fclose has to be called explicitly to remove temporary�le handles (and thus to close a connection to a �le). The interaction fputstores an expression in a �le (at a position indicated by a �le handle), and theinteraction fget retrieves one expression from a �le (again via a �le handle).Rules for character-based variants fgetc and fputc are also given, but not furtherdiscussed here. The rules for the primitive interactions simply formalize inputand output, either character-wise (fgetc,fputc) or expression-wise (fget,fput),modifying �le indices and contents accordingly, and only one additional rule (thelast in the �gure, for >>=) is needed to describe how intermediate results arepassed on to continuations. In combination with the use of interaction contextsIC (de�ned in �gure 5.7), these rules model a depth-�rst traversal of tree-shapedinteraction descriptions, following the ideas described in section 3.4.2.For readers familiar with monads, it might be strange to see the rule forcomposition of interaction descriptions (>>=) in �gure 5.8 restricted to interactioncontexts. It is one of the monad axioms (return as left identity to >>=) andshould be applicable to all continuations that return interaction descriptions.However, our language is not restricted to allow for static type checking, and itis, in general, not decidable whether or not the application of the expression incontinuation position to the expression in intermediate result position will reduceto an interaction script. As long as it does, there is no di�erence between therule given in �gure 5.8 and a variant with general contexts instead of interactioncontexts, because the resulting interaction script could only be evaluated in aninteraction context anyway. It is thus safe to avoid the general form of the rule,and it is reasonable, too, for the monad axioms do only apply to expressions ofcertain types.There are several other things to note here. First, �les in the environmentare modeled as sequences of elements, leaving open the de�nition of elements.Since the environment stands for entities outside the language de�nition (suchas �le systems), we can hardly be more speci�c here. Even so, we have to makesome assumptions, e.g., of sequential access to �les, to model common features(such as �les and communication channels). These assumptions should be readas prerequisites that need to be established in the actual environment in orderfor the interaction rules to be applicable, i.e., the assumptions describe the in-terface of the language de�nition to an environment de�nition. This includesthe assumption in the general fget/fput-rules that every valid language expres-sion or a suitable representation thereof can become an element of a �le, andthe assumption in the speci�c fgetc/fputc-rules that any �le of elements canalso be viewed as a �le of characters. The latter assumption corresponds to theview of �les as sequences of bytes or characters which is common in UNIX en-vironments while the former assumption represents our view that there shouldbe no unnecessary restrictions on the type of expressions that can be used ininput/output-operations. Second, only few primitive interactions are given here.The reasons for this are that we are concerned with a presentation of the general97



framework here, for which the selected subset of interactions su�ces, and thatthe complete set of interactions provided depends on issues speci�c to individuallanguages and environments. For the extension of our reduction language, wechose primitive interactions similar to those in a UNIX/C environment [KR88]with some minor adaptations (the character-based part of these is described in[Tim96]). However, this was merely seen as an intermediate solution, proven tobe useful in practice, to collect some experience with input/output in a functionallanguage before designing a dedicated set of primitives (cf. chapter 8.1).Finally, there are some pragmatic considerations that force us to re�ne therules given so far: the primitive interactions di�er from other primitive operations(�-rules) in that they depend on an invisible parameter (we assume that only theprogram will be directly visible to programmers). If the �-rules do not allowto reduce an application of a primitive function, the application simply remainsconstant: it is an equivalent and irreducible form of the original program, andprogrammers �nd in it detailed information on why their original program is notfurther reducible, e.g., because a primitive operation is applied to arguments ofthe wrong type or because of the use of a nonexistent index in a selection oper-ation from a list. They can thus identify the problems and modify their originalprogram accordingly. However, if a primitive interaction is not executable, thismay have two possible causes, being either related to the explicitly given param-eters or to the implicitly given state of the environment. Since we have chosenan input/output-framework in which the environment is implicit and external tothe program, it may not be su�cient to present a non-executable primitive inter-action to programmers, as they would not be able to identify problems relatedto the current state of the environment.Therefore, we choose to execute primitive interaction in two phases: �rst, theapplicability of interaction rules is checked with respect to the explicit parameters,and if there is no applicable rule in this �rst phase, the interaction remains con-stant just as if was a primitive function. If the set of potentially applicable rulesfound in this �rst phase is not empty, execution of the interaction is attempted,and this attempt may either succeed or fail, depending on the current state of theenvironment. The former case is described by the rules in �gure 5.8, where it isonly necessary to change the (return expr)-parts on the right-hand side of therules to (return (OK expr)) to distinguish these results from the second case,in which the primitive interaction is replaced by (return (NE message)) andthe environment state is left unaltered. OK and NE are data constructors holdingthe results of successfully executed and non-executable interactions, respectively,and messages are strings describing the problems. Programs may thus providecontinuations for both possible outcomes4. To this end, a check-primitive is in-cluded in the language subset described here5 to dispatch the interaction result4additionally, there should be primitive interactions to query the state of the environment5in the full language, this primitive can be de�ned in terms of the pattern matching facilities,98



to a success or to a failure continuation, depending on the constructor holdingthe result (cf. �gure 5.9).8M;N; P 2 expr : check M N (OK P ) =� (M P )check M N (NE P ) =� (N P )Figure 5.9: Dispatch of interaction results5.4 Modular programmingThe �nal part of the language design is concerned with support for modular pro-gramming. Here we decide not to add a module language on top of the program-ming language, but to use the programming language itself as its own modulelanguage. This decision is based on the survey of language support for modularprogramming in chapter 4 and on the design principle of simplicity through gen-erality. The reasons for not using a separate module language are the additionalcomplexity introduced by a strati�ed design and the search for elementary andgeneral language constructs. Furthermore, we do not want complex constructscomposed of several features (such as modules with import and export control,or classes with built-in inheritance) because these would prede�ne the ways inwhich the features could be composed and would force us to introduce variouscomplex constructs where simple recombinations of a few elementary constructsshould do. We are convinced that some of the elementary constructs needed formodular programming are already available in our language, and that those con-structs that need to be added can be used for other purposes, too. The surveyrevealed collections of language expressions accessible by name and abstractionas the basic tools for modular programming. Support for abstraction is one of ourdesign principles and provided in our language by �-abstractions (cf. also section6.4 for a more detailed discussion of this aspect), and collections of expressionsare simply data structures. Since access to the structure components should beby name, record-like structures are the obvious choice. Alternatives would havebeen �rst-class environments, i.e., collections of bindings, using variable names toname components, or �nite functions mapping names to components. The formerwould have incurred either the risc of losing static scoping or the introduction ofcomplex constraints to avoid this (cf. the discussion in section 4.4), and the latterwould have unnecessarily overloaded the available means to construct functionsusing �-abstractions.which are neither described nor used here. 99



expr =S frameprimOp =S :2 j delete2 j update3j test2 j slots1frame =S fslot�g : FRAMEn slotislot =S string::expr : SLOT 2 string exprFigure 5.10: Syntax extensions for framesRecord-like data structures are named frames here for historical reasons. Thesyntax for frames is kept simple (cf. �gure 5.10): a frame is a (possibly empty)sequence of slots where each slot is a pair of slotname and slotvalue. A slotnameis just a string (and thus a data object, not a variable identi�er), and a slotvaluecan be any syntactically valid expression. Note that frames are expressions andshare all features of expressions, e.g., frames can be written to �les and readfrom there using fput and fget, respectively, and frames can be parameters andresults of functions.8s; si 2 string; e; ei 2 expr; j 2 Nat(f(si::ei)i2Ig : s) =� ej ; if (j 2 I) ^ (sj = s)(delete s f(si::ei)i2Ig) =� f(si::ei)i2I;si 6=sg(update s e f(si::ei)i2Ig) =� f(si::ei)i2I;si 6=s (s::e)g(test s f(si::ei)i2Ig) =� true ; if 9i 2 I : si = s(test s f(si::ei)i2Ig) =� false ; if 8i 2 I : si 6= s(slots f(si::ei)i2Ig) =� < (si)i2I >Figure 5.11: Reduction rules for framesThe primitive operations on frames are essentially those of extensible recordsas proposed in [CM94a]: selection of a slotvalue (denoted by an in�x operator. here), deletion of a slot (delete), and modi�cation of a slotvalue (update).Modi�cation works as extension if the named slot is not present in the parameterframe and as deletion followed by an extension otherwise. In [CM94a], extensionwas chosen as primitive (instead of modi�cation) and was only allowed if theslot to be added was not already present in the frame. In our language, thereis no way to statically guarantee the absence of a slot, and each use of such arestricted extension operation would have to be protected by an explicit test forthe presence of the named slot. Therefore, we decide to choose modi�cation asprimitive here. There are also two primitive operations to test for the presence ofa particular slot in a frame (test) and to return the list of slotnames for the slots100



in a frame (slots).6 The reduction rules are summarized in �gure 5.11: framesare represented as indexed sequences of slots, which allows for a concise de�nitionof the operations in terms of index set manipulations. For instance, the value ofa selection from a frame (�rst rule) is the value of the slot that has the selectorstring s as its name (as usual for primitive operations, selections from framesthat do not have such a slot are simply irreducible), and update �rst restricts thesequence of slots to those that do not have the selector string s as their name andthen adds a new slot (with the selector string s as its name and the parameter eas its value). More complex operations on frames can be de�ned in terms of theset of primitives given here.The basic idea of building a module system in this simple language design isas follows: modules containing function and expression de�nitions are modeledas records, which contain slots with functions and other expressions as slotvalues,and slotnames are used to represent names of module components as strings. Pa-rameterized modules can be expressed as functions that have modules as results,import relations can be expressed either implicitly, referring to variables boundto modules, or explicitly, passing the imported modules as parameters to the im-porting modules. Import of components from modules corresponds to selectionof values from frames. Using interactions, modules can be stored in �les and re-trieved from there to be reused in other programs. The explanation is very briefhere because more detailed descriptions and a series of examples are provided inchapter 6, which explicitly focuses on techniques for modular programming.

6The latter may have unwanted properties if it re
ects the order in which slots have beenadded. It can be made to depend only on the presence of slots if the slotnames are returned ina sorted list. 101
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Chapter 6Abstractions for ModularProgrammingThe formal presentation of our language in chapter 5 has demonstrated the sim-plicity of the design and the in
uence of the design principles on design decisions.It is the purpose of this chapter to demonstrate, mainly by means of examples,the expressiveness of the resulting language which derives from the generalityand orthogonality of the three major parts of the design. In doing so, we providefurther evidence that the design goals have been reached, but we also hope tohint at the prospects for languages built according to our proposed design. Thechapter concludes with a discussion of the modeling techniques used in the exam-ples which shows how the language design supports these techniques, providingpragmatic a posteriori support for the design principles used.6.1 ModulesA 
ood of language constructs has been developed to support modular program-ming. Chapter 4 lists some of them, and new variants seem to be proposed withevery new language. Given that our language includes virtually none of these spe-cial purpose constructs, it is not immediately obvious how it can provide supportfor modular programming. Therefore, we �rst give some examples of how thee�ects of some of the special purpose constructs can be achieved. Of course, themain emphasis is on sophisticated module facilities, developed in this section. Tobegin with, Figure 6.1 shows a typical example program without modules, con-sisting of several mutually recursive function de�nitions and a goal expression.In order to focus on program structure, the right-hand sides of function de�ni-tions have been omitted. The program de�nes some operations on binary lists,including constructors (cons, nil), selectors (head, tail), a test (empty), and afew well-known higher-order functions to map a function elementwise over a list,to filter out a sub-list of elements, each ful�lling a given predicate, and to fold103



the elements of a list, using a binary operation. The result of the program is themapping of the function square over a list of three elements.letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...map f l = ...filter p l = ...fold f c l = ...square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.1: A simple example program { goal expression viewEven without modules, functional abstraction can be used to reduce the com-plexity of program design and management. Our example program could also bewritten directly in terms of the built-in functions and data structures:( < (1 * 1) > ++ ( < (2 * 2) > ++ ( < (3 * 3) > ++ < > ) ) )We have chosen a representation of binary lists in terms of the built-in lists(
at sequences of expressions in angle brackets) here, and have implementedconstruction of binary lists via the built-in in�x operator for concatenation of
at lists (++). Other choices would have led to di�erent forms of the program.With functional abstractions, the example program has been factored into ade�nition part and a rather simple goal expression (cf. �gure 6.1). The pro-gram text itself has become more complex in this variant, but the complexityof program maintenance is reduced in several ways: common program parts areabstracted out of the goal expression, and these abstractions are shared { theyare instantiated several times (cons and square). The higher-order function mapallows to distinguish the operation (square) from the way it is applied (to allelements of a list). If we intended to change the representation of binary list, e.g.,to nested lists, reversed lists, or search trees, substantial and repeated changeswould be required for the direct program version, whereas a rede�nition of afew functions would su�ce for the variant with abstractions. The relation ofthe squared list to the original list is not even explicitly expressed in the directversion, and a complete rewrite would be necessary to apply a di�erent functionto the list elements, or to apply the same function to a di�erent list.104



...map f l = if ( empty l )then nilelse ( cons ( f ( head l ) ) ( map f ( tail l ) ) )...Figure 6.2: Example program { one of the function de�nition viewsApart from these advantages of sharing1, programming with abstractions alsoallows several views of the program, each one abstracting away some details of thefull program. Suppressing details of the function de�nitions, �gure 6.1 focuses onthe goal expression. Only the goal expression, the names of de�ned functions andan informal understanding of these functions are required in this view, while theright-hand sides of function de�nitions are not. One of the function de�nitionviews is given in �gure 6.2. The complete program consists of all views, butfunctional abstraction allows programmers to concentrate on small parts of theprogram, substantially reducing the complexity they have to cope with in eachphase of the program design. We have used dots here to represent program partswe are not currently interested in, but implementations of the language shouldalso support such partial views of programs, always showing only the parts ofprograms that correspond to the current focus of attention.If programs get larger, the program structure needs to be changed becausesimply adding new function de�nitions would make the interface to be used be-tween the partial views too complex. The interface would essentially be thecomplete list of function de�nitions. Even for this simple example, we have omit-ted the de�nition list in the function de�nition view (�gure 6.2), assuming thatthe interface is obvious, but this is certainly not a valid assumption for largerprograms. In the context of the current section, the obvious idea would be topartition programs into modules, where each module would correspond to a par-tial view of the program and the interfaces between modules would be kept simple.While special purpose constructs such as modules can thus provide guidance forthe decomposition of programs, we argue that it is better to start with problemdecomposition �rst and to look for language support later. In the running ex-ample, it is possible to introduce an additional level of abstraction to distinguishbetween the basic functions that de�ne a representation of binary lists and thehigher-order functions built on top of the representation functions. For morecomplex problems, such an approach may lead to a hierarchical decompositionconsisting of several levels of abstraction.To accomplish this in the given language, as a �rst idea, we may try to use local1Note, however, that this sharing of abstractions would be counterproductive if we wouldwant to treat each list element di�erently in a program modi�cation.105



de�nitions to hide the low-level details inside the de�nitions of the higher-levelabstractions. However, there is a problem here because low-level functions areusually shared by several high-level functions. In our example, map, filter, fold,and the goal expression all need access to the basic operations on binary lists.On �rst sight, lexical scoping seems to prohibit the use of locally de�ned de�nedfunctions outside their scope2, but if the de�nitions of the low-level operationsneed to be given repeatedly for each de�nition of a higher-level operation, theresult is obviously inferior to the original program (cf. �gure 6.4).letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in letrecmap f l = ...filter p l = ...fold f c l = ...square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.3: Example program { block structure and sharingThe usual trick used to avoid repetition in functional languages is again basedon functional abstraction: the repeated de�nitions are abstracted out of the wholeexpression and can then be shared. The result (cf. �gure 6.3) is only slightlybetter than the original program, but programmers can now decide either to lookat functions on all levels or to limit their focus of attention to the high-levelfunctions. However, the de�nitions of low-level functions are not available whenprogrammers focus on the high-level functions: in the goal expression of theoutermost letrec, the names of the low-level functions occur as free variables {only in the full program are these variables bound. Another problem is that thereis no helpful program structure for functions on the same level of abstraction: ifwe were to introduce additional data types and their operations (trees, arrays,. . . ), the de�nitions of these operations would not be separated in any way fromthe de�nitions of the basic list operations. As a consequence, the environmentfor the higher levels of abstraction would be burdened with bindings for all theseoperations, even though, e.g., the higher order list operations depend only onthe basic list operations (and not on the basic tree or array operations). The2As we will see below, this is actually not the case.106



letrecmap f l = letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in ...filter p l = letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in ...fold f c l = letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in ...square x = ( x * x )in letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.4: Example program { the problems of block structure
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higher the level of abstraction in this approach, the larger is the collection ofvariable bindings programmers have to know about, not to speak of the problemsof namespace management (for instance, variants of map can be de�ned for treesand arrays, but a suitable naming convention is necessary to distinguish betweenthese operations).What has happened to the program structure in the step from �gure 6.4 to �g-ure 6.3 is essentially a complete reversal: instead of low-level function de�nitionshidden inside the high-level ones, the de�nitions of low-level functions establishthe environment in which the high-level functions are de�ned. The original in-tention was to introduce a tree-shaped decomposition of programs utilizing blockstructures to make each block of function de�nitions (corresponding to a levelof abstraction) the root of a new program tree built from lower-level abstrac-tions. However, the scope of de�nitions extends only towards the leaves of theseprogram trees { lexical scoping does not allow to distribute locally bound identi-�ers outside their de�ning expressions. Since local de�nitions cannot be sharedglobally, it was necessary to turn them into global de�nitions and to let the treegrow in the other direction, with low-level de�nitions at the root and high-levelde�nitions at inner nodes of the program tree. While it seems attractive to buildstacks of collections of de�nitions for small programs, we have argued that it isactually not practical for large programs to have the high-level de�nitions buriedinside all the low-level de�nitions, or to have only one big collection of de�nitionsfor each level of abstraction.None of the program structures proposed so far supports reuse very well: onlyindividual functions and complete goal expressions can be reused and even theyonly in the unlikely case that they do not depend on other functions. What wouldreally be necessary are collections of de�nitions as data objects and abstractionover such collections. This way, the advantages of the structure used in �gure6.3 would carry over to larger and more complex programs, and de�nitions couldbe organized in separate structures independent of the level of abstraction theybelong to. Unfortunately, the de�nition parts of letrec-constructs do not formvalid language expression, so collections of de�nitions cannot be easily sharedwith or reused in di�erent goal expressions (other than by copying source text).These de�nition parts are collections of bindings of identi�ers to de�nitions andprovide environments in which expressions with free occurrences of variables canbe evaluated. Allowing collections of bindings to be used independently of goalexpressions (a kind of �rst-class environments) would immediately con
ict withlexical scoping, a language feature much too valuable to give up. To realize theproblems, imagine an expression expr that is to become the goal expression partof a dynamically substituted environment env:� env . letenvin expr108



(the variable env is boxed to emphasize that this example is not valid in ourlanguage) Whether or not variables that occur free in expr will be bound inthe combined expression depends on the environment substituted for env { thebinding structure is not obvious until the �nal expression is actually constructedat runtime, and it depends on the environment substituted for env.This is a serious problem, a�ecting the very core of our language semantics:binding structure and substitution. It can only be avoided if the binding struc-ture can be determined statically, which means that environments cannot reallybe �rst-class objects. Whatever operations are allowed to compute an environ-ment that is to be dynamically attached to an expression, it must be possibleto determine statically where (and if) the identi�ers that are used in the expres-sion are bound in the environment. At least, restrictions need to be imposedon the permissible operations on environments, similar to the restrictions gener-ally present in statically typed languages. This leads to unfortunate interactionsbetween the design of the static and the dynamic parts of languages that use(�rst-class) environments for modular programming but do not want to give uplexical scoping, e.g., Standard ML [Mac85] or the language presented in [Jag94].For these reasons, we refrain from using �rst-class environments for modularprogramming. This decision forces us to take a closer look at the restrictionsimposed on the use of local de�nitions by static scoping, and we �nd that onlyidenti�ers cannot leave their local scope. Contrary to the �rst impression, lexicalscoping does not prohibit the use of locally de�ned functions outside the scopeof their local identi�ers, and indeed, our language allows (anonymous) functionsto be used as �rst-class data objects (a property inherited directly from the �-calculus). The next steps are straightforward: if collections of lexically scopedbindings cannot be used to support reuse, collections of expressions have to beused instead, i.e., data structures containing functions. Frames are included inthe language exactly to provide for such collections, allowing slotvalues to beaccessed using slotnames, and (anonymous) functions can be placed in frameslots because they are �rst-class values. Slotnames are simple string constants,used as selectors in frames, and they are not subject to the restrictions imposedon variable names by static scoping.Figure 6.5 gives an example of how frames can be used to make collections offunctions reusable. With this program, we take up the idea to use local de�nitionsfor program structuring again, and we use frames to circumvent the limitations oflexical scoping. This roughly corresponds to the step from the block-structuredAlgol 60 to the class-structured Simula 67: local values of blocks are made acces-sible to other program parts. The main di�erences are that local identi�ers arenot made accessible, only their values, and that there is no update operation foridenti�ers.Basically, the function de�nitions are grouped into the basic list represen-tation (basic_list) and the higher-order functions on lists (hof_list), andframes are used to make (some of) the locally de�ned functions accessible from109



letrecbasic_list = letrecempty l = ...nil = ...cons h t = ...head l = ...tail l = ...in f "empty" :: empty"head" :: head"tail" :: tail"nil" :: nil"cons" :: cons ghof_list repr = letrecempty = ( repr . "empty" )head = ( repr . "head" )tail = ( repr . "tail" )cons = ( repr . "cons" )nil = ( repr . "nil" )map f l = ...filter p l = ...fold f c l = ...in f "map" :: map"filter" :: filter"fold" :: fold gin letrechof = ( hof_list basic_list )cons = ( basic_list . "cons" )nil = ( basic_list . "nil" )map = ( hof . "map" )square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.5: Modular version of the example program
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outside, i.e., frames are used similar to export interfaces of modules. The modulebasic_list consists only of local de�nitions and an export frame that makesall local functions accessible. The module hof_list is a little bit more complexin that its function de�nitions depend on the functions de�ned in basic_list.In conventional module systems, such a dependency would be hard-coded usingan import declaration in hof_list. Similarly, the de�nition of hof_list couldrefer directly to basic_list in our language, but we prefer to abstract from therepresentation module on which hof_list depends, making it a parameter ofthe module de�nition. Inside the de�nition, the functions that are needed fromthe representation module can be used via frame selection from the parameter,which would be similar to the use of quali�ed names in conventional systems.Additionally, abstraction is used here to share the selections, binding them tolocal variables which corresponds to the speci�cation of an import interface. Inthe goal expression of the top-level letrec, hof_list is applied to basic_listto yield a module hof of higher-order functions working on this particular repre-sentation of binary lists. Finally, the functions cons and nil from basic_listand map from hof are imported and the rest of the program is as in �gure 6.1.The de�nition of hof_list in �gure 6.5 demonstrates the main features usu-ally attributed to modules: it has a collection of local de�nitions and explicitimport- and export-interfaces (the selections from the parameter repr and theframe that is the value of hoflist). Furthermore, it is parameterized, and theparameter is itself a module, by which fact hof_list can also be seen as a simplefunction having modules as parameter and result. Because of the close correspon-dence of frames used in this way to explicit module constructs in conventionallanguages, we refer to these frames as modules. The construction of these framesmay depend on local de�nitions (which are not externally visible) and on thevalues substituted for variables that occur free in the frames. If the free vari-able occurrences are bound by the formal parameters of a function that returnssuch a frame as its value, we also refer to the function as a parameterized mod-ule. Due to the use of modules as parameters, parameterized modules such ashof_list can be reused with di�erent imports, providing a 
exibility not presentin conventional module systems but available, e.g., with Standard ML's functors.However, the current de�nition of Standard ML's module system (for the issuesdiscussed here, [Mac85] is still accurate) does not allow to pass functors as pa-rameters, making it necessary to resolve all imports of a parameterized modulein the program's top-level de�nitions before such a module can be passed as pa-rameter to other modules. Some ML implementations, e.g., Standard ML of NewJersey [CM94b] go beyond this and allow to pass parameterized modules as pa-rameters as well, providing for higher-order functors. Of course, this is possiblein our language, too, and we can do even more because modules and moduleparameters are dynamic, �rst-class values in our language. In contrast, StandardML has a strati�ed design, where modules are compile-time values di�erent fromruntime values. For instance, modules can depend on runtime values or can be111



selected using conditional expressions in our language, but not in Standard ML.The rationale of the decision for the strati�ed design of Standard ML is that it isa statically typed language, and that its modules can contain type information[Mac85].Note that a hierarchical problem decomposition need not lead to hierarchicalprograms: although hof_list depends on a representation module, the modulescorresponding to both abstraction levels are treated equally and may be reusedindependent of each other. Note also that associations between local identi�ersand slotnames have to be given explicitly both for import and export: nameclashes due to implicit import of items exported with the same name from severalmodules cannot occur, quali�ed names and renaming of imported items fall outnaturally in the frame model. Still, it would be nice to have some syntactic sugarfor trivial import- and export-interfaces. Two examples are given in �gure 6.6: acollection of de�nitions inside frame braces could be converted into a collection ofde�nitions followed by an export frame, an import declaration in the de�nitionpart of a letrec could be converted into a list of de�nitions involving frameselections. Using this sugar, the program in �gure 6.5 can be rewritten as in�gure 6.7. The program is still a bit longer than the original version of �gure6.1, but this is to be expected since modular structure has been added to theprogram.f ( fi ~pi = defi )i2 I g ! letrec( fi ~pi = defi )i2 Iin f ( "fi" :: fi )i2 I gletrec ! letrecfrom M import [ ( fj )j2J ] ( fj = ( M . "fj" ) )j2J( defi )i2 I ( defi )i2 Iin N in NFigure 6.6: Some useful syntactic sugarOne may be tempted to ask whether all the 
exibility of �rst-class modulesis really needed. Therefore, it seems advisable to point out that we have notdescribed a complex module language that would have to be de�ned and im-plemented on top of the programming language { on the contrary, there is noexplicit module language in our design. Instead, the programming languageis expressive enough to provide for all the 
exibility usually associated with quitecomplex module languages. The main reason for having the potential of �rst-classmodules in our design is that we do not have explicit module constructs at all {112



letrecbasic_list = f empty = ...nil = ...cons = ...head = ...tail = ... ghof_list repr = letrecfrom repr import [ empty head tail cons nil ]in f map = ...filter = ...fold = ... gin letrecfrom basic_list import [ cons nil ]from ( hof_list basic_list ) import [ map ]square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.7: Modular version of the example program, with syntactic sugarwe just make use of the data structuring facilities of our programming language.This is the real meaning of the slogan: modules should be �rst-class data struc-tures. Asking for any restrictions as far as modular programming is concernedwould thus be asking for restrictions of the programming language itself.Note that we have used essentially the same program for the whole discussion.The program variants presented so far do not di�er in the result of the given goalexpression, they only di�er in their program structures. Although each variantwould serve the purpose of computing one particular program result, the variantsdi�er widely in how they factor the whole program into separately understand-able parts, how well they support reuse of these program parts, and how complexthe interfaces between the parts are. Programs composed of several parts cor-respond naturally to problem decompositions and help to reduce the apparentcomplexity of programs. The overall complexity of the complete program text isnot reduced (apart from the e�ects of sharing) { programs may even get morecomplex due to the additional program structure, but this additional structureallows to understand the complete program in terms of several partial views, eachone simple enough to be easily and separately understood. Similarly, de�ning theprogram parts in such a way that they may be reused in other programs com-plicates the initial task of just producing a working program, but pays o� in thelong term. Finally, the complexity of the interfaces between program parts is notonly important for the potential reuse of parts, but also for program maintenanceand evolution: complex interactions between the parts make program modi�ca-113



tions di�cult, whereas uncompromising separation and simple interfaces renderit more likely that consequences of changes can be localized to a few parts.Therefore, modular programming is �rst of all associated with additional ef-forts. If programs are very large or complex, or subject to frequent changes, theadvantages following from the additional e�orts may manifest themselves in asingle project. More commonly, however, the virtues of modular programmingbecome apparent only if modules can be reused in several programs, which raisesthe issue of how this can be achieved in our language. In conventional languages,module storage and import happen at the borderline between programming lan-guage and operating system and, even if programmers need not descend to thelevel of operating system tools to compose their programs, the semantics of im-port declarations does not follow the usual language semantics. In contrast,our language design allows us to move from these ad-hoc approaches to a morelanguage-conforming way of handling modules, and it is our goal to extend thishigh-level approach to the issues of long-term module storage. Note again thatmodules in our terminology are not source code structures but �rst-class datastructures.Basically, modules are constructed dynamically in the evaluation of programs.In order to make these modules available to other programs, it is necessary to es-tablish a communication between programs, a communication involving modules.Additionally, there need not be any time interval in which both producers andusers of modules are active { the communication needs to be bu�ered in a long-term storage that serves as an environment for program development. Describedin this way, this is exactly the kind of problem for which we have introducedinteractions into our language design: communication of programs with a run-time environment. Since we have not restricted the input/output-facilities of ourlanguage to sequences of characters, we can use the �le system as a long-termstorage for modules. Because functions and modules containing functions are�rst-class values, and every valid language expression can be the object of aninteraction, formally described language features (interactions) can be employedto handle the storage of modules in �les and the import of modules from the �lesystem. Languages in which functions or modules are not �rst-class values withrespect to input/output need to be extended with special purpose constructs toaccomplish this. Users of these languages often su�er from the need to leave thelanguage level for program construction, using operating system tools for thisessential phase of program development. Only if it is no longer necessary to referexplicitly to features outside the language de�nition, the whole business of pro-gram construction can be lifted to the language level, hiding any implementationdetails such as compilation and linking below this level (just as the details ofmemory management are left to implementations).In our running example, the modules basic_list and hof_list can be pack-aged together to form a list_library, which is just a collection of modules, andstored in the environment, using a �le with this name (�gure 6.9). To avoid clut-114



onFile file prg = ( ( fopen file ) >>= �file_handle.( ( prg file_handle ) >>= �result.( ( fclose file_handle ) >>( return result ) ) ) )load file = onFile file fgetstore file expr = onFile file �file_handle. fput file_handle exprFigure 6.8: Abstracting away some �le handling
( store "list_library"f basic = f empty = ...head = ...tail = ...nil = ...cons = ... ghof = �repr. letrecfrom repr import [ empty head tail cons nil ]in f map = ...filter = ...fold = ... g g )Figure 6.9: Creating a persistent library
( ( load "list_library" ) >>= �list_library.letrecbasic = ( list_library . "basic" )hof = ( ( list_library . "hof" ) basic )map = ( hof . "map" )cons = ( basic . "cons" )nil = ( basic . "nil" )square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) ) )Figure 6.10: Using a persistent library115



tering programs with low-level �le handling, a function onFile is used to de�neload and store (�gure 6.8). onFile takes a �lename and a program, opens thenamed �le and passes the �le-handle as a parameter to the program. After theprogram has produced a result, the �le-handle is closed and the program's resultis returned. load and store use onFile to get one expression from a �le andto put one there, respectively. These and other similar abstractions to raise thelevel of interactions are collected in a library of input/output-operations (a de-fault treatment of non-executable interactions is also included in the de�nitionsof these library functions but is not shown here). Afterwards, any other programcan refer to the �le list_library to use the library. It just loads the library fromthe environment and extracts the modules basic and hof, instantiates hof touse the representation de�ned in basic and proceeds as if the modules had beende�ned in the same program (�gure 6.10). Similar to slotnames, �lenames haveto be explicitly associated with local variables, and it may be useful to introducesyntactic sugar for the two standard forms of store and load. In this case, itmay even be necessary to include the code for onFile in the syntax extension toavoid a bootstrapping problem: to use a function from the input/output-library,the library needs to be accessed, which is exactly the task for which the libraryfunction should be used. Nevertheless, such a language extension is only a matterof convenience and its semantics can be de�ned in terms of the available prim-itives. Therefore, our goal to lift the treatment of module storage, module loadand program construction to the language level has been achieved.6.2 Data abstraction and generic functionsIn the early 1970s, it was noted (cf. chapter 4) that modules are often usedto de�ne abstract data types. In our example, the collection of functions inbasic_list can be interpreted as a de�nition of the type binary lists: in Russellterms, the functions interpret values of some value space as binary lists. Usually,the kind of values that are actually used in such an interpretation is restrictedand can be viewed as a hidden type. Taken together, a value of a hidden type anda collection of functions providing an interpretation of this hidden type as a new(user-de�ned) type form a representation of an abstract data type. In general,there are many possible representations of an abstract data type, each providingthe same operations on the abstract data type but using di�erent implementationsor di�erent hidden types. This di�erent interpretation of collections of functionsin
uences the structure of our example (repeated in �gure 6.11).basic_list has been renamed to binary_list to emphasize the change ofintent: it is no longer a module of some basic operations on lists, it is a de�ni-tion of binary lists in terms of one possible representation. Similarly, hof_listis a parameterized de�nition of lists with some higher-order functions, de�nedin terms of a representation of binary lists. Obviously, this program is a gross116



letrecbinary_list = f empty = ...nil = ...cons = ...head = ...tail = ... ghof_list repr = letrecfrom repr import [ empty head tail cons nil ]in f map = ...filter = ...fold = ... gin letrecfrom binary_list import [ cons nil ]from ( hof_list binary_list ) import [ map ]square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 nil ) ) ) )Figure 6.11: Modules as simple data abstractions?over-simpli�cation of abstract data types as no type checking is done. Instead,operations of the `right' type are explicitly selected and only applied to objects be-longing to the same representation of this type, e.g., (binary_list . "cons" )is applied to (binary_list . "nil" ). Moreover, the generic `type' hof_listprovides no constructors, making it impossible to construct objects of the ab-stract data type (hof_list repr) without knowledge of the `hidden' represen-tation type repr. Finally, the function map belonging to the abstract data type(hof_list binary_list) is applied to an object of the `hidden' representationtype binary_list outside the de�nition of the abstract type. To sum it up, thisnaive attempt shows some similarities to abstract data types, but it is also incon
ict with the philosophy of abstract data types. Thus, a change in programstructure is necessary to re
ect the change of intent.Since we have excluded aspects of type systems from our language design, wecannot fully address the type safety aspects of abstract data types here. There isno static type checking, there are no means to query the type of an expression atruntime, we have not even de�ned a type system. For these reasons, we prefer totalk about data abstractions instead of abstract data types here. Note, however,that type systems that do not provide for abstract data types at all or cannotrelate their concept of abstract data types to our data abstractions would notbe acceptable for our language. With these restrictions in mind, the programstructure still has to be changed to re
ect the idea of data abstractions. First ofall, each abstract value has to be represented by a package, consisting of a value117



of a representation type3 and a collection of functions implementing the abstractoperations on the representation type. Taken together, the representation typeand the collection of functions de�ned on it form one possible representation ofan abstract value, and frames with two slots named "type" and "value" can beused to describe such a representation.letrecbinary_list = f empty = ...nil = ...cons = ...head = ...tail = ... gin letrecwrap v t = f "type" :: t"value" :: v gnil = wrap ( binary_list . "nil" ) binary_listcons h t = wrap (( binary_list . "cons" ) h ( t . "value" ))binary_listin ( cons 1 ( cons 2 ( cons 3 nil ) ) )Figure 6.12: A simple data abstractionFigure 6.12 shows a simple attempt to use the collection binary_list in thede�nition of a data abstraction: the operations from binary_list and the con-crete values on which the de�nitions of these operations are based are lifted toabstract values by wrapping them into appropriate packages. Correspondingly,abstract values may have to be unwrapped before operations from the representa-tion can be applied (cf. the de�nition of the abstract cons). In this attempt, theabstract constructors nil and cons are de�ned in terms of implementations ofthese constructors in a single representation (binary_list). It would be annoy-ing to modify the de�nitions for every new representation, and it would also leadto naming con
icts if multiple representations of the same data abstraction arebeing used in one program. The problem is aggravated by the fact that multipledata abstractions may provide similar functions using the same name (e.g., map isa typical example of a function that will be provided for most kinds of data collec-tions). A common solution to this kind of problems is the introduction of genericfunctions or overloading. A generic function may behave di�erently depending onthe type of its parameters, i.e., the name of a generic function is overloaded withthe de�nitions of all data abstractions (or representations thereof) that supporta function of this name.3in the sense of a syntactical category or another abstract data type118



( store "generics"f genConst c ty = ( ty . c )genOp op da = (( ( da . "type" ) . op ) ( da . "value" ))genOp2 op x da = (( ( da . "type" ) . op ) x ( da . "value" ))wrapConst gc ty = f "type" :: ty"value" :: ( gc ty ) gwrapOp op da = f "type" :: ( da . "type" )"value" :: ( op da ) gwrapOp2 op x da = f "type" :: ( da . "type" )"value" :: ( op x da ) g g )Figure 6.13: Helper functions for the construction of generic de�nitionsFigure 6.13 shows a module of de�nitions from which generic functions canbe constructed. For simplicity, we assume that the functions are generic in onlyone of their two �rst parameters (which is enough for our running example).The essence of a generic function is given in genOp. The parameter to a genericfunction ( genOp op ) is an abstract value: from its "type"-slot, the actualtype-speci�c function de�nition is selected and then applied to the concrete valuein the "value"-slot of the abstract value. wrapOp is used to wrap the concreteresult of the concrete function into an abstract value (genOp2 and wrapOp2 dothe same for the case that the second parameter of the generic function is theabstract value; the �rst parameter x is passed on unmodi�ed in this case). Theonly di�erence for overloaded constants (genConst, wrapConst) is that there isno abstract value from which the type can be selected { the type has to be passedas an explicit parameter.Figure 6.14 shows how generic functions are constructed from the de�nitionsin "generics". Note that the de�nitions of the generic functions cons and mapand of the overloaded constant nil are independent of any speci�c type and applyequally well to all data abstractions that supply similar functions and constants.For instance, the de�nition of hof_list has been modi�ed to extend the represen-tation supplied as parameter, i.e., it exports not only the higher-order functions,but also the representation functions. Since the re-exported items are not mod-i�ed, (hof_list binary_list) is a kind of sub-type to binary_list, and allabstract values of the former type can be used where an abstract value of the lat-ter type is expected. In particular, generic functions that apply to binary_listcan also be used with abstract values of its sub-type. The overloaded constant nilis instantiated to hof_nil, which is comparable to a type annotation. All othergeneric operations select type information from their parameters, so that typesare handled implicitly, and the �nal goal expression remains almost unchanged.119



(( load "generics" ) >>= �generics.letrecfrom generics import [ genConst wrapConst genOp2 wrapOp2 ]binary_list = f nil = ...cons = ...empty = ...head = ...tail = ... ghof_list repr = letrecfrom repr import [ empty head tail cons nil ]in f nil = nilcons = consempty = emptyhead = headtail = tailmap = ...filter = ...fold = ... gin letrecnil = ( wrapConst ( genConst "nil" ) )cons = ( wrapOp2 ( genOp2 "cons" ) )map = ( wrapOp2 ( genOp2 "map" ) )hof_nil = ( nil ( hof_list binary_list ) )square x = ( x * x )in ( map square ( cons 1 ( cons 2 ( cons 3 hof_nil ) ) ) ) )Figure 6.14: Using data abstractions for the example problem
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Usually, data abstractions that provide implementations of generic operationsare somehow related and one could try to organize data abstractions in a hierarchyjust as the representations of data abstractions form a two-level hierarchy inour example. In other words, collections of generic operations could be builtsimilar to collections of representations as this is done, e.g., with type classes inHaskell (type classes correspond to collections of generic operations which areorganized hierarchically and instances of type classes correspond to collectionsof concrete function de�nitions that characterize a type). Of course, the 
ow oftype information is restricted in our model, compared with the type inferenceprocess in Haskell where, e.g., the type of identi�ers overloaded with constantsof di�erent types can often be inferred from the context). Also, the informationgathered during type inference can be used to modify program representationsprior to execution to supply type representations as parameters implicitly withoutbothering programmers with the details of data abstraction (such as wrapping,unwrapping, selection of functions from type representations, etc.). Thus it seemsthat type systems provide for a useful form of meta-level abstraction that is notyet easily supported in our language.6.3 Object-oriented programmingIn the series of program variants developed so far, the emphasis has shifted moreand more from functions towards data structures, and the program structuresre
ect this shift of emphasis. In the original version of our running example(6.1), de�nitions of algorithms were kept with functions, and values were onlysupplied as parameters to these functions. Then, functions were collected intomodules (6.5), collections of functions were interpreted as de�nitions of types(6.12), and functions and values were packaged to form data abstractions (6.14).Based on these data abstractions, generic functions have been introduced in thelast section, functions whose behavior depends on the type of their parametersand whose de�nitions are supplied by the representations of these types. In our�nal example, we arrive at the opposite end of the spectrum, where de�nitions ofalgorithms are kept with the objects, and functions (degenerated to messages) areonly supplied as parameters to these objects. Our running example originatedfrom a function-oriented view of programs where it is natural to think aboutlists and higher-order functions on lists (indeed, they are typically pre-de�nedin functional languages). This may not at all be a typical application from anobject-oriented point of view, i.e., not only the program structures are di�erent,but problems present themselves not usually in terms of lists and functions, andthe example should therefore only be seen as a simple representative of morecomplex programs. However, before we can proceed to restructure the example,a framework for object-oriented programming has to be de�ned similar to theframework for generic functions in the previous section.121



find_method class message =if ( test class message )then ( class . message )else if ( test class "super" )then ( find_method ( class . "super" ) message )else "message not understood"send oid message things =if ( test things oid )then letclass = ( ( things . oid ) . "class" )in ( find_method class message )else "object not found"Figure 6.15: Finding methods in the class hierarchy in response to messagesIf programs are to be organized around objects and algorithm de�nitions areto be stored in objects, there must also be a protocol for accessing and invokingthese algorithms. In Smalltalk terminology [Ing78], the metaphor of communi-cating objects is used for this purpose: algorithms de�ned in objects are calledmethods and are invoked by sending messages to objects. To be precise, objectsare instances of (object) classes, and the methods to which an object responds arede�ned in its class or in one of the super-classes of this class (classes are organizedin a hierarchy). Obviously, frames can be used as representations of objects andclasses if these are viewed as collections of object components (instance variables)and method de�nitions, respectively. Similarly, collections of objects and hierar-chies of classes can be represented as frames, provided that a suitable messagesending operation can be de�ned. The basic algorithm is given in �gure 6.15:given an object identi�er, a message, and a collection of objects, send determineswhether the object addressed by oid does exist, and calls find_method with theobject's class and the message if it does. find_method selects the appropriatemethod if it exists in the class and recurses upwards (along the "super"-slots) inthe class hierarchy otherwise. If the top of the class hierarchy is reached beforea method is found (no "super"-slot), a message to this e�ect is returned.Strictly speaking, object-oriented programming is just a way to organize pro-grams around their data objects. In practice, however, the ability to modify thevalue of an object without changing its identity is often an essential ingredientof object-oriented programs. The reason for this is that the collection of all ob-jects is used as a communication medium: to make an information available toother objects, it is stored in one of the publicly known objects. These objects areknown not by their values, but by object identi�ers, and if an object is modi�ed,its new value is available under the old identi�er. To model this common feature,122



the collection of all objects is also represented by a frame, and slotnames can beused as object identi�ers (the collection of objects is called things here). Fur-thermore, a monad is used to organize accesses to the collection, which meansthat all methods have to be constructed in this monad. Figure 6.16 shows theslightly adapted send operation in the context of the other operations which wedescribe now.The functions ret and bind are the familiar state transformer monad opera-tions (built on the input/output-monad here to provide for input/output in objectmethods). All functions in this module take a collection of objects (things) asthe �nal parameter and construct an input/output-interaction script that returnsa pair consisting of a value and a collection of objects. ret takes a value andthe things and returns both in a pair (mainly used to return results from sub-computations). bind takes two scripts in the objects-monad, executes both insequence and passes the result of the �rst to the second. io lifts a script in theinput/output-monad to a script in the objects-monad. Both bind and io checkthe intermediate results and pass them on only if they are OK (otherwise, theevaluation returns immediately with a message indicating that some operationcannot be executed)4. These were only the basic operations to construct programsoperating on a collection of objects and performing input/output, whereas the re-maining operations de�ne one possible basis for an object-oriented programmingstyle: new creates a new object of a class where each class is assumed to providea prototype for such objects in a slot "new". For simplicity, prototypes cannot beparameterized here, and the identity of the new object is provided as a parameterto new (this would better be handled internally by computing a new name foreach new object; a name generator could be part of the objects collection). setallows to modify components of objects without changing their identity whichinvolves two updates: the object has to be modi�ed, and the collection of objectshas to be updated to contain the modi�ed object. Finally, there is the de�nitionof message sending with some small modi�cations. find_method is now localto send, and both de�nitions have been adapted to �t into the objects-monad.More interestingly, methods selected from the class hierarchy take the objectthat originally received the message as a parameter self, and all methods takeone additional parameter. Both parameters are supplied to the result of the call(find_method class message) in the goal expression of send.Given this library, it is now possible to de�ne the object classes for our runningexample (�gure 6.17). Since our de�nition of send assumes a uniform methodinterface, each method takes two parameters. Most of them do only need theself parameter to know the object to which a message is addressed, while foldactually needs more than two parameters. binary_list is now an object class,and new lists are initially empty, so there is no explicit nil method. hof_list is4We have silently extended check to handle both unary and binary OK-constructs, but donot include things in NE-constructs here. 123



( store "objects"f ret v things = ( return ( OK v things ) )bind a b things = ( ( a things ) >>= ( check b NE ) )io i things = ( i >>= ( check �r.( return (OK r things) )NE ) )new class oid things =( return ( OK oid ( update thingsoid( update ( class . "new" )"class"class ) ) ) )set oid selector value things =if ( test things oid )then ( return ( OK value( update thingsoid( update ( things . oid )selectorvalue ) ) ) )else ( return ( NE "object not found" ) )send oid message par things =letrecfind_method class message =if ( test class message )then ( class . message )else if ( test class "super" )then ( find_method ( class . "super" ) message )else �self.( return (NE "message not understood") )in if ( test things oid )then letrecobj = ( things . oid )class = ( obj . "class" )in ( ( find_method class message ) obj arg things )else ( return ( NE "object not found" ) ) g )Figure 6.16: An objects monad for message send and object modi�cation
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( ( load "objects" ) >>= �objects.letrecfrom objects import [ ret bind io new set send ]binary_list = f new = f "val" :: < > gempty self arg = ...cons self arg = ...head self arg = ...tail self arg = ... ghof_list = f new = f "val" :: < > gsuper = binary_listmap self arg = ...filter self arg = ...fold self args = ... gthings = f gsquare x = ( x * x )in ( bind ( new hof_list "a_list" ) �oid.( bind ( send oid "cons" 3 ) �v.( bind ( set oid "val" v ) �v.( bind ( send oid "cons" 2 ) �v.( bind ( set oid "val" v ) �v.( bind ( send oid "cons" 1 ) �v.( bind ( set oid "val" v ) �v.( bind ( send oid "map" square ) ) ) ) ) ) ) ) things ) )Figure 6.17: Using the objects monad for the list example
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de�ned to have binary_list as its super-class and inherits all methods de�nedthere. The goal expression starts with an empty collection of objects and proceedsas follows: �rst, a new empty hof_list object is created and its identi�er isbound to the variable oid. The object with the identi�er oid is then asked toreturn a copy of itself with the value 3 prepended and is set to this new value.This is repeated for 2 and 1 and, �nally, oid is asked to map the function squareover its elements. The program is a bit complicated because our de�nition ofset (roughly corresponding to an assignment in an imperative object-orientedlanguage) does not allow any access to things on its right-hand side (the thirdparameter).We should point out again that this is only a simpli�ed attempt to providefor object-oriented programming, and that there are various other possible ap-proaches to model objects. To give but one example, our de�nitions assumethe classes and the class hierarchy to be �xed, only objects and the collectionof objects can be modi�ed. Another approach would be to include the framesthat model classes in the collection of modi�able objects. In such an approach,the distinction between objects and classes would vanish { instead of classesreferring to super-classes, there would only be objects that would handle somemessages themselves but could also delegate messages to other objects. Similarly,variations in the de�nitions of the other constructs (modules, data abstractions,generic functions) are possible, too, but in general, we have successfully avoidedthe hammer-and-nail problem5 at the level of modular programming (if you onlyhave modules/objects/. . . , every problem looks like a module/object/. . . ). In-stead, our language design invites programmers to think about the abstractionsthey need and to build or use the best tools for a given problem. Useful ab-stractions can be provided as libraries, but they do not need to be built into thelanguage. Indeed, they should not be built-in, since none of the constructs is re-ally fundamental { all of them can be composed from a few fundamental languageconstructs. Most of the necessary constructs are available in our design, with thenotable exception of the kind of meta-level abstraction provided by type systems.Of course, the problem avoided at the module level returns at the next level be-cause we map all abstractions to �-abstractions and all collections to frames. Wehave shown how these tools are adequate for the problems we are interested inhere, but we do not claim them to be adequate for all kinds of abstraction or forall kinds of collections.6.4 DiscussionAlthough our language design is rather simple, we have been able to model spe-cial purpose constructs of more complex languages with relative ease. So far,this has been demonstrated only by a number of examples, but the ideas and5`If all you have is a hammer, everything looks like a nail.'126



modeling techniques used have been rather general, and there is no reason to as-sume that these techniques would be restricted to the examples given here. Thisbrings up the issue of formalizing these techniques in order to achieve a betterunderstanding of their prospects and foundations.We believe that the basis for these techniques is a process of abstraction thatcan be formalized in a way that corresponds to the intuitive use of the term. As aconsequence, the limits of these techniques are given by the limits of support forabstraction in programming languages. Moreover, special purpose constructs formodular programming are nothing but instances of abstraction, and the incor-poration of such constructs in the de�nition of programming languages is madenecessary only if these languages are restricted in their support for general ab-stractions.Throughout this thesis, we have emphasised the importance of abstraction asthe major tool for dealing with complexity, and we have done so in the usual adhoc manner. We generalized concepts by abstracting away details that were notrelevant to the issues discussed (the use of the term abstraction for this processin programming seems to be due to Hoare and Dahl [DDH72, III. HierarchicalProgram Structures, p. 209]). We will now try to explain the success of ourapproach by a closer investigation of the process of abstraction, how it relatesto the problems we are trying to solve and to the facilities we provide in ourlanguage.The mechanics of abstractionThe idea of abstraction is to factor a problem into two parts in order to focus onone part and to abstract away the other. Figure 6.18 is a �rst attempt to isolatethe major steps involved in the process of forming an abstraction, starting with anobject X. First, X is factored into two parts A and B, where jj denotes a binarycomposition operator that constructs the original object from the two parts.Often, one of the parts is a larger context in which the other part is embedded asa sub-object, but using a binary operator to denote the composition of the wholeobject from the two parts allows to keep the presentation symmetric. The secondstep is a quanti�cation over the irrelevant part, e.g., for all a, only the compositiona jj B may be of interest, whereas the actual value of a is considered uninterestingfor the current task. Usually, the uninteresting part is not completely irrelevantand the quanti�cation thus needs to be restricted to a subset of objects (a 2 A).Such restrictions have an important in
uence on the �nal step: it is usually notpossible to address the interesting part of the problem in isolation, ignoring theother part and the composition completely. Instead, at least the restrictions needto be kept with the interesting part, providing an interface speci�cation. Only ifthere are no restrictions, the interface becomes trivial and it is possible to isolateone part. Note that there are always two views of an abstraction. Even thoughonly one of the views may be relevant for a given sub-task, there will always127



be a complementary task (however trivial) for which exactly the other view willbe relevant. In other words, abstraction provides two simpler, but partial viewsof the original object X, but it does not usually change the complexity of X.However, the generalization step allows to share partial views between di�erentabstractions, providing a potential for reuse that can actually reduce the overallcomplexity of the partial views: each partial view can occur at several instancesin X. ?�������9 XXXXXXXz? ?
A jj B 1. factorization8b 2 B: A jj b 8a 2 A: a jj B 2. quanti�cation/generalizationA B 3. isolation
X 0. an object
Figure 6.18: The process of abstractionThe objects in our language are expressions, and the obvious representationof 8-quanti�ed expressions are �-abstractions. Applications, �-reduction and, �-nally, substitution model the construction of expressions from abstractions andsub-expressions. The other language constructs provide the means for the compo-sition of programs from parts inside abstractions. We are aware that the choicesmade here are not the only possibilities { they just re
ect the tools we used.These may be neither complete nor fundamental (e.g., only valid expressions canbe abstracted away), but they seem to be su�cient for our purposes - su�cientlyexpressive and su�ciently simple. Note, however, the importance of our lan-guage design principles for this representation of abstraction: (a) we need to beable to build abstractions over every valid language expression, and (b) we needto be able to abstract away every valid language expression out of any context.Any deviation from the principles of abstraction or data type completeness wouldhamper our freedom to build abstractions. Such restrictions of the general facili-ties for abstraction are the major reason for the need to introduce special purposeabstractions as prede�ned language constructs (e.g., procedures, modules, . . . ).We are now in a position to relate the process of abstraction as outlined aboveto our problems and solutions. As a simple example, consider the application of afunction to an argument: functions are just abstractions over expressions, whichare factored into varying sub-expressions (parameters) and �xed contexts thatdescribe algorithms in terms of these sub-expressions. There are two quanti�ca-tions involved: at the call site, the algorithm is replaced by a function name and,at the function de�nition site, the parameters are replaced by names. As a result,we get two simpli�ed parts of the original program: at the call site, we abstract128



away the implementation of the algorithm and, in the function de�nition, we donot need to care about possible calling contexts but can focus our attention onthe algorithm instead. Strictly speaking, the calling context includes not onlythe actual parameters but the complete expression context in which the functioncall is embedded. However, the function de�nitions are independent of these con-texts (the reduction of function calls to function values is context-free), and thesecontext can therefore be abstracted away, isolating the function calls from theirembedding contexts. In contrast, the separation between function call site andfunction de�nition has to stop after the quanti�cation steps: the result of thefunction call depends both on the actual algorithm and the actual parameters,and therefore the names for the abstracted parts remain in the interfaces betweenthe two parts (they cannot be isolated from each other).If interaction descriptions are added to the valid expressions, the same schemethat is used to build functional abstractions can be used to build proceduralabstractions, and if records are added to model modules, module abstractionscan be built in the sense of conventional module systems, i.e., module de�nitionscan be understood and maintained while abstracting away the complex programsin which they may be used, and the programs can be understood as a collectionof modules abstracting away the complex module de�nitions. The addition ofrecords allows to model the collection aspect of modules, i.e., modules grouptogether collections of expressions (including functions). In all the examplesprovided in this chapter that involve the modeling of special purpose constructssuch as modules, data abstractions or objects, the basic idea is to identify theabstraction behind the language construct and to implement this abstractiondirectly without using the special constructs (though the technical details maybe complex enough in some of the examples to hide this central idea).The in
uence of abstraction on the language designSince data structures are used to model modules in our language, we get �rst-classmodules for free. But even if we had decided to add modules as separate languageconstructs, our emphasis on abstraction would have led us to �rst-class modulesagain (the same reasoning applies to the other constructs). Without modules be-ing �rst-class expressions, the means for abstraction would be seriously restricted,e.g., it would not be possible to abstract away common sub-expressions from thecollections of expressions in module de�nitions (parameterized modules) or toabstract away collections of sub-expressions from any valid expression (modulesas parameters). As an immediate consequence of the latter restriction, modulesthat depend on other modules (via an import relation) could not be used withvarying imports. In contrast, unrestricted abstraction not only allows to use onemodule in several programs requiring similar functionality, it also allows one pro-gram to use several modules providing similar functionality. This latter qualityof multiple implementations for given interfaces is usually attributed to object-129



oriented languages and has, e.g., been described as the essential new capabilityadded in the transition from the abstraction-oriented (in the sense of providingfor data abstractions) Ada 83 to the object-oriented Ada 95 [Taf93].The �-calculus was invented to describe functions and, due to the fact that in-stantiation of �-abstractions corresponds so nicely to function application, it hasmainly been used as the basis of functional programming languages. However,we prefer to see it as a (probably partial) solution to the problem of describingabstractions. In particular, both functional and object-oriented programmingcan be supported in a suitably extended �-calculus { even though functions andobjects may not go easily together, they both are just useful instances of thegeneral scheme of abstraction. Whether the abstractions of the �-calculus modelfunctions, procedures, modules, data abstractions, objects, classes, or somethingelse depends mainly on the available primitives. Consequently, we have tried tokeep the pure �-calculus as the core of our language and have added primitivesto address various problem domains: constants, primitive functions, data con-structors and selectors, primitive interactions, and so on. In view of this, ourlanguage design is better described as consisting of four parts: functions, frames,interactions, and �-calculus as a means for building abstractions over the avail-able primitives. Also, we have explicitly added records as data structures insteadof modifying the �-calculus to provide for functions with named parameters (see[Dam97] for a nice instance of this approach). This alternative would allow tomodel records similar to the modeling of other data structures in the pure calculus(as discussed brie
y in section 2.3), but it would also blur the distinction betweengeneral means for abstraction and speci�c constructs for data structuring.Our view of abstraction treats both modules and levels of abstraction as in-stances of one scheme (perhaps focusing on di�erent aspects of the scheme). Themain additional feature of a level of abstraction is the attempt to provide aconsistent layer, comprised of several individual abstractions, that correspondsto a conceptual level of understanding on each side of the interface (with nocross-references between the levels, apart from the lower one implementing theconstructs of the higher one). High-level programming languages are a commonexample of this: programmers write their programs in terms of the language con-structs without caring for the implementations of these constructs and languageimplementors provide such implementations without caring for programs writtenusing these language constructs. It is the task of language designers to de�ne asuitable level of abstraction as an interface between the two separate views. Thisdescription supports and re�nes our earlier claim that modular programming andhigh-level languages have similar aims { they even use similar means. However,the description in terms of a process of abstraction also highlights several possibleproblems, concrete examples of which have been documented in the literature.The problems result from the attempt to treat the two parts of software,high-level programs and language implementations, in isolation. We have alreadynoted that this extreme view would only be possible if the parts were independent,130



but even a restricted separation, based on a small interface, will not alwayswork here. The interface between programs and implementations is the languagede�nition: many programs do not depend on the details of the implementation,and general implementations can be provided without taking speci�c applications(programs) into account. But in general, the suitability of software composed ofprograms and implementations for a given high-level language may well dependon complex interactions between both components: certain programs depend ontime- and space-e�cient implementations of language constructs which, on theother hand, can only be provided with certain assumptions about the kind ofprograms in which these language constructs will be used. The question whetheror not programs written in high-level languages can make e�cient use of theavailable resources is probably as old as the languages themselves, but there arealso some more speci�c observations about the interface problem, some of whichare addressed below.One of the earliest observations is that one prede�ned level of abstraction fora general purpose language may not suit all needs and that a natural way totackle problems in complex domains would start with the de�nition of a domain-speci�c, or even application-speci�c language. To avoid the duplication of ef-fort involved in the design and implementation of countless individual languages,several proposals have been made, ranging from extensible languages and im-plementations [Sch71] to the de�nition of domain-speci�c languages in generalpurpose languages, with the simulation classes of Simula 67 [DMN70] being anearly example. Our language design aims at the latter approach but takes it fur-ther to the level of program components in that neither modules nor objects, norany other special purpose constructs for modular programming are introduced aslanguage primitives, i.e., the conceptual level of the language constructs is keptrather elementary, but 
exible and general enough to enable the problem-freeintroduction of more speci�c higher levels.This aspect of the design is also an attempt to address, at least at the level ofmodular programming, a problem �rst noted by the Alphard designers [SW80].They argued that language designers, in �xing the interface between programsand implementations, tend to pre-empt design decisions that could better bemade by programmers: when writing programs in top-down fashion, programmersstart with abstract ideas and continue to re�ne them until every abstract concepthas been implemented in terms of the available resources. The implementationsare usually chosen so as to take the requirements of the context into account,but this scheme breaks down as soon as the process of re�nement reaches theground level of the programming language: there are still a lot of decisions theprogrammers would want to make (in contrast to those decisions they do not careabout, where the high-level language really frees them from irrelevant details),but everything below this level has been decided by the language implementors.The implementors probably used suitable assumptions for the general case, butthey had no chance to take into account the speci�c needs of our programmers131



for the particular problems they are trying to solve (cf. also [Low78]).The de�nition of language constructs for modular programming in terms ofmore elementary constructs allows programmers to use pre-de�ned abstractionsas long as this suits their needs, and it allows them to adapt decisions below thislevel of abstraction whenever they should need to do so (a similar approach led tothe de�nition of meta-object protocols for CLOS, the Common Lisp Object Sys-tem [KdRB91, DG87]). Also, new kinds of program components can be de�nedif necessary, and di�erent kinds of components can be mixed in a single program(e.g., one can collect classes in modules). Translating this approach to the gen-eral case of high-level languages requires the provision of elementary and generalconstructs for all purposes, to be used either directly or indirectly via additionalabstractions de�ned on top of them. It remains to be seen whether all importantimplementation decisions can be represented in terms of a language level belowthe real user language without forcing programmers to think about irrelevantdetails, but if this should work out well, both parts of the abstraction would beavailable to programmers. This would also solve the problems recently discussedin [Kic92], namely that `black-box' abstractions (following Parnas' principle ofinformation hiding: the box can be used as it is, but it is not possible to lookinside) are not always adequate. There are cases when clients need control overthe implementation, i.e., they still want to use the abstraction but also need tomake sure that the implementation �ts their needs. This has led to a search forsimilar problems and to the proposal of open implementations (in contrast tothe closed black boxes) as a possible solution (cf. [Xer96] and also the work onaspect-oriented programming [KLM+97]).A classi�cation of abstractions for modular programmingSince we view modules, objects, etc. as instances of a general scheme of abstrac-tion, it suggests itself to search for relations between these instances. Figure 6.19is a �rst attempt to classify some abstractions for modular programming froma function-oriented and an object-oriented view. The very �rst step is to factorprograms into functions and parameters (we restrict ourselves to one-parameterfunctions here). The dichotomy then originates in the abstraction of the algo-rithm: if it is abstracted with the functions, we get the function-oriented view inthe lower left corner of the picture, if it is abstracted with the objects, we get theobject-oriented view in the lower right corner. The simplest next step is to bun-dle several abstractions together, yielding either modules consisting of severalfunction de�nitions or collections consisting of several object de�nitions. Ob-jects generally respond to several messages with di�erent methods, implementingseveral functions in one message-generic object. The counterpart in the function-oriented view are functions applicable to di�erent parameters, called data-genericfunctions here, which execute one of several di�erent algorithms based on a caseanalysis of the parameter. In typed function-oriented languages, it is common132



practice to classify related objects into types and to speak of functions workingon objects of certain types. The object-oriented counterpart to a type would thusbe a classi�cation of functions6 and, indeed, there is such a notion, often calledinterface.
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Figure 6.19: Classi�cation of abstractionsJust as a type speci�es the acceptable parameters for a function, an interfacespeci�es the acceptable messages for an object, i.e., we can now attribute inter-faces to objects. A classi�cation of objects according to their interfaces yieldsthe well-known concept of object classes, where a class consists of several objectssharing one interface - all objects in a class accept the same messages. Again, wecan try to �nd a counterpart for this abstraction on the function-oriented side, aclass of several functions accepting the same type of parameter, and this is just aprimitive variant of user-de�ned data types in the sense introduced by [Zil73] andfurther explored in Russell [DD85]. A new type is de�ned by providing functionsthat interpret an existing type. If we would package the latter type with the6Since the algorithm description is kept with the object, functions degenerate to messagesin this view. 133



functions de�ned on it, we would make the step from user-de�ned data types todata abstractions as introduced in CLU [LZ74]. The basic distinction betweenthe two concepts is that Russell's user-de�ned types are interpretations of oneuniversal value spaces whereas CLU's abstract data types assume the set of val-ues used for representations to be typed, too. Hence, data abstractions need tobe explicit about the existing type which is interpreted by the functions in theabstraction.We do not need to stop here: for instance, we could generalize from data-generic to type-generic functions, i.e., functions which accept values of severaltypes and select the actual algorithm to execute according to the type of the pa-rameter. Types can then be classi�ed, leading to Haskell's [PH96] type classes7,and one generic function will only accept values of types belonging to one typeclass - Haskell's parametrically overloaded functions. The object-oriented coun-terpart to type-generic functions seem to be interface-generic objects, objectsresponding to di�erent interfaces. However, there seems to be no such conceptand the same holds for the idea of interface classes and objects responding onlyto interfaces belonging to one interface class. Since the strategy of searching forcounterparts in our picture has otherwise been quite successful, it may be in-teresting to look for sensible interpretations of these new concepts. If we insiston relating interfaces to object classes, an object responding to several interfaceswould necessarily belong to several classes. Note that this is a relation betweenobjects and classes, di�erent from multiple inheritance which is a relation betweenclasses alone. The question marks stand for another, as yet unnamed conceptof objects that respond to several interfaces all belonging to the same interfaceclass. We distinguish between object classes and instances of interface classesalthough both may be just di�erent views of the same concept. A similarly closerelationship can be found between instances of type classes and user-de�ned datatypes.This is only a �rst, rather simplistic attempt of a classi�cation, based solelyon the way in which abstractions are constructed, and it certainly needs to bere�ned and extended (e.g., sub-types and sub-classes are not covered at all). Still,it has some interesting aspects. First of all, it is surprising that it was actuallypossible to build such a symmetric picture. For each abstraction used in one ofthe two views, there seems to be a counterpart in the other view, constructedby similar steps from di�erent starting points. Most of these counterparts cor-respond to known abstractions, though some of them are not usually named,and for those counterparts that are not yet known, reasonable interpretationsseem to exist. Another important point is that the abstractions developed forthe function-oriented and for the object-oriented view can be divided into twogroups. While there is a symmetry between these groups, this symmetry is basedon the way abstractions are constructed, not on their interpretations. These in-7Instances of Haskell's type classes can also be seen as user-de�ned types.134



terpretations are di�erent for the two groups and it seems to make no sense tomix abstractions that do not belong to the same group. For instance, the conceptof data types belongs to the function-oriented view, but it is rather di�cult to askfor the type of an object in the object-oriented view. As the picture suggests, it ismore appropriate to ask for the interface accepted by an object. Similarly, objectclasses classify objects according to their interfaces, whereas data types are clas-si�ed in type classes. Interestingly, most object-oriented languages depart from apurely object-oriented view to allow for methods with multiple parameters, whichleads to a complex mix of object-oriented concepts (classes of objects) and func-tional concepts (types of methods). The only purely object-oriented language wecurrently know of is SELF [US87].Of course, one could introduce a meta-level and view the abstractions in thetwo lower parts of �gure 6.19 as objects of a new programming language. It wouldthen make sense to ask for the meta-type of an interface or for the meta-type ofa module. Meta-functions could operate on modules, Classes could be groupedinto meta-classes, types into meta-types (usually called kinds). In conventionallanguages, the step into the meta-level is actually carried out earlier, and types,modules or classes do belong to (di�erent) meta-languages. Since more than twolevels of a hierarchy of meta-levels are seldomly used, elements of the three levelsare usually named explicitly (e.g., values, types and kinds in the type hierarchy).However, even a single hierarchy of meta-levels gets complex very easily, andthe possible combinations between multiple hierarchies tend to aggravate thisproblem. For instance, consider modular programming in the function-orientedview: should a language �rst be extended with a type system and then witha module system, or should the module system come before the type system?In the �rst case, modules would naturally contain types, whereas in the secondcase modules would naturally have types. The process will usually be repeatedto �nd an additional type system for modules containing types or an additionalmodule system to organize types of modular programs, and the resulting languagedesigns will not only be very complex, they may very well di�er for the twodi�erent starting points. This is another reason for keeping abstractions �rst-classlanguage objects: meta-level abstractions can be more expressive than simpleabstractions, but as long as this additional expressiveness is not needed, meta-levels should be avoided. To relate this to the given example problem, we havestarted to add modules to the language, postponing the treatment of types, butsince �rst-class data structures can be used for modular programming, we havenot needed a meta-level for modules.
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Chapter 7ImplementationA programming language provides an interface between two conceptual levels ofsoftware development. It allows software to be factored into high-level programsusing constructs of the programming language and low-level implementations ofthese constructs. The language speci�cation given in chapter 5 de�nes the inter-face between programs and implementations of our language, and some aspects ofthe high-level view of the language have been developed in chapter 6. The presentchapter is dedicated to the low-level view and thereby completes the presentationof our language design. The existing implementation of the core language is notpart of the present work, but sets up the framework for the implementation ofthe new language constructs, so that a summary account of the general imple-mentation is provided here. More detailed accounts of the implementation andof the reduction system itself can be found in [G�ar91, Rat97, GK96, Klu94]. Forcompleteness, the path from our description of the language design to the cur-rent implementation is outlined in terms of the major implementation decisionsinvolved. The focus is then on the implementation of our language extensionsin the existing framework, especially on those aspects that may be relevant toimplementations of other functional languages as well.7.1 Deriving an implementation of the functionalcore languageIn order to build an implementation of the language de�ned in chapter 5, it isnecessary to specify the intended uses of the language, because there is nothingto implement about a de�nition. In this sense, the only implementation of a pro-gramming language worth this general name would be one that provided for allpossible uses, which would be quite an ambitious goal. Instead, we restrict ourattention to certain uses of the language de�nition and to the implementation ofthese. To recall, the language de�nition itself consists of a description of admissi-ble programs (expression syntax) and a set of (mostly contextfree) transformation137



rules which allow both an operational and a declarative interpretation.First of all, we need to be able to construct and edit programs (expressions) ofthe language and, further, we want to feed programs into an execution phase andobserve the results. Since program execution is de�ned as program transformationaccording to the reduction rules of the language, results of program executions areprograms, too, and both execution results and sub-expressions may be subjectedto (further) reductions. Therefore, a tight integration of the program editing andexecution phases is advisable, and the editor should be aware of the languagesyntax. The editor is used both to enter and to manipulate programs and todisplay results of program executions and thus becomes the user interface to theimplementation. In view of these requirements, the string representation usedto display programs to users does hardly su�ce { internally, a more structuredrepresentation of expressions is needed, together with a representation of thecontexts in which expressions and reductions can occur. The representation ofexpressions follows the tree-shaped abstract syntax used in chapter 5, and astack is used to keep representations of contexts while traversing sub-expressions.The editor provides for the conversions between the external and the internalrepresentation.Given representations of expressions and contexts, the next step is to �nd animplementation of reductions in terms of these representations. The simplest caseto consider is the execution of a single reduction step, which means to �nd anapplicable rule and to replace the left-hand side with the right-hand side. Thereis only one major reduction rule here, namely �, but this rule is context-free andabstracts from the sub-expressions that form the body of the �-abstraction andthe operand. To account for these two generalizations, suitable instantiationsfor the context and for the two sub-expressions have to be found before therule can be applied to an expression. In other words, the given expression hasto be searched for redices (redex: reducible expression). Reducing any of theseredices leads to a new expression with a new set of redices. Each expression maythus be seen as the root of a tree, and di�erent paths in the tree correspond todi�erent reduction sequences. A very crude approach to program execution couldgenerate all possible reduction sequences and search the resulting tree for nodeswhich represent program results (a kind of normal form of the root expression).Provided that a complete search strategy exists, this would be an e�ective, thoughnot e�cient way to implement the language, but fortunately, there is no need toactually generate a representation of the search tree: due to the Church-Rosserproperty of �, redices may be reduced in any order without a�ecting the �nalresult. From any node in the tree, there is a path to a result if and only ifthere is such a path starting with the root (the original program). The partialorder of reduction steps (reduction strategy) may, however, have an in
uence onthe use of resources (number of steps/size of expressions), including the extremecase that some strategies may not �nd existing solutions with �nite resources.Beyond these general aspects that can be discussed directly on the basis of the138



formal de�nition of reduction, there are several implementation-speci�c issues ofreduction strategies, but the discussion of these issues has to be postponed untilthe necessary foundations have been speci�ed. In particular, the implementationof reduction steps and the ensuing re�nements of the representation need to beinvestigated �rst.Since redices can occur in operand expressions of other redices, they maybe objects of substitutions, and as such they may be duplicated or consumed,depending on the number of occurrences of the variable to be substituted. Du-plication of redices may or may not lead to duplication of work (in terms ofreduction steps), depending on how many of the duplicates need to be reduced toreach a normal form. On the other hand, reducing redices prior to substitutionmay turn out to be unnecessary work if the reduced expressions are not used,and it may or may not pay o� in terms of space usage (the reduced expressionsare not necessarily smaller than the redices). These problems can be avoided ifthe implementation does not prematurely produce copies of the representationsof expressions that are duplicated during substitutions. Instead, copying shouldbe delayed until a modi�cation to only one of the duplicates is necessary or untilall reductions that are common to all duplicates have been performed. To achievethese e�ects of delayed copying, all duplicates of one expressions have to share asingle representation, which means that the general representation of expressionshas to be adapted: from a tree to a graph. Shared representations do then havea natural implementation as edges to the same sub-graph.Duplication of operand expressions is not the only feature of �-reduction thatdeserves special attention in the implementation. Conceptually, each �-reductionstep requires a complete traversal of an abstraction body and of an operand to ac-complish the substitution and to adapt the number of protection keys of variableoccurrences inside the operator and operand expressions. Implemented naively,such a traversal would generate a modi�ed copy of the abstraction body, only toreplace the representations of one bound variable with links to a representation ofthe parameter. If, instead, substitutions are delayed, it is possible to integrate thenecessary copying with the traversal that evaluates the instantiated abstractionbody and thus to amortize the cost of the copying traversal over several substitu-tions. The disadvantage is that explicit representations of delayed substitutionshave to be constructed in terms of environments binding variables to values, andthat the combined traversal has to look up variable bindings in these environ-ments whenever it encounters a variable occurrence. Due to the lexical scopingdiscipline, positions of variable bindings for dynamic environment lookups canbe statically computed, so that each dynamic lookup can be implemented asan indexed access. For instance, expressions with named variables can be con-verted into expressions in the namefree �NF -calculus and the deBruijn-indicescan be used to access a stack of variable bindings at runtime (the topmost valueon the stack always belongs to the innermost variable binding for the currentsub-expression). The conversion to the namefree �NF -calculus takes place in a139



preprocessing phase and needs to be reversed in a corresponding postprocessingphase to create the e�ect of executing �-reduction steps at the user-level. Becausethe conversions a�ect neither the structure of expressions nor the transformationbehavior, these pre- and postprocessing phases pose no problems, only the namesof variables have to be preserved during the processing phase (e.g., as labels ofnameless abstractions) to enable a complete reconstruction of (partially) evalu-ated expressions. In the following, the implementation is therefore described interm of �NF , with nameless abstractions (�) and reductions (�NF ).The graph representation of expressions should allow a simple and inexpensiveimplementation of �NF -reduction if substitutions are delayed and if only pointersto operand terms need to be copied into and from environments. The majorremaining obstacle to such a simple implementation results from the need toadapt protection keys in order to keep the static binding structure intact. This isa fundamental operation that, in general, cannot be avoided without restrictingthe language, but it is possible to organize reductions in such a way that a fullimplementation of �NF -reduction is only used if the redex demands it. For a largeclass of redices, a naive implementation of �NF -reduction (which only substitutespointers) su�ces and is more e�cient than the full implementation. To beginwith, modi�cations of protection keys become necessary only if relatively freeoccurrences of variables are substituted into the scope of other bindings or if�NF -reduction removes a level of variable bindings from an expression containingprotected occurrences of variables. Both cases require a search for relativelyfree or protected occurrences of variables in complete expressions hidden behindpointer abstractions. Since substitutions are delayed until expression evaluation,both problems occur only if bodies of �-abstractions are evaluated: either the �has just been removed from the abstraction body by a �NF -reduction, unveilingprotected variable occurrences inside, or variable occurrences in the values ofpending substitutions may be transported into the scope of the �. Actually, the�rst alternative is not a problem with the chosen environment implementation:while the � has been removed, the operand expression has been placed on thestack, so that protected variable occurrences in the abstraction body still have toreach beyond the innermost binding level. Environment stacks are nothing butcompressed representations of static binding structures, �lled with actual variablevalues, and if the deBruijn-Indices addressed the correct binding in the originalexpressions, they also address the correct value on the stacks.As a further step, note that globally free or protected variables, i.e., variableoccurrences that are not bound anywhere inside the entire program, do not haveto be manipulated during the processing phase: if they occur in the programresult, their status with respect to the entire program remains unchanged, so thestatus can be recorded in the preprocessing phase and reconstructed during thepostprocessing phase, whereas the processing phase can treat them as constantobjects. The problem of relatively free variable occurrences can thus be avoidedby simply not evaluating the bodies of �-abstractions until the abstractions are140



paired with operands to form �NF -redices. This restricts the possible reductionstrategies to a top-down approach, and since globally free variable occurrences arenot an issue anymore, and since no reductions are done inside of abstractions, itseems as if all relatively free variable occurrences would be substituted by valuesbefore they could participate in further reductions. However, this scheme canonly implement a reduction to weak head normal forms, and abstractions whichare not in operator position of redices are neither evaluated nor are any pendingsubstitutions performed on them. As a consequence, such abstractions need tobe paired with copies of their environments for later access, forming so calledclosures.The environment stack can become quite large during evaluation, even thougheach individual sub-expression usually need access to a few entries only, and itwould therefore be expensive to store a copy of the complete current environmentinto each closure. Since the indices by which the environment will be accessedare known statically, it is possible to pre-compute, for each abstraction, the se-quence of relevant entries from the current environment and to copy only thiscondensed environment into the closure. Of course, variable occurrences in theeach abstraction body need to be adapted to refer to the condensed environment(the variable bindings in the closure), which provides bindings for all but theglobally free variable occurrences in the abstraction body. Such an abstractionwith a closed local environment can be represented as a �-expression (the rela-tively free variables are passed as additional parameters to the abstraction), sothat no special runtime mechanisms are needed to express the environment ma-nipulations. The additional abstractions and applications are introduced in thepreprocessing phase and need to be tagged to distinguish them from the originalprogram constructs. Tagged constructs that are not evaluated in the processingphase are eliminated by the postprocessor. If all abstractions in an expressionare closed, the abstractions are also called supercombinators.Supercombinators are known to have advantageous properties with respectto an e�cient implementation of reduction. First and foremost, substitutionsnever need to cross abstractions because there are no relatively free variables inthem. Operationally speaking: substitutions result from reducing �NF -redices,and whenever a substitution encounters an abstraction, it is converted back intoa new �NF -redex. The redex itself is the result of statically closing the originalabstraction, and the substitution �lls in the actual values for the parameters atruntime. However, to take advantage of this property of supercombinators, itis also necessary to restrict the reduction strategy, as simply reducing the addi-tional redices in isolation would instantiate new substitutions and cause them tocross the original abstractions. Therefore, redices with supercombinators in op-erator position can only be reduced if all parameters are available, and all nestedredices of such a fully applied supercombinator redex have to be reduced in onestep (supercombinator reduction). Due to the statically pre-computed closures,supercombinator reduction is an e�cient reduction scheme, but it implements141



reduction to weak head normal form only { bodies of (partially applied) abstrac-tions are still not evaluated.Fortunately, a simple trick can be employed to combine supercombinator re-duction with reduction to normal form. To understand this, note that bodies of(partially applied) abstractions need not be evaluated in the processing phase.While it may occasionally be useful to partially evaluate abstractions (using full�NF -reduction) before they are used as operators, the decision to postpone theevaluation until all parameters are available can usually be justi�ed by e�ciencyconsiderations. So, supercombinator reduction fails only if (partially applied) ab-stractions are part of the reduction result. This happens if these abstractions arenever applied to further parameters, i.e., the context in which the abstraction isembedded is constant { it contains no further redices. Now, the trick is to identifysuch abstractions in the postprocessing phase, and to call the processing phaseagain with the bodies of these abstractions. To do this, the partial application is�-expanded to construct a full application inside a new abstraction.8vi 2 var; r; n 2 Nat; r < n :(�(vi)1�i�n:expr (expri)1�i�r)=��(vi)(r+1)�i�n:(�(vi)1�i�n:expr (expri)1�i�r (vi)(r+1)�i�n)The new abstraction has only the missing parameters as formal parameters, andthe original abstraction is applied to these to form a full supercombinator redex.Since only the body of the new abstraction is subjected to further reductions, theadditional parameters are treated as globally free variables (see above).With these details in place we can now return to the issue of reduction strate-gies. Normal order reduction, even if combined with sharing to yield lazy evalua-tion, incurs an overhead with respect to delayed substitutions. Instead of actuallyevaluating each expression in the current environment, evaluation is delayed untilthe latest possible point in the reduction sequence. This means that represen-tations of yet-to-be-evaluated expressions have to be created, and since pointersto these representations will be substituted into contexts where the original vari-able environment is no longer directly accessible, each of them has to be pairedwith a representation of its environment, forming lots of unevaluated closures.The costs of building and managing these closures instead of just evaluating theexpressions are one of the main reasons why applicative order reduction is thestandard strategy in our reduction systems (the other reason is its suitability fornon-sequential evaluation). This decision is obviously based on implementation(e�ciency) considerations and emphasizes that the prevalent focus of researchin our group has not been on language design issues so far, but rather on thedesign of hard- and software architectures to support a high-level functional pro-gramming paradigm. The decision can be justi�ed at the user level, too, because(a) the availability of e�cient implementations is an important issue for the ac-ceptance of a paradigm and the usability of its languages, and because (b) even142



an applicative order �-calculus is still computationally complete. In an overallview of software systems (programs in high-level language plus implementationthereof), an applicative order reduction strategy simply shifts some responsibilityfrom the implementation, where it cannot currently be handled completely sat-isfactory, to the high-level programs, which sometimes have to be reformulatedto take the problems of applicative order reduction into account. From a purelyhigh-level perspective, however, it would be preferable if user programs wouldnot be burdened with these e�ciency considerations, especially since applicativeorder reduction restricts the validity of �-equivalence (and thus the means forabstraction in our language design!) to expressions that have a value under thisstrategy. Consequently, some of our reduction systems optionally support normalorder reduction or lazy evaluation, but for simplicity we stick with applicativeorder reduction here.cafwhnf = i j (cafwhnf whnf)whnf = �: expr j cafwhnfaoc = [ ] j (expr aoc) j (aoc expr)rc = [ ] j (expr rc) j (rc expr) j �: rcaoc[(�:expr whnf)] 7!�NF ;aor aoc[��11 expr[0 �+10 whnf ]]rc[(�:expr whnf)] 7!�NF ;aor rc[��11 expr[0 �+10 whnf ]]Figure 7.1: Weak head normal forms and applicative order reduction contextsBasically, applicative order reduction requires inner redices to be reducedbefore outer ones. Figure 7.1 de�nes weak head normal form (whnf), applicativeorder reduction contexts (aoc), and applicative order reduction ( 7!�NF ;aor) forthe �-calculus fragment of our language. Note again that reduction in applicativeorder contexts aoc (to weak head normal form) realizes only a subset of reductionin all contexts rc (to normal form). These de�nitions can directly be translatedinto a recursive algorithm (�gure 7.2), searching an expression for redices andreducing them. The two-phase scheme accounts for the two kinds of reductioncontexts, rc and aoc (rednf treats redices left over by aor). For the main partof the algorithm (aor), each expression is either in weak head normal form, orit has an applicative order reduction context, which can be the empty contextor an application, leading to three rules 1. Essentially, reduction contexts havebeen re�ned to a recursive search, and only sub-expressions that might becomenew redices are searched anew after reductions. The explicit use of the syntacticcategory whnf in some of the rules would require complex recursive tests inpractice but can be avoided easily: the revised main part of the algorithm in �gure7.3 takes into account that its own result is always in whnf . Two rule sets areused to distinguish between those applications for which it is known that operand1The rules have to be applied in sequence because some of the left-hand sides overlap.143



red M = rednf (aor M)rednf (M N) = (rednf M rednf N)rednf �:M = �: red Mrednf i = iaor whnf = whnfaor (�:M whnf) = aor ��11 [0 �+10 whnf ]Maor (M N) = aor (aor M aor N)Figure 7.2: Direct recursive algorithmand operator expressions are in whnf (rule set ap) and those for which this maynot be true (rule set aor). As the names indicate, aor searches an expression forpotential redices and ap examines applications after their sub-expressions haverecursively been reduced to weak head normal form. If an application is a redex,it is reduced and the result is passed to aor again.Current stock hardware (or the abstract view of it as presented, e.g., by C ifit is used as a portable assembler) does not support the general form of recursionused in �gures 7.2 and 7.3 very well, necessitating further transformations of thealgorithm to bring it into an iterative (or tail-recursive) form. Such a form lendsitself to an implementation in terms of a control loop manipulating the stateof a store. There are two kinds of recursion involved: the iteration of reduc-tion over reduced expressions and the recursive descent into sub-expressions thatcorresponds to the recursively de�ned reduction contexts. These recursions canbe merged into a single iteration if sub-expressions are treated in sequence, andif an explicit representation of contexts is introduced. There are two standardtechniques for the latter, either using a control stack to represent context informa-tion or transforming the whole expression into continuation-passing style (CPS).CPS-transformations explicitly encode an evaluation order and the original tree-shaped expressions into expressions of a linearly recursive structure that can beevaluated iteratively. To this end, the residual of evaluation after each reductionstep is encoded as an explicit continuation function which gets the result of thestep as its parameter. The stack-based approach, on the other hand, encodespart of the recursive control structure of an algorithm in form of a recursive datastructure, the control stack. The iterative algorithm in �gure 7.4 shows the resultof using this approach on the recursive reduction algorithm. Again, there are twosets of rules: aor # describes the search for redices in sub-expressions, building astack S of contexts, and aor " reduces redices and reconstructs expressions fromreduced sub-expressions and contexts on the stack. The order of reduction hasbeen sequentialized to reduce operands before operators, leading to an additionalrule in aor " (the �rst one) to switch from the evaluation of an operand expressionto an expression in operator position. This abstract description of the algorithmmakes it obvious that the use of a control stack corresponds closely to construct-144



aor (M N) = ap (aor M aor N)aor M = Map (�:M N) = aor ��11 [0 �+10 N ]Map M = MFigure 7.3: Recursive algorithm without complex tests for whnfaor # (M N) S = aor # N (M []) : Saor # M S = aor " M Saor " N (M []) : S = aor # M ([] N) : Saor " �:M ([] N) : S = aor # ��11 [0 �+10 N ]M Saor " M ([] N) : S = aor " (M N) Saor " M nil = MFigure 7.4: Iterative algorithm with explicit context stackaorp (M N) S = ap (aorp M (aorp N S))aorp M S = M : Sap �:M : N : S = aorp ��11 [0 �+10 N ]M Sap M : N : S = (M N) : SFigure 7.5: Partially evaluated algorithmaorp i E S = (lookup i E) : Saorp (M N) E S = ap (aorp M E (aorp N E S))aorp M E S = < M; E >: Sap < �:M; EM >:< N; EN >: S = aorp M < N; EN >: EM Sap < M; EM >:< N; EN >: S = < ([EM ]M [EN ]N); nil >: SFigure 7.6: Partially evaluated algorithm { enhancedaorp i E S = (lookup i E) : Saorp (M N) E S = ap (aorp M E (aorp N E S))aorp �:M E S = < �aorp M :M; E >: Sap < �CM :M; EM >: ClN : S = CM ClN : EM Sap < M; EM >:< N; EN >: S = < ([EM ]M [EN ]N); nil >: SFigure 7.7: Separated compiler and runtime system
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ing continuations on the 
y: the context stack holds (most of) the continuation,and the hole in the top-most context on the stack marks the position where theresult of evaluating the current sub-expression will be placed.The �rst iterative version of the algorithm corresponds to a universal inter-preter for reductions: a �xed general control structure interprets representationsof expressions and contexts to determine the speci�c control structure for theactual program expression just before evaluation. There are several opportuni-ties to improve on this behavior by pre-computing the program-speci�c controlstructure, e.g., by partial evaluation. First of all, the algorithm calls itself withmodi�ed parameters, which are then used to direct the subsequent evaluation.While the exact parameters are not known statically, some of the modi�cationsare known (they are speci�ed in the right-hand sides of the rules). Specializ-ing the algorithm with respect to this partial information yields the new variantde�ned in �gure 7.5. This algorithm has two phases, the �rst of which trans-lates the static structure of the argument expression into a sequence of stackmanipulations and applications of the old iterative algorithm to the staticallyknown redices. Since the explicit context information was only used to direct thesubsequent evaluation, this information has been eliminated from this versioncompletely. The �rst phase (aorp) does not even inspect the stack but uses thestatically known structure of the original expression to pre-compute the evalua-tion order of the algorithm. The second phase (ap), however, still has to inspectthe stack contents to decide whether the two topmost entries form a redex or not.If they do, the reductum will be a new expression that does not exist prior toreduction. Therefore, either the interpreter has to be called to further evaluateit, or the second phase has to call the �rst phase at runtime to pre-compute thenext sequence of operations (the latter variant is shown in �gure 7.5: apart fromthe stack, it closely resembles the variant in �gure 7.3).This is still not the end of optimization as the structure of expressions thatresult from reductions is not taken into account before reduction. While it mayseem as if information about these expressions would not be available statically,a closer look at the �NF -reduction rule reveals that the topmost part of thestructure of the right-hand side is just taken from the body of the �-abstractionon the left-hand side. Since variables are just placeholders for unknown expres-sions, the body of an abstraction contains partial information about the resultof applying the abstraction to an argument. Substitution does not invalidatethis information in any way, but re�nes it by replacing placeholders with knownexpressions. The enhanced algorithm in �gure 7.7 employs this property of �NF -reduction to pre-compute even larger fragments of its own evaluation order fora given program expression statically. Figure 7.6 shows an intermediate versionthat incorporates the idea of delayed substitution: it uses an additional stackE to represent the current variable environment and looks up bindings of vari-ables when it encounters them during evaluation. Since bodies of abstractionsare not evaluated, they need to be paired with duplicates of their lexical environ-146



ments, forming closures (for uniform access, every object on a stack is a closure,written as < expr; env >). Globally free variables are treated as constants tobe reconverted to variables later (with the correct number of protection keys).This intermediate variant of the algorithm still alternates between two evalua-tion phases which resemble a compiler (aorp, pre-computing evaluation order)and an interpreter (ap, performing reductions). The interpreter seems necessaryto handle dynamically constructed applications, to reduce redices and to instan-tiate constant applicative forms (notation: [env]caf), but at least it can call thecompiler dynamically to avoid some interpretative overhead.The important observation to make about �gure 7.6 is that the results ofthe calls to the compiler in the interpreter do only partially depend on the dy-namic variable environment. Most of the evaluation order can be pre-computedusing only statically known information { lexical scoping determines the pres-ence or absence and even the position of variables in the environment, thoughnot their value bindings, and the decisions to be made in aorp depend only onthe static program structure. If the value bindings of variables and the resultsof �NF -reductions are left as dynamic inputs to the reduction algorithm, it isstill possible to completely separate the evaluation into two phases. The �rstphase (aorp, compilation) pre-computes the evaluation order in several segments,each corresponding to the body of one �-abstraction, and annotates these �-abstractions with partially evaluated functions. The second phase (ap, runtimesystem) evaluates the argument expression according to the pre-computed eval-uation order and the dynamic parts of the algorithm input. Instead of callingan interpreter or compiler at runtime, it uses the code with which �-abstractionshave been annotated (cf. �gure 7.7). The fundamental idea that led to this two-phase algorithm was to identify statically available information in the argumentsand the de�nition of the �rst iterative reduction algorithm. This �rst version ofthe algorithm was then partially evaluated with respect to the static information,moving all aspects of the algorithm that do not depend on information declaredas dynamic to a �rst phase of the transformed algorithm and leaving all otheraspects in the residual of the partial evaluation2.All that remains to be done is to actually separate the two phases, i.e., tode�ne the capabilities of the runtime system and to remove the dynamic partsof the input (workspace stack S and environment contents E) from the compilerde�nition (the current size d of the environment is still needed to identify globallyfree variables). Figure 7.8 outlines the �nal version of compiler and runtime sys-tem (still simpli�ed, but complete with reduction to normal form and treatmentof globally free variables) and completes the description of the implementationat this level of abstraction. A more conventional representation of compiled codein terms of sequences of instructions is used, and compiled code is attached to�-abstractions. Variable environment E and workspace stack S are combined2Partial evaluation is a standard program transformation technique [CD93].147
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to form an abstract machine state for the runtime system, which is installedand destroyed in exec. Note that the explicit closures of the intermediate vari-ants (cf. �gures 7.6 and 7.7) are replaced by partially applied supercombinators(pushClos), and that existing code can be used when the reduction of partiallyapplied supercombinators is restarted after �-expansion in rednf (calling restartinstead of red). It is assumed here that each �-abstraction is closed individuallyduring preprocessing, hence each former one-parameter abstraction is modi�edto take n additional parameters (which supply values for the n relatively freevariables of the original abstraction). Of course, multi-parameter abstractionsare closed and reduced as a whole in the full system.The implementation of reduction has so far been described in terms of a graphrepresentation but, on conventional hardware, the graph has to be mapped to ran-dom access memory. Essentially, each node in the graph represents a constructorof the language (cf. the abstract syntax de�ned in chapter 5). It carries informa-tion about the language construct (abstraction, application, . . . ) and links to therepresentations of the sub-expressions. A natural representation of a node usesa node-dependent number of consecutive memory cells, each containing a partof the node information or a pointer to the representation of another node (wecall such sequences of cells heap objects from now on). Initially, heap objects cansimply allocate cells from the beginning of the free memory area, but if memoryrequirements go beyond the �nite amount of available memory, representationsof nodes that are no longer used need to be deallocated. To this end, the avail-able memory fragments are registered in a free (memory) list, and new objectsallocate memory from the beginning of the �rst memory fragment in the freelist that is large enough to hold the new object. If there is no such fragment,the memory needs to be reorganized by shifting all live objects to the beginningof memory and by merging all free fragments at the end (garbage collection).Such a garbage collection changes the location of objects in memory and thusinvalidates any pointer scheme based on these locations. All pointers have to beadapted to point to the new object locations which means that memory has tobe reserved for a table associating old locations with new ones. This table couldbe generated anew on every garbage collection, but can also be used continuouslyas an indirect pointer implementation. In the case of a permanent indirectiontable, every pointer to a heap object goes via this table. This suggests a slightlydi�erent approach in which every node is represented by a �xed-size entry ina table of descriptors. The size of descriptors is chosen so as to accommodatethe most important bits of information for each kind of node, and if the amountof information exceeds the descriptor size, the descriptor is supplemented by avariable-sized heap object. Due to the �xed descriptor size, no fragmentation canoccur in the descriptor table, and while the heap is still subject to garbage collec-tions, only the corresponding entry in exactly one descriptor has to be updatedif the location of a heap object changes.To keep the overall memory usage small without incurring frequent garbage149



collections, memory for unused descriptors and objects has to be deallocated asearly as possible. A large step in this direction can be made if each descriptor`knows' whether it represents a live object or not. To this e�ect, each descriptorhas a �eld in which the number of references to this descriptor is kept. Whenevera pointer to a descriptor is duplicated or consumed, the corresponding referencecount is updated, and if it drops to zero, the memory used by the descriptor andits heap object can be deallocated (added to the free list). The need for somekind of reference counting is a consequence of the graph sharing that may resultfrom delayed copying: as long as the reference count of a descriptor is greaterthan one, a copy operation of the sub-graph is still pending and the sharedrepresentation of the original sub-graph must neither be deleted nor modi�ed(unless the modi�cation is valid in all copies). However, reference counting couldalso be delayed until a garbage collection actually occurs, leaving parts of thememory unused in between, while avoiding some of the time and space costs ofcontinuous reference counting.This completes the informal derivation of an implementation from the lan-guage de�nition given in chapter 5, presented at a level of detail that su�cesfor the following discussion of our extensions. Further details of the compilationscheme and runtime system, including optimizations and the treatment of otherlanguage elements, can be found in [GK96]. The �gures 7.9 and 7.10 outline thegeneral structure of a reduction system, as it results from the derivation givenabove. Figure 7.9 depicts the major phases of di�erent usage cycles supported bya reduction system, annotated with the abstract representations used for expres-sions at di�erent levels. Expressions are presented as strings and stored internallyas abstract syntax trees which may be subjected to reduction, edited, or stored inthe �le system. A preprocessor prepares the tree representation for reduction anda postprocessor undoes the representation changes as far as necessary to presentreduction results at the user level. The abstract syntax graph is based on name-free expressions, but abstractions are labeled with the original variable names foruse in the postprocessor. Compilation converts graphs to code, and decompila-tion reverses this process to uncover parts of the graph which are hidden in notyet executed code fragments. Basically, the remaining code is executed withoutperforming any further reductions, so that the runtime system only constructsapplications. Reduction to normal form inspects the result of execution andmay start further code execution phases to evaluate bodies of (partially applied)abstractions. It is thus directly connected to the runtime system.Figure 7.10 summarizes the memory structures used for the low-level represen-tations of graphs and contexts. The runtime system is controlled by the code andaccesses the graph representations via a system of stacks. The argument stack Aholds the variable environment, the workspace stack W holds temporaries, andstack R holds return addresses during function calls (R was not introduced in thederivation given above but is simply used to make the recursion in the compiledcode explicit). The central component of the memory system is the descriptor150



??
?? 6666

��?��?
��6 ��6

 #?
��?� �6

? 6 ? 66? 6?
? 6compile/decompile

use use

execute
interfaceuse

preprocess/postprocess edit store/loadAS-graphAS-graph+ code
AS-treestring interface interface

rednf
Figure 7.9: Components, representations, and phases of a reduction system�xed-sizedescriptor area variable-sizedobjects heapA RstacksW

...

......code area ...... Figure 7.10: Memory structures of a reduction system151



area because, in principle, every pointer between memory structures goes via adescriptor. There are about 60 types of descriptors representing di�erent syn-tactic categories and even more di�erent stack elements, which are both used tokeep small data objects directly in the runtime stack system and for the abstractsyntax tree representation of expressions (unfortunately, this representation isalso used for some kinds of irreducible expressions in the runtime heap). Fur-thermore, about 200 di�erent instructions may occur in the code region, which isalso special in that it contains direct pointers to code for jumps and function calls(the code area is assumed to be static, i.e., it is not subject to garbage collectionsand relocations, so that there is no need to adapt pointers).7.2 FramesThe implementation extensions to support frames are straightforward. Eachframe is represented by a descriptor that points to a heap object in which (point-ers to) the representations of the slots are stored. The names of the primitiveoperations (select, delete, update, test, slots) are introduced as new prede-�ned constants in the compiler, and implementations of the corresponding �-rulesin terms of the graph representation are added to the runtime library (not shownhere). The common core functionality of �nding a slot with a given name (slotlookup) in a frame is implemented as a linear search over the list of slots. Finally,new instructions are added to construct frames and slots. Figure 7.11 shows theextensions to the abstract speci�cation of the implementation derived in the lastsection.rednf d E f (namei :: valuei)1�i�n g= f (namei :: rednf d E valuei)1�i�n gmkSlot < E; name : value : S > = < E; (name :: value) : S >mkFrame n < E; ((sloti)1�i�n S) > = < E; f (sloti)1�i�n g : S >aorp d f (namei :: valuei)1�i�n g= (aorp d valuei; pushConst namei; mkSlot; )1�i�n mkFrame nFigure 7.11: Implementation extensions for framesObviously, there are many options for optimizations of this simple imple-mentation: if frames can be expected to have a large number of slots and ifstructure-preserving operations (select or update a slot) are more common thanstructure modi�cations (delete or add a slot), hash tables could be used to speedup slot lookup. If, furthermore, the slot names used in slot lookups are knownin advance, the positions of slots could be pre-computed, sharing the costs ofslot lookup between several operations on frames of known structure (ideally,152



positions for slot lookup could be statically pre-computed similar to positions forenvironment lookup). Beyond these optimizations of the internal slot lookup,the �-rules could be used to `fold away' combinations of operations that canceleach other, e.g., an update followed by a select of the same slot is equivalentto the slotvalue, and a frame which is used only for a known set of selectionoperations need not even be constructed. On the other hand, frames were intro-duced to overcome the limitations of static scoping rules, so that slot selectionand frame modi�cations can be expected to be used in not statically predictableways frequently.It might seem as if the main intended use of frames as collections of programbuilding blocks would be a serious obstacle to optimization, but this need notbe true. If frames are stored and compiled separately from the programs thatuse them, it is usually not feasible to produce specialized variants of code for allpossible kinds of use in advance. The major advantages of optimizations, however,are not bound to the exploration of static knowledge for program modi�cationsbefore runtime but only to the sharing of costs between several reduction steps(or function calls, . . . ). So it should still be possible to optimize frame operationswhen a frame �rst comes into scope, e.g., through an input/output-operation(this may involve runtime calls to the compiler). But even if such sophisticatedoptimizations are not implemented, the available language constructs can be usedto distinguish clearly between bindings to statically scoped names and selectionsfrom dynamically modi�able frames. For instance, imported items have beenbound to local names prior to using them in the examples in chapter 6, thusreplacing expensive selections with e�cient environment access as soon as possibleand sharing the costs of slot selection between all uses of the imported itemswithout needing any special optimizations.7.3 InteractionsPrimitive interactions have lots in common with primitive functions, and so itmakes sense to implement the former as a special kind of the latter. The majordi�erences between the interaction rules given in the formal language de�nition(cf. �gure 5.8 in chapter 5 or the abstract summary in �gure 7.12) and typical�-rules are the restricted evaluation contexts (either empty or the leftmost pathin a tree of >>=-applications) and the reference to an entity external to the lan-guage (the environment). As far as the implementation of primitive interactionsis concerned, the environment is an additional parameter and result value, sup-plied via additional internal mechanisms. In other words, the runtime libraryof primitive interactions provides implementations which have to be called us-ing a scheme that is slightly di�erent from that for implementations of primitivefunctions. For the existing implementation, an interaction is similar to a prim-itive function that can be applied to parameters but is never evaluated. This153



behavior of the existing implementation closely resembles the idea of interactionsoutlined in chapter 3: a description of the desired interactions is constructed andreturned as the result of the functional part of the computation. The additionof input/output-facilities does not a�ect the functional part of the language, andthe implementation of the functional part is not even changed.ic = [ ] j (ic >>= expr)ic[ ((return res) >>= cont) ] jj env =I ic[ (cont res) ] jj envic[ (primInter parms) ] jj env =I ic[ (return res) ] jj env`Figure 7.12: Interaction contexts and rulesFor the actual execution of interaction descriptions, an external interpreterwas assumed in chapter 3, and the interaction rules of chapter 5 are de�ned incontexts where (a representation) of the external environment is available (cf.�gure 7.12). The natural �rst approach to the implementation of interactionsis thus to de�ne an interpreter that inspects the results of program reductions(cf. �gure 7.13). If this interpreter �nds an executable primitive interaction de-scription in a valid interaction context, it provides the implementation of thisinteraction with access to the program's runtime environment S, replaces theinteraction description with the interaction result and calls itself with the mod-i�ed interaction script. The implementation of the transformation rule for >>=and return is integrated into the interaction interpreter. The only complicationarises from the fact that the result of evaluating a composition of interactions(combined with >>=) may be a dynamically constructed reducible application.To evaluate such an application, the interaction interpreter calls the reducer,which may return a new interaction description. In e�ect, expression reducerand interaction interpreter cooperate as coroutines.inter (primInter parms) S = inter (return R) S 0 ;if primInter parms S = (R; S 0)inter ((return R) >>= M) S = inter (aor (M R)) Sinter (N >>= M) S = bind (inter N S) Minter whnf S = (whnf; S)bind (RN ; SN) M = inter (RN >>= M) SNFigure 7.13: Interaction interpreterSimilar to the core reduction sytem, the interpreter can be transformed intoan iterative form using a stack, and it can be optimized by moving decisions fromthe runtime system to a preprocessing phase and by avoiding the creation of in-termediate structures but, in general, the ability to direct the further evaluation154



by an inspection of intermediate graph structures will be a necessary componentof the runtime system as long as the language allows to compute new interactionscripts at runtime. Figure 7.14 shows an iterative interpreter variant using astack of contexts C (note the embedded call to aor). This variant correspondsclosely to the current implementation (cf. [Tim96]) and keeps the interactioninterpreter and the reduction system separated. The interaction interpreter be-comes the main entry point for the combined system and calls the reductionsystem if necessary (fourth rule in �gure 7.14). This separation is achieved atthe cost of intermediate graph structures for interaction descriptions which areconstructed as irreducible applications in the reduction system and analyzed inthe interaction interpreter. Further optimizations would be possible if the ex-ecution of interactions would be merged into the reduction system. Similar tothe special treatment of applications with statically known operator expressions(instruction beta), the construction of intermediate interaction descriptions couldbe avoided wherever it is possible to predict that the interactions will be executedimmediately after construction.inter # (N >>= M) C S = inter # N ([] >>= M) : C Sinter # M C S = inter " M C Sinter " (primInter parms) C S = inter " (return R) C S 0 ;if primInter parms S = (R; S 0)inter " (return R) ([] >>= M) : C S = inter # (aor (M R)) C Sinter " N ([] >>= M) : C S = inter " (N >>= M) C Sinter " N nil S = (N; S)Figure 7.14: Iterative interaction interpreterOne aspect of the implementation that might not be immediately obvious fromthis abstract speci�cation relates to the evaluation of dynamically constructedapplications. Of course, it is not necessary to call the compiler at runtime (asthe call to aor might suggest): the code for the interaction result R and thatfor the continuation M can be statically pre-computed, and the structure ofthe applications constructed by the interaction interpreter is always the same (acontinuation is applied to an interaction result). It su�ces to give the interactioninterpreter access to the code of a general apply function which applies its �rstparameter to its second. This code may then be called with a continuation andan interaction result as parameters.
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7.4 Interactions for all valid language expres-sionsThe design of interactions, as described in section 5.3, abandons the restriction ofinput/output-facilities to strings of characters and allows them to be used withany valid expression of our language. This is in line with the principle of data typecompleteness and leads to a more uniform and thus simpler language design, butplaces rather high demands on the implementation. Due to the complex memorystructures that are used to represent language expressions, the implementation ofthe simple high-level operations becomes complex, too, because from this internalrepresentation, a representation in the �le system has to be generated on output(store) and vice versa on input (retrieve). These representation conversions andthe movement of data involved can be rather simple in principle, but have to takethe various layouts of descriptors, heap objects and code segments into account,resulting in a large number of specialized instances of two generic algorithms.Writing such algorithm instances of similar structure into explicit source code fora great number of data types is tedious, error-prone and a maintenance nightmare,and should therefore be avoided whenever this is possible.To this end, the data structures could be given a uniform layout to allow onealgorithm to cover all cases. As another option, the individual parts of the sourcecode could be generated from formal descriptions of the memory structures andof a generic algorithm. Unfortunately, none of these options is supported bythe available implementation, so we tried to reuse available code at least. Froman abstract view of the reduction systems, we identi�ed two system componentsthat might o�er potential for code reuse. The �rst is rather obvious: the memorymanagement routines have to deal with all available memory structures. However,these routines can assume to move objects only inside one virtual memory area,and can thus be implemented by code that is not necessarily general enough forour purposes. For instance, the memory organization of the core reduction systemnever requires descriptors or code segments to be moved, and heap objects canbe moved without looking at their internals because all pointers are indirect (thedescriptor �elds to be modi�ed can be found via a single back-reference storedimmediately in front of each heap object). The only memory management routinethat needs to traverse (representations of) all nodes of a graph is the deallocator(reference counts of sub-expressions need to be decremented and, if they drop tozero, the memory segments for the representations of the sub-expressions need tobe deallocated, too), and even this routine does not touch the code area.The second alternative arises from the non-sequential variants of the reduc-tion system described here, especially from distributed memory implementations.In order to establish processes on another processor, graph representations needto be copied to the local memory of this other processor, a task that, in prin-ciple, requires a complete graph traversal routine (there are no real shortcuts156



if the local memories are truly separated). In practice, we found only one ma-jor deviation from a general traversal mechanism in the routines: the programgraph is divided into a static part (the original program including the abstractmachine code) and a dynamic part (graph structures constructed at runtime),and the static graph is broadcasted once to all processors before the distributedexecution starts. Afterwards, only nodes in the dynamic part of the graph aretransmitted between processor memories because read-only copies of the staticgraph are available in each local memory (under the same set of addresses) andcan be shared between the nodes of the distributed dynamic graph. Apart fromthis optimization, no speci�c assumptions are made in the implementation of thegraph send and receive routines, and it was possible to adapt the code for our pur-pose. Several modi�cations were necessary, mainly related to assumptions aboutproperties of the static graph that are not valid in our application, but basicallythese modi�cations `completed' the available code, i.e., made it less dependenton speci�c working conditions. The original send and receive routines fall outas a special (optimized) case of the completed algorithm and all the memory-structure-speci�c code is shared between send/receive and store/retrieve.Formal speci�cations of the algorithms to store and retrieve graph structuresare given in �gures 7.17, 7.18 and 7.19. These algorithms necessarily have tobe presented at a very low level of abstraction as they are concerned with therepresentations of graph structures in terms of descriptors, heap objects andcode vectors. Figure 7.15 summarizes the relevant abbreviations used in thedescription and �gure 7.16 lists the data tags which are used in the external,linearized representations of program graphs. For simplicity, we assume thatdescriptor contents and code vector elements can be treated uniformly, and thatthe target area of each pointer can be identi�ed from looking at the pointer.In practice, descriptor-type- and instruction-speci�c routines have to be used,a constraint which adds much to code complexity but almost nothing to theconcepts involved.The basic idea is to do a pre-order traversal of a program graph and to gen-erate a linear representation of the structures found. The main problems are topreserve the sharing of sub-graphs while traversing each shared sub-graph onlyonce, and to keep the pointer abstractions intact while moving memory structuresinto a di�erent address space. Another problem is that code for functions is notstored on a per function basis but on a per program basis, i.e., in the core system,there is exactly one code vector for one program. Such a code vector containsthe code fragments for all functions in sequence, and function calls use directpointers into the code vector wherever possible. Therefore, both descriptors andcode vectors can be shared directly whereas for every heap object there is ex-actly one descriptor which has a pointer to the object. As a consequence, bothstore and retrieve keep indexes of descriptors and code vectors that have beentransmitted. Each descriptor is transmitted exactly once { further pointers to itare transmitted as indices into the list of known descriptors. Similarly, each code157



const : simple constantptd : pointer to descriptorpth : pointer to heap objectobjpth : heap object pointed to by pthptc : pointer into code vectorheadptd : header of descriptor pointed to by ptddescptd : contents of descriptor pointed to by ptdinstr : instructionsoc : start address of code vectorS : stack of descriptors to be stored or retrievedID; (Di)i2I : index of (local addresses of) transmitted descriptorsICV ; (soci)i2I : index of (local start addresses of) transmitted code vectorsC; (instri)i2I : sequence of local code vectors, separated by jmaxI : greatest index in index set InewI : short form of (maxI + 1)Mfj := xg : short form of ((xi)i2I;i 6=j (x)j) if M = (xi)i2IM; (Ma)a2A : local memory, consisting of separate areas (A = D [H [ C)for descriptors (D), heap objects (H), and code vectors (C)Figure 7.15: Parameter names and constructs used in store or retrieveC const : simple constantI i : index of a previously transmitted descriptorPTD : placeholder for pointer to descriptorDESC head : head of new descriptor, contents followHO : heap object, contents followCO : code vector, contents followj : separatorPTC j; p : pointer to code, relative to start of code vector jFigure 7.16: Data tags in the linearized representation
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store nil ID ICV C= nilstore (const : S) ID ICV C= (C const) : (store S ID ICV C)store (ptd : S) (Dj)j2J ICV C= (I i) : (store S (Dj)j2J ICV C) ; if (ptd = Di)store (ptd : S) ID ICV C= (DESC headptd) : (st Desc descptd S (ID ptd) ICV C) ; if (ptd 62 ID)st Desc nil S ID ICV C= j : (store S ID ICV C)st Desc (const : t) S ID ICV C= (C const) : (st Desc t S ID ICV C)st Desc (ptd : t) S ID ICV C= PTD : (st Desc t (ptd : S) ID ICV C)st Desc (pth : t) S ID ICV C= HO : (st HeapObj t objpth S ID ICV C)st Desc (ptc : t) S ID ICV C= st Code t ptc (startofCode ptc C) S ID ICV Cst HeapObj d nil S ID ICV C= j : (st Desc d S ID ICV C)st HeapObj d (const : t) S ID ICV C= (C const) : (st HeapObj d t S ID ICV C)st HeapObj d (ptd : t) S ID ICV C= PTD : (st HeapObj d t (ptd : S) ID ICV C)Figure 7.17: Storing graph structures (part I)
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startofCode ptc (instri)i2I= ptc ; if instrptc = jstartofCode ptc (instri)i2I= startofCode (ptc� 1) (instri)i2I ; if instrptc 6= jst Code d ptc soc S ID (soci)i2I C= PTC j; (ptc� soc) : (st Desc d S ID (soci)i2I C) ; if socj = socst Code d ptc soc S ID (soci)i2I C= CO :(st CodeV ec d newI ptc (soc+ 1) S ID ((soci)i2I soc) C); if soc 62 ICVst CodeV ec d j p c S ID ICV (instri)i2I= j :(st Code d p socj S ID ICV (instri)i2I) ; if instrc = jst CodeV ec d j p c S ID ICV (instri)i2I= PTD :(st CodeV ec d j p (c+ 1) (ptd : S) ID ICV (instri)i2I) ; if instrc = ptdst CodeV ec d j p c S ID (soci)i2I (instri)i2I= PTC j; (ptc� socj) :(st CodeV ec d j p (c+ 1) S ID (soci)i2I (instri)i2I) ; if instrc = ptcst CodeV ec d j p c S ID ICV (instri)i2I= C instrc :(st CodeV ec d j p (c+ 1) S ID ICV (instri)i2I) ; if constant instrcFigure 7.18: Storing graph structures (continued)
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retrieve nil S ID IC M= < S ID IC M >retrieve ((C const) : t) (a : S) ID IC M= retrieve t S ID IC Mfa := constgretrieve ((I i) : t) (a : S) ID IC M= retrieve t S ID IC Mfa := Digretrieve ((DESC head) : t) S ID IC (Ma)a2D[H[C= ret Desc (newD + 1) t S (ID newD) IC MfnewD := headgret Desc a (j : t) S ID IC M= retrieve t S ID IC Mret Desc a ((C const) : t) S ID IC M= ret Desc (a + 1) t S ID IC Mfa := constgret Desc a (PTD : t) S ID IC M= ret Desc (a + 1) t (a : S) ID IC Mret Desc a (HO : t) S ID IC (Ma)a2D[H[C= ret HeapObj (a+ 1) newH t S ID IC Mfa := newHgret Desc a (PTC j; p : t) S ID (soci)i2I M= ret Desc (a + 1) t S ID (soci)i2I Mfa := (p+ socj)gret Desc a (CO : t) S ID IC (Ma)a2D[H[C= ret Code a t newC S ID (IC newC)Mret HeapObj d a (j : t) S ID IC M= ret Desc d t S ID IC Mret HeapObj d a ((C const) : t) S ID IC M= ret HeapObj d (a+ 1) t S ID IC Mfa := constgret HeapObj d a (PTD : t) S ID IC M= ret HeapObj d (a+ 1) t (a : S) ID IC Mret Code a (j : t) c S ID IC M= ret Desc a t S ID IC Mret Code a (PTD : t) c S ID IC M= ret Code a t (c+ 1) (c : S) ID IC Mret Code a (PTC j; p : t) c S ID (soci)i2I M= ret Code a t (c+ 1) S ID (soci)i2I Mfc := (p+ socj)gret Code a (C instr : t) c S ID IC M= ret Code a t (c+ 1) S ID IC Mfc := instrgFigure 7.19: Retrieving graph structures
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fragment is transmitted exactly once, but whenever a pointer into a code vectoris encountered during the graph traversal, the whole code vector is transmittedat once to preserve the memory layout that is expected by the runtime system.The algorithm store generates a linear representation of a program graph, us-ing one auxiliary algorithm for each kind of memory structure. One of the avail-able stacks is used to keep pointers to descriptors encountered while traversing amemory segment, and memory elements are appropriately tagged for transmis-sion. We assume here that memory elements can be uniformly identi�ed, whereasin practice the context (position in descriptor, kind of descriptor, kind of instruc-tion, parameter position in instruction) needs to be taken into account to getthis information. All non-pointer constants can safely be transmitted withoutmodi�cation (C const). Pointers to descriptors are either known, in which caseonly their index is transmitted (I i) or are encountered for the �rst time. Inthe latter case their address is added to the descriptor index and their contentsare transmitted using st Desc after �rst sending the general header (basicallyindicating the kind of graph node represented). Note that the reference countis not transmitted because a complete copy of the graph representation is cre-ated. In a descriptor, there may be some constant information, pointers to otherdescriptors, to heap objects or into a code vector. Pointers to descriptors aresaved on the stack until the traversal of the current descriptor is complete, onlya placeholder (PTD) is sent so that space for the pointer can be reserved onretrieval. st HeapObj is a simple extension of st Desc to heap objects, whereneither pointers to the heap nor to the code area can occur. Handling pointers tocode is a bit more involved: �rst, the pointer is used to locate the start addressof the code vector which is used for identi�cation. If this code vector has alreadybeen sent, its index is transmitted, together with the pointer to code relative tothe start of its code vector (PTC j; (ptc � soc)). Otherwise, the code vector issent out �rst and its start address is added to the index of code vectors. Duringcode traversals, both pointers to descriptors and pointers to code can be encoun-tered as instruction parameters and have to be treated correctly. Instructionsand other instruction parameters are treated as constants.The algorithm retrieve reconstructs a program graph from its linear repre-sentation, basically following store in its structure. The stack is used here tosave the addresses where pointers to descriptors have to be inserted later (PTD).Initially, it holds the address where the root of the program graph shall be placed.Constants are simply placed in memory at pre-determined locations, indexes ofknown descriptors are translated into pointers to local addresses unsing the indexof descriptors, and descriptors are placed in the local descriptor area. ret Descstores constants in memory, saves addresses for pointers to descriptors on thestack, and allocates local memory for heap objects and code vectors. It alsoreconverts relative pointers to code to absolute addresses using the code vectorindex to get the start address of the code vector in local memory. ret HeapObjis again a simple extension of ret Desc to another area of memory, but this time,162



this also holds for the treatment of code vectors (ret Code).7.5 Comments on the implementationAll implementation extensions speci�ed in this chapter have been integrated intothe existing implementation of the core reduction system. We have refrained fromlisting and describing the C code here or in an appendix to this thesis for tworeasons: such a low-level representation of the implementation would have addeda 
ood of details to be described without adding anything new conceptually, andit would have been di�cult to disentangle our contributions from the existingcode at this level (mainly due to the complexity of interactions and interfacesbetween the parts of the implementation at the coding level). Instead, we havegiven abstract speci�cations of the existing system and of our extensions in suf-�cient detail to allow for a straightforward translation of the speci�cations intoC code. Of course, our abridged description of the implementation of the corelanguage does not re
ect the full complexity of the complete reduction system,but it su�ces to describe the implementation of our extensions and their rela-tionship to the core system. The form of presentation results from an attempt todescribe a full view of the implementation, trying to directly relate the languagede�nition to the speci�cation of the implementation by focusing on the imple-mentation decisions involved. Therefore, the presentation of the whole systemdi�ers from previous accounts, e.g., by factoring an algorithm that implements areduction strategy into its static and dynamic parts instead of just postulating anabstract stack machine and de�ning a compiler from the programming languageinto abstract machine code. We have tried to document the decisions that leadfrom our language de�nition to an implementation very close in spirit to the ex-isting one. As is explained below, a documentation of this kind for the completesystem would not only provide rationales for the form and existence of all partsof the implementation, it would also allow to revise implementation decisions inresponse to modi�cations of the language de�nitions.Our attempts to adapt the existing implementation to accommodate our lan-guage extensions unveiled a number of problems below the level of the previouslyexisting implementation speci�cations. While the general implementation designshould be quite 
exible with respect to extensions, the translation of this designinto C-code has several properties that hinder us to explore the full potentialof the implementation design. To give but one example, program evaluationhas been factored into three major phases: a preprocessing phase prepares theprogram representation for more e�cient execution during the real processingphase, and a postprocessing phase undoes all representation changes to producea high-level representation of the evaluation result. In brief, each preprocessingstep should be reversible, and its inverse is used as a postprocessing step. If noreductions or interactions are performed during processing, the combination of163



preprocessing, processing and postprocessing should be the identity. We hoped tomake use of this property by invoking the compiler on the results of the process-ing phase before writing them to the �le system. However, the implementationcode is \optimized" in several ways to depend on the sequence of phases. In otherwords, a program representation before a preprocessing step is not equivalent tothe representation after the corresponding postprocessing step. To get an equiv-alent representation, the upper part of the usage cycle (cf. �gure 7.9) has to befollowed or at least simulated. This \feature" of the implementation is not partof the speci�cation, but has somehow found its way into the code. Unfortunately,the di�erent concrete representations at the coding level are mapped to equiva-lent abstract representations at the speci�cation level, and so the code can stillclaim to conform to the implementation speci�cation3.Given that formal speci�cations exist both for the language and for the imple-mentation, the basic problem is that the gaps between the di�erent speci�cationand code layers are too large. Moreover, the layers are only `upwards-related',i.e., it is possible to check whether the implementation speci�cation satis�es thelanguage speci�cation, or whether the implementation code satis�es the imple-mentation speci�cation, but the relation is always upwards in the abstractionhierarchy. The higher-level speci�cation is assumed to be �xed, and a lower-level speci�cation is then `invented' to implement the abstract speci�cation. Thelower levels of speci�cation just happen to be there, and even if they conformto the higher levels, there is no easy way to relate the language de�nition to theimplementation code. Therefore, every major modi�cation or extension of thelanguage requires a sophisticated reverse engineering process with the goal torelate parts of the implementation code to parts of the language de�nition (toavoid the invention of a completely new implementation). Starting with such areversed view of the complete system, it may then be possible to identify largeparts of the existing implementation as reusable for the new language de�nition,or to relate modi�cations in the de�nition layer to modi�cations in the codinglayer.We have come to the conclusion that the situation could be improved drasti-cally if (a) the gaps between speci�cation layers would be smaller (in particular,there should be no substantial implementation decisions between the �nal imple-mentation speci�cation and the coding level), and if (b) there existed a descriptionof how these speci�cation layers are related `downwards' (cf. �gure 7.20). Basi-cally, we seek to replace the very course-grained and non-deterministic \conformsto"-relation by a more �ne-grained equivalence transformation. Of course, a con-crete speci�cation cannot be directly equivalent to an abstract one { some detailshave been added. On the left-hand side of �gure 7.20, this could be accounted3The speci�cation does not explicitly require the mentioned equivalence of representationsat all levels of the usage cycle, but only at the user interface level, where the di�erences in theinternal representations are not observable. 164
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Figure 7.20: Implementing speci�cations { invent & test versus transformationfor by introducing an observation relation that forgets or hides the additionaldetails, so that \L conforms to H" could be read as \the observed behavior of Lis equivalent to that of H". While this may be adequate for someone mainly con-cerned with the high-level views, it is simply not acceptable for those who need acomplete view of the system: the \unobservable" details are exactly what mattersabout the implementation! Therefore, we propose another approach to establishan equivalence between speci�cations of di�erent abstraction levels: instead offorgetting information about the more concrete speci�cations, we add informa-tion to the more abstract ones. The additional information turns out to representthe implementation decisions made, and thus exactly what distinguishes the onechosen concrete speci�cation from the many other ones that would also conformto the abstract speci�cation.The informal derivation of an implementation in the �rst section of the presentchapter may be seen as a �rst step in this direction. One of the expected ad-vantages of such a description is that every major implementation decision hasto be justi�ed and made explicit in terms of a transformation of the speci�ca-tion. It is then easy to identify and eliminate those transformations that areinvalidated by a modi�cation of the language de�nition, and a �rst variant of themodi�ed implementation can be generated by replaying the remaining transfor-mation steps starting from the modi�ed language de�nition. Ideally, the existingimplementation code can be adapted by incremental modi�cations which do nothave to be guessed but can be derived from the modi�cations to the higher spec-i�cation levels. Such a derivation approach to implementation nicely expressesthe view that the programming paradigm to be supported determines the imple-mentation architecture (and not vice versa) and thereby provides better supportfor extensions or modi�cations of the language de�nition. The derivation caneven be given a formal basis, e.g., if speci�cations on all layers of abstraction areuniformly represented as systems of object transformations.
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Chapter 8Related and Further WorkAs has been demonstrated in the previous chapters, we have have ful�lled theoriginal task speci�cation to extend the existing functional language and its im-plementation with facilities for modular programming and input/output. Wehave also met our additional requirements for a simple language design with gen-eral and completely integrated components. This work has been shaped by anunusually large number of connections to other work, partly due to the need tobuild on an existing core language and its implementation and partly due to theintegrative nature of our task, involving several areas of high research interest.In addition to results from the individual research areas, our quest for a simpleand general language design has also allowed us to build on a large body of gen-eral language design work. Most of these connections have been mentioned inearlier chapters of this thesis and are not repeated here. Instead, we focus ongeneral options for further work and elaborate on the connections to research ontype systems and persistence. In particular, we explain why we have purposelyexcluded all aspects of type systems from our work, and thus an area of researchwith important relations to our topics, and we argue that our generalization ofinput/output to all valid language expressions opens new possibilities to combinethe research areas of functional programming and persistent systems.8.1 Options for further workThere are various possible directions for further work, related to the design offunctional languages, framework design for modular programming, or to the clas-si�cation of abstractions used for modular programming. One of these directionsis related to a topic we have deliberately left open in our description, namely thedetails of the functional core language in our design. Of course, we have addedour extensions to a complete language and its implementation, but an evaluationor possible redesign of these given components was beyond the scope of our work.The questions arise to what extent the core language complies with the language167



design principles we have used throughout this thesis, and how our abstractlanguage design can be re�ned to encompass all details of a full programminglanguage.Re�ning the language designWe have described an abstract framework for extending purely functional lan-guages with facilities for interactions and modular programming, leaving unspec-i�ed the details of the particular core language we have been working on. Wehave only required that it supports a full �-calculus, which is necessary to de�nesuitable abstractions over functions, frames and interactions and thus to fullyintegrate the parts of our language framework. The obvious next step is the re-�nement of our design to address the issues of the functional core, simplifying itsadvanced features according to our design principles and integrating the primitiveoperations and interactions into a modular and extensible language design. Forus, this corresponds to a redesign of the given core language and implementation,but there is also a second possibility to complete our abstract design into a fullyspeci�ed language: since we have purposely avoided the speci�cation of detailsthat are not relevant to our topics, one can start from any given functional lan-guage that meets our requirements1 and use our abstract design to complete thisparticular language with respect to interactions and modular programming. Mostcurrent functional languages do already provide some scheme for character-basedinput/output and the extension to support interactions for any valid language ex-pression basically seems to be an implementation issue. The most di�cult tasksin translating our design to other functional languages are related to restrictionsimposed by the static type systems that are in widespread use today. A summaryof the typing problems to be expected is given in section 8.2.A preliminary evaluation of the given reduction language with respect to thedesign principles used in this thesis revealed several aspects that need furtherinvestigation. On the positive side, both the language and its implementationsare dedicated to support a full �-calculus, the only exception being a bias to-wards applicative-order reduction strategies in most implementations. We canhardly overemphasize the importance of this feature, not only because the �-calculus provides the means for abstraction in our design and thus the glue for afull integration of its parts. Without the execution model of high-level programtransformations, e.g., it may still be possible to use �-abstraction for the staticdescription of parameterization of program components, but programmers couldnever see the results of computations that involve program components. Andthe idea of �rst class program components that can both be stored in the �lesystem and retrieved from there at runtime would soon cease to make sense if it1Surprisingly, many modern functional languages and implementations do not support a full�-calculus, even though most claim to be based on one.168



would not be possible to generate high-level representations of the program com-ponents that currently exist in the long-term storage of the �le system, includinghigh-level representations of the functions included in these components. If theexecution model of program transformation would only be mapped to low-levelstate transformations (with no high-level representation of results unless explic-itly generated as program output), programmers would always have to go back tothe original program sources and would need to replay mentally all computationson the long-term store that might have a�ected the components since their �rststorage. In e�ect, the advantages of our language design would come to nothingunder such conditions.On the negative side, some of the advanced features of the core language wouldbe better de�ned in terms of a few elementary constructs. The most prominentexample of this are the very complex pattern matching facilities, which havedeveloped into a kind of sub-language for case distinctions and structure decom-positions. The problem here is not the expressiveness of pattern matching, butthe hard-coding of pattern matching facilities in the language de�nition. Notonly does this add to the complexity of the language and its implementation, it isalso a serious obstacle to extensibility. Whenever the language is extended witha new kind of data structure, the pattern matching facilities have to be extended,too (the same holds, of course, for modi�cations of the language and its imple-mentations). This additional burden does not even pay of for programmers, asthe �xed pattern matching constructs cannot be extended in any way, e.g., towork with user de�ned data abstractions. Instead, every change to the represen-tation of a data abstraction is likely to break applications of pattern matching atvarious places in the program, which runs counter to the basic ideas of modularprogramming (this phenomenon is well known from other languages that supportpattern matching and data abstraction [Wad87]). On the other hand, both pat-tern matching and case distinctions are important language features and it wouldbe a worthwhile area of research to work out the elementary language constructsbehind these currently rather complex features and to recombine them in a waythat does not su�er from the aforementioned problems. Some of the preliminarywork in this area suggests to explore the relation between extensible records, vari-ants, fold operations and the current case-constructs based on pattern matching[MJ95, GJ96, Dam96].Another problem of the functional core language with respect to modularityand language extensibility is the organization of �-rules (de�nitions of primitiveoperations), which form a completely unstructured set at the language de�ni-tion level. The implementation and documentation are much more structured inthis case, organizing implementations and descriptions of primitive operations indi�erent modules according to the kinds of data objects they operate on. Thisorganization is, however, not re
ected at the language level, and the languagepresents itself to programmers on an all or nothing basis as far as built-in op-erations are concerned. It seems advisable to (a) review the existing primitive169



operations and to remove some of them in favor of prede�ned functions, (b) moveas much as possible of the basic operation framework from the language de�ni-tion to areas that can be extended by the user, (c) separate the primitive andprede�ned operations into small groups, e.g., using the module facilities just in-troduced. In de�ning the primitive interactions, we have followed the existingpractice for primitive operations, so the same arguments apply to this part of thedesign, even more so as the kinds of interactions that can be supported depend ondesign decisions in the operating system, thus out of our reach. Probably, envi-ronments should be modeled as abstract data types providing certain operationsto be called from the programming language via the general framework for inter-actions. This way, the �le system interface could easily be extended or replacedby a database interface or by an interface to any other component of the runtimeenvironment in which the program is to be run. A minimal interface needs to bede�ned along the lines of section 5.3 and language mechanisms for interface ex-tension need to be provided. If the environment consists of many di�erent kindsof objects, a modular style of per object interfaces would be necessary, too.This is essentially the same search for elementary language features that led usto the proposed framework of functions, frames and interactions on a larger scale,only pursued further into the parts of this framework. The problems of the givencore language and implementation are a direct consequence of the so far missingsupport for modularity and the results of our work are thus one prerequisite fortheir solution. However, even though a module facility is available now, there arestill several possible strategies to apply this facility to the problems mentionedabove, and the decision in favor of one of the possibilities is not an easy one.The problems a�ect a fundamental level of the language and any decision wouldtherefore have far-reaching consequences. In any case, a major redesign of the corelanguage and its implementations would be required, making the whole problemarea a topic for further work.Review of the primitive interactionsAdding imperative features to a purely functional language, even in a safe way,bears the risk of pushing the level of abstraction on which programs are writ-ten back to a state where programmers have to deal with cumbersome low-leveldetails again. There are two kinds of answer to this concern: on the positiveside, the integration of the new features has been done in a way that carefullyavoids any negative e�ects on the functional subset of the new language and evenextends most of its properties to the full language, which is thus no longer purelyfunctional but still a pure functional language. This means that the full expres-siveness of the functional language is available to construct imperative functionalprograms on the same level of abstraction used to construct functional programs.The second, less positive answer is that the language level is not only a�ectedby the means for program construction but also by the available primitives. In170



the current design, the primitive interactions are based on the input/output-operations available in a UNIX/C environment [Tim96], and so it was clear fromthe beginning that these operations would probably be too much concerned withlow-level details. This leads to rather �ne-grained interactions and thus to a gran-ularity mismatch between the interaction-based and the reduction-based parts ofthe language. While the granularity of interactions is just �ne for imperativelanguages, where every computation step involves an interaction with a globalstore, it may not �t well into a reduction language, where programs are usuallymuch less concerned with the details of how computations are performed.In spite of this, it was decided to base the �rst implementation on these op-erations for two reasons: (a) these are the operations our users were thinking ofwhen they complained about missing facilities for explicit input/output, and (b)we did not have any experience with the combination of low-level input/output-operations and a high-level programming language. Without knowing the prob-lems, it would have been a bad idea to design a new set of operations out ofthin air. Furthermore, the facilities of the functional language enable users tobuild their own control abstractions on top of the primitive interactions as longas the latter provide the necessary functionality. Nevertheless, it will be neces-sary to evaluate and possibly redesign the set of input/output-operations as soonas useful abstractions have been established and su�cient practical experience isavailable.Framework design for modular programmingOnce the abstract design framework has been instantiated with a concrete func-tional core language, the next necessary path of research is the identi�cation ofcommonly used abstractions. In chapter 6, we have shown how various well-known language constructs for modular programming can be modeled in ourlanguage design, based on the idea that all these di�erent constructs are justinstances of a general scheme of abstraction. We have also argued that none ofthese constructs should be introduced as a language primitive since none of theseconstructs is really fundamental. Rather, some of these constructs should beprovided as a second level of abstraction on top of the fundamental constructs ofour design. Our rationale for this decision was to provide programmers both witha set of useful prede�ned abstractions and with the means to adapt the imple-mentations of these abstractions to their needs or to de�ne new domain-speci�cabstractions. However, for a practical language environment, useful abstractionshave to be identi�ed and implemented to provide a library of constructs formodular programming. Guidelines for the choice of abstractions for particularproblems, for the use and composition of individual abstractions, and for thedesign of new abstractions have to be developed. In brief, frameworks for mod-ular programming need to be developed in which the di�erent kinds of softwarecomponents can be used e�ectively in practice.171



Essentially, this work would be an elaboration of the ideas presented in chap-ter 6, where we have developed the idea to formalize the process of abstraction insection 6.4 to provide a basis for the modeling techniques used in our examples.The description given there is still in a simple form, but we were able to relatevarious informal uses of the term abstraction to a few formal concepts. Usingthese concepts, we have attempted to develop a simple classi�cation of constructsfor modular programming which could all be identi�ed as abstractions emphasiz-ing di�erent aspects of programs or di�erent phases of the abstraction process. Itwould be interesting to further investigate this classi�cation to develop a betterunderstanding of the pros and cons of the various known abstractions, not onlyto prepare for the development of useful abstractions for future functional lan-guages, but also to provide a formal basis for the discussion of existing languageswith explicit support for modular programming.Generalized program transformationsThe user interface of the reduction system [Klu94] to which we added our exten-sions features a syntax-oriented editor for inspection and manipulation of pro-grams, be they user-speci�ed or (intermediate) results of reductions. This editorprovides static support for partial views of programs, i.e., programmers can freelymove their focus of attention to any part of the program, temporarily ignoring theprogram context in which the part is embedded (they also have some control overthe style of abbreviation of sub-expressions that is used if the selected programpart is to large to �t on the screen). However, as soon as a reduction sequenceis initiated, abstractions inside the current focus of attention may be substitutedby their de�nitions. This is not so much a consequence of the execution model ofprogram transformations as a consequence of the very plain interpretation of thismodel: independent of the high-level abstractions described by a program, execu-tion proceeds simply as a step-by-step, one-rule-at-a-time process. Not only doesthis cause an exponential growth in program size during stepwise transforma-tion (function de�nitions are substituted into all sub-expressions to be availablethere if the focus of attention is shifted between steps), unfolding all abstrac-tions also burdens programmers with details they may not at all be interestedin. Essentially, the unfolding of function de�nitions during reduction causes allpreviously established levels of abstraction to collapse into one { the system doesnot distinguish between reductions in di�erent levels of abstractions. Therefore,abstraction is supported only statically by the current systems, it is not preservedduring reduction. On closer investigation, it turns out that these inconveniencesat the language level also have very unfortunate consequences for implementatione�ciency.Usually, programmers establish abstractions via function de�nitions whenthey want to distinguish between a level of function de�nition and a level offunction application. On the level of function de�nition, they may be interested172



in all details of a typical function application. For instance, they might want toreduce applications of their function de�nitions on a step-by-step basis to verifytheir correctness, and of course the reduction system supports this. On the levelof function application, however, programmers are no longer interested in thedetails of the de�nition or even in the exact sequence of reduction steps from afunction application to a result. But this is exactly what the current system hasto provide for: even if programmers ask for an unbounded number of reductionsteps to be performed, indicating that they are only interested in a �nal result,the implementation has to guarantee that the program is executed on the basisof a step-by-step reduction. One of the unfortunate consequences is that somecommon optimizing program transformations cannot be used because they wouldcause the program execution to deviate from the usual reduction sequence.In brief, the programmer-chosen levels of abstraction are not respected by thecurrent implementation, and programmers even have to pay for this unwantedfeature by an implementation that cannot fully optimize programs. Even on thesystem implementation level, the e�ects are rather negative because implemen-tors have to take care to comply to the pre-de�ned reduction sequences insteadof implementing more optimal and sometimes even simpler shortcuts. In viewof these negative impacts on all levels of the reduction system, an obvious im-provement would be a feature that allowed programmers to mark those functionde�nitions below their current level of abstraction (in contrast to the focus ofattention, the current level of abstraction is a non-local aspect of programs). In-dividual reduction steps in `hidden' function de�nitions should then simply benot observable at the user level, and the implementation would be free to fullyoptimize these intermediate reduction sequences. Just as function names are usedas textual abbreviations for function de�nitions, the single high-level step froma function application to a function result should be used as an abbreviation forthe sequence of low-level reduction steps involved.Unfortunately, neither the precise de�nition of reductions on di�erent levelsof abstraction nor the details of an implementation are as simple as it mightseem. For instance, the �nal boundaries of high-level reduction steps need tobe de�ned, too, and high-level applications need to be reconstructed if the cor-responding low-level reduction sequences do not run to completion, e.g., if theuser speci�es an upper limit on the number of reduction steps that is too low.Furthermore, if an abstraction involves interactions, we face all the problems oftransactions, known from the database world, only in a more complex setting (cf.also [NW92]). Therefore, an investigation of this interesting high-level view ofthe program transformations in the language de�nitions has to be postponed asa topic for further work. Another idea in this class is to explore the potential ofusing transformation rules of the language as a basis for program structure modi�-cations: so far, the rules have been used only for program evaluation or for formalprogram transformations that involve the functionality of programs (derivationof programs from speci�cations, proof of equivalence of programs with di�erent173



reduction properties). The major topic of programming-in-the-large, however, isnot the functionality, but the structure of programs, and a major problem forprogrammers is the need to modify the structure of large programs (to alleviatemaintenance or to optimize extensibility and reusability). These tasks should begiven a formal basis in the transformation rules and they should also be supportedby the language implementation.8.2 Type systemsWe have purposely excluded all aspects of type systems from our design. Therationale for this decision was our impression (based on an initial search of theproject-relevant literature) that the limited capabilities of current static type sys-tems would not have allowed an unbiased approach to our design tasks. Indeed,it seemed as if the language features we had in mind were particularly suitedto highlight the problems of current static type systems. On the one hand, thisphenomenon had already stimulated a 
ood of research on the further develop-ment of type systems, so there was no need for us to join this trek. On the otherhand, this research had only produced partial solutions to isolated problems (seebelow), and no uni�ed framework for the proposed type system extensions wasavailable in which our design tasks could have been pursued. Trying to forcean extended language design into the constraints of one of the established statictype systems was also not felt to be a reasonable option as the design inescapablywould have been biased to �t into a type system that was known to be inadequatefor our tasks. Instead, we decided to keep the implicitly and dynamically typednature of the given reduction language and to use this unrestricted framework toget an unbiased view of the design options. We hoped that, ideally, the contin-uing research on type systems would produce acceptable solutions to the typingproblems related to our language design. In any case, it made sense to develop adesign for the complete language before looking for a suitable type system.This approach was very successful in that it allowed us to develop the sim-ple, yet expressive language framework that has been presented in the last threechapters. It also allowed us to disentangle the properties of purely functionallanguages and static type (inference) systems and to investigate the prospectsof purely functional languages in isolation. We have not elaborated on this inchapter 6, but we have come to the conclusion that there is no fundamental dis-crepancy between functional and object-oriented programming (this follows fromour view of abstractions for modular programming as well as from semantic ac-counts of object-oriented programming languages and the availability of severalapproaches to state-based computations in functional languages). An immedi-ate consequence of this insight is that the major factor that has delayed thetranslation of very successful approaches to object-oriented programming in Lisp[DG87] to purely functional languages for more than a decade is the prevailing174



assertion that static type inference systems in their current form are not limitingthe expressiveness of functional languages in areas of practical relevance. Wrongas it is, this assertion is the rationale for not permitting language constructs andprograms that cannot be handled by the type systems attached to current func-tional languages. Nevertheless, our work would not be complete without at leasta summary account of the problems which our language design would pose to theaddition of a static type system. We do this here by providing references to someof the ongoing research work on these problems.Starting with the functional core languages, it is well known that the very�rst step, from untyped to typed �-calculus, loses computational completeness:self-applications, an essential prerequisite for the de�nition of �x-point combina-tors as terms of the �-calculus, are not typable in the simply typed �-calculus.Therefore, it is necessary to add explicit �x-point combinators or other forms ofrecursive de�nitions as primitives to the typed calculi if they are to be used asthe core of general purpose programming languages (in contrast to their de�ni-tions as �-terms, �x-point combinators themselves are typable in these systems).It is also common to use a polymorphic �-calculus, because the simply typed�-calculus does not allow abstraction over expressions of di�erent types, and toavoid explicit type annotations. However, the Hindley-Milner type inference sys-tem [Mil78] that forms the core of type inference in current functional languagescomputes type information only for untyped terms of a predicative polymorphic�-calculus (no abstraction over expressions of polymorphic type). To allow atleast for declarative abstractions over polymorphically typed expressions { andthus the means to de�ne polymorphic functions, the let-construct is given aspecial meaning: let-bound variables, in contrast to �-bound variables, mayhave a polymorphic type. This is in con
ict with the principle of correspondence(no parametric abstraction over polymorphically typed expressions), and it doesnot allow polymorphic functions to be passed as parameters to other functions{ polymorphically typed expressions are not �rst-class data objects (against theprinciple of data type completeness).Furthermore, the type inference problem for polymorphic recursion has beenshown to be undecidable [Hen93, KTU93], so that each recursive function canonly be instantiated to a single type inside its de�nition. The same restrictionsthat do not allow polymorphically typed expressions to be passed as parameters(no local quanti�cations in type schemes) do also preclude their storage in datastructures, so that frames could not sensibly be used to represent modules orobjects. In brief, the means for abstraction that form the very core of our designare severely limited in standard static type inference systems. Moving on to thesecond-order polymorphically typed �-calculus [Hue90, part II] would allow localquanti�cation of types (and thus polymorphic parameters or structure compo-nents) at the expense of fully implicit typing2. Mixtures of type annotations and2It seems as if even type-checking in the full calculus is undecidable [Wel96].175



type inference can be used in hope to get the best of both worlds [OL96], or localquanti�cation can be restricted to certain contexts (data structures, in particular)to provide the necessary hints for type inference without explicit type annota-tions in the program (the annotations are abstracted out to the data structuretype de�nitions [Jon97]). So much for the typing problems related to the corelanguage { for a more detailed description and for further references see, e.g.,[Mit90].As mentioned above, each of the proposed language extensions induces furtherproblems for static typing. Frames, for instance, are record-like data structuresthat combine heterogeneously typed components with dynamic access. Thesetwo properties, taken together, stress the capabilities of any static type systemas the type of a selected component may depend on the dynamic evaluation ofboth the selector and the frame. In general, there is no way to determine the typeof an expression selected from a frame statically and unambiguously. At best,safe approximations of sets of possible types of selections can be computed, andprograms can be guaranteed to be well-typed for every possible type of selectionsstatically (due to dynamic frame modi�cations, these approximations may endup including all possible types). The actual type of a selection, however, can onlybe determined at runtime, when the appropriately typed variant of the selectioncontext has to be selected. For similar reasons, statically typed languages usuallyallow only structures with one of the above mentioned properties (lists and arraysallow dynamic selection, but are homogeneous collections, i.e., all elements of acollection have the same type; tuples may have heterogeneously typed elements,but no selectors of statically unknown type).As a consequence, support for record-like data structure in current functionallanguages is restricted in several ways to account for the limitations of their statictype inference systems. In Standard ML [MTH90], records are treated similarto tuples3, i.e., the exact structure of records (the set of slot names and types)has to be known statically for a record operation to be well-typed. There issimply no way to de�ne a general selection operation that takes a �eld label anda record as parameters and selects the named �eld from the record (�eld labels arenot even �rst class values, but are mapped into patterns of a selector function).The same holds for record extension or modi�cation of �elds. In Haskell 1.3[PH96], record-like structures have been introduced by allowing components ofdata constructors in data type de�nitions to be labeled using �eld names. Theuse of such �eld names implicitly generates a global selector function of the samename (�eld names cannot be shared by multiple data types, only by �elds of equaltype in di�erent constructors of one algebraic data type de�nition). In general,�eld names `do not change the basic nature of an algebraic data type; they aresimply a convenient syntax for accessing the components of a data structure byname rather than by position' [HPF97]. They have been introduced for good3More precisely, tuples are de�ned as records with numeric �eld labels.176



reasons, but are not meant as a general purpose record facility.The problems of adding records to statically typed languages have been knownfor about a decade now and some of them have been addressed in the work ofseveral authors. The fact that the typing of 
exible record operations poses simi-lar problems as the typing of objects and classes in object-oriented programminglanguages has been a major motivation for this work (see [GM94] for a collec-tion of papers on these topics). The major issues of the ongoing research workare polymorphic operations on records of di�erent structure (general selectorfunctions, record updates without loss of type information, structural subtyp-ing), record structure modi�cations (adding, renaming, removing �elds, recordconcatenation), and local type scheme quanti�cation (universal quanti�cation toallow polymorphic functions to be stored inside records, and existential quan-ti�cation to allow for the typing of operations on abstract data type representa-tions). Other topics are the static inference of the absence or presence of �elds inrecords and the e�cient implementation of record operations. In their full (dy-namic) 
exibility, our frame operations cannot be typed statically, but the limitsof static type systems have been extended far enough that a reasonable subsetof these operations can be integrated into statically typed languages. Practicalexperience with implementations of these advanced type systems will be neededto verify whether the remaining limitations really a�ect our design goals in prac-tice. However, the integration of the partial solutions into a single system andtheir interaction with other advanced features of modern type systems is still anopen research topic (see [GJ96] for a recent attempt 4; the paper also includes abrief summary of the state of the art and further references).The generalized input/output-facilities raise typing problems, too, as theyallow expressions to be separated from their originating programs or to be intro-duced into other programs at runtime. Expressions can be stored permanentlyin the �le system and may thus outlive program executions { the factorizationof program execution into static and dynamic phases (the very basis of statictype-checking) is neither su�cient nor absolute in such a context. Rather, at-tributes such as static and dynamic have to be interpreted relative to individualprograms, which may be evaluated and type-checked in two phases as long asthey do not interact with the environment of long-living expressions. For theseinteractions, however, some dynamic typing is necessary: whenever expressionsare stored in the �le system, information about their types needs to be attachedto them, and whenever expressions are loaded into running programs, their typeinformation needs to be checked for consistency with the types expected by theprograms that load them. The interrelations between static and dynamic typingcan be captured nicely by introducing a special type Dynamic, as proposed inseveral variants by several authors (we describe here a simpli�ed variant of the4Indeed, this seems to be the �rst publication to address the integration of the existingsolutions and the simpli�cation of the resulting type system.177



schemes described in [ACPR94]). Basically, Dynamic is a tagged sum of all types,and by injecting an expression into Dynamic, it gets tagged with a representationof its actual type (which may be statically inferred). To project an expressionfrom Dynamic, a typecase construct is used to provide alternative programs forevery possible `real' type of the expression. A runtime type-check compares therepresentation of the real expression type with the expected types and passes theexpression (projected from Dynamic to its real type) to the program alternativethat expects an expression of this particular type. Each alternative can be type-checked statically, and the interface between static and dynamic type-checkingis clearly de�ned: a runtime representation of a static type is created on injec-tion into Dynamic, and a dynamic type-check is performed on projection fromDynamic. There are, however, further problems in the details of this proposaland its interaction with other type system features.Unfortunately, this still does not account for all aspects of typing our extendedinput/output-scheme: programs that store expressions and those that retrieveexpressions from the �le system may not even agree on the types they use, indeed,an expression in the �le system may outlive all programs that know about thede�nition of its type. Essentially, the common sequence of static type-checking,compilation and execution no longer adequately describes the whole process ofprogram development, but is reduced to a partial view of the complete system,in which long-living expressions exist in the �le system before, during and afterall three phases of the sequence, and in which other programs may be working onthe same long-term store before, during, and after individual programs proceedthrough each of these phases. Of course, many of these aspects are relevant evenfor more conventional language designs, but the extended input/output-systembrings these problems into the scope of the language design process (instead ofdelegating them to programmers). The general consequences of this extendedview of language design are being explored in the research area of persistence(cf. section 8.3). For explicitly typed languages, this change of scope meansthat all of these activities have to be supported by the type systems (contrastthis with the untyped or character-based view of the �le system in conventionallanguage designs): as a �rst step, the interface to the �le system needs to be typed,e.g., using some variant of dynamic types, and the necessary extensions need tobe integrated into the often sophisticated type systems of modern functionallanguages (cf. [Pil96] for a description of this process for the language Clean).Even basic issues such as type equivalence checking (by name or by structure)need to be reconsidered [CBC+90]. Over time, expressions in the �le system mayalso outlive language and implementation versions, or may need to be adaptedto modi�cations of their original type de�nitions. These problems have beeninvestigated under the name system evolution in the research area of persistentsystems [MCC+93, KCMS96].This concludes our sketch of the �rst level of typing problems, but the listof problems continues on the next level: so far, we have only discussed how178
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Figure 8.3: The next steps in the hierarchies of meta languagesto type elements of our language design, but if the means to de�ne types areincluded into the language, the whole design process needs to be reiterated forthe new, explicitly typed language. In other words, we need modules of typede�nitions, storage of type de�nitions in the �le system, abstraction over types,etc. . We sketch only the problems related to support for modular programmingin typed languages here, since this has been a very active area of research. First,note that both modules and types are constructions (or abstractions) built overexpressions of the programming language, and that there are two alternativeways to proceed when adding both to a language (cf. �gure 8.1). Either theconstructs for modular programming (M) are introduced before the type system(T) or vice versa, leading to a typed modular language (TMP) or to a modulartyped language (MTP). The former allows modules to have types and is thus oneprerequisite for modules as �rst-class values in a typed language, and the latter179



allows type de�nitions to be included into modules (cf. the two sides of �gure8.2). For the typed modular language TMP, an additional level of the modulesystem (M2) is needed to allow for modular programming with types, and forthe modular typed language MTP, an additional level of the type system (T2)is needed to allow for typed programming with modules (cf. �gure 8.3). Toavoid the construction of an in�nite number of meta levels, the process is usuallystopped at this level, either by leaving an open end at the top (for instance, notypes for the constructs of M2) or by trying to build a closed loop (for instance,by merging M and M2). The obvious questions are whether the process has�x-points, and whether the two lines of development may converge, but thesequestions are usually not even posed. Instead, the line of development that �tsa given language best is pursued as if it was the only possible one.Examples of this phenomenon can be found by comparing the facilities formodular programming in Haskell [PH96] and Standard ML [MTH90, MT91,HMM86]: Haskell has a rather straightforward module system to organize sourcecode (including function and type de�nitions) into modules, and the focus of lan-guage design has been on the development of a sophisticated type system insidethe module structure (matching the right-hand side of �gure 8.2). Techniquesfor modular programming were then developed with no particular support fromthe module system, using mainly facilities of the type language (type classes inparticular). There are, however, proposals to establish further language supportfor modular programming below the level of the simple module system by provid-ing �rst-class record structures in the programming language, together with thenecessary extensions to the type language [Jon95, Jon96, JJ96]. In other words,Haskell seems to drift towards the situation symbolized in the left-hand side of�gure 8.3, with a simple module language M2 at the top of its hierarchy and asophisticated second module language below the type language.Standard ML, on the other hand, has a rather straightforward type system forits core language, and the focus of language design has been on the developmentof a sophisticated module language on top of the typed core language. Whilethe starting point was similar (right-hand side of �gure 8.2), the direction ofdevelopment was to the outside in this case. This led to the development ofthe functor and structure language [Mac85], with signatures playing the role oftypes in T2 (cf. the right-hand side of �gure 8.3). The language of functors andstructures forms an own typed �rst-order functional language and is separatedfrom the core language (so T2 is built directly on M, not on MTP as shown inthe �gure). There have been several attempts to bring T and T2 closer together,viewing them as parts of one type universe (allowingmodules with type de�nitionsto be �rst-class data objects of the core language), or at least permitting higher-order functors (see, e.g., [HL94, Ler94, Ler95, Lil97]). Nevertheless, the currenttendency in the ML community is towards keeping the strati�ed nature of thelanguage. According to Mark Lillibridge [Lil97], this will also be true for thedesign of the successor language to Standard ML, currently called ML2000.180



It would be beyond the scope of this thesis to elaborate on the problems en-countered at this level of typed language design (see [Jon96, Lil97] for summaryaccounts of the �eld), but note that the problems are entirely on the static typ-ing side, especially on �nding reasonable compromises between the 
exibilities ofdynamic manipulation of modules and the restrictions of static typing. This iseven more di�cult if the module language becomes `an organic extension of theunderlying polymorphic type system' [Mac92], as it is the case for Standard ML:module manipulation subsumes type manipulation, and a central topic of thework of Lillibridge and Leroy is the wish to maximize the visibility of type ma-nipulations in higher-order module languages while guaranteeing termination ofstatic type elaboration. To solve this apparent con
ict, they invented translucent(or manifest) types for modules with type components: only parts of the internaltype information are visible through module boundaries, and by making theseboundaries more or less translucent, the type system can statically compute safeapproximations of dynamic module manipulations. While the idea looks simple(from hindsight), the technical elaborations are rather complex, and it is no sur-prise that the technical di�culties left almost no room to scrutinize fundamentaldesign decisions. It has become almost impossible to disentangle the type andmodule systems in Standard ML without giving up the character of the language,and advances in the module language go hand in hand with advances in the typesystem. By re
exivity, it follows that advances in the type system (for instance,to accommodate it to the requirements of language constructs for object-orientedprogramming) should be re
ected in the module system to avoid duplication orinconsistencies of features in these two parts of the language.On the other side of the spectrum, one motivation for the work of Jones[Jon95, Jon96] is the hope to �nd less complex foundations for �rst-class mod-ules in statically typed languages. Using Haskell as his starting point, his majorproblem is to identify and change those aspects of the type system that hinderprogrammers from using the programming language for modular programming.He tries to separate the issues of modules and types, but runs the risk of du-plicating features of the sophisticated type language in the module language.For instance, a standard implementation of type classes implicitly passes dictio-naries of functions around as evidences for the membership of types in classes[HHJW96, JJM97, Aug93]. Currently, the program transformation that intro-duces dictionaries as additional parameters to functions may produce programsthat could not be written in Haskell itself (the type system would not allow poly-morphic functions in dictionaries), but these programs would be admissible in anextended language. Additionally, his proposals have been criticized as being in-complete [Lil97, p. 310], because they do not allow type components in �rst-classstructures. By analogy with the approach used for Standard ML (merging T andT2 in the right-hand side of �gure 8.3), this problem could be solved if it wouldpossible to merge �rst-class structures and the existing module language (corre-sponding to M and M2 in the left-hand side of �gure 8.3). This would depend on181



further extensions to the type and structure system and would probably lead toproblems similar to those encountered in the context of the Standard ML modulelanguage.The strati�ed language designs described above have some unpleasant proper-ties: just as the two module languages in an extended Haskell would have di�erentcharacteristics, the two type languages of Standard ML di�er in their capabili-ties, too. Some of these di�erences were intended (the possibility to abstract overtypes in T using expressions that have types in T2), others probably not [Kah93],and the sum of di�erences can be confusing to programmers, who are forced todecide early in their projects which of the levels to use for modeling their prob-lems. Therefore, one may wonder whether the two paths of development willeventually converge into one system by merging both types and modules as �rst-class values into the programming language (cf. section 4.3). The major problemon this way is of course the type system, in particular, the isolation of staticallycomputable information from dynamic computations, but some of the problemshave been solved already. And if we were to include types into our language, ourchosen design principles would leave us no choice: any feature important enoughto be included into the design at all has to be fully integrated with all parts of thelanguage. We would have to give full civil rights to types, including abstractionover types, modules of types, and interactions for types.8.3 Persistent systemsAll of these directions are interesting, and some of them have already seen somework on which further research could be based. However, the most promising di-rection for further work in our opinion stems from the extension of input/outputto all kinds of expressions. This directly connects functional programming tothe large body of research results and practical experience collected in the areaof persistence (cf. [AM95] for a recent survey). Persistence is the lifetime ofdata objects, ranging from very short (temporary objects) to very long (objectsin a database). Orthogonal Persistence names a language design principle, inline with the principle of data type completeness, by which the possible rangeof lifetimes should be the same for all kinds of objects. In particular, the treat-ment of data objects should be independent of their actual lifetime. Originallyintended to remove the separation between programming languages (with poorsupport for objects of long lifetime) and database languages (with poor generalprogramming capabilities), research on persistent languages and systems has ledto a completely di�erent view of programming environments. Not only have pro-gramming languages been developed that operate uniformly over data of di�erentlifetime, but objects of all types { including procedures { can be stored in per-sistent stores. Over time, the separation between programs and the environmentin which they are stored and executed is removed, leading to fully integrated182



programming environments.Apart from historical reasons, persistent languages (some of which are dis-cussed in [Cla91]) have an obvious need to control the state of the persistentstore and thus for a state-based programming paradigm. Typically, each per-sistent store has an entry point, the root of persistence, and all data objectsreachable from this root are persistent. Programs connect to a store and maythen access and update the structures reachable from the root of this store as ifthese were part of the programs local memories. If a sequence of updates is ex-plicitly committed, or if a program closes its connection to a store, the persistentstore is brought up to date. The movement of (parts of) data objects is usu-ally treated implicitly in the runtime system, freeing programmers from tediousand error-prone work, and great attention has been paid to the development ofe�cient persistent stores.Most of the goals of persistence research, e.g., better integration of program-ming languages and databases, the development of fully integrated data environ-ments (theme of two successive ESPRIT Basic Research Actions [FID92]), or theuse of persistent store technology as a foundation for integrated software devel-opment environments (cf. [KM97]) are of immediate practical relevance. It istherefore imperative to connect functional programming languages to the resultsof this very active research community, and some initial work has been done inthe ML community [Har86, Mat88, NW92]. However, as long as the supportfor state-based computations in purely functional languages was underdeveloped,it was simply not practical to combine these languages with persistent stores.Consequently, only very little work has been done in this promising direction sofar.The �rst notable exception is Staple [MD91, McN93], a lazy functional lan-guage and its programming environment (STAPLE is an acronym for StaticallyTyped Applicative Persistent Language Environment). In Staple, modules maybe added to a persistent store using commands on the operating system leveland programs may access this store using the request/response-stream model. Adynamic type Any with suitable projection and injection operations is used toreconcile dynamic load and store of expressions with an otherwise static typesystem. The disadvantages of stream-based input/output-models have been dis-cussed in chapter 3, and the two uses of the store are completely separated asmodules are not values of the programming language in Staple. Furthermore, theprojection of objects from type Any to a statically known type may fail with atype-error at runtime (no alternative code can be provided in the program forthe case that a dynamic type does not match the expected static type).More recently, Davie and Hammond [DH96] have proposed to integrate lazyfunctional programming, hyperprogramming and persistence into a program de-velopment environment (the term hyperprogramming is used in the persistenceresearch community to describe a form of programming in which program sourcetext may statically link to objects in a persistent store; it has been chosen by183



analogy to hypertext, i.e., text that may contain links to other texts). In
uencedby the module aspect of Staple, the proposal focuses on program construction ina persistent environment, de�ning an interactive functional hyperprogrammingsystem on top of a persistent store. The hyperprogramming system controls thestore and allows to create and manipulate functional program fragments (calledhypersheets by analogy with spreadsheets) in this store via a graphical user in-terface. The functional language itself (probably Haskell) has no explicit accessto the store. The proposal thus avoids the problem of program-controlled ma-nipulations of the store and provides only a unidirectional integration: whilefunctional programs are expected to reside and run in a persistent store, thestore cannot be explicitly accessed by functional programs. Similar to Staplemodules, hypersheets are not data structures of the programming language butof the (hyper-)programming environment.While investigating the possibilities of writing an operating system in the lazyfunctional language Clean [PvE97], Pil has also discovered that the restrictionsof input/output-systems in current purely functional languages contrast sharplywith the claim that functions are �rst-class citizens in these language. He fo-cuses on the typing aspects and judges that `the �le system [in most functionallanguages] is poorly typed at best and some classes of objects, in particularfunctions, cannot be stored on disk at all'. As a prerequisite for an extendedinput/output-system for Clean, called First Class File I/O, he develops a vari-ant of dynamic types to provide an interface between statically and dynamicallytyped parts of a program. The type system and his plans for implementing thestorage of functions in �les are described in [Pil96].Interestingly, database researchers, in search for expressive database program-ming languages, have invented their own functional programming languages. Inthe design of PFL (Persistent Functional programming Language), even referen-tial transparency was a major design goal. Two variants of the language havebeen described: the �rst one uses a variant of result continuations to provide safeaccess to a persistent store [Sma93], the second one ensures safety of destructivestore updates through a linear type system [SS95]. Both function de�nitions (setsof equations) and relations (sets of values of homogeneous type) are stored in adatabase and may be updated at runtime using one of the mechanisms listedabove (in [Sma93], even type de�nitions are stored in the database and may bemodi�ed). However, the program component of the database is an unstructuredset of equations, and no constructs for modular programming are described. Onlythe relation part of the database can be queried, and the types of values in rela-tions have to be �rst-order (no functions allowed), probably even monomorphic.Therefore, the design is based on the separation between programs and �rst-orderdata, even though both are stored in one database. Other persistent languagesexist that support both orthogonal persistence and �rst-class programs, but donot strive for referential transparency [MS92, MBC+96]. Similar to languages inthe ML family, they allow both functional and imperative programming styles.184



They provide a wealth of research results and implementation experience in top-ics such as type systems, programming environments, persistent store technology,and language design (for detailed information, cf. [Tyc97a, Tyc97b, Nap88]) thatonly needs to be harvested and adapted for use in purely functional languages.In sum, the major prerequisites needed to support orthogonal persistence inpurely functional languages are available: direct manipulation of persistent storescan be replaced by using the now common input/output-facilities to communi-cate with these stores, and the additional problems of typed languages can besolved if static typing (no typing at runtime) is replaced by strong typing. Tothese ends, input/output has to be extended to all kinds of expressions, and typesystems have to provide both static and dynamic typing, as well as an interfacebetween the two. However, even if these necessary prerequisites were standardin modern functional languages (which they are not yet), we would still have abacklog of several years with respect to the advanced aspects of orthogonal per-sistence. This estimated backlog is alarmingly large, especially if compared withthe prevailing idea that functional languages are at the forefront of programminglanguage development. The estimate is based the fact that, as early as 1984,Atkinson and Morrison [AM84] did already describe how persistent languagescan support modular programming if they provide �rst-class procedures, thushaving all essential ideas in place, albeit in the hostile framework of a procedurallanguage. The competitive advantages manifest themselves in various areas ofpersistent systems, most notably in implementation experience (for instance, the�le system is usually a poor replacement for an e�ciently implemented persis-tent store). A second major advantage is the practical experience with persistentsystems over longer periods of time (which led to the interest in integrated pro-gramming environments). On the positive side, the research results in orthogonalpersistence are well documented, enabling functional language designers and im-plementors to build on the existing experience, and general language design andimplementation issues (development of advanced type systems, e�cient imple-mentation of higher-order abstractions, etc.) have been pursued concurrently inboth research areas. Therefore, a backlog estimate of a few years (instead of afull decade) is reasonable5.It should be noted that the advantages of persistent languages are not in ob-scure research areas but in areas of immediate practical relevance: support forthe manipulation of large databases of long-lived data and support for integratedprogramming environments. While high-publicity languages such as Java [Jav95]are rapidly embracing persistence technology [PJa96, For95, PJW96, PJW97],the lack of support for database programming in current functional languages isgetting increasingly important as a (negative) decision factor. The problem is5Even with extended input/output-facilities and type systems, some of the advanced resultscannot be adopted without further basic research. This is especially true for the re
ectivelanguage features that are provided in some persistent languages to address issues such assystem evolution [KCMS96] and dynamic typing [MM93, section 6.3].185



aggravated by a tendency towards larger and larger accumulations of long-liveddata, e.g., in the world-wide web, that need to be administrated. This simple factalone could seriously hamper the transition of functional programming languagesfrom research vehicles to practical tools, and the situation is hardly better forprogramming environments. The development of adequate programming environ-ments for (purely) functional languages has so far been regarded as not a researchtopic, and has thus received very little attention, even though it is considered amajor factor in practice. This leads to a vicious cycle: the development of suit-able programming environments is assumed to be a task for commercial languageimplementations, which are not provided unless there is a large base of poten-tial customers, i.e., professional software developers who are willing to pay for alanguage implementation with a full-featured environment. Professional softwaredevelopers, however, cannot a�ord to invest time and money into a language forwhich essential tools do not exist. Experience with persistent systems has notonly shown that orthogonal persistence is a solid foundation for the constructionof software development environments [KM97], but also that these environmentsdo generate new research problems [AM95]. In conclusion, orthogonal persistenceo�ers tested solutions to the problems of database programming and encouragingperspectives for the problems of programming environments. Given that thesetopics are crucial to the success of a programming language in practice, we seeno excuse for not following the principle of orthogonal persistence in the designof modern functional languages.
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Chapter 9Summary and ConclusionsThe key idea of this thesis is to present the extension of a purely functional lan-guage with facilities for input/output and modular programming as a languagedesign process. Starting from object transformations as a natural model of com-putations, we brie
y develop functional languages as a means for declarative pro-gramming. Compared to general transformation systems, functional languagesare slightly less 
exible, but do not burden the daily programming task withconcerns about fundamental system properties such as con
uence. If properlydesigned on top of a suitable calculus, these languages compensate for the re-strictions they impose with a re�ned theory for reasoning about programs. Inparticular, properties such as Church-Rosser and referential transparency can beguaranteed by the language designs, so that they cannot inadvertently be invali-dated by programmers (chapter 2). Having thus embedded functional languagesinto our design framework, we collect the available design options regarding lan-guage support for input/output (chapter 3) and modular programming (chapter4). After these preliminaries, we develop our language design, giving a formalde�nition of the language (chapter 5), a discussion of its support for modularprogramming techniques (chapter 6), and an abstract speci�cation of our imple-mentation (chapter 7). Finally, we show several options for further work andconnect our work to research on type systems and on orthogonally persistentlanguages and systems (chapter 8).When we started to take the language design aspect of our work seriously,we were surprised to �nd essential support in language design principles col-lected in the late 1970s. Functional languages have been in
uenced deeply bydevelopments in the formal semantics of programming languages, and it is onlyreasonable to base the (re-)design of functional languages on semantic consider-ations, but it is interesting that characteristics of functional languages can becondensed into a few principles, which were not even developed for this purpose.The de�nitions of the three principles of abstraction, correspondence, and datatype completeness given in the introduction to this thesis are obviously informaland leave room for di�erent interpretations. Moreover, the purpose of the princi-187



ples is easily defeated by malevolent interpretations of their de�ning terms. Ourbenevolent interpretation has turned the principles into essential tools for ourlanguage design process, but it would certainly be worthwhile if their de�nitionscould be formalized (putting their bene�ts on �rm ground).In contrast to the helpful work on general language design, we found essen-tially no comparative surveys of design options in three areas of research that arerelevant to our particular language design problem. These areas are input/outputin functional languages, language support for modular programming, and the in-teractions between these two areas and type systems. There exist several in-depthsurveys that cover large sub-areas of type system research, but the �eld is cur-rently too diverse to allow for any comprehensive surveys. Unfortunately, severalissues of typing language constructs for input/output and modular programmingare located at the very frontier of active research on type systems, and are there-fore not covered by the existing surveys (some of the issues are summarized insection 8.2). As a consequence, we decided to put aside the issues of type systemsfor the present thesis, and have compiled surveys of the remaining two areas thatare not exhaustive, but have su�ced as a foundation for our design decisions.In the area of input/output, several more or less detailed historical accountsof the �eld exist which also accurately describe some of the problems of di�erentinput/output-schemes. However, when it comes to a comparison of the di�erentapproaches, these papers are often biased either to support the particular newapproach they introduce or to retain one of the well-established approaches inspite of its shortcomings. Also, the comparisons are usually informal, renderingan evaluation di�cult, and even if formal accounts are given (e.g., translationsbetween input/output-schemes in [HS89], or the operational semantics and equiv-alence proofs in [Gor94]), these are not in a form that could readily be employed toaddress the issues of language design. Nevertheless, the existing work enables usto develop a formal presentation that reduces the various input/output-schemesto their essence: the integration of context-sensitive transformations into theformerly context-free world of functional programming. Formally, the variousschemes di�er mainly in the restrictions which they impose on permissible con-texts for interactions, but the consequences of these di�erences on programs thatengage in interactions are considerable (as discussed in chapter 3).The �eld of language support for modular programming is simply too diverseto allow for a comprehensive survey of the various language constructs and pro-gramming styles that have been proposed so far, and the problems are aggravatedby the lack of a common basis for comparisons. Since we cannot build on exist-ing work in this case, we present the relevant ideas in their historical context inchapter 4. This historical survey provides the foundation for our design decisions,but it cannot produce the necessary con�dence in the �nal design. Therefore, weevaluate the support for the most common modular programming techniques inour language in chapter 6, establishing pragmatic a posteriori support for ourdesign principles. Hopefully, the discussion in section 6.4 can be taken as a start-188



ing point for a classi�cation of language support for modular programming, butfurther work is required to develop the ideas presented in this section into a basisfor a comprehensive comparison.The major contribution of this thesis is the design of a functional program-ming language with explicit support for interactions with an external environ-ment, and with implicit support for modular programming. The language is nolonger purely functional, but it is still a pure language in that the integration ofcontext-sensitive transformation rules does not a�ect reasoning about context-free program transformations. The overall design goal of simplicity through gen-erality has been achieved for the extended language, and the conformance of thefunctional core language with the principles of abstraction, correspondence anddata type completeness has been preserved for the extended language. In otherwords, functions, frames, and interactions are �rst-class data objects, abstractionis provided over all these categories, and to each declarative form of abstractionthere is a corresponding parametric form. The �rst-class status of data objectshas been extended to include participation in interactions, which allows programbuilding blocks (modeled, e.g., as frames containing functions or interactions) tobe stored in the �le system and retrieved from there to become parts of otherprograms. Both storage and retrieval of expressions are simply interactions ofprograms with the �le system, lifting the level of tools for program constructionand maintenance to the level of programs written in the extended language.While solving our original problems, this language design also opens somenew issues regarding the interactions between the external long-term store andthe programming language. For instance, should the �le system be described asa data structure of the language or as some external structure (which is whatwe have done in chapter 5)? In other words, the questions are how tight theintegration of the long-term store and the programming language should be, andhow fully integrated programming systems (language + store) could look like.Fortunately, this is exactly the kind of questions that have been investigated inthe research area of persistent systems (cf. section 8.3). Therefore, our languagedesign connects the research areas of functional languages and persistent systems,and it should be possible to translate the results of research on persistent systemswith imperative languages to persistent systems with functional languages.The connection to research on persistent systems is the most promising areafor further work, but the idea that functional languages can be characterizedon the basis of semantic design principles, to which these languages conformmore thoroughly than conventional languages, merits further investigations, too.The surveys of language support for input/output and modular programming infunctional languages are also contributions of this thesis (though neither of thesurveys covers its area exhaustively), and the preliminary results of section 6.4,in particular the emphasis on abstraction instead of speci�c language constructs,suggest that the currently very diverse lines of research and development in the�eld of language support for modular programming do have a common basis.189
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